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Preface

The International Conference “Dynamical Systems: Theory and Applications”
(DSTA), held on December 11–14, 2017 in Łódź (Poland), was the 14th edition of
a conference series with over a 25-year history. This scientific meeting organized by
the Department of Automation, Biomechanics and Mechatronics of the Lodz
University of Technology gathers numerous outstanding researchers and engineers
from different fields of science, who deal with widely understood problems of
dynamics met in daily life. This book collects only a small, carefully selected part
of the topics covered by the participants of the latest edition of DSTA Conference.
This volume covers a very wide spectrum of topics, varying from purely mathe-
matical to purely engineering approaches that were presented by both experienced
and ambitious young researchers. All of the chapters ranging from purely theo-
retical to application-oriented studies are connected by the common factor—dy-
namical systems.

The main aim of this volume is not only to provide the reader with an overview
of the recent developments in the field of dynamical systems but also to help them
in finding answers to their own problems and inspire them for further research.

In Chapter “Gait Transitions in Artificial Non-standard Snake-Like Locomotion
Systems Using Adaptive Control”, Behn and Kräml presented a nonstandard
mechanical model of a snake-like robot. They investigated most advantageous gait
patterns for a 10-link prototype proposed by them. In addition, they used numerical
simulations to obtain a gait transition algorithm that is able to autonomously change
velocity and the number of resting mass points.

Breńkacz et al. (Chapter “The Experimental Determination of Bearings Dynamic
Coefficients in a Wide Range of Rotational Speeds, Taking into Account the
Resonance and Hydrodynamic Instability”) presented their results of the experi-
mental determination of bearings dynamic coefficients. They described the out-
comes of computations for both stably operating machines and for a broad range of
rotational speeds, taking into account the resonance and hydrodynamic instability.

In Chapter “Analysis of Rail Vibration Signal Time and Frequency Structures
Generated by Different Mechanisms”, Burdzik focused on the identification of the
excitation characteristics for a rail vibration structure. He analyzed the frequency
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forms of vibrations with respect to a possibility to separate them into signals of
longitudinal, transverse, and vertical vibrations.
Chmielewski et al. (Chapter “Model Based Research on Ice Engine Powered by
Alternative Fuels”) presented theoretical and analytical dependencies describing the
heat generation in the cylinder of the 2 DOF dynamic model in a piston-crankshaft
system with the ICE engine powered by an alternative fuels.

In Chapter “Experimental Evaluation of Mathematical and Artificial Neural
Network Modeling of Energy Storage System”, Chmielewski et al. (2) proposed a
recurrent artificial neural network structure as a model of an energy storage system.
Their approach allows one to forecast the properties of electromechanical energy
storage systems and it can be used for prediction and control in battery management
systems.

Csukas and Duma (Chapter “Finite Element Analysis of a Configuration of
Optomechatronic Choppers with Rotational Shafts”) applied the finite element
analysis to investigate the fundamental issues of the optomechatronic choppers with
rotational shafts. They obtained some preliminary results allowing for optimization
of such devices for specific application.

In Chapter “Charpy Impact Testing Machine in Modeling of Vehicle Frontal
Crash with Street Lights”, Danek and Pawlak presented interesting numerical
results obtained while studying the possibility of applying a Charpy impact testing
machine as an alternative method for real crash tests.

Dutkiewicz (Chapter “Interaction of Bridge Cables and Wake Behind in the
Vortex Induced Vibrations”) investigated an influence of the vortex induced
vibrations on the interaction of the circular section of the bridge cables.

In Chapter “Steady-State Behaviour of the Jeffcott Rotor Comparing Various
Analytical Approaches to the Solution of the Reynolds Equation for Plain Journal
Bearing”, Dyk et al. focused on the behavior of the Jeffcott rotor supported by HD
journal bearings. They studied rotor’s steady-state responses and compared results
for various analytical approaches with the solution of the Reynolds equation.

Falborski et al. (Chapter “Numerical Investigation on Dynamic Performance of a
Multi-storey Steel Structure Model and Comparison with Experimental Results”)
presented a numerical evaluation of the dynamic response of a two-storey steel
structure model considered as a 2-DOF system with lumped parameters determined
by free vibration tests.

Chapter “Accumulation of the Energy in Mechanical Resonance” is devoted to
energy accumulation on mechanical resonance and its use in impact working
machines and in machines with the crankshaft systems, as studied by Fiebig.

In Chapter “Application of Time-Frequency Methods for Assessment of Gas
Metal Arc Welding Condition”, Górka and Jamrozik proposed a method for the
evaluation of material joining stability in the gas metal arc welding process. Their
research yielded a reliable analytical method to distinguish correct and incorrect
joint by using the intrinsic mode function obtained from the empirical mode
decomposition.
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In Chapter “A 3-Link Model of a Human for Simulating a Fall in Forward
Direction”, Grzelczyk et al. proposed a novel 3-link biomechanical model of a
human for simulating a forward fall. Parameters of the model were obtained based
on the 3D scanned human body model created in Inventor, while model’s kine-
matics was obtained from the experimental observation with a motion capture
system.

In Chapter “Reflectance and Transmittance of Cholesteric Liquid Crystal
Sandwiched Between Polarizers”, Grzelczyk and Awrejcewicz calculated the
reflection and transmission coefficients of the light incident on the cholesteric liquid
crystal sandwiched within two isotropic media and optical polarizers. Application
of the exact 4 � 4 matrix method allowed them to take into account both the effect
of refraction and multiple reflections at the interfaces of dielectric discontinuities.

Chapter “Analysis of Nonlinear Dynamic Behavior of a Rotating Electrical
Machine Rotor-Bearing System Using Optimal Auxiliary Functions Method” is
focused on the dynamical analysis of a rotating electrical machine. For this purpose,
Herisanu and Marinca applied the optimal auxiliary function method that allowed
them to solve the problem of the parametrically excited system supported by
nonlinear bearings and unbalanced by the rotor force.

Jarzębowska et al. (Chapter “Development of a Computational Based Reference
Dynamics Model of a Flexible Link Manipulator”) described the development of a
new derivation method for a flexible link manipulator allowing for the generation of
dynamic equations without formulating additional material constraints.

In Chapter “Optimization of Geometry of Cavitational Tunnel Using CFD
Method”, Jasionowski and Kostrzewa presented the application of the computa-
tional fluid dynamics software for numerical optimization of the geometry of a
cavitation tunnel allowing to determine an optimal shape of counter-barricade in
terms of receiving largest low-pressure that induces the cavitation phenomenon.

Steel multilayer welding was the subject of the study by Kik et al. (Chapter
“Application of Numerical Simulations on 10GN2MFA Steel Multilayer Welding”).
The applied numerical simulations allowed for optimization of the welding process
with respect to re-structural changes, stresses, and hardness distribution in the heat
affected zone.

Komorski et al. (Chapter “Application of Time-Frequency Analysis of Acoustic
Signal to Detecting Flat Places on the Rolling Surface of a Tram Wheel”) applied
the time-frequency analysis of an acoustic signal for detection of the imperfections
of the rolling surface of tram wheels. Their research yielded a method for moni-
toring and diagnosing wheel flat places as well as increasing safety and reliability
of the public transport.

In Chapter “Development of a Prototype Dynamic Weighing System for Single
Bucket Excavator”, Kosiara et al. presented the prototype of the dynamic weighing
system for a single bucket excavator, developed at the Wrocław University of
Science and Technology. A comparison of the numerical and experimental results
indicates high accuracy of the developed system in weighing of the transported
payload.
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Kralikova et al. (Chapter “Design of Illumination and Lighting Visualization by
Simulation Methods”) proposed a simulation method to design internal artificial
illumination and lighting visualization that can be applied for the improvement
of the occupational safety and to create flexible spaces that are adapting themselves
according to the type of the activity carried out.

In Chapter “Optimal Design of Multibody Systems Using the Adjoint Method”,
Maciąg et al. investigated the possibility of application of the proposed computa-
tional algorithm using the adjoint method to obtain optimal design of a multibody
system.

Mirosław and Zawadzki (Chapter “Non-linear Modelling of Human Body
Dynamic”) presented a nonlinear method of modeling of static and dynamic loads
of human body parts during movement. Their model describes a human body as a
chain composing of three types of elements—bones, elastic tendons, and muscles.

In Chapter “Dynamics of a Portable Module Handling System”, Mitoraj and
Szczotka described a model of a light module handling system developed for
inspection, maintenance, and repair services typically conducted for the
seabed-located oil and gas production facilities.

Palechor et al. (Chapter “Dynamic Analysis of a Beam with Additional
Auxiliary Mass Spatial Via Spectral Element Method”) proposed a new spectral
element with auxiliary mass while dealing with the wave propagation in structures
during the spectral analysis.

Pałczyński (Chapter “Influence of Air Temperature on Dynamic Properties of
Pipes Supplied with Pulsating Flow”) presented the results of an investigation of an
influence of air temperature on dynamic properties of pipes supplied with pulsating
flow.

Kinetic energy recuperation system for city buses was modeled by Pałczyński
and Łagodziński (Chapter “Model of Kinetic Energy Recuperation System for City
Buses”). Based on real driving cycles of buses, the authors were able to model the
flywheel supported in an active magnetic bearing, two reverse electric motors, the
high ratio gears, and the control system.

Saków et al. (Chapter “Signal Prediction in Bilateral Teleoperation with Force-
Feedback”) focused their research on the development of the sensor-less and
self-sensing control scheme for a bilateral teleportation system with a
force-feedback based on the prediction of input of a nonlinear inverse model by
prediction blocks.

An analysis of a nonideal rotor mechanism with a limited power source and the
study of effectiveness of the method of direct separation of motions to study
complex nonlinear mechanical system with 3 DOFs were presented by Shahlaei-Far
and Balthazar in Chapter “Method of Direct Separation of Motions Applied to a
Non-ideal Electromechanical Pendulum System”.

In Chapter “Problem of Dynamics of an Elastic Rod with Decreasing Function
of Elastic-Plastic External Resistance”, Shatskyi and Perepichka described appli-
cation of the model of elastic-plastic resistance with decreasing relation between
sheer stress and jump of displacement on the lateral surface to study the problem of
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wave propagation and shock perturbation in a semi-infinite elastic rod interacting
with the medium.

Shatskyi et al. (Chapter “Hysteretic Properties of Shell Dampers”) described
their achievements in the analytical modeling of four variants for hysteric energy
dissipation in the system of shells with deformable filler at the expense of dry
friction.

Chapter “Modal Analysis of the Vehicle Model” by Svoboda et al. deals with the
numerical solution of modal analysis of a simple vehicle model taking into account
the vertical oscillation of the symmetrical and asymmetrical loading and different
kinematic excitations.

Skujrat and Kosiara (Chapter “Directional Stability Control of Body Steer
Wheeled Articulated Vehicles”) proposed and tested a new mathematical algorithm
for the estimation of stability control of a body steer wheeled articulated vehicles.

In Chapter “Influence of the Mechanical Properties of Pantograph Structural
Parts on Its Interaction with a Catenary”, Szlachetka et al. applied Reyleigh’s
method to calculate the first natural frequency of transversal vibrations of
clamped-free bars with variable cross section and the shape of a solid and hallow
curvilinear truncated cone.

Urbanowicz and Firkowski (Chapter “Modelling Water Hammer with Quasi-
Steady and Unsteady Friction in Viscoelastic Pipelines”) focused on the mathe-
matical modeling of the water hammer in viscoelastic pipelines, taking into account
the retarded deformation of the pipe wall as well as quasi-steady and unsteady
friction in viscoelastic conduits.

The concept of the developed autonomous vibration damper in passive sus-
pension system of a vehicle was presented by Warczek et al. in Chapter “The
Concept of Autonomous Damper in Vehicle Suspension”.

Chapter “Validation of the Numerical Model of Impuls I Electric Multiple Unit
Driver’s Cab” by Wątroba et al. presents validation of the numerical model of the
electric multiple unit driver’s cab by a comparison of the numerical simulation with
a real-life model.

Wojnicz et al. (Chapter “Approach for Determination of Functioning of Lower
Limb Muscles”) focused on the approach for determination of activity of the chosen
lower limb muscles that are essential for gait performance. For this purpose, they
applied the planar multibody model and electromyography (EMG) signals.

In Chapter “Modeling and Control of Motion Systems for an Electro-Hydraulic
Tripod Manipulator”, Wos and Dindorf presented the theoretical and experimental
based modeling resulting in the prototype of a spatial 3-DOF electro-hydraulic
parallel manipulator consisting of a stationary base and a mobile platform.

Zarodnyuk and Cherkasov (Chapter “Support Reaction in the Brachistochrone
Problem in a Resistant Medium”) considered the problem of the horizontal coor-
dinate’s maximization problem as well as related the brachistochrone problem for
particle moving in the vertical plane under the influence of gravity and viscous drag
being proportional to the velocity movement.
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In Chapter “Free Vibration of Cantilever Bars Having a Shape of Solid and
Hollow Curvilinear Truncated Cone”, Szlachetka et al. addressed the dynamic
interaction in the pantograph of a rail vehicle. The authors analyzed the influence of
mechanical properties of pantograph’s structural parts on its interaction with the
catenary, taking into account friction forces, suspension springs, and aerodynamic
effects.

Zelei et al. (Chapter “Four-Bar Mechanism Substitution for Balance Board
Experiments: A Parametric Study”) presented the parametric study aimed at finding
a substitution for a rolling balance board that would exhibit approximately the same
kinematic behavior as the balance board in the relevant tilt angle region.

Chapter “Numerical and Experimental Modal Analysis of Laminated Glass
Beams” by Zemanová et al. deals with the numerical and experimental modal
analysis of a multilayer structure made of glass planes bonded to an interlayer foil.
For this purpose, the finite element discretization and the Newton method were used
to solve the problem of the frequency and temperature sensitivity.

In Chapter “Methods of Simulation Investigations of Non-linear Vibrations in
the Steering System of a Motorcycle”, Żardecki and Dębowski introduced a novel
method for modeling and simulation of nonlinear vibrations with shimmy phe-
nomena of the steering mechanism of a motorcycle.

I greatly appreciate the help of the Springer Editor, Elizabeth Leow, in pub-
lishing the chapters recommended by the Scientific Committee of the DSTA 2017
Conference after a standard peer review procedure. Also, I would like to express my
gratitude to reviewers for their help and professional support during the book
preparation.

Łódź, Poland Jan Awrejcewicz
June 2018
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Gait Transitions in Artificial
Non-standard Snake-Like Locomotion
Systems Using Adaptive Control

Carsten Behn and Jonas Kräml

Abstract This chapter contributes to the modeling, analysis and control of ter-
restrial artificial locomotion systems. Inspired by previous models, we set up an
unconventional model for a snake-like locomotion systems in form of a chain of
visco-elastically interconnected mass points in a plane with passive joints, but – in
contrast to literature – active links (time-varying link-length) and rotatable skids to
change the movement direction and to avoid obstacles. We investigate this model
in a dynamical way and focus on controlling these link lengths to achieve a global
movement, steered by the skids. From dynamics, the actuator forces have to adjust
the prescribed link length for the locomotion. Since it is impossible to determine the
necessary actuator forces a-priori, we apply an adaptive lambda-tracking controller
to enable the system to adjust these force outputs on-line on its own. Prescribed
motion patterns, i.e. specific gaits, are required to guarantee a controlled movement
that differ in the number of resting mass points, the load of actuators and spikes,
and the lateral forces of the skids. In contrast to literature, the investigated system of
n = 10 mass points exhibit a large variety of possible gaits. To determine the most
advantageous gaits, numerical investigations are performed and a weighting function
offers a decision of best possible gaits. Using these gaits, a gait transition algorithm,
which autonomously changes velocity and number of resting mass points depending
on the spike, actuator and lateral skid force load, is presented and tested in numerical
simulations.

Keywords Snake-like locomotion system · Uncertain system · Path following ·
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1 Introduction

Earthworms and snakes serve as a biological inspiration for terrestrial robotic loco-
motion systems [16]. Most of the works within this field are inspired by the remark-
able works of Miller (since 1987, important works e.g. [7, 8]) and Shigeo Hirose
[4]. In recent years, most research focussed on fabrication, navigation and con-
trol/measurement problems, see [6, 9, 15] from a technical point of view with minor
analytical investigations. This is our starting point, to present some modeling and
analytical investigations on snake-like systems. For this, we introduce a non-standard
mechanical model of a snake-like robots in Sect. 2 in order to extend some models
and ideas from worm-like locomotion systems in [13]. Moreover, almost all pro-
totypes use active joints to achieve a special kind of snake locomotion (serpentine
movement) [3]. Hence, contrary to literature, we model a snake-like locomotion
system using passive joints, active links, spikes and rotatable skids to change the
movement direction and to avoid obstacles. To achieve movement, special gaits have
to be generated in Sect. 3 and are adaptively tracked in dynamics Sect. 4. Because of
an uncertain environment, the snake has to adjust its locomotion pattern, i.e., has to
perform a gait shift in Sect. 5. Finally, all theoretic items are tested in simulations in
Sect. 6.

2 Kinematic Model

The kinematic model is presented in Fig. 1. It contains several mass points mi which
are connected by links with lengths r j (hereafter named l j ). The unit vector �ei,i−1

points from element mi to element mi−1. Each mass element is equipped with rotat-
able and spikes skids by the angle Γi preventing backward displacements. The angle
Θ j describes the angle between the x-axis and the link l j , introducing γ j := Γ j − Θ j .
Each mass element has a skid-fixed coordinate system with �ei in tangential and �gi in
the normal direction, Eq. (1).

�ei = cos(Γi )�ex + sin(Γ )�ey , �gi = − sin(Γi )�ex + cos(Γ )�ey (1)

The positions �xi of the mass elements mi are here (in inertial system):

�ri = xi �ex + yi �ey (2)

We assume the spiked skids to be ideal, i.e., preventing a backwards movement of
the mass element in the skid direction, and a movement laterally to the skid direction,
which is hereafter named as no side-slip condition. Therefore, it yields Eq. (3):

vt,i = �̇ri · �ei ≥ 0 , vn,i = �̇ri · �gi = 0 (3)
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Fig. 1 Mass-point model of a snake from [11]

The input variables of the model are the link lengths l j (t) and the skid angles
Γi (xi , yi ) which are prescribed as functions of the position �ri of mass element mi .
According to [11], the kinematic model is (with the special case Γ0 = Θ1 + γ0):

Γi = Θi + γi
ẋi = vi cos(Γi )

ẏi = vi sin(Γi )

backward: vi = vi−1 cos(γi−1+Θi−1−Θi )−l̇i
cos(γi )

- special case: v1 = v0 cos(Γ0−Θ1)−l̇1
cos(γ1)

forward: vi = vi+1 cos(γi+1)+l̇i
cos(γi+Θi−Θi+1)

- special case: v0 = v1 cos(γ1)+l̇1
cos(Γ0−Θ1)

generally: Θ̇i = vi−1 sin(γi−1+Θi−1−Θi )−vi sin(γi )
li (t)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4)

Rotatable skids allow for a plane movement. Their angle Γi referring to the inertial
system is a system input for tracking predefined paths. For this, the skid angle of the
head segment Γ0 is defined as a function of the position and the rearward skid angles.
There are several (testing) paths possible, e.g., U-turn, lane change or sinusoid.
According to [3], we focus on 4 different types of skid adjusting mechanisms for the
rearwards mass elements:

tractrix/exact following/swerve backwards/swerve forwards.
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These 4 different skid adjusting mechanisms describe the way in which a mass
element mi follows the predecessor mi−1 and the head segment m0, resp. This may
be useful, when traversing an obstacle in order to allow a larger curve radius for
rearwards segments.

3 Gaits

To allow a movement of the snake model, the distances between the mass points
have to be shortened and lengthened. To guarantee forward movement, at least one
mass element has to move forward and at least one has to rest. There are sev-
eral motion patterns conceivably, so-called gaits. As shown in [12], gaits have to
be designed systematically: At first, gaits differ in the number of active spikes
a ∈ {1, . . . , n} (i.e., restingmass elements). Furthermore, there is a periodic sequence
of active spikes A(t), e.g., for a system with N = 4 mass points and a = 2 a possi-
ble sequence is A(t) = {0, 1} → {1, 2} → {2, 3} → {3, 0}, while A(t) = {0, 1} →
{2, 3} → {1, 2} → {3, 0} is not recommended (no traveling wave). With this knowl-
edge, it can be deduced whether a distance l j (t) has to be shortened or lengthened
at a certain time. Following the recommendation from [12], the sequence of active
spike should move to left or to the right, like a worm does. Thus, admissible gaits
can be described explicitly by the start sequence A0 of the resting mass points and
the direction dir of the wave of active spikes (“l” for left or “r” for right).
The reference distance functions are built w.r.t. [12]. The time intervals are defined as:

t ∈
[

p
T

N
, (p + 1)

T

N

]

, p ∈ N0.

To guarantee a smooth movement of the system, i.e., there are no jerks to the mass
points, approximations like sin2(·)-functions are used for the link lengths, while
τ = t − p T

N :

l j (τ ) = l0∗ + εl0N f τ − 1

2π
εl0 sin (2π f Nτ) , with l̇ j (τ ) = εl02N f sin2 (π f Nτ)

(5)

• |ε| ∈ (0; 1) is the relative factor of the maximum distance change,
• f is the frequency of the A(t)-sequence with its periodic time T = 1

f , chosen in
simulation to avoid a rigid-body-movement of the whole system,

• l0 > 0 is the initial distance,
• l0∗ is the distance at the beginning of the time interval (τ = 0), depending on the
previous interval either l0, l0(1 + ε) or l0(1 − ε), [10].

Further investigations in [5] – considering one-dimensional, worm-like locomo-
tion and generation of optimal gaits – have determined the most advantageous gaits
regarding the loads of spikes and actuators for a system with N = 10 mass elements.
Hence, these gaits are used for the considerations here and are listed in Table1.
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Table 1 Most advantageous gaits for N = 10

a Gait

1 A0 = {1}, dir = r

2 A0 = {2, 3}, dir = r

3 A0 = {0, 1, 2}, dir = r

4 A0 = {6, 7, 8, 9}, dir = l

5 A0 = {2, 3, 4, 5, 6}, dir = l

6 A0 = {5, 6, 7, 8, 9, 0}, dir = l

7 A0 = {2, 3, 4, 5, 6, 7, 8}, dir = l

8 A0 = {1, 2, 3, 4, 5, 6, 7, 8}, dir = l

9 A0 = {1, 2, 3, 4, 5, 6, 7, 8, 9}, dir = l

4 Dynamic Model

To allow the system to shorten and lengthen its links between the mass elements,
viscoelastic actuators are assumed between the segments in the following dynamic
model. The applied forces are exemplarily given to element i , see Fig. 2. The linear
spring forces Fc,i and Fc,i+1 are obtained from the distances between the neighboring
mass elements:

�Fc,i = ci · (‖(�ri−1 − �ri )‖ − l0,i
) �ei,i−1

�Fc,i+1 = −ci+1 · (‖(�ri − �ri+1)‖ − l0,i+1
) �ei+1,i

(6)

Fig. 2 Mass element with forces
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The linear damper forces Fd,i and Fd,i+1 are determined (under the assumption of
the no side-slip condition, i.e., the normal velocity component vn,i = 0) using vt,i as
the velocity of the mass element mi in the skid direction (�ei direction):

�Fd,i = di · [
vt,i−1 · cos(Γi−1 − Θi ) − vt,i · cos(γi )

] �ei,i−1

�Fd,i+1 = −di+1 · [
vt,i · cos(Γi − Θi+1) − vt,i+1 · cos(γi+1)

] �ei+1,i

(7)

The weight forces �FGx,i and �FGy,i are calculated in dependence on the slope angles
αx and αy (rotation of the plane around x- respectively y-axis):

�FGx,i = −mig sin(αx )�ex and �FGy,i = −mig sin(αy)�ey (8)

According to [3], Stokes’s friction forces are assumed in the skid direction:

�FR,i = −kStvt,i �ei (9)

According to [13], the ideal spikes (spike force FZ ) have to fulfill:

ẋi ≥ 0, FZ ,i ≥ 0 with complementary-slackness condition ẋi · FZ ,i = 0 .

(10)
This condition is fulfilled using Eq. (11), where �Fi is the sum of all applied forces.

�FZ ,i (vt,i , �Fi ) =
[

−1

2
[1 − sign(vt,i )][1 − sign( �Fi · �ei )] �Fi · �ei

]

�ei (11)

Because the skids are considered to be ideal –fulfilling the no side-slip condition–
the skid forces are, taking the inertial fraction into account:

�FK ,i =
(
mivt,i Γ̇i − �Fi · �gi

)
�gi (12)

Applied actuators shall generate amovement of the system and serve as inputs to con-
trol the distances between the segments. To track a prescribed motion pattern/gait in
an uncertain environment, an adaptive λ-tracking controller is used which generates
the necessary actuator forces on its own. Introducing on the error e j (t):

• l j (t) := x j−1(t) − x j (t), the distance between neighboring mass points (outputs);
• lre f, j (t), the predefined reference distance functions of Eq. (5);
• e j (t) := l j (t) − lre f, j (t), error of the output;

we apply the controller Eq. (13), see [1, 2]. It contains regular PD-feedback, which
adapts the gain of P- and D- elements depending on the 2-norm of the error ‖e(t)‖.
The controller’s goal is to track a reference function of the outputs and to keep the
error within a certain tolerated accuracy λ:
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e(t) := l(t) − lre f (t)

u(t) = k(t) e(t) + k(t) κ ė(t) = k(t) · (e(t) + κ ė(t))

k̇(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

γ · (‖e(t)‖ − λ)2, ‖e(t)‖ ≥ λ + 1

γ · (‖e(t)‖ − λ)0.5, λ + 1 > ‖e(t)‖ ≥ λ

0, (‖e(t)‖ < λ) ∧ (t − tE < td)

−σk(t), (‖e(t)‖ < λ) ∧ (t − tE ≥ td)

(13)

with γ > 1, κ > 0, σ > 0, td ≥ 0, λ ≥ 0, k0 > 0, determined in [5]. Remark: It
is obvious that the proposed controller is based on output derivative. This is some-
times quite hard to arrange, see [14] for a way out.
With this relation, Newton’s second law can be applied to get the equations ofmotion.
At first, the following relationships between the skid-fixed and the inertial coordinate
system are needed:

�ei = cos(Γi )�ex + sin(Γi )�ey and �gi = − sin(Γi )�ex + cos(Γi )�ey (14)

Furthermore, by differentiating, we get:

�̇r i = vt,i �ei + vn,i �gi and �̈r i = (
v̇t,i − vn,i Γ̇i

) �ei + (
v̇n,i + vt,i Γ̇i

) �gi (15)

Summarizing, the differential equation for element mi in skid coordinates is:
In skid direction �ei :

m0
(
v̇t,0 − vn,0Γ̇0

) = (−Fc,1 − Fd,1 − u1
)
cos(Γ0 − Θ1) + FZ ,0 + FR,0

+ FGx,0 cos(Γ0) + FGy,0 sin(Γ0)

mi
(
v̇t,i − vn,i Γ̇i

) = (−Fc,i+1 − Fd,i+1 − ui+1
)
cos(Γi − Θi+1) + FZ ,i + FR,i

+ (
Fc,i + Fd,i + ui

)
cos(γi ) + FGx,i cos(Γi ) + FGy,i sin(Γi )

mn
(
v̇t,n − vn,n Γ̇n

) = (
Fc,n + Fd,n + un

)
cos(γn) + FZ ,n + FR,n

+ FGx,n cos(Γn) + FGy,n sin(Γn)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(16)
Normal to skid direction �gi :

m0
(
v̇n,0 + vt,0Γ̇0

) = (+Fc,1 + Fd,1 + u1
)
sin(Γ0 − Θ1) + FK ,0

− FGx,0 sin(Γ0) + FGy,0 cos(Γ0)

mi
(
v̇n,i + vt,i Γ̇i

) = (+Fc,i+1 + Fd,i+1 + ui+1
)
sin(Γi − Θi+1) − FGx,i sin(Γi )

+ (−Fc,i − Fd,i − ui
)
sin(γi ) + FK ,i + FGy,i cos(Γi )

mn
(
v̇n,n + vt,n Γ̇n

) = (−Fc,n − Fd,n − un
)
sin(γn) + FK ,n

− FGx,n sin(Γn) + FGy,n cos(Γn)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(17)
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5 Gait Transition

In Sect. 3, most advantageous gaits are presented, which have to be autonomously
selected to be the best for actual situation. Thinking of an uncertain environ-
ment (changing slope, malfunction of actuators, failing of spikes), a gait transition
becomes important, because changes result in different loads of (the remaining) actu-
ators, spikes and skids. Hence, the system has to be enabled to react to such changes
in switching its gait and frequency on its own. Remark: Analogous example of driv-
ing a car – increasing the frequency can be compared to accelerating while gait
changing is similar to gear shifting.
The frequency shall only be changed after concluding a single period, i.e., when a
part of the sequence A(t) is finished. Changing the frequency has a large influence
on the loads of actuators and spikes. To adjust the frequency, a P-feedback is used. It
is possible to weight the load of actuators, spikes and skids against each other using
factors wu , wFz and wFk :

f1 = wFz f0(1 + kp,Fz(Fz,soll − Fz,ist )) + wu f0(1 + kp,u(usoll − uist ))

wFz + wu + wFk

+ wFk f0(1 + kp,Fk(Fk,soll − Fk,ist ))

wFz + wu + wFk

(18)

with kp,u , kp,Fz and kp,Fk as gain parameters for actuators, spikes and skids, f0 as
the previous frequency and f1 as the newly adjusted frequency. The set points uset ,
Fz,set and Fk,set are predefined, while the actual values are within a single period:

Fz,act = max
{
Fz,0, Fz,1, . . . , Fz,9

}
, Fk,act = max

{
Fk,0, Fk,1, . . . , Fk,9

}

ū j = 1
Te

t∫

t−Te

u j (τ ) dτ , uact = max {ū1, ū2, . . . , ū9} (19)

The value for the frequency has to be limited to fmax . Otherwise, therewould occur
rigid-body-movement, if the frequency exceeded fmax , according to [13]. During
the period of existence of such rigid-body motion, it is uncontrollable in this time-
interval. This maximum frequency fmax , from a kinematical theory according to
[13], is given by:

fmax (a) =
√

g sin(α)

2πεl0N (N − a)
(20)

After finishing a total period T , i.e., when the sequence of active spikes would start
again, the systemchanges the number of active spikesa. Themodel upshifts (decrease
the number of active spikes a), if the maximum frequency fmax of a gait is reached. It
downshifts (increases the number of active spikes a), if the current reference velocity
Eq. (21) is also reachable with the next slower gait without exceeding the maximum
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frequency of the slower gait [13]:

v̄re f (a, f ) = (N − a)εl0 f (21)

This downshift frequency fmin is:

v̄min,a = v̄max,a+1 ⇔ fmin = N − (a + 1)

N − a
fmax,a+1 (22)

After shifting the gait, the frequency has to be adapted to guarantee the same velocity
before and after a gait transition. The analogy to car driving is the adaption of the
engine speed while shifting. The frequency after the transition is:

v̄new = v̄old ⇔ fnew = N − aold
N − anew

fold (23)

In Fig. 3, the algorithm of frequency control and gait transition is shown, which is
executed after the end of the first single period.

Fig. 3 Algorithm of frequency control and gait transition
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Fig. 4 Model movement (left), and skid angles Γi (right)

Fig. 5 Frequency and number of active spikes (left), gain and error norm (left)

Fig. 6 Actuator forces (left), and spike forces (right)

6 Simulation

To demonstrate the functionality of themodel, the results of a simulation are shown in
Figs. 4, 5 and 6. Themodel performs a lane changewhile the rearwardsmass elements
swerve backwards. In Fig. 5(left) can be seen that the frequency and number of active
spikes are adjusted depending on the loads of actuators, spikes and skids, see Fig. 6.
Furthermore, theworking principle of the adaptiveλ-tracking PD-controller is shown
in Fig. 5(right).

7 Conclusion and Outlook

The presented snake-like model consisting of 10 mass points is able to move two-
dimensionally by shortening and lengthening its links between each mass point.
This is achieved by using viscoelastic actuators which are controlled by an adap-
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tive λ-tracking PD-controller. To allow lateral movement, spikes respectively skids
are mounted at each mass points which are considered as ideal. They inhibit back-
wardmovement (spikes) and side-slip (skids) of themass points. Themodel is able to
adjust the gait and its frequency depending on the loads of actuators, spikes and skids.
The gathered knowledge from previous investigations considering one-dimensional
worm-like locomotion is transferred to this model, e.g., most advantageous gaits,
limitation of actuator forces and using only three different gaits in order to reduce
the number of gait shifting. The model is able to use different types of skid adjust-
ing mechanisms, such as tractrix, exact following, swerve backwards and swerve
forwards, as well as different curve paths, e.g., U-turns, lane changes and sinusoid.

To conclude the presented work, an example of application is presented hereafter.
The model shall move through an environment with obstacles while using differ-
ent types of skid adjusting mechanisms and curve paths (future work is obviously
addressed to path planning). As shown in Fig. 7(left), the model is able to move even
through narrow spaces. It adjusts its frequency and gait, see Fig. 8(left). Furthermore,
the described adaptive λ-tracking PD-controller for the actuators works reliably, as
one can clearly see in Fig. 8(right). The system loads are presented in Fig. 9.

Fig. 7 Model movement (left), and skid angle Γi (right)

Fig. 8 Frequency and number of active spikes (left), gain and error norm (right)

Fig. 9 Actuator forces (left), and spike forces (right)
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The Experimental Determination
of Bearings Dynamic Coefficients
in a Wide Range of Rotational Speeds,
Taking into Account the Resonance
and Hydrodynamic Instability

Łukasz Breńkacz, Grzegorz Żywica, Marta Drosińska-Komor
and Natalia Szewczuk-Krypa

Abstract Methods for the experimental determination of dynamic coefficients are
commonly used for the analysis of various types of bearings, including hydrody-
namic, aerodynamic and foil bearings. There are currently several algorithms that
allow estimating bearing dynamic coefficients. Such algorithms usually use various
excitation techniques applied to rotor–bearings systems. So far only a small num-
ber of scientific publications show how calculated dynamic coefficients of bearings
change as speed rises. In the literature, there are no computation results that demon-
strate changes in these coefficients either in a broad range of speeds (that would cover
resonant speeds) or at speeds at which a phenomenon of hydrodynamic instability
can be observed. This article fills the literature gap in question. For calculation pur-
poses, the impulse response method based on an in-house algorithm (with a linear
approximation using the least squares method) was applied. On its basis, the stiff-
ness, damping and mass coefficients of a rotor–bearings system were calculated. It
turns out that some of the obtained values of damping coefficients are negative at
the resonant speed. Moreover, if the values are calculated at a speed at which the
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hydrodynamic instability phenomenon is present they are accompanied by consid-
erably higher standard deviations. On the basis of our computation results and the
literature review, capabilities and limitations of the method used for the experimental
identification of dynamic coefficients of hydrodynamic bearings were discussed.

Keywords Bearing dynamic coefficients · Experimental research · Nonlinear
coefficients · Impact excitation · Hydrodynamic bearing

1 Introduction

Hydrodynamic radial bearings are commonly used in supporting rotors of power
turbines because they allow a long-term operation at very low vibration levels bear-
ings. The literature is rich in articles on the determination of bearings’ dynamic
coefficients. A review of the articles on this subject is contained in the article [1].
This review also demonstrates how big the measurement errors are. The various
approaches to the bearing identification problem are discussed, including the dif-
ferent force excitation methods of incremental loading, sinusoidal, pseudorandom,
impulse, known/additional unbalance, and non-contact excitation. Also bearing exci-
tation and rotor excitation approaches are discussed. Data processing methods in the
time and frequency domains are presented. Methods of evaluating the effects of mea-
surement uncertainty on overall bearing coefficient confidence levels are reviewed.
In this review, the relative strengths and weaknesses of bearing identification meth-
ods are presented, and developments and trends in improving bearing measurements
are documented. A strong side of this article is the fact that it provides the calculation
results of dynamic coefficients of hydrodynamic bearings as a function of the rota-
tional speed. As it turns out, error values generated during calculations vary greatly
in a wide range of rotational speeds that covers resonant speeds and higher speeds.

Rotordynamic coefficients of a controllable floating ring bearing (FRB)weremea-
sured and described in the article [2]. Controllability of the bearing was achieved
by using a magnetorheological fluid (MRF) as a lubricant along with the external
magnetic field.Magnetic field induced field-dependent viscosity of theMRF changes
dynamic coefficients (stiffness, damping, etc.) of the bearing, and vibration ampli-
tudes of the rotor were suppressed by the enhanced stiffness and/or damping. The
rotating floating ring in the FRB separates the MRF into two lubricant films. Since
the ring rotates slower than the shaft, shear rate in the outer film is lower compared
to the inner film, pertaining controllability by limiting the so-called shear-thinning
effect of the MRF. A test rig is built to measure and identify the rotordynamic coeffi-
cients of the MRF lubricated FRB. Coefficients of the bearing with various magnetic
field strength are compared. Results show enhancements of dynamic properties of
the bearing with external magnetic field, demonstrating the viability of this type of
smart bearings in rotor control or behaviour alteration applications.

The requirement of bearing coefficients identification based on flexible rotor-
bearing systems has stimulated the investigation of bearing forces over the years,
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whereby in industry high-speed balancing machines and flexible rotor-bearing test
rigs can be used to measure the dynamic force coefficients of bearings [3]. However,
the actual rotor vibration at the bearing nodes cannot be measured or simply calcu-
lated by the data acquired from a single measurement station outside of the bearing.
To solve this problem, a double-section interpolation-iteration method to identify
the dynamic coefficients has been developed which uses previously identified coeffi-
cients to predict new vibration vectors from a finite element model and then updates
the vibration vectors at the bearings to recalculate the coefficients. Moreover, the
experimental work, in which an active magnetic bearing was used to excite a flexible
test rig supported by tilting pad bearings, was also carried out to validate the method,
with the vibration shape predicted by the identified results matching the test data very
well and the first forwardmode parameters also matching the results from sine-swept
identification.

The method for the determination of bearing dynamic coefficients applied by the
authors of this article operates in the frequency domain. Its first versionwas presented
by Nordmann and Schoellhorn [4]. The basic algorithm was extended by adding the
possibility to compute sixteen stiffness and damping coefficients [5].

In the article [6], an in-house algorithmwas used to obtain the dynamic coefficients
of bearings. It is a modified version of the algorithm for the computation of stiffness
and damping coefficients introduced by Qiu and Tieu. The modification was done
in such a manner that it also allows calculating eight mass coefficients. The deter-
mination of stiffness, damping and mass coefficients by means of a single algorithm
permits verification of the results already in a preliminary stage of an experimental
investigation. The identified dynamic coefficients of a bearing can be verified on
the basis of mass coefficients since a shaft mass is usually known in advance. This
approach allows identifying all dynamical parameters of a rotor—bearings system by
means of an experimental research [7]. Some issues connected with the identification
of bearing dynamic coefficients and bearing modelling are presented in publications
[8–10].

2 Basic Technical Characteristics of the Test Rig

The description of the test rig and research apparatus used during the research can be
found in the papers [11, 12]. Figure 1 shows a photo of the test rig, while Fig. 2 con-
tains a diagram illustrating its most important components along with their dimen-
sions. The length of the test rig is 1.25 m, and its width and height are 0.36 and
0.65 m, respectively. The axes of the coordinate system used during the experimen-
tal investigation are shown in the top left-hand corner of Fig. 2. The test rig rests on
a 13 mm thick steel plate with two channel bars attached to it. The channel bars are
equipped with rubber feet (allowing for height adjustment and leveling of the plate).
The rotor shaft is supported by two bearings. The system is driven by a three-phase
motor with a maximum speed of 3450 rpm. The motor rotations were adjusted by
means of a frequency inverter with a capacity of 1.5 kW. The motor is mounted to
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Fig. 1 Photo of the test rig

Fig. 2 Diagram of the test rig

a gear that increases the speed with a gear ratio 3.5:1. The presence of the inverter
allows varying the motor speed up to 12,000 rpm. The gear is connected to the rotor
shaft by means of a permanent coupling. The coupling diameter is 50 mm and its
length is 60 mm. The oil lubricated bearing system is equipped with a pump. During
experimental tests, the oil pressure was 0.16 MPa.

The tested rotor has a length of 920 mm. The distance between the coupling
and the first bearing support is 170 mm. The rotor was mounted in two bearing
supports. The distance between the supports is 580 mm. The rotor disc is equidistant
to each bearing support. The rotor diameter is 19.02 mm and the rotor disc diameter
is 152.4 mm. Excitations were applied to the shaft using an impact hammer at the
point that is shifted 30 mm from the rotor disc’s midpoint. For safety reasons, the
rotor—bearings systemwas equippedwith a lockable casingmadeof hard transparent
plastic.
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The rotor is supported by two hydrodynamic bearings with the same geometries.
The radial bearing clearance is 76 μm and the bearing length is 12.6 mm. Every
bearing has two supply ports located horizontally on both sides of the shaft. The
supply ports have a diameter of 2.54 mm. The oil supply pressure was 0.16 MPa.
The viscosity grade of the lubricating oil is consistent with the recommendations
stated in ISO 13.

It should be stressed that dynamics of the rotating system is affected not only by
the coupling and bearings but also by the whole supporting structure [13]. There are
also some elements that have an impact on vibrations of the entire system since they
influence vibration trajectories of the bearing journals [14].

3 Calculation Procedure

The movement of a point can be described using Eq. (1). After some transformations
described in [6] it was possible to obtain the equation that can be used for calculating
bearing dynamic coefficients (2), where ω denotes frequency.

m · ẍ + c · ẋ + k · x � f (t) (1)⎡
⎣ kxx − mxxω

2 + cxx jω kxy − mxyω
2 + cxy jω

kyx − myxω
2 + cyx jω kyy − myyω

2 + cyy jω

⎤
⎦ ·

[
1 0 −ω2 0 jω 0

0 1 0 −ω2 0 jω

]

�

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

kxx kxy

kyx kyy
mxx mxy

myx myy

cxx cxy
cyx cyy

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)

During the experimental research that served for the determination of stiffness,
damping and mass coefficients, forty-second periods of the rotor operation were
registered. In each measurement, the rotor was excited in the Y direction a dozen
or so times (using an impact hammer). Then the whole operation was repeated, but
this time the rotor was excited in the direction perpendicular to its axis of rotation,
namely, the X direction. For the calculation purposes, there was a need to obtain the
signal fragments recorded from the time the excitation is applied and lasting until the
rotor returns to its normal operating cycle. For each rotational speed tested, 10 signal
fragments in the X and Y directions were chosen. The calculations were carried out
for 11 rotational speeds in the range 2250–6000 rpm, making a total of 220 sets
of measurement series. During each measurement series, four eddy current sensors
served for measuring rotor vibrations. They recorded displacements in two mutually
perpendicular directions, near each bearing support. In the calculation process, 220



18 Ł. Breńkacz et al.

signals recorded after the excitations were used and also the reference signals (reg-
istered with no excitations present). A proper preparation of data needed to compute
the bearings’ dynamic coefficients was very time-consuming.

During the preparation of data, for each signal registered after the excitation took
place, its corresponding reference signal had to be subtracted from it. This was done
for both bearings in one computational step. For each rotational speed tested, 10 sets
of stiffness, damping and mass coefficients were determined. And then four sets that
had the highest standard deviation values were rejected. On the basis of the remaining
six sets, mean values and standard deviations of stiffness and damping coefficients
were computed for each rotational speed.

4 Measurement Results

In order to obtain the complete set of data needed to compute the bearings’ dynamic
coefficients for one rotational speed, it was necessary to conduct the analysis in two
stages. In the first stage, the rotor was excited in the Y direction using an impact
hammer. In the second stage of the analysis, the rotor operated at the same speed
and the impact hammer applied a force perpendicular to the Y direction, namely, the
force acting in the X direction.

The determination of stiffness, damping and mass coefficients was performed
simultaneously for two bearings. Bearing no. 1 is situated near the coupling that
connects the rotor shaft with the drive motor’s shaft, and bearing no. 2 is mounted
on the opposite side of the test rig. Excitation forces were applied using an impact
hammer that hit the shaft near the rotor disk located between the bearing supports.
As it turns out, the coupling has a significant impact on the experimental results. In
order to obtain reliable values of bearings’ dynamic coefficients, this impact should
be minimised in some way.

The plots illustrating the values of stiffness, damping and mass coefficients
obtained for bearing no. 2 (situated far away from the coupling that heavily influ-
ences the rotor operation) are shown in Fig. 3. We can divide the results into two
parts. Let the first part denote the results obtained for speeds in the range of 2250 to
3750 rpm and the second part the results obtained for speeds higher than 3750 rpm.
This division can be defined on the basis of the size of vibration trajectories of the
rotor. It can be observed that in the first speed range the vibration amplitudes are
small. In the second speed range, the amplitudes are significantly higher than in the
first range; moreover, a resonance occurs there. Looking at the plot that shows values
of the stiffness coefficients of the hydrodynamic bearings, the same division can be
applied. Let us note that the values obtained for speeds higher than 3750 rpm are
characterised by higher standard deviations.

Let us also say a few words about graphs that demonstrate vibration spectra. It
can be observed that the 1X component dominates on all graphs obtained for the
bearing no. 2 and for speeds lower than 2750 rpm. For higher speeds, the 1/2X
component is dominant. This is a clear indication of the hydrodynamic instability
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Fig. 3 The experimentally determined stiffness coefficients of bearing no. 2 versus rotational speed
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Fig. 4 The experimentally determined damping coefficients of bearing no. 2 versus rotational speed

and nonlinear properties of the bearings’ lubrication film. The phenomenon of the
hydrodynamic instability may be caused by many reasons, such as an inappropriate
geometry of the bearing (e.g. not carefully selected radial clearance or the skewed
bush), an improper oil pressure, a change in the viscosity of the oil brought about by
a change in its temperature or a whippy rotor.

Figure 4 presents values of the damping coefficients versus rotational speed. As
can be seen, the damping coefficients decrease (coming close to zero) as the rotational
speed increases. For a speed close to 4000 rpm, the cxy coefficient takes a value lower
than zero. It means that the vibrations that occurred after the excitation force was
applied are not damped but they their amplitude rises.

Figure 5 shows values of the mass coefficients of bearing no. 2 versus rotational
speed. It is interesting to note that if we draw the curves representing m2XX and m2YY

coefficients using the linear interpolation (in the form of a polynomial function of a
lowdegree), one curve increases and the other one decreases.Moreover, they intersect
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Fig. 5 The experimentally determined mass coefficients of bearing no. 2 versus rotational speed

and pass through zero at the speed at which the resonance occurs. The shaft mass
calculated on the basis of the mass coefficients obtained at a speed of 2250 rpm can
be described by the following formula:

m2xx + m2yy + m2xy + m2yx � (0.3 ± 0.25) + (0.47 ± 0.08) + (0.04 ± 0.09)

+ (0.37 ± 0.14) � 1.18 ± 0.56 kg (3)

Comparing this value with a half of the mass of the shaft (i.e. 2.35 kg), it turns
out that we get a result that is about two times lower than the real mass of the shaft.

At some rotational speeds, damping coefficients have values lower than zero, and
this observation can be related to the resonance phenomenon. Figure 6 presents a
signal registered at the second bearing during the operation at a speed of 4000 rpm
after the excitation applied in the Y direction. It can be seen that the vibration ampli-
tude increases from 0 to over 30 μm during a period of 300 ms. It means that the
operation of the rotor is far from a stable operation and can even lead to a serious
damage to the fluid-flow machine.

5 Verification of the Obtained Results

In order to verify the experimental results, a verificationmethod proposed byQiu and
Tieuwas used [5]. Amodel of the system that consists of amass point with one degree
of freedom, damping coefficients and stiffness coefficients was developed (using
the Abaqus 6.14-2 software). The value of the force used during the experimental
research and also the experimentally determined stiffness and damping coefficients
were incorporated into the model. The model served to calculate the displacement of
the mass point to which the impulse force was applied. The calculated displacement
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Fig. 6 Vibration amplitude registered at bearing no. 2 during the operation at a speed of 4000 rpm
after an excitation was applied in the Y direction (using an impact hammer) versus time

Fig. 7 Schematic diagram
of the model that consists of
a concentrated mass,
damping coefficients and
stiffness coefficients

was then compared with the system response measured during the experimental
research.

The model, created using the Abaqus, consists of two points lying on a straight
line. The first point has all degrees of freedom removed and the second point has
only one degree of freedom, namely, the displacement in the Y direction. The mass
of the second point is 2.35 kg, which equals to a half of the mass of the rotor
(measured during the experimental research). An element, characterised by elastic
and damping properties, has been inserted between the two points in question. The
values of stiffness and damping have been measured experimentally and they are
8700 Nm and 51 Nm/s, respectively. A schematic diagram representing the created
model is demonstrated in Fig. 7.

The value of the excitation force that was incorporated into themodel corresponds
to a half of the value of the force measured during the experimental research. The
values of this force (in Newtons) for the subsequent time steps are as follows: F�
[0, 0, 11, 59, 49, 44, 10, 0] N.

The time step during the numerical analysis was consistent with the sampling
frequency in the experimental research. The duration of the excitation force was
approximately 0.1 ms (the same as during experimental research). The movement of
the rotor was calculated for a time of 1 s.



22 Ł. Breńkacz et al.

0 10 20 30 40 50 60 70 80 90 100

-80

-60

-40

-20

0

20

40

60

80

A
m

pl
itu

de
 [µ

m
]

Time [ms]

 Experiment
 Simulation (Abaqus)

Fig. 8 The dynamic response of a real rotor and of its numerical model (into which the experimen-
tally determined damping and stiffness coefficients were incorporated), presented as a function of
time

The displacement of the point that has one degree of freedom is shown in 0The
red line represents the results obtained using the model presented in this chapter of
the article and the vibration amplitude measured during experimental tests is drawn
using a black line. The results presented in Fig. 8 show that the stiffness and damping
coefficients computed on the basis of the experimental research describe well the
measured signals. Differences between experimentally and numerically obtained
results can be explained by the presence of nonlinear damping in the system. Such
a time-dependent damping is quite difficult to estimate as it has been proved in the
paper [15].

6 Summary and Conclusions

On the basis of the research results, one can say that the values of the computed
stiffness, damping and mass coefficients change in an expected manner in the whole
speed range. The stiffness coefficients obtained for the lowest test speed (2250 rpm)
are approximately 20,000 N/m. The highest stiffnesses bearing no. 2 were observed
for coefficients: kxy and kyx. The values kxx and kyy are about twice lower. All stiffness
coefficients decrease smoothly up to a speed of 3750 rpm and then rise around the
resonant speed. The standard deviation values increase as the rotational speed of the
rotor rises, which means that the calculated values are less repetitive.

The damping coefficients for bearing no. 2 take the highest values for low rota-
tional speeds and they decrease as the speed increases. The value of cxx coefficient
oscillates around 110 Ns/m and the value of cyy coefficient is about 65 Ns/m. The
cross-coupled damping coefficients have values between 20 and 30 Ns/m. Almost
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all obtained values of damping coefficients are higher than zero. Only around the
resonant speed, cxy coefficient is well below zero.

The mass coefficients computed for bearing no. 2 take the following values: myy

and myx—approx. 0.4 kg, mxx and mxy—approx. −0.4 kg. It is interesting to note
that if we draw the curves representing mxx and myy coefficients using the linear
interpolation (in the form of a polynomial function of a low degree), the values
of these coefficients change from positive values (at low speeds) to approximately
the same but negative values, at highest tested speeds. These curves pass through
zero around the resonant speed. This is consistent with the fact that the ellipses
representing the motion of the shaft rotate by some angle around the rotation axis of
the shaft after passing through the resonant speed.

This article describes the computations of dynamic coefficients of hydrodynamic
bearings carried out not only for a stably-operatingmachine but also for a broad range
of rotational speeds. It turns out that the results obtained are less accurate at speeds
at which higher vibration amplitudes are observed, which is reflected by increased
standard deviation values. The method presented herein should be used only for
analysing stably-operating rotating systems (i.e. systems that are characterised by
small vibration amplitudes). Though the method allows computing dynamic coeffi-
cients of hydrodynamic bearings, damping coefficients obtained using impulse exci-
tations can take negative values—this is due to an increased vibration amplitude
after the excitation and the insufficient damping capability. The presented analysis
is associated with an increased risk of obtaining inaccurate results and hence should
be performed with a great caution. During passing through the resonant speed, mass
coefficients can change from positive values to negative values (and vice versa).
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Analysis of Rail Vibration Signal Time
and Frequency Structures Generated
by Different Mechanisms

Rafał Burdzik

Abstract Rail vibration signals are complex data represent different phenomena
occurred by the wheel-rail contact or others excitations in railway infrastructure.
Such signals can be considered as source of interesting information or unwanted
degradation or annoying effect. Thus proper analysis of rail vibration signals are
important task for the engineering research. The paper presents results of the pre-
liminary analysis of rail vibration signal time and frequency structures generated by
different mechanisms. The research assumption was to generate vibrations in the
railway rail as a result of various dynamic interactions, which arise as a result of
exploitation of the railway infrastructure and vehicle traffic, including the passage
of the car through the railway crossing. The aim of the research was to compare
the amplitude and frequency of vibration signals and to analyze the possibilities of
determination of distinguishing features from different sources signals of vibrations
as forced mechanisms. In order to analyze the propagation properties of the vibra-
tion wave during the experiments, signals were recorded in 3 perpendicular axes, as
carriers of information about longitudinal, transverse and vertical waves. As a result
of the conducted research, data sets were collected as orthogonal vibration signals
generated by rail vehicle passage and the car passage, by switching of the point
mechanism and as a result of single impulse of force, as an example of repair work
on the tracks. Further research will be conducted towards statistical analysis of the
collected data sets and the use of dedicated signal processing methods.
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1 Introduction

Signal processing methods are mostly focused on determination of information car-
ried by the raw signals. Thus it is required to employed proper mathematical and
statistical methods and techniques. Due to different nature and properties of the sig-
nals there aremanymethods dedicated for defined types of the signals. Therefore first
stage of each analysis should be observation and classification of the signal. When
engineering surveys are analyzed, always pay attention to the importance of results
in relation to the correctness of the system operation or its safety. Dynamical phe-
nomena occurred by the wheel-rail contact or railway vehicle whole-bodymovement
are extremely important for the railway safety and reliability [1–3]. For the purposes
of safety securing and increase of reliability of railway system many activities are
employed [4, 5]. Thus it can be pointed that vibration research should be considered
in term of safety. With the increase of train speed, axle load and volume of traffic,
the vibration of the vehicle and track coupling system will be intensified, the safe
operation of trains will be reduced and the dynamic forces acting on the track struc-
ture will be increased significantly. As a result, fatigue and damage of components of
the track structure will emerge, and settlement of the rail will occur under repeated
action of dynamic loads [6–8]. Other group of railway vibration research is focused
on external influence of railway vibration. The emission of vibration includes the
vehicle-track-soil interaction, the vehicle and track irregularities, and the dynamic
axle loads [9]. The rail provides the contact between the train wheel and the track.
Vibrations generated by trains are propagating from the rail to the ballast go through
the sleepers [10]. The profile irregularity of a railway line is one of the essential
vibration sources for vehicles and track. With a high number of trains, the properties
of the track amplify the excitation [11].

The paper presents results of the preliminary analysis of rail vibration signal time
and frequency structures generated by different mechanisms. Rail vibration signals
are complex data collections represent dynamical responds for different excitations.
Depending on sampling frequency and time of registration it can be big data collec-
tions. It required proper mathematical algorithms for the analysis. The properties of
the signal also can be different (random, stationary, non-stationary), thus the appli-
cation of statistical methods can be limited. Therefore the first stage on the analysis
is to analyse time and frequency structures of the signals.

2 Research Methodology

The research assumption was to generate vibrations in the railway rail as a result
of various dynamic interactions, which arise as a result of exploitation of the rail-
way infrastructure and vehicle traffic, including the passage of the car through the
rail-way crossing. The aim of the investigations was to record vibration signals gen-
erated by typical dynamical excitation which occurred in infrastructure environment
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Fig. 1 The scheme of the experimental setup (test track with typical equipment)

of railway system. Some results of the preliminary research have been presented in
[12]. To ensure repeatability of measurements it was decided to choose the same
path of the propagation for different excitation [13]. Vibration sensors were placed
on the rail (Fig. 1) by the special certified holder. It allows to applied this research
methodology for the in situ research. The measurement system consists of three one
axis acceleration sensors, data acquisition unit and notebook. Research methodol-
ogy and mobile measurement system with sensor’s holder allow to conduct similar
research on the real rail track under the rail vehicle passage (in situ conditions).

In order to analyze the propagation properties of the vibration wave during the
experiments, signals were recorded in 3 perpendicular axes, as carriers of informa-
tion about longitudinal, transverse and vertical waves. Velocity of propagation of a
particular type of waves is determined by the equations:

vl �
√

E(1 − v)

(1 + ν)(1 − 2ν)ρ
(1)

vt �
√

E

2(1 + ν)ρ
(2)

vs � 0.96vt (3)

where,

vl longitudinal waves,
vt transverse waves,
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vs surface (vertical) waves,
E Young’s modulus,
ν Poisson’s ratio,
ρ density.

The aim of the research was to compare vibration signals and to analyze the pos-
sibilities of determination of distinguishing features from different sources signals of
vibrations as forced mechanisms. Experiments were conducted on the experimental
test trackwith typical equipment, such as crossing signalling devices and pointmech-
anisms. The track used was composed of two rails lying on wood sleepers joined by
rail pads. It was decided to conduct preliminary research under controlled condition
for evaluation of research methodology and to verified dynamical responds of rail
under the operation of typical devices in typical traffic condition. The experimental
test track allowed to repeat measuring cycles.

The scope of the research included measurement of the rail vibration generate
by the single force impulse, switching of the point mechanism, train passing on
the track and car passing through the crossing level. For the realization of planned
scope different researchmethods needed to be employed. Themain purpose of single
research method was to simulate the typical, real dynamical excitation occurred in
railway system. The set of four chosen excitation types have been depicted in Fig. 2.

Fig. 2 The set of tested types of vibration excitation of rail track: a single force impulse, b train
passing on the track, c switching of the point mechanism, d car passing through the crossing level



Analysis of Rail Vibration Signal Time and Frequency Structures … 29

3 Research Results

The consideration of problem of waves propagation based on the theory of surface
waves propagation. Propagation of vibration theory is described by the Rayleigh
surface waves or by Love’s waves when the elastic layer rests on the stiffer centre
[14]. Rail vibration are propagating in solid but non constant structure because of
different types of rail jointing methods [15]. Thus the waves propagation properties
are different than studied in ground vibration. However based on the difference in
the propagation of waves, depending on whether the vibration was transverse or
longitudinal during the research the vibration acceleration was recorded in three
orthogonal axes: longitudinal, transverse and vertical.

For the purpose of analysis of rail vibration structure the comparative waveforms
of vibration registered for the different excitation source have been presented. As
the example of the comparative analysis the vertical vibration has been depicted in
Fig. 3.

Presented waveforms of the vibration are different but it could be difficult to
describe time domain estimator based just on the amplitude values. Thus it was
decided to conduct the comparative analysis of the vibration spectrum, which allows
to identify the frequency components of the vibration. A signal is represented in the
domain of frequency by application of the discrete Fourier transform. In the sphere of
signal processing, it is mainly used to transform the f (t) function, being continuous
in the domain of time, into the F(ω) function, continuous in the domain of frequency,
as result we obtain spectrum of the signal. The Fourier transform can be express as
formula:

F(ω) �
∞∫

−∞
f (t) · e−i2 πωt d(t) (4)

The results as the comparative analysis of frequency structure of the longitudinal,
transverse and vertical vibration have been depicted in Figs. 4, 5 and 6.

The frequency structure of the longitudinal and transverse vibration are similar
in the frequency domain but the amplitude of the specific frequency components are
different. Also it is interesting that vibration registered during switch of point mech-
anism and bogie passing (train simulator) have similar frequency structure, which
weren’t visible based on the analysis of waveforms. The single force response signal
induces higher frequencies vibration (around 1 kH) and car passing rail vibration are
low frequencies.

The frequency structure of the vertical vibration are much more similar in the
frequency domain for all studied cases. For all signals the most dominant frequencies
are below 500 Hz.

Based on the analysis of the results it can be assumed that it could be possible to
separate the vibration properties of signals arising from different sources (generation
mechanism). The main frequencies for the dominant components of the signals have



30 R. Burdzik

Fig. 3 Waveforms of vibration generate by different mechanism: single force impulse, point mech-
anism, rail vehicle passing, car passing

been collected and depicted in Table 1. This table shows differences in dominant
frequency components of the vibration signal generated by tested excitation mecha-
nisms. It can be result of dynamics of the excitation but at the same moments it can
be correlated with different properties. Due to nature of these signals more advanced
signal processing methods should be employed. Time-frequency representation of
the signal will allow to observe distribution of the signal in time and frequency
domain simultaneously.
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Fig. 4 Frequency structure of longitudinal vibration generate by different mechanism: single force
impulse, point mechanism, rail vehicle passing, car passing

4 Conclusions

General analysis of the signal structure is first stage for development of proper com-
plex analysis of the research results. Distribution of values in time and frequency
domains show general mathematical and statistical properties of collected data. Also
such analysis can be useful for interpretation due to the functional and safety con-
ditions of engineering system of measured signals. Research on vibration in railway
transport system is an important area of investigation, especially for the civil and
mechanical engineering disciplines. From the large number of publications in these
scope the presented paper is focused on analysis of rail track propagation of vibration
occurred by the multiple sources, as vehicle movement and typical devices function-
ality.
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Fig. 5 Frequency structure of transverse vibration generate by different mechanism: single force
impulse, point mechanism, rail vehicle passing, car passing

The results were collected during numerous experiments with different vibra-
tion excitation mechanical sources. The structures of vibration were presented as
frequency distribution of the signal separately for the longitudinal, transverse and
vertical vibration. The result shows some similarities for longitudinal and transverse
vibration structure and different dominant frequency components for the vertical
vibration.

As the preliminary conclusion it can be assumed that differences in spectrums of
vibration for analyzed excitation characteristics could be useful for the recognition
and identification of the vibration source. For the purpose of identification of source
components further investigation will be conducted.
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Fig. 6 Frequency structure of vertical vibration generate by different mechanism: single force
impulse, point mechanism, rail vehicle passing, car passing

Table 1 Main frequencies identified during research

Axis Source

Single force
impulse (Hz)

Point mechanism
(Hz)

Rail vehicle
passing (Hz)

Car passing (Hz)

X ca. 960, ca. 1080 ca. 220, ca. 630,
ca. 940

ca. 220, ca. 630,
ca. 960, ca. 2740

ca. 50, ca. 210,
ca. 680

Y ca. 900, ca. 1090 ca. 155, ca. 390,
ca. 530, ca. 570

ca. 220, ca. 405,
ca. 510, ca. 1160

ca. 40, ca. 150,
ca. 220, ca. 380

Z ca. 170, ca. 880,
ca. 1100

ca. 155, ca. 220,
ca. 390

ca. 95, ca. 155,
ca. 220, ca. 400

ca. 50, ca. 155,
ca. 210
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15. Sładkowski, A., Bizoń, K.: The use of semi-automatic technique of finite elements mesh gen-
eration for solutions of some railway transport problems. Mechanics 23(2), 190–196 (2017)



Model Based Research on ICE Engine
Powered by Alternative Fuels
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Abstract The paper presents 2DOF dynamicmodel of the piston-crankshaft system
of HONDA NHX 110. The piston-crankshaft system was combined with pressure
curve, which was obtained from the experimental research, measured in the cylinder
during the execution of the working cycle of ICE engine. In the article the theoretical
and analytical dependencies, which described heat generation in the cylinder, have
been presented. Based on research results obtained from the experiment and simu-
lation model the value of angular displacement, velocity and acceleration value of
flywheel and shaft have been illustrated. Moreover piston displacement, velocity and
acceleration has been showed. In the paper, the research results and simulation results
at different angles of the ignition advance of ICE engine powered by compressed
natural gas—CNG have been analyzed and compared.
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1 Introduction

Nowadays more andmore attention is given to distributed energy generation systems
[1, 2], which include: renewable energy sources or cogeneration systems [3–6]. Some
of them including internal combustion engines (ICE) powered by alternative fuels
(e.g. biogas) [7, 8]. Especially important from economic stand point are low power
output engines.

The structure of the following work is as follows: in Sect. 2 a research stand for
conducting pressure change measurements inside the combustion chamber of a CNG
powered ICE was presented. In Sect. 3 presents an analytical description of piston
and crankshaft system and description of heat exchange in combustion chamber.
Results of the research were used in a model simulation (model of the piston and
crankshaft mechanism of low power output Honda NHX internal combustion engine
powered by CNG with 2 degrees of freedom was used). Analytical dependencies of
the model are presented in Sect. 3. In Sect. 4 the simulation model and simulation
results are presented. Section 5 contains the main conclusions and limitations of
usage of simulation models for describing thermodynamic processes.

2 Test Stand Description

The engine test stand, presented in Fig. 1, consisted of the Honda NHX 110 4 stroke
internal combustion engine, an electric machine, the programmable engine manage-
ment unit ECU MASTER EMU, the measurement track and control system. The
engine was equipped with the trifunctional catalytic converter. The receiver of the
generated torque was a brushless electric motor with permanent magnets, working
as an electric generator. The power receiving circuit consisted of a 3-phase rectifying
bridge (maximum voltage: 400 V, maximum current: 300 A), a transistor module, a
resistor module (0.05 �), a brushless electric motor with permanent magnets (resis-
tance: 0.0004�, input voltage: 30–70 V, rotational speed: 150 rpm per 1 V of voltage
input, maximum rotational speed 10,500 rpm, current draw with no load: 13 A at
20 V voltage input). Control over the transistor module was performed by a custom
microprocessor control module, described in detail in [6, 9–11]. A toothed belt trans-
mission (ratio i�1.42) was used to transfer the torque from engine crankshaft to the
electric generator. Torquewasmeasuredwith a Zemic L6N load cell sensor (accuracy
class: C3). Engine crankshaft angle was registered with a single-turn digital absolute
encoder with 14 bit precision. The SSI standard communication protocol was used
for data transmission from the encoder, at a rate of 44.9 kHz, which resulted in accu-
racy of 0.5° CA (crankshaft angle) at 3800 rpm (1° CA at 7600 rpm respectively).
Detailed description of the test stand was provided in [8, 9].
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Fig. 1 The scheme of the
test stand

Fig. 2 Open indicator
graphs for ICE powered by
CNG

2.1 Research Results—Indicator Pressure Graphs

In the following section, open indicator graphs obtained from experimental research
are presented (Fig. 2). Results for ICE powered by CNG.

Analysis of Fig. 2 shows that with the increase of ignition advance angle, the
maximum pressure in the combustion chamber increases (for ignition advance angle
from ranging from 0 to 720 CA). The obtained results of pressure change were used
as source data for the piston and crankshaft assembly with 2 degrees of freedom
model of Honda NHX 110 engine, presented in Sect. 2.

3 Analytical Background

3.1 Analytical Description of 2DOF Crankshaft Assembly

In the following section the analytical dependencies of the crankshaft assembly with
2 degrees of freedom were presented. A geometry model was presented in Fig. 3.
The model assumes a static reduction of crankshaft masses. Similar assumptions
were made in [12–16]. The analyzed physical model has 2 degrees of freedom. The
fragment of the crankshaft connecting the flywheel with the crank has rigidity k.
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Fig. 3 Diagram of the crankshaft assembly with 2 DOF

Fig. 4 Diagram presenting the distribution of force and angles in analyzed system

In Fig. 4 a diagram of the crankshaft assemblywith indication of forces and torque
was presented.

Based on analysis of Figs. 3 and 4, the equation for the moments of inertia of
crankshaft’s crank can be written:

Fcrr sin(ϕp + γp) − Ipϕ̈p − k(ϕp − ϕ f ) � 0 (1)

and the dependence for sum of moments of the flywheel can be written:

I f ϕ̈ f − k(ϕp − ϕ f ) � 0 (2)

The sum of projected forces on x axis for the piston (based on Figs. 3 and 4) is:

Fcr cos γp + mpẍp − pAp � 0 (3)

From analysis of Fig. 4, knowing that:
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l

sin ϕp
� r

sin γp
(4)

Using the law of sines, the dependencies between γ p and ϕp can be determined:

cos γp �
√
1 − r2

l2
sin2 ϕp �

√
1 − λ2 sin2 ϕp (5)

Fitting the dependencies (2–5) into dependency (1) results in equation for angular
acceleration of the piston:

ϕ̈p � r
(
pAp − mpẍp

)
Ip

(
sin ϕp

√
1 − λ2 sin2 ϕp + λ sin ϕp cosϕp

)
√
1 − λ2 sin2 ϕp

− k

Ip
(ϕp − ϕ f )

(6)

From geometrical and trigonometric dependencies the final unknown value can
be determined from Eq. (6), linear displacement of piston xp:

xp � r + l − r cosϕp − l cos γp (7)

After transformations, knowing that λ = r/l:

xp � r

{
(1 − cosϕp) +

l

r
(1 −

√
1 − r2

l2
sin2 ϕp)

}

� r

{
(1 − cosϕp) +

1

λ
(1 −

√
1 − λ2 sin2 ϕp)

}
(8)

The result is:

xp � r

{
(1 − cosϕp) +

λ

4
(1 − cos 2ϕp)

}
(9)

Differentiating the dependency (9) results in dependency for the speed of the
piston:

ẋ p � dxp
dt

� r ϕ̇p

{
sin ϕp +

λ

2
sin 2ϕp

}
(10)

Differentiating for the second time (8) results in dependency for acceleration of
the piston:

ẍ p � d2xp0
dt2

� r

[
ϕ̈p

(
sin ϕp +

λ

2
sin 2ϕp

)
+ ϕ̇2

p

(
cosϕp + λ cos 2ϕp

)]
(11)
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Transforming and differentiating the dependency (2) twice results in the equation
for angular acceleration of the flywheel:

ϕ̈ f � k

I f
(ϕp − ϕ f ) (12)

In Eq. (3) one unknown value, p, is present. The value can be determined from
the thermodynamic domain, which was analyzed in Sect. 3.2.

3.2 Analytical Dependencies of Thermodynamic Domain

In order to determine the pressure changes inside the combustion chamber with the
use of the first law of thermodynamics, using the zero-dimensional model, it can be
written that in accordance with the law of conservation of energy (for low power
output engine) [17–23]:

dQh

dϕ
� cv

R

(
p
dV

dϕ
+ Vc

dp

dϕ

)
+ p

dVc

dϕ
+
dQhetr

dϕ

� 1

n − 1

(
p
dVc

dϕ
+ Vc

dp

dϕ

)
+ p

dVc

dϕ
+
dQhetr

dϕ
(13)

Transforming the dependency (13), dp/dϕ can be determined:

dp

dϕ
� n − 1

Vc

(
dQh

dϕ
− dQhetr

dϕ

)
− n

Vc
p
dVc

dϕ
(14)

where: n—the ratio of specific heat (−), n =1.338-6 × 10−5Tgas+10−8T2
gas,

Tgas=pV /mairR, Tgas—the temperature of the flowing gas (K), mair—the mass of
the air in the cylinder (kg), R—the individual gas constant (J/kgK).

The rate of heat transfer Qhert /dt from the flowing gas to the combustion cham-
ber wall is dominated by the forced convection [18, 19], so the following can be
calculated:

dQhert

dt
� hA

(
Tgas − Tspt

) �
h︷ ︸︸ ︷

Stςcpv A

(
pVc

mair R
− Tspt

)

� Stς

cp︷ ︸︸ ︷
R

1 − 1
n

vA

(
pVc

mair R
− Tspt

)

� 0.715 exp(−0.14(ẋ p mean))ς
R

1 − 1
n

vA

(
pVc

mair R
− Tspt

)
(15)



Model Based Research on ICE Engine Powered by Alternative Fuels 41

where: cp—specific heat (J/kgK), St—the Stanton number (–), v—turbulent gas fluc-
tuating velocity (m/s), v�0.5 (ẋ p mean), Tspt—measured temperature of the spark
plug (K).

The heat flux in combustion chamber can be calculated by solving the partial
differential equation which contains two boundary conditions:

∂T

∂t
� α

∂T 2

∂2x

∣∣∣∣∣
T (0, t) � Twin(t) f or x � 0

T (a, t) � Twot (t) f or x � a
(16)

where: Twin—instantaneous temperature inside of the cylinder wall (K), Twot—the
steady state temperature of the cylinder of the surface of the outside wall at distance
a from the inside wall surface (K), α—thermal conductivity, α=k/ζc, k—thermal
conductivity (W/mK), c—the specific heat (J/kgK), ζ—gas density (kg/m3).

Twin can be calculated as follows [19]:

Twin � Twmean +
M∑
n�1

(An cos(nωt) + Bn sin(nωt)) (17)

where: Twmean—time averaged value of Twin, ω � ϕ̇p—the angular frequency of the
temperature variation—the half of the engine angular velocity for the four-stroke
engine, M—harmonic number (–).

We can write the following solution of (17):

T (x, t) � Twmean − (Twmean − Twot ) +
∞∑
n�1

(exp(−cnx))En(x, t)

� Twmean − (Twmean − Twot )

+
∞∑
n�1

(exp(−cnx))

En (x,t)︷ ︸︸ ︷
An cos(nϕ̇t − cnx) + Bn sin(nϕ̇t − cnx)

� Twmean − (Twmean − Twot )

+
∞∑
n�1

(exp(−cnx))

An︷ ︸︸ ︷
2

τ

τ∫
0

Tw(t) cos(ϕ̇nt)dt cos(nϕ̇t −

cn︷ ︸︸ ︷√
nϕ̇

2α
x)

+

Bn︷ ︸︸ ︷
2

τ

τ∫
0

Tw(t) cos(ϕ̇nt)dt sin(nϕ̇t −

cn︷ ︸︸ ︷√
nϕ̇

2α
x) (18)

The heat flux at the cylinder (for x=0) can be expressed by using Furier’s law as
follows:
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q(t) � −k
∂T

∂x

∣∣∣∣
x�0

� k

a
(Twmean − Twot ) + k

M∑
n�1

cn{([An + Bn] cos(nϕ̇t)

+([Bn − An] sin(nϕ̇t)} (19)

The useful formula for small scale engine proposed by Wu-Chen-Hiseh-Ke [18,
19] allows to calculate Tspt with use of intake manifold pressure pimp, based on
experimental research:

Tspt � bspt1ω + bspt2ω
2 + bspt3 pimp + bspt4 pimpω + bspt5 p

2
imp + bspt6ε (20)

where: bspi—coefficients, described in detail in [18, 19] (–), ε—compression ratio
(–).

Similarly, we can determine the Stanton number, based on experimental data [18,
19]:

St � ψεS2
(
b
(
105Vc(ϕ)

)2
+ exp((l ẋ2

mean
)
)

(21)

where: ψε<5.9;6> , lε <−0.01; −0.015>– coefficients, S—stroke (m), S �2r.
The Vc volume we can calculate to input xp from (8), we can write as follows:

Vc � Vch + Axp � Vsc

ε − 1
+

πd2

4
r

{
(1 − cosϕp) +

1

λ
(1 −

√
1 − λ2 sin2 ϕp)

}
︸ ︷︷ ︸

xp

�

Vsc︷ ︸︸ ︷
πd2

4
S|S�2r

ε − 1
+

πd2

4
r

{
(1 − cosϕp) +

1

λ
(1 −

√
1 − λ2 sin2 ϕp)

}
(22)

The last unknown parameter in (13) and (14) dQh. The heat release rate connected
with the crank angle can be obtained from the rate of mass fraction calculated as
follows:

dQh

dϕp
� w1

w2 + 1

ϕd0

(
ϕdeg − ϕ0

ϕd0

)w2

exp

{
−w1

(
ϕdeg − ϕ0

ϕd0

)w2+1
}
g f Wu (23)

where: w1=5, w2=2 according to [18, 19], Wu—the fuel caloric value (MJ/kg),
gf—the fuel mass injected into the cylinder (kg/s), ϕd0—the total combustion
expressed in crank angle—CA (deg), ϕ0—the start of combustion expressed in crank
angle—CA (deg), ϕ0 � I AA + 25.5pin manifold − 0.0605ϕ̇p − 0.2801pin manifoldϕ̇p +
6.88 × 10−4ϕ̇2

p, pinmanifold—intake manifold pressure (MPa). The ϕdeg can be
expressed as follows:
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(a) (b) 

(c) 

Fig. 5 Parameters of piston of engine fueled by CNG: a piston displacement xp, b piston velocity
vp, c piston acceleration ap

ϕdeg[deg] � ϕp[rad]
180◦

π
(24)

4 Simulation Model and Simulation Results

Asimulationmodelwas prepared based ondependencies (1–12).Changes of pressure
were determined and implemented into the model based on analysis of research
results presented in Fig. 2, respectively for CNG. Analytical description of pressure
changes was presented with use of dependency (13–24).

Figure 5 presents respectively: linear displacement (Fig. 5a), piston velocity
(Fig. 5b) and acceleration of the piston (Fig. 5c) of engine fueled by CNG. It presents
the results of the simulations for the following main parameters: k=9150 N/m,
l=0.091m, r=0.0275m,mf =2.851 kg,mp=0.22 kg, rf =0.11m.Change in rotational
speed (Fig. 5a) is caused by change in frequency, the assembly accelerates (up to 2 s),
which is shown by the increasing density of displacements. After approximately 2 s
(for IAACNG=10 up to 40 before TDC—Top Dead Centre) the assembly reaches the
constant amplitude. If the ignition advance angle IAACNG increases (which increases
the pressure in the cylinder as well) then piston velocity and piston acceleration
amplitude decrease. Similar results for the acceleration, velocity, and displacement
values have been obtained for the model with 3DOF in the works [12–14]. From a
practical point of view, selecting the appropriate inertia of the flywheel I f is crucial.

Figure 6 presents angular displacement (Fig. 6a), angular velocity (Fig. 6b) and
angular acceleration (Fig. 6c) of shaft in engine fueled by CNG. For IAACNG=10
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(a) (b) 

(c) 

Fig. 6 Parameters of shaft of engine fueled by CNG: a angular displacement ϕp, b angular velocity
ωp, c angular acceleration εp

the assembly start up time is the shortest, at 1.95 s, ωpIAAA_CNG=10=4990 rad/s
(Fig. 6b). Angular accelerations in steady state don’t exceed 4.2 × 104rad/s2 and
−5 × 104rad/s2 for all ignition advance angles.

Figure 7 presents angular displacement (Fig. 7a), speed (Fig. 7b) and acceler-
ation (Fig. 7c) of flywheel of engine fueled by CNG. Greatest increase in angular
displacement can be observed in the first second after assembly start up, which accel-
erates (angular accelerations for all ignition advance angles increase). The highest
values of angular accelerations appear for ignition advance angle IAACNG=40 . This
is a result of increased pressure inside the combustion chamber, for IAACNG=40
pmax=5.2 MPa (Fig. 2).As a consequence, greater forces affect the flywheel (visible
higher amplitudes of angular speed changes—Fig. 7b).

5 Conclusions

In the article, a model of the piston and crankshaft assembly with 2 degrees of
freedom is presented.Themodelwaspairedwith a chart of indicatedpressure changes
inside the combustion chamber, acquired from experimental research. To describe the
changes of pressure inside the combustion chamber, a zero-dimensional analytical
model using the law of conservation of energy was used.

Presented simulations show, that for all ignition advance angles the angular accel-
erations in steady state do not exceed 4.2 × 104rad/s2 and −5 × 104rad/s2.

The greatest increase in angular displacement can be observed in the first second
after assembly start up, as it is accelerating (angular accelerations for all ignition
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(a) (b) 

(c) 

Fig. 7 Parameters of flywheel of engine fueled by CNG: a angular displacement ϕf , b angular
velocity ωf , c angular acceleration εf

advance angles increase). The highest values of angular accelerations (Fig. 7c) appear
for ignition advance angle IAACNG =40 . This is a result of increased pressure inside
the combustion chamber, for IAACNG =40 pmax =5.2 MPa.

The analysis presented in this work and the proposition of merging a piston and
crankshaft assembly model with 2 degrees of freedom with a thermodynamic model
that takes into account the combustion processes opens up new possibilities of mod-
eling combined systems (mechanical domain—thermodynamic domain).

Below are presented the mechanical equations coupled with equations governing
the pressure change.
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4. Chmielewski,A.,Gontarz, S.,Gumiński, R.,Mączak, J., Szulim, P.: Research study of themicro
cogeneration systemwith automatic loading unit. In: Szewczyk, R., Zieliński, C., Kaliczyńska,
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power internal combustion engine. Combust. Engines 162, 996–1000 (2015)

11. Małecki, A.,Mydłowski, T., Radkowski, S.: Przegląd uniwersalnych sterowaników do silników
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Abstract This article presents an experimental evaluation based on a mathematical
model and an artificial neural network (ANN) model of an energy storage system.
Because of a nonlinear description of charging/discharging dynamics in subsequent
cycles and a coupling of the terminal voltage and temperatures of a battery, the
recurrent artificial neural network structure (R-ANN) is proposed. Both models,
analytical and R-ANN were employed to predict a behavior of the VRLA AGM
battery. A training and testing data were gathered at the laboratory stand in different
working conditions. As a result, we present the analysis of differences between
proposed modeling approaches.
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1 Introduction

To improve algorithms for prediction and control in Battery Management Systems
(BMS) for distributed systems it is essential to know the operating curves of typ-
ical electrochemical batteries, which can be supported by mathematical models.
This approach plays important role in hybrid systems [1–4]. Research of a dynamic
operation of an electrochemical battery [5] in a specific load cycle supported by
a mathematical model (e.g. energy balance model, neural network model, ARMA
model, fuzzy model [6]) can give answers to different questions regarding the oper-
ation of batteries [7–11] in technical facilities. It should be also emphasized, that
the energy storage modeling gets recently an increasing interest connected with new
developments in the field of electric vehicles [12, 13] or polygeneration systems
[14–16].

Charging/discharging dynamics of an energy storage system is highly nonlinear,
especially during a rapid discharging phase. Therefore, to simplify an identifica-
tion procedure we propose to use artificial neural networks (ANN). They have some
important advantages over standard linear identification methods i.e. an approxima-
tion of multivariable nonlinear functions, an easy adaptation of model parameters
and a very rapid calculation of model equations. In contrary to energy-balance mod-
els, designing ANN does not require an exact knowledge of model functions, and
physical parameters that describe the model, but only values of model variables
(cause-effect relationships).

In energy storage systems usefulness of ANNs for identification were pro-
posed mostly in the form of feed-forward models and recurrent models [17–21].
In particular, interesting for our research are Simple Recurrent Neural Networks
(SRNNs)—where connections between units form a directed cycle. Such networks
exhibit dynamic temporal behavior, a property that can be utilized for the pre-
diction of the State of Charge (SoC) of the energy storage system in subsequent
charge/discharge cycles. With properly chosen battery data, system parameters and
operating conditions, recurrent ANNmodel can be used in prediction to some extent
a battery performance under a wide variety of operating conditions.

The article is organized as follows. In Sect. 2 a test stand of electrochemical
energy storage systems (VRLA AGM battery) is described. Section 3 presents an
analytical model of the electrochemical battery. Then, in Sect. 4, recurrent ANN
(R-ANN) model of energy storage system is presented. In Sect. 5 analytical and R-
ANNmodels are subsequently validated and compared against experimental results.
Finally, in Sect. 6, concluding remarks are given.

2 Test Stand with the Energy Storage System

To conduct an experimental research, the test stand has been prepared, complete
with a data acquisition module, a load control unit and a software application for
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Fig. 1 The test stand

long duration tests (for a detailed description see [22]). The measurement circuit of
the test stand (Fig. 1) consists of: a PC class computer, a modular data acquisition
chassis (National Instruments hardware), a programmable laboratory power supply,
a loading control unit (load circuit connects the battery to a controllable load power
unit—the individual controllable current source which was prepared by authors) and
the control application which has been written in LabVIEW 2016. The application
allows for acquisition of the following parameters of the battery: voltage measured at
the terminals of the battery, value of a charging/discharging current and a direction of
current flow, an ambient temperature, temperatures at battery terminals and a battery
body. All signals can be sampled up to the rate of 100 Hz.
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Fig. 2 The physical model
of an electrochemical battery

3 Mathematical Model of the Electrochemical Energy
Storage System

Figure 2 presents a physical model of the battery and takes into account previous
experimental research where the iteration-approximationmethod has been employed
[22–24].

Based on the analysis of the Fig. 2, the internal resistance Ri of the battery can be
calculated as:

Ri (ibat , T, Q) � Relde(T, Q) + Relyte + bEMF(ibat , T, Q)I−1
n , (1)

where: Relde, Releyte—electrodes and electrolyte resistance, respectively,
bEMF(ibat , T, Q)I−1

n —ratio which defines the relative change of the electro-
motive force of the polarization during the flow of the nominal current In versus
EMF for the nominal capacity of Qn, Rload—resistance of the external load (Rload �
Uload /I load).

In this article the experimental data has been employed to determine Ri:

Ri � (Um −Um+1)/(Im+1 − Im) (2)

where: Um > Um+1 and Im+1 > Im.
The family of Um, Um+1 characteristics was determined during the experimental

research described in [23–27].OnceRi was determined,while transforming the below
Eq. (9), it became possible to calculate the EMF, for charging (+) and discharging
(−) respectively:

EMF � Uterm ∓ ibat ((Um −Um+1)/(Im+1 − Im)) (3)

The internal resistance of the battery Ri was determined using the iteration-and-
approximation method [25] and subsequently it was used in the simulation model in
order to account for the change of the battery’s resistance depending on the change
of its SOC. The properties of the electrochemical battery were defined by using the
Peukert’s equation, described in detail in [23–25].
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The following relation has been used for the purpose of mathematical modeling
of a battery’s effective capacity:

QBat (ibat , t, T ) � cT (T )η(ibat , T )Qn ±
t∫

0

ibat (t)dt (4)

Knowing that the battery’s state of charge is the ratio of its effective capacity to
nominal capacity, one can write:

SOC � QBat

Qn
�

wT (T )η(ibat , T )Qnom −
t∫
0
ibat (t)dt

Qn

�
∼�1︷ ︸︸ ︷

w T (T )η(ibat , T )|ibat∼�In
T∼�Tn

− 1

Qnom

t∫

0

ibat (t)dt � 1− 1

Qnom

t∫

0

ibat (t)dt (5)

The EMF electromotive force, which depends on the SoC, can be expressed in
the following form:

EMF(SOC) � EMFmin + �Uterm · SOC
� EMFmin + (EMFmax − EMFmin) · SOC (6)

Values of EMFmin and EMFmax have been determined on the basis of experiments
[23, 26, 28].

4 Design of the Artificial Neural Network Model
of the Energy Storage System

In the ANN modeling there was studied the dependence of the voltage (Uterm) of
the battery terminals as a function of the charging/discharging current load (I term),
the ambient temperature (Tambient), the battery body temperature (Tbody) and the
temperature at battery terminals (Tterm). Datasets were gathered at laboratory test
stand described in Chap. 2.

Because of a nonlinear description of charging/discharging dynamics in specific
cycles and the coupling of the terminal voltage and temperatures of a battery, the
recurrent artificial neural network structure (R-ANN) of Jordan type was chosen,
where context units are fed from the output layer [29, 30]. The proposed R-ANN has
1 hidden layer of n nonlinear neurons described by a sigmoidal activation function:
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Fig. 3 RNN structure with two neurons in hidden layer, and 1 neuron in output layer

y(1)( j)NL (k) � f (1)( j)NL (x
(1)
( j)NL , k) � tan sig(x (1)( j)NL , k)

� 2

1 + e−2x (1)( j)NL (k)
− 1, f (1)( j)NL ∈ [−1, 1] (7)

and a linear output layer, with 1 neuron described by a linear activation function:

y(2)L (k) � f (2)L (x (2)L , k) � x (2)L (k), f (2)L ∈ R (8)

where:

x (1)(n)NL (k) � b(1)(n) + w
(1)
p+1n y

(2)
L (k − 1) +

p∑
i�1

w
(1)
in xi (k) (9)

x (2)(n)L (k) � b(2)(n) +
n∑

i�1

w
(2)
i1 y

(1)
(i)NL (k) (10)

P—the number of neuron inputs in nonlinear hidden layer, w(m)
i j —the weight of

the i-th input to j-th neuron in layer m, xi—the i-th input to the network, b(m)
(n) - the

threshold offset of the n-th neuron in layer m.
The exemplary 2-layer R-ANN neural network structure used to model energy

storage system, described by (7)–(10) is presented in Fig. 3.
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Fig. 4 a 20 consecutive cycles in the experiment, b cycles chosen for preparation and validation
of analytical and ANN models

5 Evaluation of the Analytical and ANN Models of Energy
Storage System

5.1 Experimental Datasets

The experiment was prepared on a 6 V 12 Ah valve regulated sealed lead-acid type
rechargeable battery (VRLA). The battery charge cycle process was set to 2.1 A
and was carried out until a maximum voltage of 6.6 V was reached, after which the
battery was switched to load circuit. The load cycle selected for the experiment was
a repeating draw of 8, 12 and 16 A, each load of 3 s duration, respectively. The load
cycle was carried out until a minimal voltage of 4 V of the battery.

There were chosen 3 datasets (Fig. 4a), based on the performed experiments.
Figure 4b) shows selected datasets during discharging for validation analytical and
R-ANN models.

First, to calculate coefficients ofmodels of the discharge dynamics ofVRLAAGM
battery, the dataset from the experiment 11 was used. Then, the datasets from exper-
iments 12 and 20 were chosen to check the generalization and prediction properties
of models.

Preliminary analysis showed, that within the datasets concerned, variables are
correlated to a very small extent. Moreover, the lag time was significantly larger
than the sampling of signals measured at the laboratory stand. Therefore there were
selected every 30th measurement sample as a data for training of R-ANN model. It
still ensured adequate coverage of the measurement range for both training data and
testing data, and greatly reduced the R-ANN training time.

5.2 Evaluation of Analytical Model of Energy Storage System

Based on Eqs. (1–6) the analytical model has been created and simulated. The
dynamic cycle has been implemented in the simulation model (the same as in the
case of the conducted experiment—Fig. 5a). Figure 5b presents the curve of the
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Fig. 5 a Load cycle from experimental research, b internal resistance of the battery from experi-
mental research—implemented in simulation

internal resistance of the VRLA AGM battery. The change of internal resistance was
described by 10-degree polynomial. The approximated general equation has been
implemented to simulate a battery.

5.3 Evaluation of R-ANN Model of Energy Storage System

During an evaluation, there was investigated the efficiency of R-ANN models
trained in a batchmode using backpropagation and Lavenberg-Marquardt algorithms
[29–32]. For each R-ANN all weights and biases were initialized using Nguyen-
Widrow initialization procedure [31].

Let us denote error of the battery voltage estimation as follows

e(k) � yi (k) − yNNi (k) (11)

where: yi(k)—modeled signal (voltage of the battery terminals), yNNi(k)—R-ANN
output, k—sample number.

The performance function of R-ANN was chosen as a mean squared error:

MSE � 1

N

N∑
k�1

[e(k)]2 (12)

where: N—the number of data samples.
During R-ANN training the following stop conditions were chosen: epochs<500

or MSE=0.001.
The quality of R-ANN model of the energy storage system was evaluated using

(13) and following indices [31–33]:

• average absolute error [V]:
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eav � 1

N

N∑
k�1

|e(k)| (13)

• maximum absolute error [V]:

emax � max
N

|e(k)| (14)

There were trained and tested R-ANNs with 2, 3, 5, and 10 neurons in hidden
layer, with the estimated number of weights equal to 15, 22, 36 and 71 respectively.
This is in compliance with the required number of samples in training set, that should
be at least two times bigger than the estimated number of weights [31].

The main problem during the analysis of results is a big number of estimated
signals and gathered data. This makes the evaluation of the repeatability of obtained
models problematic. Therefore, we propose to use aggregate statistical indicators for
the set of models with similar structures [33]:

• Estimation of the expected value of maximal relative average error of the voltage
approximation:

msav � 1

L

L∑
j�1

∣∣∣∣∣∣∣∣∣

N∑
k�1

e j (k)

N∑
k�1

y(k)

∣∣∣∣∣∣∣∣∣
(15)

• Estimation of the expected value of maximal relative average absolute error of the
voltage approximation:

msava � 1

L

L∑
j�1

N∑
k�1

|e j (k)|
N∑

k�1
|y(k)|

(16)

where: L—the number of neural models with the same structure, e j (k)—the error
(11) calculated for j-th model.

Quality index (15) allows estimating the relative steady error for the set of neural
models, whereas index (16) allows estimating the relative absolute error for the set
neural models, and is a measure of dispersion of relative error around the average
value. The presented criterions can be used for general comparison of different ANN
models [32–34].
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Fig. 6 Comparison of voltage curves for experimental research, R-ANNs model and analytical
model for: a 11th cycle—approximation, b 12th cycle—prediction, c 20th cycle—prediction

5.4 Comparison of Analytical and R-ANN Models of Energy
Storage System

Figure 6presents comparison results forR-ANN, simulationmodel, and experimental
research, for 11th (approximation), 12th (prediction), 20th (prediction) cycles. For
analytical model, in all cases, the maximum error does not exceed 19.5% between
the simulation results for the analytical model and the experimental data.

In Table 1 there are gathered quality indices (13)–(15) and aggregated quality
indices1 (6)–(7) for R-ANNs before and after training with different parameters
identifying dynamical models of considered energy storage system.2

Results show, that training of R-ANNs using Lavenberg-Marquardt method gives
good results for the training data. For all identified in this research R-ANNs an
average absolute error decreases around 250 times (1–3% of error in relation to
modeled output) and amaximumabsolute error decreases around 25 times (5–10%of
modeled output). Observed results show, that the values of quality indices (28)–(30)
don’t differ significantly as the number of neurons in hidden layer grow.

The testing data was predicted with less accuracy than training data. As it can
be seen in Table 1 for prediction of data from 12th cycle (next cycle) an average
absolute error improves only around 75 times (10% in relation tomodeled output) and

1Aggregated quality indexes we calculated for L�20
2To simplify the description, network structure was represented as #mnn-method-#epochs where:
#mnn- number of neurons in nonlinear hidden layer, method- training method acronym, #epochs-
number of training epochs (e.g. 2-LM-500 is R-ANN with 2 neurons in hidden layer, trained with
Levenberg-Marquardt algorithm in 500 epochs).
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Table 1 Quality indices for R-ANNs of energy storage system

R-ANN
structure

Data set Training
time

MSE eav emax msav msava

R-ANN
without
training

Train, experiment 11 – 26.4356 5.0597 7.5876 4.98004 4.53681

Test, experiment 12 57.1378 7.5512 8.1141 1.32033 9.84298

Test, experiment 20 50.8929 7.1285 7.4127 4.76109 4.76109

2-LM-500 Train, experiment 11 ~9 s 0.0012 0.0200 0.2655 1.5 × 10−7 0.00550

Test, experiment 12 0.0229 0.1120 0.7079 0.00882 0.01320

Test, experiment 20 0.1737 0.3483 1.5946 0.07133 0.07133

3-LM-500 Train, experiment 11 ~12 s 0.0009 0.0215 0.3664 49.5 × 10−7 0.00537

Test, experiment 12 0.0209 0.0939 0.7888 0.00124 0.00391

Test, experiment 20 0.1117 0.2676 1.3613 0.05595 0.05595

5-LM-500 Train, experiment 11 ~19 s 0.0010 0.0243 0.3475 2510 × 10−7 0.00601

Test, experiment 12 0.0195 0.0993 0.7791 0.02704 0.03594

Test, experiment 20 0.0669 0.2129 0.8102 0.06559 0.07487

10-LM-
500

Train, experiment 11 ~45 s 0.0007 0.0200 0.3105 402.9 ×
10−7

0.00297

Test, experiment 12 0.0182 0.0948 0.7213 0.01124 0.01754

Test, experiment 20 0.1053 0.3001 0.7721 0.03857 0.03857

maximum absolute error improves around 10 times (15–25% in relation to modeled
output). For prediction of data from 20th cycle (9 cycles ahead) an average absolute
error improves only around 25 times (around 20% in relation to modeled output) and
maximum absolute error improves around 10 times (15–25% in relation to modeled
output). Also aggregated quality indexes show that the precision of SoC forecasting
with R-ANN models and their repeatability decrease as the number of predicted
cycles increase.

Obtained results (Fig. 6 and Table 1) show significant differences between the
analytical model and R-ANN model. For 11th and 12th cycle, approximation and
prediction errors for R-ANN models were smaller almost 7–10 times than for the
analytical model. For the 20th cycle results were similar for both models.

6 Conclusions

The article presents the possibility of predicting State of Charge (SOC) of the electri-
cal energy storage system in subsequent charging/discharging cycles. The study was
conducted with electrolytic battery (VRLA AGM type) in a dynamic cycle. Three
datasets were selected for calculation of parameters and verification of analytical
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and R-ANN models. For the analytical model the maximum error did not exceed
19.5%—for approximated and predicted cycle. The results for proposed R-ANN
model were better than for the calculated analytical model for 2 subsequent cycles.
However, prediction errors significantly increased where there were more cycles.
Hence, for the presented research, SoC forecasting using proposed R-ANN can’t
exceed few (1–2) cycles ahead.

In order to properly correct the model, reduce the maximum error between the
signals estimated with analytical or R-ANN model and the experimental results, it
is necessary to take into account the changes of the electrical energy storage system
properties in subsequent cycles (charging/discharging). On the basis of performance
studies of several dozen or several hundred cycles, by obtaining a set of cycle time
points, an attempt can be made to determine the general form of the polynomial of
such changes. Then it can be implemented in the analytical or R-ANN model in the
form of additional feedback.

The presented approach opens up new possibilities for the modeling and the fore-
casting the properties of electrochemical energy storage systems and is important
in the practical application of such mathematical models (analytical, energy-based
models or artificial neural networks), especially in BMS for distributed polygenera-
tion systems and electric vehicles.
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Finite Element Analysis
of a Configuration of Optomechatronic
Choppers with Rotational Shafts

Eduard-Sebastian Csukas and Virgil-Florin Duma

Abstract We have introduced and patented a novel type of choppers with rotational
shafts which can be operated at much higher speeds than classical choppers with
rotational disks or with oscillatory elements. The aim of this preliminary study is to
perform a Finite Element Analysis (FEA) using ANSYS of the fundamental issues
of choppers with shafts, i.e. their structural stability and deformations—for their
maximum possible rotational speed, of 120 krpm. The main steps of the FEA are
pointed out. While different possible materials can be explored with regard to the
maximum speed that the choppers are operated at, steel is considered in this study.
The multi-parametric analysis is approached taking into account geometrical param-
eters of the device: radius and axial dimension of the shaft, shape, dimensions, and
number of slits. The performances of the choppers with regard to their deformations
and the highest possible rotational speed can be obtained from the analysis. Due
to space limitations, preliminary results of this analysis for a one-slit shaft and the
corresponding rules-of-thumb that can be extracted from it are briefly presented.

Keywords Optomechatronic devices · Optical choppers · Rotational shafts
Laser impulses · Finite element analysis (FEA) · Multi-parametric analysis

1 Introduction

Choppers are one of the most used optomechatronic devices for laser systems and
applications [1], which include radiometers [2, 3], telescopes [4], lidars [5], laser
manufacturing [6], X-rays [7], spectral [8, 9] or biomedical systems [10]. Choppers
are used to generate controlled laser impulses [6], to attenuate light bundles [2, 3]
or to analyze laser beams [11]. They have different types of moving parts, rotational
or oscillatory, in macro- or micro-configurations, the latter built as Micro-Electro-
Mechanical Systems (MEMS) [12, 13].
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Themost common configuration of choppers, in a macro-device construct, is with
rotational disks with windows with linear margins [14, 15], used both for generating
laser impulses and for light attenuation, as an alternative to other such devices [16].
Besides these classical choppers, other devices have been proposed, also with rota-
tional disks, but with windows with non-linear margins, semi-circular, outward or
inward [17–19]; alsowith circular holes [20]. They are able to produce laser impulses
with different shapes than classical devices [17].

However, all choppers with rotational disks have limited chop frequencies, due
to their limited rotational speeds, even if the number of windows is increased—from
the common disk with 2 windows up to even 100. In order to solve this issue, we
have introduced—patent pending [20]—different configurations of choppers with
fast rotational shafts that can reach nowadays spinning speeds of 60 krpm [21], and,
with motors currently in development, even up to 120 krpm. On the other hand,
due to these high speeds, issues can appear regarding the structural integrity and
the deformations of such choppers; these aspects thus have to be studied with Finite
Element Analysis (EA) [22]; this is the aim of the present study.

In the following, one of the configurations of the novel chopper with rotational
shafts is presented in Sect. 2. Section 3 presents elements of the FEA for this most
convenient variant of such devices, i.e. with cylindrical shafts with a single slit. In
Sect. 3 the structural integrity and the deformations of such choppers are also pointed
out, while Sect. 4 concludes the study.

2 Choppers with Rotational Cylindrical Shafts

The device is presented in Fig. 1. The axis of the laser beam is positioned perpen-
dicular to the axis of the shaft.

During the rotational movement of the shaft the input laser beam is chopped by
it and generates an output accordingly with the requirements of the application.

We have introduced different configurations of such choppers, with various shapes
of the shafts (cylindrical, spherical, or conical); each can be done with longitudinal
slits—as in Fig. 1—or with cylindrical holes that go through the axis of the shaft
[21]. Advantages of these types of choppers with regard to choppers with disks [14,
15, 17–20] include: (a) easier and more precise mechanical tooling of the shafts;
(b) the possibility to choose the proper material shaft based on its speed; (b) high
performance mechanical strength; (c) interchangeable shafts during life time cycles.

3 FEA of Choppers with Rotational Shafts

For choppers with cylindrical rotational shafts in Fig. 1 we used the static-structural
simulation load, in order to determine the strength of the shaft during functioning at
the maximum rotational speed of 120 krpm. The main scope is to obtain the optimal
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Fig. 1 Optomechatronic
chopper with rotational
cylindrical shaft. Notations:
1. rotational shaft
(cylindrical); 2. first margin
of the front slit; 3. incident
laser beam; 4. Emergent
(chopped) laser beam; 5.
second margin of the front
slit; 6. bottom part of the
shaft; 7. cage; 8. rear slit

Fig. 2 Structure of a
static-structural parametric
simulation: cylindrical shaft
with a slit

configurations of the chopper shaft taking into account the material properties; in
this respect the shaft could be made from Composite Materials, Aluminum Alloys,
Steel, and Beryllium. Besides rotational speed, the geometrical configurations and
dimensions of the shaft have to be considered in this optimization process.

The case considered in this study is represented by a shaft with a square slit
with a width from 1 to 5 mm (Fig. 2); other geometrical parameters are: diameter
and length of the shaft, as well as the distance between its bearings. From these
parameters we create a tight connection between them, obtaining 35 parameterized
load cases (Fig. 3).

In this direction, for this geometry of the slit more cases with 2–5 across section
slits were created. From such a study we can extract data regarding how to choose
and use a chopper configuration for a specific application. To complete the FEA,
it is suitable to use the indirect method to determine the stiffness matrix of a two-
dimensional (2D) or a three-dimensional (3D) element.

To use this method it is necessary to follow the steps detailed below [22]:
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Fig. 3 Structure of a static-structural parametric simulation

(a) The elements displacements are defined; they refer to any point of an element,
and are based on the formula:

{U } �

⎧
⎪⎨

⎪⎩

u(x, y, z)

v(x, y, z)

w(x, y, z)

⎫
⎪⎬

⎪⎭
� [ f (x, y, z)] · {a} (1)

where: {U }—displacement matrix of any point on element (3 × 1);
{ f (x, y, z)}—variable matrix of displacement field (3 × n); {a}—generalized
coordinates matrix (n × 1).

(b) The computation of nodal displacements {Ue}, taking into account the general
coordinates {a} and geometrical characteristics {A} of the elements:

{Ue} � [A] · {a}, (2)

where: {Ue}—unknown nodal displacement matrix of finite elements;
{A}—geometrical characteristics of an element.

(c) Taking into account the nodal displacement, the general coordinates computa-
tion have the relation: {a} � [A]−1 ·1e{Ue}. Thus, the displacement of one point
which belongs to one element is:

{U } � [ f (x, y, z)] · [A]−1 · {Ue}
⇒ {U } � [N ] · {Ue} where [N ] � [ f (x, y, z)] · [A]−1

(3)
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represents the displacement interpolation matrix on elements domain.

(d) Specific deformations dependence of the {Ue} computation:

Using Eq. (1) and also the specific deformation and displacements, we obtain:

{ε}/[ f (x, y, z)]′[A]−1 · {Ue}

Note that:

[ f (x, y, z)′[A]−1 � [B] ⇒ {ε} � [B] · {Ue} (4)

We can obtain the matrix [ f (x, y, z)]′ by difference the matrix [ f (x, y, z)] related
with x, y, z taking into account the calculated deformation.

(e) The tension computation {σ }, by taking into account the nodal displacements
{Ue}: Hooke’s law is valid in this case: {σ } � [D] · {ε}, where: [D]—material
stiffness matrix. From Eq. (4) we obtain:

{σ } � [D] · [B] · {Ue} (5)

(f) The relation between nodal forces and element displacements:

{δU }T · {Fe} �
∫

V

{δε}T · {σ } · dV . (6)

From Eq. (4) we obtain:

{δε} � [B] · {δUe},

where:

{δε}T � {δUε}T · [B]T (7)

Replacing Eqs. (5) and (7) in Eq. (4), we obtain:

{δUε}T · {Fε} �
∫

V

{δUε}T · [B]T · [D] · [B] · {Uε} (8)

⇒ {Fε} �
⎧
⎨

⎩

∫

V

[B]T · [D] · [B] · dV
⎫
⎬

⎭
(9)

Note that : [Kε] � ∫

V
[B]T · [D] · [B] · dV, (10)
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Fig. 4 Total deformations of the shaft

therefore the equation above becomes:

{Fε} � [Kε] · {Uε} (11)

where: {Fε}—nodal forces column vector applied on an element;{Kε}—stiffness
matrix of an element; {Uε}—nodal displacements column vector applied on an ele-
ment. This mathematical approach shows, through the final Eq. (11), how the FEA
provides the forces applied on the system and obtains the deformations that appear
in each node of interest. The generated forces which appear in simulations are given
by the boundary conditions of the system.

With ANSYS WB, the tool used for this investigation, with a static–structural
simulation we can extract various results based on this analysis. Table 1 was thus
generated by combining the defined parameters (shaft diameter, slit position, and
width of the slit), as well as the boundary conditions of the analysis.

The following aspects have been obtained from the analysis: the directional and
total displacements [mm]—the latter in Fig. 4, the Equivalent (von Mises) Stress
[MPa]—Fig. 5, and the Equivalent Elastic and Plastic Strain [mm/mm]. The case of
a shaft with only one slit has been considered in this example.

One can see from Fig. 4 that the maximum reached deformation of the shaft at
maximum rotational speed considered is smaller than 1 µm for the 20 mm diameter
shaft, which represents the best technological precision that one can reach, therefore
the functionality of the device (i.e., the shape of the transmitted laser impulse [15, 17,
20]) is not affected for this dimension of the device. From Table 1 these deformations
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Table 1 Shaft with one slit—for an OL 55 material of the chopper shaft

Design
point

Square
slits B × H
(B�H
)(mm)

Shaft
diameter
(mm)

Directional
deformation
maximum (mm)

Total
deforma-
tion
maximum
(mm)

Equivalent
stress
maximum
(MPa)

Equivalent
plastic
strain
maximum
(mm/mm)

Input Output

1 1 20 8.58E−05 0.000244 17.473 0

2 1 40 0.387 19.952 0 0

3 1 60 −0.109 0.009735 196.46 0.00010184

4 1 80 0.00243 0.017783 219.23 0.0010602

5 1 100 0.0125 0.26522 308.27 0.054656

8 2 20 9.55E−05 0.000267 19.218 0

10 2 60 0.007755 0.00761 205.91 9.84E−06

11 2 80 0.01221 0.01814 225.36 0.0011049

12 2 100 0.01278 0.2878 330.06 0.06656

13 2 120 0.02188 2.2107 747.44 0.29614

15 3 20 0.0010978 0.000311 19.854 0

17 3 60 −0.4049 0.0157 203.59 0.00011939

18 3 80 0.02746 0.018859 227.68 0.013311

19 3 100 0.012377 0.3283 370.99 0.098398

20 3 120 0.022346 2.3498 769.98 0.33401

21 3 140 0.039507 6.5844 1308.5 0.7148

22 4 20 0.00013489 0.000389 21.015 0

24 4 60 −0.014011 0.00828 212.11 0.00016402

25 4 80 0.015702 0.0203 226.73 0.002481

26 4 100 0.013541 0.4064 412.57 0.11931

29 5 20 0.0001886 0.000522 23.544 0

30 5 40 0.01494 0.005093 112.83 0

31 5 60 0.5087 0.017295 220.02 0.0002325

32 5 80 0.028053 0.024566 228.68 0.0049086

33 5 100 0.013749 0.53717 465.08 0.14736

34 5 120 0.024248 2.963 944.77 0.40377

increase with the shaft diameter, therefore one must limit the rotational speed to
(much) smaller values, depending on the tolerances to the shape and to the duration
of the laser impulses.

FromFig. 5 the structural integrity of the device is fine for the same small diameter
of 20 mm, but from Table 1 the same kind of remark as above can be done: as the
diameter increases, the speed has to be smaller (while also taking into account the
width of the slits).
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Fig. 5 Equivalent von Mises stresses of the shaft

4 Conclusions

We reported a FEA of optomechanical choppers with rotational shafts that, to our
knowledge,wehave proposed (patent pending) [20] anddeveloped, as a configuration
capable to reach much higher chop (therefore light impulses) frequencies of laser
beams. Elements of the FEA have been provided and some preliminary results have
been extracted from it in order to offer a tool to optimize such devices for specific
applications.

The case of a chopper shaft with one slit was considered, and the deformations,
as well as the stresses in the structure were obtained, in a multi-parametric approach
(considering the geometry of the device, as well as its rotational speed). The former
may affect the functionality of the device, while the latter gives its structural integrity.
It was found that the rotational speed has to be limited to lower values, as the diameter
of the shaft is increased and as the slits are larger. For the smallest diameter considered
(20mm), however, the device can be driven even at the maximum speed of 120 krpm.

Future work comprises a detailed study of these aspects (with a higher number of
slits), as well as other materials or shaft configurations.
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Charpy Impact Testing Machine
in Modeling of Vehicle Frontal Crash
with Street Lights

Wojciech Danek and Mariusz Pawlak

Abstract Real tests of a crash of a vehicle with lighting column are an expensive
but necessary part of norm EN-126767:2008. During the design process of lighting
columns, it is necessary to provide some modifications to receive sufficient safety
class. To not repeat the experiments and to reduce the costs, numerical simulations
are carried out, and when finally good results are received, a real crash test of a
vehicle with real size streetlight can be performed. However, a truly challenging
problem is the validation of the numerical models without experiments and making
a good conclusion based on them. To investigate if something else than a real car
crash experiments can be used, a small model of a Charpy Impact testing machine
was created. The pendulum mass, the location of striking edge and radius of the
striking edge can be altered in the model. The location of the mass center of the
obstacle with which the crash is to be observed is also important. Experimental
results from the testing machine were collected and compared with results from
numerical simulations and conclusions were drawn.

Keywords Lighting column · Crash tests · Numerical simulations
High speed camera

1 Introduction

A modern trend for design elements included in road infrastructure is assurance of
maximum safety for drivers and passengers. For this purpose, each newly designed
infrastructural element is subject to a series of numerical analyses [2–5, 19, 21–24]
whose purposes are to determine properties of the element during the impact by the
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vehicle. As a result, the effect of the passive safety of passengers is determined. The
results of the numerical simulations must be verified by experimental studies. Cost
of experimental studies is very high, thus many companies try to find an alternative
method of the numerical model verification. For this purpose, a similar device to the
Charpy hammer is proposed. This device makes it possible to perform a crash test
for a model with smaller dimensions and to determine the influence of changes in
lighting column parameters on the values of passive safety coefficients specified in
the EN 12767 standard. Based on the results of collision tests on the Charpy hammer,
it is possible to verify the numerical model of real size.

2 Passive Safety

Supporting road equipment structures like lighting columns can, during a collision,
constitute a threat to drivers and passengers. Therefore, when this element of road
equipment is designed, the increase of passive safety for drivers and passengers
should be sought. For this purpose, European standard EN 12767 distinguishes three
categories of passive safety [8]:

• High energy absorbing (HE),
• Low energy absorbing (LE),
• Non-energy absorbing (NE) (Fig. 1).

Constructions qualified as HE class are intended to significantly reduce the car’s
velocity and to reduce the risk of crashes with another car or with other elements of
road infrastructure. Lighting columns that qualify within two classes (NE, LE) are
intended to reduce the car’s velocity with low risk of significant damage to health.

All street lights used on the roads should be passively safe or additional safety
barriers should be applied [7–12].

In order to determine which class of passive safety a particular construction can be
qualified to, there are two types of coefficients:Acceleration Severity Index (ASI) and
Theoretical Head Impact Velocity (THIV). ASI allows determination of a nuisance
motion of the vehicle for people sitting near selected measuring points (usually the
center of gravity). It is considered a determinant of accident severity to passengers
in the vehicle upon impact with an obstacle. It is determined from the dependence
shown below [10]:

ASI (t) �
[(
āx/âx

)2
+

(
ā y/â y

)2
+

(
āz/âz

)2]1/2
(1)

where:
ax, ay, az—components of acceleration of the chosen point P of the vehicle from the
movable averaged time interval δ�50 ms,
ax, ay, az—limit value of acceleration along X, Y, Z axes of the vehicle.

For passengers using seat belts, limit values of acceleration are equal to:

• x �12 g,



Charpy Impact Testing Machine in Modeling of Vehicle … 75

Fig. 1 Level of energy
absorption according to EN
12767 [8]

• y �9 g,
• z �10 g,

where

g � 9.81 m/s2

Theoretical Head Impact Velocity is the velocity of the head during an impact
with a surface inside the vehicle and is determined from the dependence shown
below [10]:

T H IV � [
V 2
x (T ) + V 2

y (T )
]1/2

(2)

where:
Vx(T ), Vy(T )—velocity of the theoretical head at the time of impact on the surface
inside the vehicle.

Values of these two coefficients are determined for different velocities depending
on the road where this obstacle is located. These two coefficients are to measure the
safety of passengers in a car to ensure that during crash the negative influence on
the health of people is minimised. Costs of eventual recovery for patients after road
accidents are high and the process is time-consuming [6].
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Table 1 Maximum values of passive safety coefficients for different classes

Energy absorption level Vehicle user safety level

Standard low impact speed
test

Speed class test (50, 70, 100
[km/h]) at impact

Maximum values Maximum values

ASI THIV (km/h) ASI THIV (km/h)

HE 1 1 27 1.4 44

2 1 27 1.2 33

3 1 27 1.0 27

LE 1 1 27 1.4 44

2 1 27 1.2 33

3 1 27 1.0 27

NE 1 1 27 1.2 33

2 1 27 1.0 27

3 0.6 11 0.6 11

4 Without
requirements

Without
requirements

The values of the passive safety coefficients for assigning a structure to a passive
safety class are shown in Table 1.

3 Tests on Modified Charpy Impact Testing Machine

Experimental studies have been carried out on a device construction ofwhich is based
on the Charpy hammer. This device was created as a master thesis at the Institute of
Theoretical andAppliedMechanics at the SilesianUniversity of Technology (Fig. 2).

In order to determine the kinematic parameters and the ASI passive safety factor
during the impact, a high-speed Phantom v. 9.1 camera was used to record a collision
with an appropriate number of frames (3500 fps). TEMA Automotive software was
used to analyze the recorded collision films. The diagram of the test bench is shown
in Fig. 3.

The test plan was defined to determine the effect of the impact velocity and the
position of the centre of gravity of the lighting column on the value of the ASI
passive safety factor. The impact of the vehicle’s centre of gravity on the ASI value
was described in the article [23, 24], therefore it was decided to assess the impact of
the change of the column centre of gravity on the ASI value. The impact velocity was
changed by changing the angle of the hammer arm’s inclination, while the centre of
gravity was changed by adding a load on the upper part of the column under analysis.
One mass is 0.035 kg and two masses are 0.07 kg. The whole test plan is shown in
Table 2.
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Fig. 2 View of Charpy impact testing machine

Fig. 3 Test stand

A picture of the measuring device with selected points allowing to determine the
kinematic values is shown in Fig. 4. Results obtained from the analysis of collision
films are presented in Figs. 5, 6, 7 and 8.

The description of the measuring points is as follows:

• Point 1—A point at the end of the hammer arm,
• Point 2 and Point 3—Reference points for determining the film scale,
• Point 4—A point at the end of the analysed column.
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Table 2 Test plan

No. Inclination angle (°) Additional mass

Test 1 170 Without additional mass

Test 2 130 Without additional mass

Test 3 90 Without additional mass

Test 4 170 With one additional mass

Test 5 130 With one additional mass

Test 6 90 With one additional mass

Test 7 170 With two additional mass

Test 8 130 With two additional mass

Test 9 90 With two additional mass

Fig. 4 Scheme of the test stand with markers before and after the impact

Fig. 5 Velocities of point 1 during the impact

Figure 5 shows the velocities obtained during impact for point 1 which one is the
point at the end of the hammer arm for all analysed cases.
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Figures 6 and 7 show displacements and velocities of point 4 for all analysed
cases.

On the basis of the displacements of point 4 shown in Fig. 6, it can be stated that
when additional mass is added, the maximum column deflection decreases. This is
especially noticeable at higher impact speeds.

Based on the speed results from point 1 shown in Fig. 5, an equivalent of ASI
passive safety factor has been determined. The graph of this coefficient in the time
domain is shown in Fig. 8.

On the basis of the graph shown in Fig. 8, it can be concluded that with an
additional mass causing the centre of gravity to change position, the value of the
ASI passive safety coefficient is reduced. Below are presented aluminum tubes and
broken bumpers after tests (Fig. 9).

Fig. 6 Displacement of point 4 during the impact

Fig. 7 Velocities of point 4 during the impact

Fig. 8 Equivalent of ASI coefficient during the impact
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Fig. 9 View of aluminum
tubes after tests on Charpy
hammer with various angle
of inclination and masses

4 Numerical Analysis of a Crash with Street Lights

A numerical model of street light was prepared in LS Prepost, a preprocessor for LS
Dyna [15, 16, 18], engineering software very often used in the automotive industry
[20–22]. More information about method implemented in the software can be found
in the literature [1, 17, 18]. The foundation was made of concrete, the soil was
implemented in LS Dyna as *MAT_SOIL_AND_FOAM [13, 14]. According to the
Charpy tests, the mass on the top of aluminum tube generated additional stiffness
and had a high influence on displacement, velocities and equivalent ASI coefficient
during impact on Impact Testing Machine. In publications [23–25], conclusions on
the influence of vehicle center of mass on ASI factor and rigid body movement
of street light with foundation during a crash test were presented. A next step was
to apply numerical simulations of car impact with a street light [3–5], to estimate
if additional mass on the top can have an influence on safety factors. Below is
presented a model of a street light with foundation, soil, and car. Numbers from 1 to
6 mark displacements of a street light with different additional masses (from 1 up to
50 kg). Presented results are from the crash test at a speed of 35 km/h (Fig. 10).

The influence of the mass is not so significant as it was on Charpy test because
the real light column is slender and an additional mass was limited to a mass of
streetlight (max 50 kg).
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Fig. 10 Street light column with vehicle on the left, on the right displacement plots of column with
additional mass 1, 10, 20, 30, 40 and 50 kg

Fig. 11 Velocity curves of vehicle center of mass along X axis

Velocity curves for x direction generated from accelerometer node located at the
vehicle center of mass are presented in Figs. 11, 12 and 13.
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Fig. 12 Velocity curves of vehicle center of mass along Y axis

Fig. 13 Velocity curves of vehicle center of mass along Z axis

5 Conclusions

Results from a numerical model, which was based on a real object, differ when
compared with experimental tests from the Charpy Impact Testing Machine. It is
impossible to receive the same correlation between them because kinematic condi-
tions are varied. It can be presumed that applying two times higher mass on the top
of the light column would make a difference in velocity curves, but for safety reason,
it would not be possible to apply in reality. However, it remains to be investigated if
there is the influence of foundation on safety factors, the mass is high comparing to
the column, and location of the mass center can have an impact on ASI coefficient.
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wanym słupem oświetleniowym. In: 56. SympozjonModelowanie wMechanice, Ustroń, p. 60
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Interaction of Bridge Cables and Wake
Behind in the Vortex Induced Vibrations

Maciej Dutkiewicz

Abstract In the paper the interaction of wake and the cable with passive damper is
analyzed. Vortex induced vibrations (VIV) are caused by vortex shedding, located
behind the cable. On the basis of formulation of the fluid forces applied to the cable
in the direction of lift, it is described the coupled model where force is resulting
from the coupling of cable and wake. The system of dynamical motion equations,
corresponding to the coupled model, is supplemented by the equation representing
the oscillating lift force acting on the vibrating cable. This equation models the near
wake dynamics describing the fluctuating nature of vortex shedding. The numerical
simulations are performed for the circular section of the cable. The vertical vibrations,
perpendicular to the wind directions, are analyzed. In the first part of the paper the
analysis of lift equation is performed for different variation of damping coefficients
to fit the curve that fulfilled the fluid equations. The behavior of lift coefficient in
time domain and velocity in location domain are presented. Then, for the chosen
parameters of oscillating equation coming from the first part of numerical research,
the dynamical behavior of the system: cable with and without damper and wake is
performed. The displacements and velocities of vibrating cable with and without
damper as well as the dynamical response of the wake in time domain are presented.
Dimensionless amplitude ofmotion of the cable and the damper for different damping
coefficient of the damper and amplitudes of derivatives of displacement are presented.

Keywords Vortex induced vibrations · Vortex shedding · Air flow · Drag
Lift force · Vibration model · Stress Reynolds tensor · Turbulence kinetic energy
Energy dissipation
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1 Introduction

There are many cases of vibrations caused by vortex shedding. Designing of slender
structures under the wind load and due to vortices is a very important issue. These
constructions are e.g.: tall building, chimneys, cable bridges or overhead transmission
lines. The problems of vortex induced vibrations (VIV) are often analyzed with use
of computational fluid dynamics, analytical models and experiments. Studies are
performed for crossflow and in line vibrations. Important research on vortex induced
vibrations was conducted by Blevins [1],McCroskey [2], Sarpkaya [3], Bearman [4].
Theseworks dealwith vibrations of the circular cylinder and vortex-induced or forced
excitations, under two-dimensional conditions. The analysis ofwake sheddingbehind
the object was the subject of many previous works, and the first ones concerned the
single oscillator [5, 6]. In theseworks the force acting on the structure from the fluid is
modeled by a nonlinear, self-excited oscillator. In this model the system is described
by coupled ordinary differential equations. Important results regarding coupling of
structure in VIV were received by Facchinetti et al. [7]. In this work the model
dynamics of the structure of one degree of freedom with the wake is investigated and
discussed with regard to the choice of the coupling terms and the values of model
parameters. As the vortex induced vibrations can occur in line of wind flow this
subject was analyzed in the works of King [8], Griffin and Ramberg [9], Curie and
Turnbull [10] and Naudascher [11]. Interesting analysis based on experiments are
included in the papers of Sarpkaya [12],Maull andMilliner [13],BernamandGraham
[14]. Sarpkayawas thefirstwhomade the experiments in theU-tube tunnel,Maull and
Milliner discussed the sinusoidal flow past a circular cylinder and measured forces
normal and transverse to the flow direction as a function of time and movement
of vortices in the flow has been established. Bernam and Graham presented flow
visualisation studies to aid the discussion of the different modes of vortex shedding
which occur and the relationship between the vortex shedding and the forces induced
on the bodies. In recent years the methods based on computer fluid dynamics (CFD)
led to huge number of studies also in the field of vortex induced vibrations. Important
work is that of Utsunomiya [15] who used the surface-singularity method. Important
part of researches concern the nonlinear dynamical behaviour. The nonlinearity of the
systems describe the chaotic zones of motions [16, 17] and bifurcational dynamics
that reflect the real cases in nature [18].

The VIV of bridge cable equipped with the damper is the subject of the paper. The
article is divided into five parts, introduction, mathematical formulation of the flow
and vortex induced vibrations models, numerical analysis and results, discussion and
conclusions.
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2 Mathematical Formulation

The analyzed bridge cable is modeled as rigid cylinder that is spring-supported
and equipped with the damper as well as immersed in a uniform incompressible
undisturbed air flow. The rigid cylinder of mass m1, diameter D, and length L is
assumed to be exposed to a flow of velocity v. The cylinder is assumed to bemounted
at both ends with two elastic springs of total stiffness k1y and, damping coefficient
b1y andwith passive damper of massm2y , total stiffness k2y, damping coefficient b2y .
The coordinates axis is located at the center of the cylinder at its stationary position.

2.1 Formulation of the Structural and Vortex Induced Model

The external lift force acting on the cylinder is F(t) (Fig. 1).
The motion of the cylinders m1 and m2 in the lift direction is defined as:

m1 ÿ1 +
(
b1y + b2y

)
ẏ1 − b2y ẏ2 + (k1 + k2)y1 − k2y2 � F, (1)

m2 ÿ2 − b2y ẏ1 + b2y ẏ2 − k2y1 + k2y2 � 0, (2)

F � 1

2
ρV 2DLCL , (3)

Modified oscillator equation was taken on the basis of formula proposed by
Hartlen and Curie [19]:

C̈L − αω0ĊL +
γ

ω0

(
ĊL

)5
+ ω2

0CL � bẏ1, (4)

Fig. 1 Vortex induced
vibration model
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where CL is the lift coefficient, α, γ, b—damping coefficients, ω0 � fs
fn

� SV
fn D

,
fs—vortex shedding frequency, ωn � 2π fn—natural frequency of the cylinder.

2.2 Fluid Model

In the analyzed problem, the equations of motion of the air flow around the cylinder
take the following form [20]:

Dv̄i

Dt
� f̄i − 1

ρ

∂ρ̄

∂xi
+
1

ρ

∂

∂x j

(
τ̄i j + τ ∗

i j

)
, (5)

where τ̄i j � μ
(

∂v̄i
∂x j

+ ∂v̄ j

∂xi

)
.

Additional continuity equations describing mean and fluctuating components are:

∂v̄i

∂xi
� 0,

∂v′
i

∂x ′
i

� 0, (6)

To solve the above equations, the additional stress Reynolds tensor is adopted in
the following form:

τ ∗
i j � μt (v̄i,j + v̄j,i) − 2

3
ρ̄kδi j , μt � ρcμk2

ε
, (7)

The k − ε dependences are formulated in additional transport equations:

∂

∂t
(ρ̄k) + (ρ̄kv̄i ),i � (

τ̄i j v̄ j
)
,i − ρ̄ε +

(
μkk,i

)
,i , (8)

∂

∂t
(ρ̄ε) + (ρ̄εv̄i ),i � cε1

(
τ̄i j v̄ j

)
,i

− cε2ρ̄
ε2

k
+

(
μεε,i

)
,i
, (9)

where: k—turbulence kinetic energy; ε—turbulence kinetic energy dissipation;
μk(ε) � μ + μt

σk(ε)
with the following assumption: cμ � 0.09, cε1 � 1.45, cε2 � 1.92,

σk � 1.00, σε � 1.30.

3 Analysis of Lift Equation

The motivation of oscillator equation analysis was to fulfill the equation of Navier-
Stokes equations presented in the fluidmodel [Eqs. (5–9)] and conditions referring to
interacted of the system built of cable with damper and wake. The oscillator equation
that fulfilled the fluid model has the following form:
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Fig. 2 Lift force coefficient Cl for different parameters of damping in time domain and dCl/dt in
Cl domain in means of Eq. 10

C̈L − αω0ĊL +
γ

ω0

(
ĊL

)5
+ ω2

0CL � 0, (10)

Figure 2 presents coefficients Cl and dCl/dt for different parameters of α and γ in
Eq. (10). For further analysis, the equations with parameters α�0.02, γ�0.67 is
taken into consideration.

4 Analysis and Discussion of System Vibrations

In this section the analysis of system Eqs. (1–4), describing the interference of cable
with damper and wake behind is presented.

4.1 Analysis of Lift

Figure 3 presents coefficients Cl and dCl/dt for different parameters of α, γ related
to Eq. (4) and for the second case related to Eq. (11):

C̈L − αω0ĊL +
γ

ω0

(
ĊL

)5
+ ω2

0CL � b(ẏ1 + ẏ2), (11)

where b is the coefficient tuned via model according to [16], equal to 0.4. Amplitudes
of Cl and dCl/dt are bigger when taking into consideration Eq. (11) then fromEq. (4).
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Cl accord.eq.4 ver time, α=0.02, γ=0.67, dCl/dt accord.eq.4 ver time, α=0.02, γ=0.67

Cl accord.eq.11ver time, α=0.02, γ=0.67 dCl/dt accord.eq.11 ver time, α=0.02, γ=0.67

Cl(accord.eq.4) ver time, α=0.02, γ=0.67, 
without damper

dCl/dt(accord.eq.4) ver time, α=0.02, γ=0.67, 
without damper

Fig. 3 Lift force coefficient Cl and dCl/dt for different parameters of damping in time domain

Amplitudes of Cl calculated according to Eq. (4) are 29% smaller then amplitudes
calculated for the system without damper.

Figure 4 presents amplitude Cl for variation of the coefficients γ, where there is
no interference according to Eq. (10), and case with interference in the meaning of
system Eqs. (1–4).

According to Figs. 4, lift Cl decrease with the increase of γ for (α�0.02, γ�
0.67).
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Cl accord.eqs.1-4

Fig. 4 Amplitude Cl for variation of the coefficients γ, according to Eq. (10) and according to
system Eqs. (1–4)

4.2 Analysis of Cable with Damper Vibrations

Figure 5 presents displacements y1 and velocity dy1/dt of the cable for stiffness
ratio k1/k2 and damping ratio b1/b2. The results show that amplitudes of cable with
damper are 55% smaller then amplitudes of cable without damper.

Figure 6 presents the phase portraits of cable’s displacements with and without
damper. System with damper has the following parameters: m1/m2�10, k1y/k2y�
2, b1y/b2y�2, α�0.02, γ�0.67.

Figure 7 shows the dependence of amplitudes of cable (y1) and damper (y2) for
different damping coefficient b2y/b1y. Each curve decreasewith increase of damping
coefficient b2y/b1y.

On the Fig. 8 the dimensionless cable’s amplitudes of motion for different damp-
ing ratio b1y/b2y for reduced flow velocity is presented. The displacement amplitude
increases up to maximum value of 1.50 for b1y/b2y�0.2, and displacement ampli-
tude increases up to maximum value of 0.55 for b1y/b2y�0.18.

5 Conclusions

In the paper the interaction of cable with damper and wake is investigated. The ver-
tical vibrations, perpendicular to the wind directions, are analyzed. The equation
expressing the lift force, that models the near wake dynamics describing the fluctu-
ating nature of vortex shedding is presented. This wake oscillator interacts with the
two degree-of-freedom structure oscillator of cable with damper. The analyzed for
the circular section of the cable is performed.



92 M. Dutkiewicz

y1ver time, m1/m2=10, k1y/k2y=2, 
b1y/b2y=2, α=0.02, γ=0.67

dy1/dt ver time, m1/m2=10, 
k1y/k2y=2, b1y/b2y=2, α=0.02, γ=0.67

y1ver time,  α=0.02, γ=0.67, without 
damper

dy1/dtver time,  α=0.02, γ=0.67, without 
damper

Fig. 5 Displacements of cable (y1) with and without damper, velocity of cable (dy1/dt) with and
without damper in time domain for coefficient of stiffness (k1y/k2y) and damping (b1y/b2y)

System with damper: m1/m2=10,k1y/k2y=2, 

b1y/b2y=2, α=0.02, γ=0.67

System without damper,α=0.02, γ=0.67 

Fig. 6 Phase portraits of cable’s displacements with and without damper
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Fig. 7 Dimensionless amplitude of motion for damping variation of the damper and for different
damping coefficient of the damper
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Fig. 8 Dimensionless cable’s amplitudes (y1) and velocity (dy1/dt) of motion for reduced flow
velocity Vr for different damping coefficients b1y/b2y

The model is investigated numerically and discussed with respect to the choice
of the coupling terms and the values of model parameters.

The behavior of lift coefficient in time domain for different parameters of damping
and velocity in Cl domain is presented as the result of searching and fixing suitable
parameters of oscillating equation for fulfilling the fluid flow equations. Amplitudes
of lift coefficient for variation of parameters γ of oscillating equation are presented.

In the study, the dynamical displacements and velocities of the cable with and
without damper in time domain are drawn and dimensionless amplitudes of motion
of the cable with damper for different relations of spring and damping parameters of
the system are performed.
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Steady-State Behaviour of the Rigid
Jeffcott Rotor Comparing Various
Analytical Approaches to the Solution
of the Reynolds Equation for Plain
Journal Bearing

Štěpán Dyk, Miroslav Byrtus and Luboš Smolík

Abstract A planar 2 DOF model of an unbalanced rigid disc on a massless rigid
shaft (rigid Jeffcott rotor) is extended considering nonlinear forces in plain journal
bearings. To express the fluid-film forces in the journal bearings, several approximate
analytical solutions of theReynolds equation are used, includingwidely used approx-
imations for infinitely long and infinitely short journal bearing and a method using
correction polynomial functions to extend the area of aspect ratios. The differences
in steady-state response of such a rotor are studied. The influence of the approximate
solution type, eccentricity ratio and aspect ratio is analysed. The aim is to find out the
more effective approach to journal bearing description which could be further used
in detailed dynamical analyses of both stable and unstable dynamic behaviour along
with nonlinear phenomena like bifurcations and transitions to chaotic motions.

Keywords Rigid Jeffcott rotor · Steady-state response · Reynolds equation
Analytical solution · Plain journal bearings

1 Introduction

The Jeffcott rotor [1], also known as the Laval rotor [2], is one of the most-simplified
mathematical models of rotor. It was used as the first-approximation in simulations
of rotor behaviour. Although the 2 DOF model could be perceived as an oversimpli-
fication, its simplicity enables to easily include various complex phenomena and to
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make a fundamental analyses of their influence on the rotor behaviour. The modifi-
cations of Jeffcott rotor are widely used to show various rotordynamics phenomena
such as influence of rotor clearances and rotor-stator contacts [3], effects of seals [4],
parametric vibration caused by cracked shaft [5] and a number of other phenomena.

One of the most studied subjects is the influence of a hydrodynamic lubrication
in journal bearings on the dynamics of the rotor. A partial differential equation
which describes the pressure distribution of thin viscous films in journal bearings
was derived at the end of 19th century by Reynolds [6]. An analytical solution of the
Reynolds equation for the finite length journal bearing has been found only lately
[7]. However, the approximate analytical solutions could be highly useful as well,
considering their relative simplicity and closed-form expression that can be easily
used in wide class of engineering applications. There are twowell-known and widely
used approximations for the solution of pressure distribution in journal bearing:
infinitely long journal bearing approximation (ILJB) for aspect ratios1 L/D � 1 and
infinitely short journal bearing approximation (ISJB) for aspect ratios L/D � 1.
In case of ILJB [8], the pressure gradient in the circumferential direction is much
larger than in the axial direction and in case of ISJB [9, 10] the pressure gradient
in the circumferential direction is much smaller than in the axial direction. In both
cases, the Reynolds partial equation is reduced to an ordinary differential equation,
whose solution in closed form can be found. However, the solution is limited by the
appropriate assumptions and it does not hold for aspect ratios L/D → 1.

There are some approaches such as perturbation method that extends the interval
of aspect ratios where the solution holds. The method and the solution are discussed
in [11] for the Reynolds equation without squeeze-term and it has been subsequently
extended for full Reynolds equation [12]. However, even if using these methods,
the analytical solution for aspect ratios L/D ∈ 〈0.5; 2〉 does not hold as the assump-
tions are not satisfied. One of the possible ways to obtain an analytical closed-form
expression for the solution of Reynolds equation with L/D → 1 is a usage of cor-
rection functions [13]. The multiplicative polynomial functions are used to fit the
approximate solution (ISJB, ILJB) to the referential (numerically obtained) pressure
distribution in the bearing.

There are several another approaches for solving the Reynolds equation. Hydro-
dynamic lubrication in systems with Hertzian contacts is often computed employing
Grubin’s approximation [14]. Another analytical methods are focused for the special
cases of finite journal bearings such as a porous bearing [15], which employs analyt-
ical solution for the infinitely long porous bearing and Warner’s correction factors
[16], a journal bearing in a turbulent flow regime [17], or a tilting pad bearing [18].

Relatively small number of authors employ analytical methods for a stability
analysis of finite length journal bearings. Various perturbation methods [19, 20] and
spectral element methods [21] are the most widely used techniques for such analysis.

1The aspect ratio is formulated for axial length L of the bearing and journal diameter D.
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2 Jeffcott Rotor with Hydrodynamic Journal Bearing
Forces

Based on the scheme depicted in the Fig. 1, the mathematical model of Jeffcott rotor
can be formulated. In the original Jeffcott model, the elastic forces of flexible shaft
or elastic forces in the bearing were considered. However, the phenomena occuring
in the journal bearings are more complex and the bearing forces can be represented
more precisely using an approximate solution of Reynolds equation which describes
a pressure distribution in the bearing andwhich can be transformed to the force acting
to the journal.

As shown in the Fig. 1, a position of the geometric centreC of journal is described
in the non-rotating space by the horizontal displacement x and vertical displacement
y. The angular speed of the rotor is ω, mass of the rotor is m and its static unbalance
is ΔmE. In central position, the radial clearance between the journal and a bearing
is c.

Themathematicalmodel of the Jeffcott rotor in journal bearings can be formulated
in the matrix form
[
m 0
0 m

] [
ẍ
ÿ

]
=

[
0

−mg

]
+ ΔmEω2

[
cosωt
sinωt

]
+

+
[
F (X )

rad (e, ė, Φ̇, ω) cosΦ − F (X )
tan (e, ė, Φ̇, ω) sinΦ

F (X )

rad (e, ė, Φ̇, ω) sinΦ + F (X )
tan (e, ė, Φ̇, ω) cosΦ

]
,

(1)

C
x

y

m
r

ec

t

mE 2

E

mg

Ftan
(X) Frad

(X)

C

x

y

y

z
y

L

D

Fig. 1 The schematic of the considered Jeffcott rotor
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where indices X = IL, IS, ILcor, IScor correspond to the infinitely long, infinitely
short, corrected infinitely long and corrected infinitely short journal bearing, respec-
tively.

The eccentricity e and relative eccentricity ε are defined in the form

e(t) = √
x(t)2 + y(t)2, ε(t) = e(t)

c
. (2)

The derivatives of excentricity and relative excentricity are

ė(t) = de(t)

dt
= x(t)ẋ(t) + y(t)ẏ(t)

e(t)
, ε̇(t) = dε(t)

dt
= 1

c

de(t)

dt
= ė(t)

c
. (3)

The goniometric functions of the angle Φ are obviously

cosΦ = x

e
, sinΦ = y

e
, (4)

and the angle Φ can be directly expressed in the form

Φ = arctg2
(y
x

)
=

⎧⎨
⎩
arctg

( y
x

)
x > 0 ∧ y > 0,

arctg
( y
x

) + π x < 0,
arctg

( y
x

) + 2π x > 0 ∧ y < 0.
(5)

The derivative Φ̇ of angle Φ is

Φ̇ = x(t)ẏ(t) − y(t)ẋ(t)

x(t)2 + y(t)2
. (6)

Formulas for forces in HD journal bearings introduced in [8] (IL) and [9, 10] (IS)
have been summarized in [13]. Corresponding to the directions indicated in the Fig. 1
(the influence of oil film on the shaft), the forces can be expressed as

F (IL)

rad = −6μRL

(
R

c

)2 [
|ω − 2Φ̇| 2ε2

(2 + ε2)(1 − ε2)
+ πε̇

(1 − ε2)3/2

]
, (7)

F (IL)
tan = 6μRL

(
R

c

)2 [
(ω − 2Φ̇)

πε

(2 + ε2)(1 − ε2)1/2
+ 4ε̇

(1 + ε)(1 − ε2)

]
, (8)

F (IS)

rad = −μRL

(
L

c

)2 [
|ω − 2Φ̇| ε2

(1 − ε2)2
+ π(1 + 2ε2)ε̇

2(1 − ε2)5/2

]
, (9)

F (IS)
tan = μRL

(
L

c

)2 [
(ω − 2Φ̇)

πε

4(1 − ε2)3/2
+ 2εε̇

(1 − ε2)2

]
. (10)
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The IL-based and IS-based forces corrected for the finite journal bearing have been
published in [13]. They are considered in the form

F (ILcor)
rad = C(ILcor)

rad (L/D, ε)F (IL)

rad , F (ILcor)
tan = C(ILcor)

tan (L/D, ε)F (IL)
tan , (11)

F (IScor)
rad = C(IScor)

rad (L/D, ε)F (IS)

rad , F (IScor)
tan = C(IScor)

tan (L/D, ε)F (IS)
tan , (12)

where C(X )
Y (L/D, ε) are correction polynomials defined for X = IL, IS and

Y = rad , tan.

3 Application and Results

To find a numerical solution for the system (1), the set of second order ODEs can be
rewritten in state-space. Mathematical model (1) can be formally rewritten as

Mq̈ = f G + f e(t) + f (X )
o (q, q̇, ω, t),︸ ︷︷ ︸

f (X )(q,q̇,ω,t)

X = IS, IL, IScor, ILcor, (13)

where q = [x, y]T is vector of generalized coordinates andM is mass matrix. At the
right hand side, a vector of gravitation forces f G , vector of unbalance forces f e(t)
and vector of oil-film forces f (X )

o (q, q̇, ω, t) are defined. The model can be written in
the state-space with state vector u = [qT , q̇T ]T as

u̇ =
[
q̇
q̈

]
=

[
q̇

M−1f (X )(q, q̇, ω, t)

]
, X = IS, IL, IScor, ILcor . (14)

The set of first order Eq. (14) is solved using the Runge-Kutta method with adaptive
time step. The simulation is performed for t ∈ 〈0, 1.5〉 [s] and the time interval
tss ∈ 〈1, 1.5〉 [s] of steady-state behaviour is subjected to the subsequent analyses.
Particular parameters of the Jeffcott rotor used in the analyses are shown in the
Table 1. For the comparison of results, numerical simulations in AVL Excite software
have been performed. Herein, the model is created using a multibody approach and
the Reynolds equation is solved using finite element method.

Two different types of analyses were performed to investigate the dynamical
behaviour of the system: unbalance response analysis of the Jeffcott rotor and the
analysis of whirl instability caused by the fluid-film of HD bearings. In the Figs. 2,
3 and 4, an unbalance response of the Jeffcott rotor is shown via orbits of the cen-
tre of journal for chosen rotational speeds. The aspect ratio η = 1 is considered
for finite length bearing (Fig. 3) and for limit values of the approximate solutions
η = 0.5, η = 2 for IS and IL journal bearing (Figs. 2 and 4, respectively). Qualitative
and quantitative change of the orbits occurs with increasing speed of the rotor. How-
ever, orbits of the rotor also differ for the different HD bearings models at the same
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Table 1 Parameters of the Jeffcott rotor in HD journal bearings [13]

Parameter Value

Radial clearance c = 0.9 × 10−3 m

Unbalance Δm = 0.01 kg

Unbalance eccentricity E = 0.01 m

Rotor mass m = 3 kg

Rotor RPM n = 〈500; 2900〉 RPM
Dynamic viscosity μ = 0.07 Pa·s
Bearing diameter D = 47.37 × 10−3 m

Bearing axial length L = ηD, η ∈ 〈0, 5; 2〉

Fig. 2 Orbits of the Jeffcott rotor with all the considered hydrodynamic forces for aspect ratio
η = L

D = 0.5

Fig. 3 Orbits of the Jeffcott rotor with all the considered hydrodynamic forces for aspect ratio
η = L

D = 1

speeds. The IScor and ILcor solutions are relatively close, particularly at lower speeds.
As expected, the approximate solution IS is closer to the both corrected solutions for
η = 0.5 and IL is closer to the both corrected solution for η = 2.

The analysis of the oil-film whirl instability is induced even in case of perfectly
balanced rotor (ΔmE = 0). The motion of Jeffcott rotor with parameters shown in the
Table 1 has been simulated for all the considered HD forces in journal bearings and
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Fig. 4 Orbits of the Jeffcott rotor with all the considered hydrodynamic forces for aspect ratio
η = L

D = 2
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Fig. 5 Bifurcation of eccentricities of the Jeffcott rotor with all the considered hydrodynamic forces
for η = L

D = 1. Solution obtained by the static analysis is depicted by the dashed line

for the rotational speeds ω = πn/30, n = 〈2000, 2900〉 RPM. To depict the whirl
instability, bifurcation diagram Fig. 5 was used. The extremes of the eccentricities
e(tss) are evaluated at all the considered rotational speeds. It enables to distinguish
the areas with fixed point attractor (single point at the particular speed) and areas of
the limit-cycle attractor (two or more different points at the particular speed).

The diagram in Fig. 5 shows almost identical extremes of eccentricities for both
correctedmodels IScor and ILcor in the area of fixed point attractor and the bifurcation
occurs at the pretty close rotational speeds. However, the behaviour of both models
differs in the area of limit cycle attractor. The amplitudes of IS basedmodel growmore
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rapidly and it even does not converge to the limit cycle for larger values of rotational
speeds. The location of a bifurcation point differs for IS and IL approximations.

An additional information of the bifurcation analyses can be obtained using static
analysis. This follows from (13) with omitted dynamical forces: inertial forces Mq̈
and centrifugal forces f e(t). All the terms in formulas of oil-film forces (7)–(12) that
are dependent on ε̇ also equals zero in the static case. The problem can be formulated
in the form of set of nonlinear algebraic equations

f G + f o(q, ω) = 0 (15)

which is solved using Trust-Region Dogleg Method. For the chosen rotational speed
ω of the rotor, a static solution qstatic is find which satisfies (15). Corresponding
eccentricities [transformed using (2)] are depicted in the bifurcation diagram by the
dashed line.

Obviously, for the stable area before bifurcation of the dynamical solution a static
solution directly corresponds to the dynamical solution (without unbalance). How-
ever, in the area after bifurcation point, the static solution corresponds to unstable
dynamical solution.

4 Conclusions

The paper focuses on the behaviour of Jeffcott rotor supported by HD journal
bearings. To describe bearing forces, various approximate analytical solutions of
Reynolds equation for plain journal bearings are used. The differences in the rotor
behaviour are demonstrated using the unbalance response and the analysis of the
whirl instability. The unbalance response analysis shows the similar behaviour of
the corrected IL and IS models, particularly at lower speeds. Both of these two mod-
els come to the IL or IS approximations with the aspect ratio coming close to the
corresponding limit state (IS or IL).

The analysis of whirl instability shows the different location of Hopf bifurcation
for all the considered forces. Qualitatively different behaviour in the limit-cycle area
is observed. The dynamical steady-state computations are supplemented by the static
analysis of the system via numerical solution of set of nonlinear algebraic equations.
This shows the possible unstable equilibria in the area of limit-cycle attractor of the
Jeffcott rotor.

To provide a comparison, multibody simulation-based computations have been
performed in AVL Excite where the Reynolds equation is solved using the finite
element method. The comparison shows satisfactory agreement particularly for the
corrected IL and IS based approximations in wide range of aspect ratios η = L

D ∈
{0.5; 1; 2} in case of unbalance response. The agreement of the bifurcation point for
corrected IS and IL models with numerical model have been provided for the case
of η = 1.
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Numerical Investigation on Dynamic
Performance of a Multi-storey Steel
Structure Model and Comparison
with Experimental Results

Tomasz Falborski, Barbara Sołtysik and Robert Jankowski

Abstract Shaking table testing is the most commonly adopted method to simulate
earthquake forces. This approach allows us to analyze the dynamic performance and
provides a valuable insight into the dynamics of building structures, which helps to
improve their future safety and reliability. The present study aims to conduct a numer-
ical evaluation of dynamic response of a multi-storey steel structure model, which
was previously examined during an extensive shaking table investigation. The exper-
imental model was subjected to a number of different earthquake ground motions
and a mining tremor. In order to perform this numerical research, the analyzed two-
storey steel structure model was considered as a 2-DOF systemwith lumped parame-
ters, which were determined by conducting free vibration tests. The results obtained
demonstrate that not only seismic excitations but also mining tremors may consid-
erably deteriorate structural behaviour by inducting strong structural vibrations. The
time-acceleration history plots computed for the multi-storey structure model ide-
alized as a 2-DOF system are consistent with those recorded during the previously
conducted shaking table investigation, which confirms high accuracy in assuming
lumped parameters to characterize the analyzed two-storey steel structure model.
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1 Introduction

Earthquakes are identified among the most severe and unpredictable dynamic exci-
tations, which building structures can be exposed to. Strong ground motions may
cause a lot of damage in a wide variety of ways and, therefore, have become an issue
of major concern of both professional and research communities (see, for example,
[1–11]). Earthquakes produce large-magnitude forces of short duration that must be
resisted by a structure without causing collapse and preferably without significant
damage to the structural members. For that reason, ground motions resulting from
earthquakes present unique challenge to the design of structures and became an issue
of major concern in many seismically active regions.

Shaking table testing is the most commonly adopted approach to simulate earth-
quake forces. It allows us to analyze the seismic performance and provides a valuable
insight into the dynamics of building structures, which helps to improve their future
safety and reliability. Therefore, the present study aims to conduct a numerical eval-
uation of dynamic response of a two-storey steel structure model, which was previ-
ously examined during an extensive shaking table investigation. The experimental
model was subjected to a number of different earthquake ground motions and one
mining tremor as an example of so-called mining-induced seismicity (see, for exam-
ple, [12]). In order to perform this numerical research, the analyzed two-storey steel
structure model was considered as a two-degree-of-freedom (2-DOF) system with
lumped parameters, which were determined by conducting free vibration tests.

2 Experimental Model and Shaking Table Investigation

In order to conduct the experimental investigation, a two-storey steel structure model
was firstly prepared, as indicated in Fig. 1. It was built using two welded steel frames
and three concrete plates. The welded steel frames were constructed using the rectan-
gular hollow section elements (RHS 15×15×1.5 mm). The columns were arranged
in a rectangular pattern with spacing of 0.465 m in the longitudinal direction and
0.556 m in the transverse one. Additional diagonal bracing was used in the side-
wall planes to counteract transverse and torsional vibrations. Concrete plates (50×
50×7 cm) were used to simulate the weight of floors and a foundation slab. The
two-storey structure model was 2.30 m high and weighs nearly 150 kg. The seis-
mic response of the experimental model under a number of dynamic excitations,
including earthquake ground motions and a strong mining tremor (see [13]), was
extensively studied during a comprehensive shaking table investigation carried out
with the use of a middle-sized shaking table located at Gdansk University of Tech-
nology, Poland. The more detailed results obtained from the shaking table study for
both single- and two-storey steel structure models have already been presented in
previous publications (see [14]).
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Fig. 1 Two-storey
experimental model mounted
on the middle-sized shaking
table

Fig. 2 Experimental model
as a two-degree-of-freedom
system

3 Numerical Analysis

In order to perform the numerical evaluation of dynamic response of the experi-
mentally examined two-storey steel structure model, lumped-mass system has been
applied (Fig. 2). The experimental model was idealized as a 2-DOF system, for which
the dynamic equation of motion is given by (see, for example, [15, 16]):
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M · ü(t) + C · u̇(t) + K · u(t) � −MI · üg(t) (1)

in which M, C, and K denotes mass, damping, and stiffness matrices, respectively,
u(t), u̇(t), and ü(t) the displacement, velocity, and acceleration of the structuremodel,
respectively, üg(t) the ground acceleration, and I is the influence coefficient matrix,
having 1 for elements corresponding to degrees of freedom in the direction of the
applied ground motion and 0 for the other degrees of freedom. Matrices M, C, K ,
u(t), u̇(t), ü(t), and I are defined as follows:

M �
[
m1 0

0 m2

]
(2)

C �
[
c1 + c2 −c2
−c2 c2

]
(3)

K �
[
k1 + k2 −k2
−k2 k2

]
(4)

ü(t) �
{
ü1(t)

ü2(t)

}
(5)

u̇(t) �
{
u̇1(t)

u̇2(t)

}
(6)

u(t) �
{
u1(t)

u2(t)

}
(7)

I �
{
1
1

}
(8)

The 2-DOF system was characterized by the following parameters:

m1 � m2 � 47.56 kg (9)

k1 � k2 � ω2m � 20, 571
N

m
(10)

c1 � c2 � 2mωξ � 10.48
kg

s
(11)

where m1 and m2 denote lumped masses concentrated at the mid-height and the
roof level, k1 and k2 the values of lateral stiffness, c1 and c2 the values of viscous
damping. The natural circular frequency ω and the damping ratio ξ were previously
determined by conducting free vibration tests.

In order to solve the second-order differential equation of motion (Eq. 1), the
unconditionally stable Newmark’s average acceleration method was applied (see
[17]), as it is the most frequently used integration procedure in the case of seis-
mic analyses of structures. The 2-DOF system considered in the present study was
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subjected to the same dynamic excitations, which were previously applied to the
experimental model during the shaking table investigation (see [13]).

The acceleration time histories computed for the 2-DOF system under various
seismic excitations are presented inFigs. 3, 4, 5, 6 and7.The comparison of the results
obtained from the numerical analysis using lumped-massmodel and the shaking table
investigation are briefly reported in Table 1.
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Fig. 3 Computed time-acceleration history for the 1940 El Centro earthquake
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Fig. 4 Computed time-acceleration history for the 1971 San Fernando earthquake
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Fig. 5 Computed time-acceleration history for the 1989 Loma Prieta earthquake
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Fig. 6 Computed time-acceleration history for the 1994 Northridge earthquake

4 Final Summary and Conclusions

The present research was designed to perform a numerical evaluation of dynamic
response of a two-storey steel structure model, which was previously examined dur-
ing an extensive shaking table investigation. The analyzed structure model was ideal-
ized as a 2-DOF systemand subjected to a number of different dynamic excitations. In
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Fig. 7 Computed time-acceleration history for the 2002 Polkowice mining tremor

order to solve the second-order differential equation of motion, Newmark’s average
acceleration method was adopted.

As expected, the results obtained showed that strong dynamic excitations may
considerably deteriorate structural safety by inducting structural vibrations.The time-
acceleration history plots computed for the two-storey structure model idealized as
a 2-DOF system are consistent with those recorded during the previously conducted
shaking table investigation. Close inspection of Table 1 explicitly demonstrates that
the peak values of the lateral accelerations at the top of the structure model from
both experimental and numerical studies are almost the same which confirms high
accuracy in assuming lumped parameters to characterize the analyzed two-storey
structure. These parameters will be employed in further numerical research, which
will cover the evaluation of dynamic response of both fixed-base and base-isolated
structures including soil-structure interaction effects.

The results clearly show that not only seismic excitations but also mining tremors
may considerably deteriorate structural behaviour by inducting strong structural
vibrations.
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Table 1 Comparison of numerical and experimental results

Dynamic excitation Peak acceleration at the top of the two-storey steel structure
model (m/s2)

Lumped-mass numerical
analysis

Shaking table investigation

El Centro earthquake,
18.05.1940 (NS component,
PGA�3.070 m/s2)

5.77 5.98

San Fernando earthquake,
9.02.1971 (Pacoima Dam
station, N74°E component,
PGA�5.688 m/s2)

8.45 8.41

Loma Prieta earthquake,
17.10.1989 (Corralitos station,
NS component, PGA�
3.158 m/s2)

5.54 5.49

Northridge earthquake,
17.01.1994 (Santa Monica
station, EW component,
PGA�4.332 m/s2)

7.85 7.68

Polkowice mining tremor,
20.02.2002 (NS component,
PGA�1.634 m/s2)

2.67 2.67

Where PGA denotes the Peak Ground Acceleration
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Accumulation of the Energy
in Mechanical Resonance

Wiesław Fiebig

Abstract The resonance phenomena occurs when the frequency of the excitation
force in an oscillating system is equal to the natural frequency of the system. It will be
shown, that in resonance, the inertial forces are compensated with the spring forces
and the energy delivered in one cycle of vibrations is equal to the energy dissipated in
an oscillator. The mechanical energy will be stored in an oscillator. In this paper the
differences between energy accumulation in an oscillator and in the flywheel will be
discussed. Finally the possibilities of use of the energy from resonance in machines
will be shown.

Keywords Mechanical resonance · Energy accumulation · Impact and piston
machines

1 Introduction

Resonance in mechanical systems is in most cases unwanted. Increased vibrations
are connected with accelerations and thus with dynamic loads acting on the compo-
nents of the systems. Overload and fatigue may strongly influence the integrity of
a construction or structure e.g. failure of Tacoma Bridge, footbridges, shaft critical
speeds, etc. As result of resonance the vibration amplitude is increasing [1, 2].

There are not many studies of use of mechanical resonance in a positive sense in
drive systems of machinery and equipment, although it is known that this phenomena
is used in many other applications such as electromagnetic resonance, radio waves,
laser technology, etc. There is extensive literature on vibration energy harvesting in
micro scale [3–9], which states that efficiency in obtaining energy from vibration
is highest when energy reception occurs under mechanical resonance conditions.
Harvesting of vibration energy is used to power small onboard devices, sensors and
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Fig. 1 Simple harmonic oscillator

electronics. The intentional use of mechanical resonance can be found in micro-scale
systems—MEMS [8]. It has been stated that the most efficient energy harvesting
occurs at the resonance conditions of the harvester [7, 9].

Large-scale energy harvesting has been described in [9]. Vibration energy may
be harvestable in vehicle suspension systems, from the vibration of buildings and
railway tracks, from human motion and from ocean waves etc. [9–11]. The paper
[12] presents the case of a robotic arm where, due to the use of resonance, energy
savings up to 56% were achieved.

The positive effects resulting from mechanical resonance are also used in the
development of the optimal parameters of micro-propulsion systems to drive flying
objects using wings [13]. Among other applications resonance is used in vibratory
conveyors and in resonance drilling machines [14–16]. There is a very significant
increase in the energy efficiency of such machines using resonance phenomena The
main purpose of this paper is to explain the energy accumulation in mechanical
resonance. That will be done with the assumption of linear viscous damping in the
system. The effect of non-linear damping in differentmechanical systems is analyzed
at work [17]. Finally, the accumulation of energy at resonance and its use in impact
working machines and in machines with crankshaft systems will be presented.

2 Energy in an Oscillator

In Fig. 1 the simple harmonic oscillator has been shown.
The general solution of equation of motion for a harmonic oscillator shown in

Fig. 1 can be written as [3]:

x(t) � xm * e−βt * cos
(
t *

√
ω2 − β2 + �

)
+ Xm * cos(ωw * t + ϕ) (1)

φ � arctg

[(
−β√

ω2 − β2

)
*

(
1 +

2 * ω2
w

ω2 − ω2
w

)]
(2)

ϕ � −arctg

(
2 * β * ωw

ω2 − ω2
w

)
(3)
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Fig. 2 Displacement of the
mass and energy of the
oscillator at the frequency
ωw � 6 s−1 (below
resonance)
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xm � −Xm *

[
cos(ϕ)

cos(φ)

]
(4)

Xm � F0√
m2 * (ω2 − ω2

w)2 +
(
c2 * ω2

w

) (5)

where: ω �
√

ω2
0 − β2, β � c

2 * m , ω0 �
√

k
m , ωw- excitation frequency.

The total energy of the mass in the oscillator will be defined as:

Eosc � 1

2
kX2

m (6)

The calculations for excitation frequencies before resonance, in resonance and
after the resonance have been performed to clear the differences in amplitude and
total energy in an oscillator.

Following data have been used for calculations:

m = 5 kg—oscillating mass
k = 1500 N/m—spring stiffness
c = 5 Ns/m—damping factor
F0 = 50 N—amplitude of the excitation force
Initial conditions: x(t = 0) = 0, dx/dt(t = 0) = 0.

For frequencies of excitation lower than resonance frequency (Fig. 2), the vibration
amplitude is stabilized after define time and is relatively low. The peak value of the
vibration energy of the oscillator achieves in steady state around 1 J.

The amplitude of vibrations is increased, as the frequency of excitation is closer
to the natural frequency of the oscillator. Under resonance conditions (Fig. 3), the
amplitude of vibrations increases up to the maximum by 0.6 m.
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Fig. 3 Displacement of the
mass and energy of the
oscillator at the resonance
ωw � 17.31 s−1
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The energy is increasing with the increase of amplitude of vibrations and achieves
the level of around 250 J. Under resonance conditions, the excitation force precedes
the displacement of the mass at 90° so that the maximum possible vibration energy
can be obtained.

At frequencies above resonance the amplitude of vibrations (Fig. 4) is again lower
and the peak value of the energy in oscillator is decreasing up to 1.5 J.

3 Force Balance in Resonance

Figure 5 shows the time course of inertial force and spring force and Fig. 6 shows
the excitation force and damping force in the oscillator.

At steady state of resonance, due to the 180° phase shift, the inertia force is
compensated by the spring force, while the damping force is balanced by the external
force. In the steady state conditions of resonance the excitation force is used to
overcome the damping only. If theoretically no damping will be considered, the
amplitude of vibration increase to infinity. Figure 8 shows that the energy stored in
the oscillator is many times higher than the peak values of the instantaneous energy
supplied to the oscillator resulting from the harmonic excitation.

It is important to underline that the amount of energy accumulated is closely related
to the damping. The smaller the damping, the more energy will be accumulated in
the oscillator at resonance.
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Fig. 4 Displacement of the
mass and energy of the
oscillator at the frequency
ωw � 25 s−1 (above
resonance)
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Fig. 5 Time courses of the
inertial force and spring
force at resonance
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Fig. 6 Time courses of
excitation force and damping
force at resonance
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4 Energy Accumulation in an Oscillator and in a Fly-Wheel

Themaximum of energy accumulated in an oscillator at resonance can be established
from (Fig. 7):

Eosc � 1
2kX

2
max � 1

2mω2X2
max , where Xmax � F0

2mβω (7)
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Fig. 7 Oscillator and flywheel (ring)

From Eq. (7) is to see, that the amplitude and the frequency has the biggest
influence on the energy of an oscillator.

Kinetic energy accumulated in the flywheel (Fig. 7) can be calculated from:

Ek f � 1

2
Iω2 � 1

2
mω2r2 (8)

It is to see from Eqs. (7) and (8) that total energy of the oscillator is exactly the
same as the kinetic energy of the flywheel Eosc � Ek f if masses and frequencies
are the same and radius of the flywheel is equal to the amplitude of the oscillator
vibration at resonance r = Xmax.

Comparison of the energy storage process in an oscillator at resonance and in the
flywheel is shown in Fig. 8. In this calculation example the masses of the oscillator
and flywheel are the same, r =Xmax= 0.6 andω f � ωosc. The oscillator will be driven
from the begin with the resonant frequency. At time t0 the energy of the flywheel
will reach the maximum energy of the oscillator.

The kinetic energy of the oscillator and of the flywheel will be the same at the
time t0. If the flywheel should be accelerated to achieve the kinetic energy of 250 J
in time t0, it should be driven with the torque M:

M � Iε � Iω

t0
� mr2ω

t0
(9)

The torque M acting on the flywheel is resulting from the inertia of the flywheel
and the torque due to the motion resistance have been neglected. In case of the
oscillator in resonance conditions, the inertia force is compensated by the spring
force hence the increase of energy in the initial phase is faster than in the flywheel.
The instantaneous energy delivered to the oscillator to accumulate the energy of 250 J
is lower than the energy applied to drive the flywheel.
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Fig. 8 Energy accumulated in an oscillator at resonance, flywheel energy and instant neous energy
delivered to the oscillator

5 Application Examples of Using Mechanical Resonance

5.1 Impact Working Machines

In impact machines there is a sequential reception of energy, which is necessary to
perform the process, for example, punching holes in metal sheet or pressing oper-
ation. The main element of the resonant press (Fig. 9) can be the resonant block,
which is moving on a linear guides and is attached to the housing by means of
springs. Driving to the resonance can occur inertial by rotating mass or with an
hydraulic, pneumatic or electric actuator. The reception of energy from resonance
block follows after the conjunction with the clutch actuated with the control system.
After performing the punching operation the vibration amplitude of resonance block
will increase up to the maximum value. This process may be repeated periodically.
The drive needed to accumulate the energy in the resonance block is used only to
overcome the friction forces. The time needed to accumulate the energy in the res-
onance block to the maximal value is dependent mainly from the friction/damping
and the amplitude of the excitation force. The vibration amplitude of the resonance
block should not decrease more than 10%, similar as the speed fluctuation ratio of
flywheels in eccentric presses. That have also a big influence on the cycle time during
the punching process.

In eccentric presses, the energy needed to perform the punching process is stored
in the flywheel. The energy losses in such machines are higher due to the change
of the rotary motion of the flywheel to the reciprocating motion of the slider. The
degree of the design complexity of the eccentric press is also much higher than in a
press with resonance block.

The mechanical resonance can be also used in many other machines like: impact
drills, forging hammers, stamping machines, etc.
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Fig. 9 Schematic view of the punching press: a with the flywheel, b with resonance block

Fig. 10 The piston machine
with spring damper element

5.2 Piston Machines

In pistonmachines such as combustion engines, compressors, etc., usually crankshaft
systems will be used. Figure 10 shows the crank-piston system in which the spring
(2) has been introduced.

The spring takes and gives back the energy in the same way as in the oscillator.
At the resonance conditions, the force amplitude in the connecting rod as well as
the torque pulsation in the crankshaft system will be minimal, depending from the
damping in the system.

In such arrangement the resonance will be achieved, when the frequency resulting
from the crank speed is equal to the natural frequency resulting from the reduced
piston mass and spring stiffness. The system with spring behaves like an oscillator,
so during resonance, there is a compensation of the inertial force due to the piston
mass by the force in spring that contributes to reducing the amplitude of the torque
pulsation on the crankshaft. That solution can be used in many piston machines
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Fig. 11 Forces in the connecting rod in a crankshaft system with and without spring [16]

working with the constant rotational speed. It should be noted that the inertial forces
in conventional crank-piston systems reach high values similar to those resulting from
the working load, especially at higher speeds. Therefore the compensation of inertia
forces at resonance should have an impact on the efficiency of these machines. The
effect of reducing the amplitude of the torque pulsation in resonance was confirmed
experimentally (Fig. 11). Use of mechanical resonance in machines with crankshaft
systems can thus eliminate flywheels in some applications in order to reduce the
torque pulsation in the crankshaft drives.

6 Conclusions

In this paper, an attempt was made to describe the process of mechanical energy
accumulation under resonance conditions using the example of a harmonic oscillator.
It has been found that energy accumulation is related to compensation of inertia
forces with forces in the spring element of the oscillator. For low damping, the
energy accumulated in the oscillator is many times greater than the energy needed to
overcome the motion resistance. The process of energy accumulation in an oscillator
has been compared with energy accumulation in a flywheel. This comparison shows
that the accumulation process in oscillator while resonance is more efficient and
faster than the energy accumulation in the flywheel assuming the same parameters for
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both systems (as mass, rotational speed/vibration frequency, and radius/amplitude of
vibration). The possibilities of use the mechanical resonance phenomenon in impact
workingmachines andmachineswith crankshaft systemhave been presented. Further
research will be aimed at investigations of energy consumption in machines using
the mechanical resonance concept compared to conventional solutions.

References

1. Harris, C.M., Piersol, A.G.: Shock and Vibration Handbook. McGraw-Hill, New York (2002)
2. Ergaenzungen zu Physik 1, Script, University of Zurich, Switzerland (2016)
3. Stephen, N.G.: On energy harvesting from ambient vibration. J. Sound Vib. 239, 409–425

(2006)
4. Glynne-Jones, P., Tudor, M.J., Beeby, S.P., White, N.M.: An electromagnetic, vibration-

powered generator for intelligent sensor systems. Sens. Actuators, A 110, 344–349 (2004)
5. Colins, L.: Harvesting for the world: energy harvesting techniques. IEEE Power Eng. 20, 34–37

(2006)
6. Aldraihem, O., Baz, A.: Energy harvester with a dynamic magnifier. J. Intell. Mater. Syst.

Struct. 22(6), 521–530 (2011)
7. Kammer, A.S., Olgac, N.: Delayed-feedback vibration absorbers to enhance energy harvesting.

J. Sound Vib. 363(02), 54–67 (2016)
8. Horodinca, M., Saghedin, N.E.: Experimental investigations of power absorbed at mechanical

resonance, experimental techniques SEM, 1–11 (2011)
9. Lei, Z., Xiudong, T.: Large-scale vibration energy harvesting. J. Intell. Mater. Syst. Struct.

24(11), 1405–1430 (2013)
10. Zuo, L., Scully, B., Shestani, J., Zhou, Y.: Design and characterization of an electromagnetic

energy harvester for vehicle suspensions. Smart Mater. Struct. 19 (2010)
11. Goldner, R.B., Zerigian, P.: A Preliminary study of energy recovery in vehicles by using

regenerative magnetic shock absorbers. SAE technical paper series 2001-01-2071 (2001)
12. Plooij, M.C., Wisse, M.A.: Novel spring mechanism to reduce energy consumption of

robotic arms, intelligent robots and systems (IROS). In: IEEE/RSJ International Conference,
pp. 2901–2908 (2012)

13. Baek, S.,Ma,K., FearingR.: Efficient drive of flapping-wing robots. In: IEEE/RSJ International
Conference on Intelligent Robots and Systems, 11-15 Oct. 2009 St. Louis, USA

14. Despotovic, Z, Ribic, A.: A comparison of energy efficiency of SCR phase control and switch
mode regulated vibratory conveying drives. In: IX Symposium Industrial Electronics, INDEL,
2012, Banja Luka, 01-03 Nov. 2012

15. Fiebig, W., Wrobel, J.: Simulation of energy flow at mechanical resonance. In: 22nd ICSV
Conference, 12–16 July 2015, Florence, Italy

16. Fiebig, W., Wrobel, J.: Use of mechanical resonance in machines drive systems. In: 24th ICSV
Conference, 12–16 July 2017, London, England

17. Awrejcewicz, J., Olejnik, P.: Analysis of dynamic systems with various friction laws. Appl.
Mech. Rev. 58(6), 389–411 (2005)



Application of Time-Frequency Methods
for Assessment of Gas Metal Arc Welding
Condition

Jacek Górka and Wojciech Jamrozik

Abstract GasMetal ArcWelding (GMAW) is a popular method of material joining,
widely used for a variety of critical industrial structures. Assuring high quality of
joints is than a vital task. Welding is a highly dynamic and non-linear process, thus
an application of time-domain or frequency-domain methods is often not suitable for
evaluation of welded joints quality. To fully describe the correspondence between
the geometry of welding arc, parameters that express the quality of joint, and the
welding arc current, being the most important steerable parameter of a GMAW,
time-frequency methods (TFM) of signal analysis should be applied. In the paper
application of ensemble of STFT and EMD (Empirical Mode Decomposition)-based
estimators to evaluate the stability of a GMAW process, that results in the quality of
joint. Proposedmethod of feature extractionwas applied on the real data taken during
several GMAW realizations with different conditions (changes in welding current,
arc voltage, shield gas flow, wire feed speed, etc.). In the active experiment process
parameters were acquired. Performed investigations revealed that in comparison to
traditional as well as separately used TFM, ensemble of TF estimators gave better
performance in a GMAW condition assessment.

Keywords Welding · Time-frequency transform · Condition assessment

1 Introduction

Gas Metal Arc Welding (GMAW) is a technique commonly used for joining metal
materials. It is a dynamic and non-linear process. The quality of seam and created
joint is closely related to features of welding arc as well as droplet transfer mode. To
obtain a desired mechanical andmetallurgical properties of joint, several parameters,
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especially electrical ones, are monitored and controlled. Monitoring of joint quality
is a vital issue, especially in those branches of industry, where defective welds lead to
losses in production and necessitate expensive repair [1]. Electrical signals describ-
ing the welding arc behaviour are typically non-linear and non-stationary. Because
of those signal properties common signal processing and analysis methods, that can
be executed in only time domain or frequency domain, are not suitable for assess-
ment and evaluation of welding process stability and joint quality. Point estimators
and classifier ensembles were used to identify inconsistencies appeared in GMAW
[2]. Also autocorrelation peak coefficient of various welding parameters was used to
describe process stability [3]. Modern and complex time-frequency analysis meth-
ods have been applied to assess condition of welding process and quality of joints.
Most popular methods are Short Time Fourier transform (STFT) and Wigner-Ville
distribution (WVD). Both of them were used to establish a correspondence between
TF spectrum and process stability [4, 5]. To overcome main disadvantage of STFT,
namely constant resolution for all frequencies, waveletswere introduced. This type of
transformation was applied to determine seam geometrical parameters, penetration
depth and process stability [6]. Recently Hilbert-Huang transform has been applied
to arc stability evaluation in short-circuiting GMAW. There was found, that the weld-
ing was more stable when the time frequency entropy calculated for Hilbert-Huang
transform of welding current signals, was larger [7]. Although many signal process-
ing methods were successfully applied, there is no approach, that utilize extracted
features fully to assess welding process and welded joints.

1.1 Time-Frequency Representation of Signals

Short Time Fourier Transform is an iterative procedure, consisted in applying Fourier
Transform for a part of signal catted by window of certain length. Window is moved
by time index until end of processed signal is reached. Formally STFT is given by
following equation:

Fx (t, ν; h)

∫ +∞

−∞
x(u)h∗(u − t)e− j2πνudu (1)

where h(t) is a short time analysis window localized around t = 0 and ν = 0. Main
drawback of STFT is limited precision, given by size of window. Having high resolu-
tion in time domain, resolution in frequency domain will be relatively low. Moreover
STFT gives same resolution for all frequencies, while sometimes it is valuable to
have more flexible approach [8].

Wigner-Ville distribution (WVD) is a spectrum corresponding to each time based
on this time as the centre, which conducts the Fourier transform to the results from
the signal multiplied by the right and left of all parts [9]. The advantage of the WVD
is the good resolution in both domain, namely time and frequency. The oscillation
characteristics of the cross-terms can be reduced by the smoothing ofWVD, that is, a
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Fig. 1 Test stand with the computer station and the welding device

smooth window function is added in time domain, and then the PseudoWigner-Ville
distribution (PW) is obtained for a discrete-time signal x:

PWx (t, ν) =
∫ +∞

−∞
h(τ )x

(
t + τ

2

)
x∗

(
t − τ

2

)
e− j2πντdτ (2)

Empirical Mode Decomposition, EMD, decomposes the signal of interest into
oscillatory functions intrinsic to the original signal, defined as Intrinsic Mode Func-
tions (IMFs) [10].

The result of this procedure is a series of IMFs, plus a final residual, r(t). In its core
form it was not done much to modify IMF extraction procedure. Modifications come
in how some of the steps are carried out, including the maxima/minima detection,
envelope formation (interpolation), the way a IMF is identified (i.e. stopping criteria)
and how one stops the sifting process. Although EMD is a promising method is
also several drawbacks. Most important of them are that the IMFs are not strictly
orthogonal each other, mode mixing sometimes occurs between IMFs. The most
important issue of EMD is that IMFs cannot be directly interpreted, in other words
they don’t have straight physical interpretation [11].

It can be noticed, that each of TFR methods has some advantages and disadvan-
tages as well. According to that, it cannot be stated, which of those methods is most
universal and generally best one for widest field of applications.

2 Case Study

Current and voltage signalswere taken duringwelding of platesmade of steel S235JR
(EN 10027-1) with dimensions 300 × 150 × 5mm on the mechanised welding stand
for rectilinear GAMWwelding equipped inweldingmachineCastolin TotalArc 5000
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Fig. 2 Exemplary joint made with a corroded wire (S4), b contaminated with oil (S6)

Table 1 Nominal GMAW parameters

Welding
current [A]

Arc voltage
[V]

Welding speed
[cm/min]

Wire feeding
rate [m/min]

Shield gas
flow [l/min]

Electrode
outlet [mm]

240 25 32 7.4 15 15

(see Fig. 1). The edges of the joined plates were bevelled at an angle of 60◦ and the
offset between themwasb=1.0mm.For joining a solid electrodewirewith a diameter
of 0.2mm (CastolinCastoMag 45255) and a shield gasM21 (82%Ar+18%CO2)were
used.Nominalwelding parameters are presented inTable 1. It was checked, that those
parameters lead to correct joint made in a stable process.

Series of experiments simulating different faults of welding process were carried
out. It permitted to record the collection of sequences of infrared and vision images
for 12 different states of welding process classified in the following way: S1 - Correct
welding process. S2 - Welding with decay of the shielding gas flow. S3 - Welding of
the plates with distinct outbreaks of atmospheric corrosion on the welded surfaces.
S4 - Welding with use of corroded wire. S5 - Welding of plates with irregularities of
the plate edges from side of the weld root. S6 - Welding of plates with oil contami-
nation. S7 - Welding with deviation of current. S8 - Welding of plates with different
offset intervals. S9 - Welding with deviation of voltage. S10 - Welding of the plates
with improper welding groove geometry. S11 - Welding with deviation of speed.
S12 - Welding with use of worn rollers of wire feeder (see Fig. 2).

Welding current and arc voltage were measured during welding with frequency of
25kHz. Then signals were down sampled and down pass filtered. Exemplary current
signals were presented in Fig. 3.

2.1 TFR of Welding Signals

To generate features, that can be used for assessment of welding process stability
and secondly the quality of welded joint, several TFR of acquired electrical signals
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Fig. 3 Exemplary time signals for conditions: a S1- correct process, b S2 lack of shield gas, c S9
change of voltage, d S11 wrong groove geometry

Fig. 4 STFT representation of welding current: a S1 condition correct process, b S2 condition lack
of shielding gas

were calculated. First STFT of signal was calculated. The number of FFT points was
512 and the Hamming window of length 21 points was used. Exemplary results can
be seen in Fig. 4. Comparing results it is clearly visible, that for lack of shield gas,
that frequency components of higher amplitude appeared in time, when the gas flow
was disturbed.

Applying to current signal PW distribution, result are similar to those obtained by
STFT. Nevertheless, having better resolution, all frequency components are better
distinguishable (Fig. 5).

To obtain more accurate results EMD was applied. It can give interesting infor-
mation based on the local characteristic time scale of the signal. It can be seen, that
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Fig. 5 Pseudo Wigner-Ville representation of welding current: a S1 condition correct process, b
S2 condition lack of shielding gas

Fig. 6 First 10 IMFs and the
rest of the welding current: a
S1 condition - correct
process, b S2 condition -
lack of the shielding gas

for stable, correct process IMF9 and IMF 10 of welding current signals, are low
amplitude noise like signals and there are no visible disturbances, that can be result
of the stability of the process (see Fig. 6). When the process disturbance appears, as
in the case of decaying od shield gas flow, there are clear variation visible in IMF9
and IMF10 (see Fig. 7). Locations of those variations in time allows to indicate the
position of welding instabilities results on the weld surface.

To quantify IMFs first the STFT of each mode was calculated. Spectrogram of the
IMF10 of the current signal taken for correct process presents uniform distribution
of frequency bands. Increased amplitudes in some time moments cannot be treated
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Fig. 7 First 10 IMFs and the rest of the welding current: a S1 condition correct process, b S2
condition - lack of the shielding gas

as symptoms of potential instabilities leading to joint inconsistencies. Spectrogram
of IMF10 calculated for condition S2 point on presence of two time intervals, where
process was disturbed (Fig. 8). Positioning of those regions is consistent with the
time moment when flow of gas was present. Additionally there is no other signal
processing technique needed, because application of thresholding, that was applied
to cut out components with low amplitude was sufficient.

2.2 Detection of Welding Instabilities

In order to determine the condition of welding process, classification procedure was
developed. For generated TFRs of GMAW electric signals, point features were used,
to assess each process. RMS and entropy were used to assess signal in band of about
500Hz for STFT calculated for acquired signals and 200Hz for IMFs. To validate
usefulness of particular TFR method STSF spectrograms were used, as well as spec-
trograms generated for 9th, 10th and 11th IMFs. Classification was performed by
simple K-Nearest Neighbours classifier, where number of neighbours was three, and
Euclidean distance was used. Classifiers were validated k-using fold cross valida-
tion, for k = 10. The classification was made for detection case, thus there was no
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Fig. 8 STFT of the IMF10 for condition S1 (a) and S2 (b)

Table 2 Nominal GMAW parameters

Classifiers Signal
STFT
RMS

Signal
STFT
Entropy

IMF9
STFT
RMS

IMF10
STFT
RMS

IMF11
STFT
RMS

IMF9
STFT
Entropy

IMF10
STFT
Entropy

IMF11
STFT
Entropy

1 0.0125 0.2 0.0625 0.025 0 0.05 0.2 0.075

5 0.0125 0.0125 0.0375 0 0 0.025 0 0

Table 3 Nominal GMAW parameters

Classifiers IMF9-IMF11 STFT
RMS

IMF9-IMF11 STFT
Entropy

IMF9-IMF11 STFT
RMS+Entropy

1 0.0125 0.3125 0.1125

5 0.0125 0.0625 0

differentiation between appeared inconsistencies. To increase classification accuracy
bagging procedure was used, where there were maximal five classifier in ensemble
Training samples for faulty condition were consisted of samples representing states
form S2 to S12. Obtained classification errors are gathered in Tables 2 and 3. When
single features were taken for classification, best one was the RMS calculated for the
spectrogram of IMF11. Simple ensemble building technique, like bagging, increased
the classification performance significantly. In the ensemble of classifiers, features
calculated from IMF spectrograms were generally better than those calculated from
current or voltage signals. Nevertheless detection results are satisfying. To reduce
uncertainty of results, that can be connected connected with the selection of fea-
ture, classification in multidimensional feature space was performed. It was revealed
that the use of all IMF features lead always to best classification accuracy. Never-
theless, there were no studies performed how different feature mixtures will affect
classification results.
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3 Conclusions

In the paper application of point features calculated for various Time-Frequency
Representations of electric signals recorded during welding to detection of possible
welding inconsistencies. It was found that spectrograms calculated for IMFs being
result of empirical mode decomposition, can be a good basis for feature extraction.
Those features have potential to be valuable diagnostic signals. Quantification of
detection ability on the basis of extracted features was made using pattern recogni-
tion method. Classification has been performed using single classifiers, as well as
classifier ensembles. It was found that features calculated for IMFs are best symp-
toms, having high ability to distinguish correct and incorrect joints. Presented results
are preliminary. Further studies will cover application of Hilbert-Hunag Transform
and more sophisticated features to quantify realizations of GMAW. Additionally
method, that will allow detection of inconsistencies or process instabilities not only
for whole process realization but also with indication of time point where disturbance
occur.
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A 3-Link Model of a Human
for Simulating a Fall in Forward
Direction

Dariusz Grzelczyk, Paweł Biesiacki, Jerzy Mrozowski and Jan Awrejcewicz

Abstract In this study we consider a 3-link biomechanical model of a human for
simulating a forward fall. Individual segments of the human body are modelled as
rigid bodies connected by the rotary elements which correspond to the human joints.
The model implemented in Mathematica is constructed based on a planar mechan-
ical system with a non-linear impact law modelling the hand-ground contact. Due
to kinematic excitation in the joints corresponding to the hip and the shoulder, the
presented fall model is reduced to a single-degree-of-freedom system. Parameters of
the model are obtained based on the three-dimensional scanned human body model
created in Inventor, while its kinematics (time histories of the angles in hip and shoul-
der joints) are obtained from the experimental observation with the optoelectronic
motion analysis system. Validation of themodel is conducted bymeans of comparing
the simulation of impact force with experimental data obtained from the force plate.
Finally, the obtained ground reaction forces can be useful in further studies, as a load
conditions, for finite element analysis of the numerical model of the human upper
extremity.

Keywords Forward fall · Ground reaction force · Fracture · Distal radius
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1 Introduction

A fall onto outstretched arms is one of the main reasons of the upper limb bone
injuries. The resulting bone fractures are a serious medical and social problem due to
long-term sick leave, absence fromwork, and sometimes a complicated rehabilitation
process, especially among the elderly [1, 2]. The aforementioned upper extremity
injuries may be the result of forward falls, backward falls or side falls. However,
most cases of upper extremity injuries occur as a result of a forward fall with direct
impact on the fully extended upper extremities [3, 4]. Due to the compromised bone
quality/density and the increased risk of falling in the older part of population, distal
radius fractures are especially common in elderly women with osteoporosis.

The so-called Colles’ fracture as an injury of distal radius is the most common
type of fracture of the upper extremity resulting from a forward fall [5]. Colles’
fracture is a direct result of exceeding the maximum value of force allowable for
the radius. Estimation of this value as a distal radius fracture threshold has been the
research goal of many scientists. For instance, distal radius fractures at a mean force
equal to 1640 N were observed by Spadaro and his co-workers [6]. In other paper,
Kim and Ashton-Miller used the value equal to 2400 N as a distal radius fracture
threshold in their investigations [7]. In turn, in one of the recent papers Burkhart and
his co-investigators tested the real bones from cadavers and obtained value of the
distal radius fracture threshold approximately equal to 2150 N [8].

The literature review indicates that recent decades have brought different mod-
els related to the impact of the upper extremities to the ground as a result of a fall
in a forward direction. A model proposed by Chiu and Robinovitch [9] applies to
the human forward fall from a low height on the outstretched and fully extended
hand, and it is constructed as a two degrees-of-freedom (DoFs) lumped-parameter
mechanical systemwith spring-damper elements imitating properties of humanmus-
cles. DeGoede and Ashton-Miller [10] applied Adams software in order to develop a
half-body, symmetric human forward fall model consisting of five segments (lower
limb, half torsowith neck and head, upper arm, forearm, and hand). Using thismodel,
the authors studied the probability of injury in older women. In other paper, Kim and
Ashton-Miller [7] showed another planar model of a forward fall as a two DoFs sys-
tem constructed based on a mechanical double pendulum (rotating freely around the
pivot corresponding to the ankles of lower human extremities). Finally, the mechan-
ical system was reduced to a linear system with 2-DoFs and spring-damper elements
responsible for attenuation action of the human muscles.

To conclude, the considered falling process is usually modeled on the basis on
planar and linear mechanical systems consisting of two rigid bodies with masses
movedby transversemotion and connected by linear spring-damper elements. Simple
models have been presented in the form of the second-order ordinary differential
equations of motion [9], or the appropriate equations have been developed in the
state space [7]. On the other hand, more complex mechanical models have been
implemented only using commercial software, for instance see paper [10]. In this
work, we proposed a novel mathematical model of the human forward fall on the
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outstretched arms.Mechanical, kinematical, and dynamical parameters of this model
have been identified using experimental investigations of a real falling process of a
faller. Moreover, we have investigated influence of different human speed just before
a trip over an obstacle and starting the falling process, which affects the ground
reaction force (GRF) acting on the upper extremity.

2 Biomechanical Model of a Human

The human forward fall on outstretched arms is presented schematically in Fig. 1 as
a planar 3-DoFs mechanical model. The xy plane corresponds to the sagittal plane
of the human body.

The bodies 1 (lower extremities), 2 (torso with neck and head) and 3 (upper
extremities) have masses m1, m2, m3 and moments of inertia about centres of the
masses I1, I2, I3, respectively. The angle θ1(t) is the angle between the x axis and
the longitudinal axis of the body 1, θ2(t) is the angle measured from the axis of the
body 1 to the axis of the body 2, while θ3(t) denotes the angle between the axes of the
bodies 2 and 3. Parameters a1, a2, a3 denote distances between the centres of masses
and rotation axes for bodies 1, 2 and 3, respectively, l1 is the distance between the
ankle joint and the hip joint, l2 is the distance between the hip joint and the shoulder
joint, whereas l3 denotes the length of the upper limbs. The equations of motion of
the considered system have been obtained by the Newton-Euler method.

Fig. 1 The proposed forward fall biomechanical planar model with 3-DoFs embedded in the Carte-
sian coordinate system



138 D. Grzelczyk et al.

In our model, we take the vectors θ1(t) � [0, 0, θ1(t)]T , θ2(t) � [0, 0, θ2(t)]T ,
θ3(t) � [0, 0, θ3(t)]T of the angles in the joints j1, j2, j3, and the following vectors:

r1(t) � [x1(t), y1(t), 0]
T � [a1 cos θ1(t), a1 sin θ1(t), 0]

T , (1)

r2(t) � [x2(t), y2(t), 0]
T � [l1 cos θ1(t) + a2 cosα(t), l1 sin θ1(t) − a2 sin α(t), 0]T ,

(2)

r3(t) � [x3(t), y3(t), 0]
T

� [l1 cos θ1(t) + l2 cosα(t) + a3 cosβ(t), l1 sin θ1(t)

−l2 sin α(t) − a3 sin β(t), 0]T , (3)

l1(t) � [l1 cos θ1(t), l1 sin θ1(t), 0]
T , (4)

l2(t) � [l1 cos θ1(t) + l2 cosα(t), l1 sin θ1(t) − l2 sin α(t), 0]T , (5)

l3(t) � [l1 cos θ1(t) + l2 cosα(t) + l3 cosβ(t), l1 sin θ1(t) − l2 sin α(t) − l3 sin β(t), 0]T ,

(6)

where α(t) � π − θ1(t) − θ2(t) and β(t) � π + α(t) − θ3(t). The forces Q1 �
[0,−m1g, 0]T , Q2 � [0,−m2g, 0]T , and Q3 � [0,−m3g, 0]T are the gravity forces
acting on centres of gravity of bodies 1, 2 and 3, where g � 9.81 m/s2. The force
R(t) � [

Rx (t), Ry(t), 0
]T

is the reaction force in the joint j1. The unknown joint
forces (resulting from presentation of the system as a free body diagram) are denoted
as P1(t) � [

P1x (t), P1y(t), 0
]T

and P2(t) � [
P2x (t), P2y(t), 0

]T
, respectively. The

force F(t) � [
Fx (t), Fy(t), 0

]T
is the ground reaction force acting on the body

3 at the moment of its impact to the ground. Let us assume further that torques
M1(t) � [0, 0, 0]T , M2(t) � [0, 0, M2(t)]T , and M3(t) � [0, 0, M3(t)]T in joints j1,
j2 and j3, correspond to the torques generated by human muscles in the ankle, hip
and shoulder joints, respectively. Then, the analysed system can be described by the
equations of motion in the following vector form:

m1r̈1(t) � R(t) + Q1 + P1(t), (7)

I1θ̈1(t) � M1(t) − M2(t) + τR(t) + τP12(t), (8)

m2r̈2(t) � −P1(t) + Q2 + P2(t), (9)

I2θ̈2(t) � M2(t) − M3(t) + τP21(t) + τP23(t), (10)

m3r̈3(t) � −P2(t) + Q3 + F(t), (11)

I3θ̈3(t) � M3(t) + τP32(t) + τF(t), (12)

where

τR(t) � [0, 0, τR(t)]
T � −r1(t) × R(t), (13)

τP12(t) � [0, 0, τP12(t)]
T � [l1(t) − r1(t)] × P1(t), (14)

τP21(t) � [0, 0, τP21(t)]
T � [l1(t) − r2(t)] × [−P1(t)], (15)
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τP23(t) � [0, 0, τP23(t)]
T � [l2(t) − r2(t)] × P2(t), (16)

τP32(t) � [0, 0, τP32(t)]
T � [l2(t) − r3(t)] × [−P2(t)], (17)

τF(t) � [0, 0, τF (t)]
T � [l3(t) − r3(t)] × F(t), (18)

are the torques generated by the forces R(t), P1(t), P2(t) and F(t), respectively, and

P2x (t) � Fx (t) − m3 ẍ3(t), (19)

P2y(t) � Fy(t) − m3 ÿ3(t) − m3g, (20)

P1x (t) � P2x (t) − m2 ẍ2(t), (21)

P1y(t) � P2y(t) − m2 ÿ2(t) − m2g, (22)

Rx (t) � m1 ẍ1(t) − P1x (t), (23)

Ry(t) � m1 ÿ1(t) + m1g − P1y(t). (24)

In order to arrest and/or absorb the fall, the faller instinctively bends their body in
the hip joints and pulls their upper extremities to the front. In the proposed fall model,
these processes are described by functions θ2(t) and θ3(t), respectively. Taking into
account the kinematic excitation as time histories of the angles θ2(t) and θ3(t), the
considered system can be reduced to the 1-DoF model described by the following
equation

I1θ̈1(t) + I2θ̈2(t) + I3θ̈3(t) � τR(t) + τP12(t) + τP21(t) + τP23(t) + τP32(t) + τF (t)
(25)

with the function θ1(t) as a solution of this equation of motion.

Ground reaction force

In order to predict the vertical component of the ground reaction force, we used
a non-linear model of impact at the wrist-ground interface in the form [10–12]

Fy(t) � ky|y(t)|3(1 − by ẏ(t)) · J (−y(t)), (26)

where ky and by denote ground stiffness and damping coefficient in the vertical
direction, respectively, y(t) � l1 sin θ1(t)− l2 sin α(t)− l3 sin β(t), and the function
J (−y(t)) has the form

J (−y(t)) �
{
1 for y(t) < 0,

0 for y(t) ≥ 0.
(27)

Initial conditions

At the beginning of the trip, a human is usually in a standing position. Therefore,
we take initial angular position θ1(0) � 90◦. Initial angular velocity θ̇1(0) is estimated
based on the walking speed v0 of human gait, (which is referring to the whole body
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Fig. 2 3D scanned human body model analysed in Inventor

speed during walking) just before the moment of the trip, by using the principle of
conservation of momentum according to the formula [12]

θ̇1(0) � − (m1 + m2 + m3)v0r

I
, (28)

where I is the moment of inertia of the human body about the axis of rotation placed
in the ankle joint, and r is the distance between the human gravity centre and the
ankle joint, in such position, when the upper extremities are adjusted along the body
(it is a typical position of a human body during walking). As a result of the adopted
assumptions, the proposed forward fall model allows for studying kinematic and
dynamic parameters during the falling process for different walking speeds of the
faller just before the moment of the trip over an obstacle.

Identification of the fall model parameters

Todetermine the appropriate lengths,masses, andmoments of inertia of the faller’s
body, we used the full 3D scanned human body model (see Fig. 2). Even though
human body does not consist of a homogenous structure, the abovementioned values
were calculated assuming the average density ρ � 1050 kg/m3. Parameters used in
numerical simulations are presented in Table 1.
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Table 1 Body segment lengths, masses, and moments of inertia

Quantity Value Unit

Parameters a1; a2; a3 0.565; 0.351; 0.190 m

l1; l2; l3; r 0.901; 0.423; 0.468;
0.990

m

m1; m2; m3 38.488; 55.854;
11.474

kg

I1; I2; I3; I 3.168; 2.840; 0.373;
121.14

kg·m2

3 Experimental Investigations

In our experimental investigations, kinematics of the faller from the moment of
tripping over an obstacle to hitting their hands to the force plate were observed using
the Optitrack system. This motion capture system has been successfully used before,
for instance, to track the falling process [12] or gait [13] of a human. The location of
37 individualmarkers placed on the body of the faller (one of the authors of this work)
is presented in Fig. 3. Figure 4 shows the pictures of the faller’s body configurations
obtained at different times during the observation of the forward falling process.
Time histories of angles θ2(t) and θ3(t), obtained from experiment and their analytical
approximations by functions

Fig. 3 Thirty seven passive reflective markers distributed on the faller’s body for observation of a
forward falling process by using the Optitrack system
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Fig. 4 Faller’s body configurations at different stages of the falling process obtained by the Opti-
track system
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Fig. 5 Time histories of angles θ2(t) and θ3(t) obtained from the experiment and their approxima-
tions by analytical smooth functions

θ2(t) �
{
178◦ − 58◦ sin2(λt3) for t ≤ T,

120◦ for t > T,
(29)

θ3(t) �
{
15◦ + 105◦ sin2(λt3) for t ≤ T,

120◦ for t > T,
(30)

for λ � 1.59 1/s3 and duration of the fall T � 1.00 s (the time between tripping and
hitting the ground), are presented in Fig. 5.

Figure 6 shows the real time histories of the average impact force acting on the
single handof the faller, registered during the experiment using the force plate.During
the experimental test the forearms of the faller were arranged in pronation positions.
The impact force increases from zero to the maximum value of about 1510 N during
the time about 0.05 s. Next, the force changes periodically and decreases to about
400 N during the time interval 0.8–1.0 s.

The forward fall model proposed in this paper is constructed based on the three
rigid bodies connected by two rotary joints, which correspond to the human hip and
shoulder joints, as well as immobile joint, which corresponds to the ankle joint. To
carry out numerical simulations, we adopted parameters ky � 3500 kN/m3 and by �
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Fig. 6 Time history of
ground reaction force,
obtained experimentally by
using the force plate
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6.0 s/m based on the paper [10]. The human body is a complicated biomechanical
system, which contains many different muscles that absorb the impact force during
a fall. Therefore, in case of a real fall to the ground, a part of the impact energy is
absorbed by the abovementioned muscles, which are not considered in the presented
fall model. By comparing the real ground reaction force obtained from the force
plate and the impact force generated by the proposed fall model, we estimated what
a part of the impact energy (impact force) is transferred to the upper extremities, and
what a part is dissipated in other parts of the human body. As a result, it is possible
to estimate the real value of the impact force acting on the faller during the impact to
the ground for different values of the walking speed v0 by extrapolating the proposed
fall model.

4 Numerical Results

The proposed forward fall model has been implemented and visualised in Mathe-
matica software. Figure 7 shows animation snapshots of the faller’s body, plotted at
different stages of the fall from a standing position. The presented frames correspond
to the fall tested experimentally and observed using the Optitrack system.

Fig. 7 Animation snapshots of the faller’s body, plotted at different times of the fall from a standing
position (obtained in Mathematica software)
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Table 2 Values of parameters T and λ corresponding to different values of walking speed v0

v0 [m/s] 0.22 0.5 1.0 1.5 2.0 2.5 3.0

T [s] 1.00 0.85 0.65 0.50 0.40 0.35 0.30

λ [1/s3] 1.59 2.59 5.79 12.72 24.84 37.08 58.89

Fig. 8 Distal radius fracture
thresholds [6–8] and the
maximum values of the
ground reaction force as a
function of velocity v0 1,612
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More detailed experimental observations with falls demonstrate that with an
increase in the walking speed v0, the faller instinctively bends the body around
the hip joint and pulls their arms in the forward direction. As a result, duration of the
fall T is shorter, whereas the value of the parameter λ is greater. Therefore, in our
further numerical analysis we used the time histories of the angles θ2(t) and θ3(t)
governed by Eqs. (29) and (30) with different parameters T and λ, depending on the
speed v0 of the human walking just before the trip. The mentioned parameters are
presented in Table 2.

Figure 8 presents the maximum values of GRF as a function of the velocity
v0 and values of GRFs, which correspond to the distal radius fracture thresholds
adopted by different authors [6–8]. As can be seen, the maximum value of GRF
increases with the increasing speed v0. For the lowest presented value of v0 (equal
to 0.5 m/s), the estimated maximum value of GRF is 1612 N. For the largest value
of v0 (equal to 3.0 m/s), the maximum value of GRF is 2643 N. For small values
of v0, the maximum value of GRF is less than the presented distal radius fracture
thresholds. For large value of v0, the maximum of GRF exceeds all the presented
distal radius fracture thresholds. Concluding, it can be stated that for a large walking
speed of human gait before the falling process, the value of the distal radius fracture
threshold is usually exceeded, eventually leading to injuries and/or fractures of the
upper extremities. Both the presented results as well as further extrapolations of the
proposed fall model can be used as a load conditions in the finite element analysis
of the numerical model of the human upper extremity.
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5 Conclusions

The paper presents a 3-linkmechanical model implemented inMathematica, govern-
ing the forward fall on outstretched arms. The presented model is an extension of the
fall models considered in papers [12, 14]. It enables to estimate the vertical ground
reaction forces acting on the hands during the human falling process. Segments of the
human body were modelled as three rigid bodies connected by rotary joints which
correspond to the hip and shoulder human joints, as well as immobile joint, which
corresponds to the ankle joint. In order to estimate parameters of the faller body
we used three-dimensional scanned human body model, created and segmented in
Inventor. Kinematics of the falling process was observed by the Optitrack system,
while the real ground reaction force during impact to the ground was registered by
the force plate. The proposed fall model allows one to estimate the value of the ver-
tical ground reaction force acting on the hands of the faller during the impact to the
ground for different speed just before a trip over an obstacle.

Concluding, it should be noted that the developedmodel has also some limitations.
First, based on the scan of the human body, we are not able to determine accurately
the distribution of human body mass density. Therefore, in our simulations we have
adopted the average value resulting from the total weight and total body volume.
Second, themovement of the shoulder with respect to the torso and stiffness/damping
properties of the shoulder, hip and/or elbow joints were not implemented in the
presentedmodel. Eventually, only the vertical component of the ground reaction force
was considered, whereas the horizontal component was omitted. In future studies, for
instance, a two dimensional approach for modeling of human skeletal muscles, can
also be considered [15, 16]. Nevertheless, the proposed forward fall model enables
to obtain the results in the form of the time histories of the ground reaction force,
which can be used as load conditions, for further finite element analysis of the human
upper extremity.
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without any other human participants.
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Reflectance and Transmittance
of Cholesteric Liquid Crystal
Sandwiched Between Polarizers

Dariusz Grzelczyk and Jan Awrejcewicz

Abstract In this paper we calculated reflection and transmission coefficients of the
electromagnetic radiation (light) incident on the cholesteric liquid crystal sandwiched
between two isotropic optical media and a pair of polarizers. To model optical phe-
nomena (i.e. propagation and interference of the light waves) in liquid crystal, we
applied the 4×4 matrix method. As a result of the performed computer simulation,
we obtained some interesting reflection/transmission spectra and polar plots for dif-
ferent parameters of the considered system and arbitrary incident monochromatic
light. The illustrated and discussed results can be useful for understanding different
optical systems, especially liquid crystal displays. Moreover, the applied mathemat-
ical approach can be potentially used for modelling of more advances contemporary
optical systems, i.e. photonic crystals.

Keywords Cholesteric liquid crystal · Polarizer · Reflectance · Transmittance

1 Introduction

Liquid crystals (LCs) are an interesting fourth state of matter lying between the crys-
talline solid and amorphous liquid states. Therefore, in some temperature ranges,
they exhibit both the properties of liquids and the properties of crystalline solid state.
Most of them are organic compounds with elongated molecules that influence their
interesting physical properties. The classification of LCs distinguishes three types
of liquid crystalline phases, namely: nematic, smectic and cholesteric liquid crystals
(CLCs). The above listed groups differ in physical properties, especially in optical
ones. However, due to the strongly periodic helical structure, cholesteric liquid crys-
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tals exhibit unique optical properties. The first of these is the optical birefringence,
i.e. two different refractive indices. In the birefringent medium, the propagating wave
of the monochromatic radiation decomposes into two waves, which propagate with
different velocities. In addition, CLCs are characterized by twisting of the plane of
polarization and circular dichroism. However, the most popular engineering appli-
cations employ the selective reflection of incident radiation of the light. The colour
of the reflected light depends on temperature, mechanical stress, external electric,
magnetic fields, etc. Due to the abovementioned properties of LCs, they have been
used in practical applications, especially in liquid crystal displays. Moreover, CLCs
seems to be the promising candidates for numerous different photonic applications.
Therefore, nowadays, a lot of attention is paid to the photonic crystals (PCs), whose
optical properties are similar to the properties of liquid crystals due to their periodic
dielectric structures. These substances contain a periodic distribution of both refrac-
tive indices in one, two, or three dimensions, and can be used to prohibit, confine, and
control light propagation in a specific wavelength bandwidth. An interesting review
of the fabrication of photonic band gap materials based on cholesteric liquid crystals
is presented in the review paper [1]. In the present study, we tested the implemented
computer algorithm of the 4×4 matrix method using CLC sandwiched within two
isotropic media and optical polarizers. However, the used algorithm can be adopted
to model optical phenomena in photonic crystals with a known distribution of the
dielectric structure.

2 Methods—A Brief Literature Review

It should be noted that optical phenomena and the transmission of light through
birefringent optical media (networks) have been treated by different methods. In
the conventional Jones calculus, each optical element (wave plate, liquid crystal
layer) is represented by a 2×2 matrix, and refraction and reflection of light at the
plate surfaces (dielectric discontinuities) are neglected. This method is limited to
normally incident light and does not explain the leakage of off-axis light through
a pair of crossed ideal polarizers [2]. For treating the transmission of off-axis light
in a general birefringent optical media, the extended Jones matrix method can be
used, which takes into account the single reflection at the interfaces. This method
is adequate for numerous practical applications, and has been widely used in the
analysis of many optical systems [2–7]. In 2000, Li [8] applied the Jones matrix
method to ellipsometry, i.e. for investigating the dielectric properties of a thin film.
In turn, in 2010, Chen et al. [9] used a new 2×2 matrix method and discussed the
polarization state of transmitted waves through the cholesteric liquid crystal.

On the contrary to the aforementioned methods dedicated to the birefringent net-
works, the exact solutions can be obtained by using the 4×4 matrix method, which
takes into account both the effect of refraction and multiple reflections between plate
interfaces [2]. This approach has been applied by many researches. For instance,
Schwelb [10] analyzed lossy gyro electromagnetic layers in polar and longitudinal
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(a) (b)

Fig. 1 Model of the investigated cholesteric liquid crystal sandwiched within two isotropic optical
media (a) and the orientation of the wave vector k of the arbitrarily incident light (b)

orientation. Chen et al. [11] applied the 4×4 matrix method to liquid crystal dis-
plays. Using this method, Ivanov and Sementsov [12] described the propagation of
electromagnetic waves in stratified bianisotropic chiral structures. Most recently, the
4×4 matrix method was used by Ortega et al. [13] to study different kinds of cells
of cholesteric liquid crystal lasers. Due to abovementioned anisotropic properties of
CLCs and PCs, we used the exact 4×4 matrix method also in this paper, which is
shortly presented in Sect. 3.

3 Model of the Considered Optical System

Figure 1a presents the model of the cholesteric liquid crystal placed in the Cartesian
coordinate system xyz and sandwiched between two (i.e. lower and upper) isotropic
media. The considered CLCwith thickness d is divided intoN equal layers parallel to
the xy plane. The incident light propagates in the lower medium (n�0), and then par-
tially propagates in the liquid crystal (n�1, 2,…,N) and the upper isotropicmedium
(n �N+1). The c-axis (optical axis) of the CLC lies in the xy plane and changes
periodically along the z-direction. Periodical helical structure of the analyzed CLC
is characterized by the pitch p. Both lower and upper isotropic media are quantified
by a refractive index ns . The liquid crystal has two refractive indices, no and ne, for
the ordinary and extraordinary waves, respectively. Figure 1b presents orientation
(described by angles θ and φ) of the wave vector k of the incident non-polarized
beam of monochromatic light with wavelength λ, in lower isotropic medium.

The 4×4 matrix method used in the paper was developed on the basis of math-
ematical formalism presented in monograph [14]. Therefore, only the main stages
of this method, which are needed in the further part of the paper dedicated to the
modeling of CLCs sandwiched within optical polarizers, are presented below. In this
method, the optical c-axes and the dielectric tensors ε̂(n) of the individual liquid
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(a) (b)

Fig. 2 Orientation of the polarization axes of the polarizer (a) and the analyzer (b)

crystal layers (n �1,2, …, N) and bounded plates (n �0 and n �N+1) are deter-
mined first. In the second step, the wave vectors kσ (n) of all four elementary waves
(σ � 1, 2, 3, 4) in all layers are calculated. The third stage is devoted to computing
of the optical polarization vectors pσ (n) of individual elementary waves representing
the directions of the electric field and the corresponding vectors qσ (n) representing
the directions of the magnetic field. In the fourth stage of this method, transition
matrices between individual layers are calculated based on the assumption of conti-
nuity of the tangential components of the vectors pσ (n) and qσ (n) at the dielectric
interfaces. The product of the abovementioned individual matrices is the 4×4 tran-
sition matrix, which describes the relationships between amplitudes of the electric
field of the incident waves As , Ap, reflected waves Bs , Bp, and transmitted wavesCs ,
Cp, both for s and p waves, respectively. Finally, in the last stage of this method, the
coefficients of reflection R and transmission T of the incident light are computed.

Let us consider now two ideal optical polarizers bounding the optical system
presented in Fig. 1a. In general, a polarizer is an optical filter that transmits light
waves of a specific polarization and blocks light waves of other polarizations. It
can also be used to analyze the polarized light, and then it is called an analyzer.
The dependence of the intensity of the transmitted light on the angle ϕ between
polarization axes of the polarizer and analyzer is given by the Malus’s law

I � I0 cos
2 ϕ, (1)

where I0 is the initial intensity of beam of light polarized by polarizer, whereas I
is the intensity of the light that passes through the analyzer. In general, the optical
polarizer can be characterized by the axis of polarization. In our system, these axes
(both for polarizer and analyzer) lie in the xy plane and can be oriented arbitrarily
(angles φpo and φan) with respect to the x-axis, as it is shown in Fig. 2.

The polarization axes can be characterized by the following unit vectors

po � [cosφpo, sin φpo, 0]
T , (2)
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an � [cosφan, sin φan, 0]
T . (3)

The vector of the optical polarization of the light transmitted through the polarizer
is normal to the wave vector k1(0), which denotes the wave vector of the incident
s wave in the lower isotropic medium. Therefore, the unit vector A of the optical
polarization of the polarized incident light can be determined as follows

A � k1(0) × [po × k1(0)]
|k1(0) × [po × k1(0)]| . (4)

The vectorA can be decomposed into the componentsAs andAp, with the ampli-
tudes As and Ap, respectively. These amplitudes can be determined as follow

As � A · p1(0), (5)

Ap � A · p3(0), (6)

where p1(0) and p3(0) are the optical polarization vectors of incident s and p waves,
respectively, in lower isotropic optical medium.

Knowledge of the amplitudes As and Ap allows one to determine the values Bs ,
Bp of the reflected s and p waves, and the values Cs and Cp of the transmitted s
and p waves, respectively, using the 4×4 matrix method. As a result, the optical
polarization vector B for the reflected wave and the vector C for the transmitted
wave can be obtained as follow

B � Bsp2(0) + Bpp4(0), (7)

C � Csp1(N + 1) + Cpp3(N + 1), (8)

where p2(0) and p4(0) denote optical polarization vectors of the reflected s and p
waves, respectively. On the other hand, p1(N +1) and p3(N +1) stand for the optical
polarization vectors of the transmitted to the upper isotropic medium s and p waves,
respectively.

Let the vectors PO and AN be the unit vectors lying in the planes of the polarizer
and the analyzer, which are normal to the wave vector k2(0) of the reflected wave in
the lower isotropic medium and the wave vector k1(N +1) of the transmitted wave to
the upper isotropic medium, respectively. The unit vectors that have these properties
have the following forms

PO � k2(0) × [pol × k2(0)]
|k2(0) × [pol × k2(0)]| , (9)

AN � k1(N + 1) × [pol × k1(N + 1)]

|k1(N + 1) × [pol × k1(N + 1)]| . (10)
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The scalar product of the unit vectors is equal to the cosine of the angle between
their directions. Therefore, both the reflection coefficient R and the transmission
coefficient T can be determined from the formulas

R � B2
s + B2

p

A2
s + A2

p

(
B
|B| · PO

)2

, (11)

T � C2
s + C2

p

A2
s + A2

p

(
C
|C| · AN

)2

. (12)

4 Simulation Results

In what follows, we illustrated and discussed some calculations of the reflection and
transmission coefficients R and T for different parameters of the considered optical
system. In addition, we calculated values of these coefficients for different angles
characterizing the orientation of the incident light in the form of colour polar plots.

To test the operation of the developed algorithm, at first, we considered the
case when the non-polarized light propagated through the homogenous and loss-
less isotropic optical medium, i.e. we assumed that ns � no � ne. For this case,
for arbitrary values of the parameters d, λ, θ , φ, ns � no � ne and N , we obtained
always R � 0 and T � 1. In such system, there are no dielectric discontinuities at
the interfaces of the imaginary layers. Therefore there is a lack of reflection of the
incident light, i.e. the incident light is completely transmitted through the analyzed
optical medium.

In the next step of the performed tests, we took into account again a homogeneous
isotropic medium sandwiched between two optical polarizers. Figure 3 shows the
dependence of the transmission coefficient T of the normally incident light as a
function of the angle ϕ (the angle between the axes of the polarizer and the analyzer).
This dependence coincides with the theoretical dependence by means ofMalus’s law
defined by the formula (1). It should be noted that the presented relationships also
coincide for other values of the analyzed lossless, homogenous, and isotropic optical
medium as well as different values of the wavelength of the incident light.

Figure 4 shows the polar plots of the transmission coefficient T as a function of
the angles θ and φ of the incident non-polarized light for different orientations of the
polarizer and the analyzer. It should be noted that in all polar plots presented in this
paper, radial position corresponds to the angle θ (from 0 in the middle, to the 90° at
the edges of the of the plotted polar distributions), whereas circumferential position
corresponds to the angleφ (from 0 to 360°, as it is shown in plotted distributions). The
presented results show that the values of the transmission coefficients depend both
on the orientation of the wave vector of the incident light and relative orientations of
the polarizer and analyzer.

In the next step of the analysis, we presented some characteristics of the trans-
mission coefficient T for different parameters of the CLC sandwiched between two
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Fig. 3 Transmission coefficient T as a function of the angle ϕ between polarization axes of the
polarizer and the analyzer, obtained numerically and theoretically (based on Malus’s law)

0 , 45po anφ φ= ° = ° 0 , 90po anφ φ= ° = ° 0 , 135po anφ φ= ° = °
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Fig. 4 Polar plots of the transmission coefficient T for different orientations of the polarizers

Table 1 Parameters of the investigated CLC and the bounding isotropic media

Quantity d p ns no ne

Unit µm nm – – –

Value 12 350 1.3 1.4 1.5

isotropic media. First, we investigated the systemwithout polarizers. The parameters
of the tested system are presented in Table 1. All calculations were carried out for
N �1000. Figure 5 shows the reflection R and transmission T spectra for normally
incident non-polarized light.
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Fig. 5 Reflection and
transmission spectra of the
normally incident
non-polarized light. The
colour scale below the plot
corresponds to the colours of
the light with wavelength
presented on the x-axis. The
sum of coefficients R+T
equals 1 (for each value of
the wavelength λ)
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As can be seen, the presented curve is characterized by the reflection bandwidth,
i.e. the range of the wavelength of the incident light where R � 0.5. The natural non-
polarized incident light contains the same amount of both right- and left-circularly
polarized light. Within the bandwidth, right-circularly polarized light is reflected
by a right-handed helix, while left-circularly polarized light is transmitted by the
cholesteric liquid crystal, and therefore values of both R and T coefficients are
equal 0.5. Concluding, in our algorithm we confirmed the occurrence of the selective
reflection of the incident radiation within the bandwidth and transmission of both
polarization states outside the this bandwidth. Figure 6 presents reflection spectra
for different parameters of the CLC.

The obtained calculations showed that the bandwidth and its position in the wave-
length spectrum strongly depend on the refractive indices no and ne (see Fig. 6a and
b). The bandwidth depends also strongly on the pitch p of the helical structure of the
CLC (see Fig. 6c), whereas the shape of the bandwidth is strongly dependent on the
thickness d of the investigated CLC (see Fig. 6d). The obtained results of computer
simulations allowed us to analyze the basic properties of the optical polarizers as
well as the optical properties of cholesteric liquid crystals.

For later comparative purposes, in Fig. 7a we presented the polar plot of the
coefficient T of the non-polarized light transmitted by the CLC, without polarizers.
The calculations were performed for the parameters given in Table 1 and wavelength
λ � 507.5 nm (the middle of the selective reflection bandwidth presented in Fig. 5).
As can be seen, the obtained plot does not depend on the angle φ. However, we
observed an interesting dependence on the angle θ presented in Fig. 7b, i.e. along
the radius of the polar plot presented in Fig. 7a. For small values of angle θ , we
obtained T � 0.5 (selective reflection of the incident non-polarized light). For larger
values of angle θ , the transmission coefficient T increases, because both right- and
left-circularly polarized light can be transmitted. In turn, for large values of the angle
θ (i.e. θ ≈ 90◦), the ray of the incident light slides on the surface and does not
propagate within the investigated CLC.
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Fig. 6 Reflection spectra of the normally incident non-polarized light for different values of the
parameters no, ne, p and d. The colour scale below the picture corresponds to the colours of the
light with wavelength presented on the x-axis

Figure 8 presents polar plots of the transmission coefficient T of the CLC
sandwiched between differently oriented polarizers. All the presented distributions
depend strongly on the angle φ and θ described orientation of the wave vector of the
incident light. For instance, both for φ ≈ φpo or φ ≈ φan we obtained T ≈ 0. We
also obtained a small value of the coefficient T for θ ≈ 90◦ (as in Fig. 7). However,
for other values of angle φ, the value of the coefficient T is characterized by large and
frequent changes. The presented distribution is symmetrical only for small values of
the angle θ .
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Fig. 7 Polar plot (a) and the plot profile along the radius (b) of the non-polarized light transmitted
through the CLC

Fig. 8 Polar plots of the transmission coefficient T of the investigated CLC sandwiched within
differently oriented polarizer and analyzer
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5 Conclusions

In the paper, an attempt to model optical phenomena in cholesteric liquid crystals
sandwiched between two isotropic media and optical polarizers has been presented.
The influence of the orientation of the applied polarizers on the intensity of the
transmitted light in relation to the investigated cholesteric liquid crystal has been
mathematically considered. Optical phenomena in the CLC have beenmodeled using
the 4×4matrixmethod,which takes into account the effect of refraction andmultiple
reflections between plate interferences, both ordinary and extraordinary waves.

The developed computer algorithm has been tested using lossless homogenous
isotropic medium first, and the samemedium sandwiched within two optical polariz-
ers. Next,we have calculated reflection and transmission coefficient of themonochro-
matic light incident on the investigatedCLC sandwichedwithin isotropicmedia, both
without and with optical polarizers. Some interesting reflection and transmission
spectra as well as polar plots of the reflection or transmission coefficient have been
obtained, illustrated, and discussed. The implemented computer algorithm of the 4×
4 matrix method has allowed us to understand optical properties of the considered
optical system for different parameters. The gained experiences can be potentially
used to model optical phenomena in photonic crystals, which have attracted a large
amount of attention in recent years. They offer unique optical properties, including
ability to control the propagation of light, and can be used in the future as a basic
elements of all-optical integrated circuits [1].

Acknowledgements The work has been supported by the National Science Centre of Poland under
the grant OPUS 14 no. 2017/27/B/ST8/01330 for years 2018-2021.

References

1. Balamurugan, R., Liu, J.-H.: A review of the fabrication of photonic band gap materials based
on cholesteric liquid crystals. React. Funct. Polym. 105, 9–34 (2016)

2. Gu, C., Yeh, P.: Extended Jones matrix method and its application in the analysis of compen-
sators for liquid crystal displays. Displays 20, 237–257 (1999)

3. MacGregor, A.R.: Method for computing homogeneous liquid-crystal conoscopic figures. J.
Opt. Soc. Am. A 7, 337–347 (1990)

4. Lien, A.: The general and simplified Jones matrix representations for the high pretilt twisted
nematic cell. J. Appl. Phys. 67, 2853–2856 (1990)

5. Lien, A.: Extended Jones matrix representation for the twisted nematic liquid-crystal display
at oblique incidence. Appl. Phys. Lett. 57, 2767–2769 (1990)

6. Ong, H.L.: Electro-optics of electrically controlled birefringence liquid-crystal displays by 2×
2 propagation matrix and analytic expression at oblique angle. Appl. Phys. Lett. 59, 155–157
(1991)

7. Ong, H.L.: Electro-optics of a twisted nematic liquid-crystal display by 2×2 propagation
matrix at oblique angle. Jpn. J. Appl. Phys. Part 2—Lett. 30, L1028–L1031 (1991)

8. Li, S.F.: Jones-matrix analysis with Pauli matrices: application to ellipsometry. J. Opti. Soc.
Am. A 17, 920–926 (2000)



158 D. Grzelczyk and J. Awrejcewicz

9. Chen, T., Feng, S.M., Xie, J.N.: The new matrix and the polarization state of the transmitted
light through the cholesteric liquid crystal. Optik 121, 253–258 (2010)

10. Schwelb, O.: Stratified lossy anisotropic media: general characteristics. J. Opti. Soc. Am. A 3,
188–193 (1986)

11. Chen, C.-J., Lien, A., Nathan, M.I.: 4×4 matrix method for biaxial media and its application
to liquid crystal displays. Jpn. J. Appl. Phys. 35, L1204–L1207 (1996)

12. Ivanov, O.V., Sementsov, D.I.: Light propagation in stratified chiral media. The 4×4 matrix
method. Crystallogr. Rep. 45, 487–492 (2000)

13. Ortega, J., Folcia, C.L., Etxebarria, J.: Upgrading the performance of cholesteric liquid crystal
lasers: improvement margins and limitations. Materials, 11, 24 p (2018)

14. Yeh, P., Gu, C.: Optics of liquid crystal displays. John Wiley and Sons, New York (1999)



Analysis of Nonlinear Dynamic Behavior
of a Rotating Electrical Machine
Rotor-Bearing System Using Optimal
Auxiliary Functions Method
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Abstract Rotating electrical machines are widely used in engineering and industry
applications due to their reliability. The machines under study are subjected to a
parametric excitation caused by an inertial thrust and a forcing excitation caused by
an unbalanced force of the rotor while the entire system is being supported by non-
linear bearings with nonlinear stiffness characteristics and damping properties. The
nonlinear suspension makes the analytical study very difficult, leading to strong non-
linear differential equations, which are hard to be solved through classical methods.
Supplementary problems could arise in case of some horizontal rotating machines,
when the gravity effect is not negligible for certain stiffness conditions. Also, the
misalignment could occur in the electrical machine after some amount of running.
In our paper, a new analytical approach, namely the Optimal Auxiliary Functions
Method (OAFM) is employed to solve the problemof an electricalmachine supported
by nonlinear bearings characterized by nonlinear stiffness of Duffing type and the
entire system is subjected to a parametric excitation due to the axial thrust and a
forcing excitation caused by an unbalanced force of the rotor. This study contains an
effective and easy to use procedure which is independent of the presence of small
or large parameters in the nonlinear equations. The approximate analytical solution
is in very good agreement with the numerical simulation results, which prove the
reliability of this procedure.
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1 Introduction

Rotating electricalmachines arewidely used in engineering and industry applications
due to their reliability. Having in view that there is a need to continuously increase
the performance of this kind of machines, they are intensively studied from both
mechanical and electrical point of view, since these complex engineering systems
combine electrical and mechanical concepts.

Reliable analytical and numerical tools should be developed and implemented in
order to predict and analyze possible problems related to dynamic behavior of these
systems, which could be described by nonlinear and strongly nonlinear differential
equations. The most often encountered problems could be generated by unbalanced
forces of the rotor, electrical unbalances, coupling or driven equipment, shaft mis-
alignment and nonlinearity of the bearing stiffness, bad bearings and mechanical
looseness, resonance, critical speeds, etc. Specific for this type of systems is the
interaction ofmechanical and electrical phenomena, which should be understood and
taken under control in order to avoid problems occurrence and making the machine
to run smoothly and reliably to higher speeds and loads.

Many scientists are concerned in investigating the nonlinear behavior of rotating
electrical machines using various techniques. Raja et al. [1] exploited bio-inspired
computational intelligence to analyze the nonlinear vibrational dynamics of rotating
electrical machine model by applying artificial neural networks, genetic algorithms
and active-set methods. In [2] it is introduced an optimal variational method to inves-
tigate the nonlinear behavior of a rotating electrical machine modeled as an oscil-
lator with cubic elastic restoring force and time variable coefficients. An analytical
approach for expeditiously understanding and solving specific problems encountered
by rotating electrical machines is presented in [3]. Martinez et al. [4] developed a
Finite Element Model in order to study the vibrations in induction motors under
steady-state introducing a model which utilizes a weak coupling strategy between
both magnetic and elastodynamic fields on the structure. Xu et al. [5] investigated
the vibration characteristics of an inclined rotor with both static and displacement
eccentricity and the static angle eccentricity in the three-dimensional space. Kirsch-
neck et al. [6] introduced an approach for a multiphysical modal analysis that makes
it possible to predict the dynamics of the strongly coupled magnetomechanical sys-
tem proposing a method applied to a single-bearing design direct-drive wind turbine
generator rotor to calculate the changes of the structural dynamics caused by the
electromagnetomechanical coupling.

The machines understudy in this paper are subjected to a parametric excitation
caused by an initial trust and a forcing excitation caused by an unbalanced force
of the rotor while the entire system is being supported by nonlinear bearings with
nonlinear stiffness characteristics and damping properties. The nonlinear suspension
makes the analytical study very difficult, leading to strong nonlinear differential
equations, which are hard to be solved through classical methods. Supplementary
problems could arise in case of some horizontal rotating machines, when the gravity
effect is not negligible for certain stiffness conditions. For the gravity deflection the
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shaft center leaves the bearing centerline, which leads to vibration occurrence. Also,
themisalignment could occur in the electricalmachine after some amount of running.

In general, such nonlinear vibration problems are usually solved using per-
turbation methods which are the most used analytical techniques. Some of the
most used methods are weighted linearization method [7], δ-method [8], Adomian
decompositionmethod [9], Lindstedt-Poincaremethod [10], theKrylov-Bogoliubov-
Mitropolski method [11] and other perturbation methods [12]. Unfortunately it is
well-known that perturbation methods have their limitations since they are based on
the existence of a small parameter and especially in strongly nonlinear system these
classical methods fail. Therefore scientist are continuously concerned in the develop-
ing new analytical techniques which aim at surmounting these limitations. Recently
new powerful analytical tools were developed, such as the parameter expanding
method [13], the variational iteration method [14], the optimal homotopy pertur-
bation method [15], the optimal homotopy asymptotic method [16, 17], and so on.
Moreover, for an exhaustive investigation of general problems of dynamical sys-
tems, analytical and numerical developments are often combined with experimental
investigations [18–21].

In this paper a new analytical procedure, namely the optimal auxiliary functions
method is employed in order to study the problem of nonlinear vibrations of an
electrical machine. The investigated electrical machine is considered to be supported
by nonlinear bearings characterized by nonlinear stiffness of Duffing and Van der
Pol type. The entire dynamical system is subjected to parametric excitation caused
by an axial trust and forcing excitation caused by an unbalanced force of the rotor,
which is obviously harmonicallyshaped. In this conditions the dynamical behavior of
the investigated electrical machine will be governed by the following second-order
strongly nonlinear differential equation with variable coefficients

mẍ + k1(1 − qsinω2t)x + k2x
3 � f sinω1t x(0) � A, ẋ(0) � 0. (1)

This equation may be written in the more convenient way

ẍ + ω2x − a sinω2t x + bx3 − c sinω1t � 0 x(0) � A, ẋ(0) � 0, (2)

where ω2 � k1
m , a � k1q

m , b � k2
m , c � f

m and the dot denotes derivative with respect
to time and A is the amplitude of the oscillations. It should be emphasized that it is
unnecessary to suppose the existence of any small or large parameters in Eq. (2).

The main objective of this work is to use the Optimal Auxiliary FunctionsMethod
(OAFM) to obtain approximate analytical solutions of strongly nonlinear vibration
of the electrical rotating machine [22].
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2 Application of OAFM to the Investigation of Nonlinear
Vibration of the Considered Electrical Machine

The validity of our procedure is illustrated on the electrical machine whose dynamic
behavior is governed by Eq. (2). The Eq. (2) describes a system of oscillating with
an unknown period T. We switch to a scalar time τ � 2π t

T � �t . Under the transfor-
mations

τ � �t, x(t) � Ay(τ ), (3)

the original Eq. (2) becomes

�2y′′ + ω2y − aysin
ω2

�
τ + bA2y3

− c

A
sin

ω1

�
τ � 0, y(0) � 1, y′(0) � 0, (4)

where the prime denotes derivative with respect to τ.
By means of OAFM we define the linear and nonlinear operators, respectively

L[y(τ )] � �2
(
y′′ + y

)
, (5)

N [y(τ )] � (
ω2 − �2

)
y − aysin

ω2

�
τ + bA2y3 − c

A
sin

ω1

�
τ. (6)

For Eq. (4)we demand an approximate analytical solution ỹ(τ ) in two components

ỹ(τ ) � y0(τ ) + y1(τ,Ci ), i � 1, 2, . . . , n, (7)

where Ci are unknown parameters at this moment.
The initial approximation y0(τ ) is determined from the linear equation

L[y0(τ )] � 0, y0(0) � 1, y′
0(0) � 0 (8)

The solution of Eq. (8) is

y0(τ ) � cosτ. (9)

The nonlinear operator for (6) the initial approximation (9) becomes

N [y0(τ )] �
(

ω2 − �2 +
3

4
bA2

)
cosτ +

1

4
bA2cos3τ

− 1

2
a
[
sin

(ω2

�
+ 1

)
τ + sin

(ω2

�
− 1

)
τ
]

− c

A
sin

ω2

�
τ (10)

The first approximation y1(τ,Ci ) can be determined from the equation
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L[y1(τ,Ci )] + A
(
y0(τ ),C j

)
P[N (y0(τ ))]

+ B(y0(τ ),Ck) � 0, y1(0) � 0, y′
1(0) � 0, (11)

where, taking into consideration the expression (10), we have the freedom to choose
the functions

A
(
y0(τ ),C j

) � −(C1 + 2C2cos2τ)

P[N (y0(τ ))] �
(

ω2 − �2 +
3

4
bA2

)
cosτ +

1

4
bA2cos3τ

B(y0(τ ),Ck) � −
[
C3cos5τ + C4 sin

(ω2

�
+ 1

)
τ + C5 sin

(ω2

�
− 1

)
τ + C6sin

ω1

�
τ
]
.

(12)

However, the choices (12) are not unique. We can choose another alternative

A
(
y0(τ ),C j

) � −(C1 + 2C2cos2τ + 2C3cos4τ)

P[N (y0(τ ))] �
(

ω2 − �2 +
3

4
bA2

)
cosτ

B(y0(τ ),Ck) � −
[
C4 sin

(ω2

�
+ 1

)
τ + C5 sin

(ω2

�
− 1

)
τ
]
, (13)

or

A
(
y0(τ ),C j

) � −C1

P[N (y0(τ ))] �
(

ω2 − �2 +
3

4
bA2 − 1

4
bA2cos3τ − 1

2
a sin

(ω2

�
+ 1

)
τ

)
cosτ

B(y0(τ ),Ck) � −[C2 sin
(ω2

�
+ 1

)
τ + C3 sin

(
2ω2

�
+ 1

)
τ

+ C4 sin
(ω2

�
− 1

)
τ + C5 sin

(
2ω2

�
− 1

)
τ + C6sin

ω1

�
τ, (14)

and so on.
Having in view Eqs. (12) and (5), Eq. (11) becomes

�2
(
y′′
1 + y1

) �
[
(C1 + C2)

(
ω2 − �2 +

3

4
bA2

)
+
1

4
bA2C2

]
cosτ

+

[
C2

(
ω2 − �2 +

3

4
bA2

)
+
1

4
bA2C1

]
cos3τ +

(
C3 +

1

4
bA2C2

)
cos3τ

+ C4 sin
(ω2

�
+ 1

)
τ + C5 sin

(ω2

�
− 1

)
τ + C6sin

ω1

�
τ,

y1(0) � y′
1(0) � 0. (15)

Avoiding the presence of secular terms in Eq. (15) we have
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(C1 + C2)

(
ω2 − �2 +

3

4
bA2

)
+
1

4
bA2 � 0. (16)

From Eq. (16) we obtain the frequency of the system in the form

�2 � ω2 +
3

4
bA2 +

1

4
bA2 C2

C1 + C2
. (17)

The solution of Eq. (15) is

y1(τ ) � 1

8�2

[
C2

(
ω2 − �2 +

3

4
bA2

)
+
1

4
bA2C1

]
(cosτ − cos3τ)

+
1

24�2

(
C3 +

1

4
bA2C2

)
(cosτ − cos5τ)

+
�2C4

ω2
2 + 2ω2�

[(ω2

�
+ 1

)
sinτ − sin

(ω2

�
+ 1

)
τ
]

+
�2C5

ω2
2 − 2ω2�

[(ω2

�
− 1

)
sinτ − sin

(ω2

�
− 1

)
τ
]

+
�2C6

�2 − ω2
1

(
sin

ω1

�
τ − ω1

�
sinτ

)
. (18)

Substituting Eqs. (9), (18) and (3) into Eq. (9) we obtain the solution of Eq. (1)
in the first order of approximation of the form:

x(t) � Acos�t +
A

8�2

[
C2

(
ω2 − �2 +

3

4
bA2

)
+
1

4
bA2C1

]
(cos�t − cos3�t)

+
A

24�2

(
C3 +

1

4
bA2C2

)
(cos�t − cos5�t)

+
�2AC4

ω2
2 + 2ω2�

[(ω2

�
+ 1

)
sin�t − sin(ω2 + �)t

]

+
�2AC5

ω2
2 − 2ω2�

[(ω2

�
− 1

)
sin�t − sin(ω2 − �)t

]

+
�2AC6

�2 − ω2
1

(
sinω1t − ω1

�
sin�t

)
. (19)

3 Numerical Examples

In order to validate the obtained approximate results, two numerical applications are
considered, for two particular cases, as follows:
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Fig. 1 Comparison between
the approximate solution
(21) and corresponding
numerical results in case 1

3.1 Case 1

For A�1, a�2.95122, b�12.1951, c�0.195122, ω1 �1.21, ω2 �1.51, ω�
1.63796, following the described procedure, the optimal values of the convergence-
control parameters obtained byminimizing the residual generated by the approximate
solution (19) are:

C1 � −0.12949743551566287, C2 � −8.6126665038499,

C3 � 25.324695766371054, C4 � 0.09686844412991548,

C5 � 0.07534250937939393, C6 � 0.01. (20)

In this case, the approximate analytical solution of the first-order of approximation
(19) becomes

x(t) � cos[3.38829t] − 0.0370021(cos[3.38829t] − cos[10.1649t])

− 0.00338774(cos[3.38829t] − cos[16.9415t])

− 0.108767(sin[1.87829t] − 0.554348sin[3.38829t])

+ 0.0114617(sin[1.21t] − 0.357112sin[3.38829t])

+ 0.0888774(1.44565sin[3.38829t] − sin[4.89829t]). (21)

Figure 1 shows the comparison between our approximate solution (21) and numer-
ical integration results obtained by means of a fourth-order Runge-Kutta method.

3.2 Case 2

For A�2, a�2.70976, b�9.7561, c�0.170732, ω1 �1.21, ω2 �1.51, ω�
1.63796, the optimal values of the convergence-control parameters are:
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Fig. 2 Comparison between
the approximate solution
(23) and corresponding
numerical results in case 2

C1 � 0.2819607928355029, C2 � −6.540488872738153,

C3 � 57.43354947958066, C4 � 0.013110981874304229,

C5 � 0.023582738555140967, C6 � 0.011. (22)

In this case, the approximate analytical solution (19) becomes:

x(t) � 2 cos[5.51293t] − 0.0626977(cos[5.51293t] − cos[16.5388t])

− 0.0166043(cos[5.51293t] − cos[27.5646t])

− 0.0980561(sin[4.00293t] − 0.726098sin[5.51293t])

+ 0.0210122(sin[1.21t] − 0.219484sin[5.51293t])

+ 0.0424509(1.2739sin[5.51293t] − sin[7.02293t]). (23)

Figure 2 shows the comparison between our approximate solution (23) and numer-
ical integration results obtained in the second case.

It can be seen that the solutions obtained using our technique are nearly identical
with that obtained through numerical method, which validates the solution approach.

4 Conclusions

In this investigation, an approximate analytical solution for an electrical machine has
been given. The proposed system is parametrically excited by an axial thrust and at
the same time are forcing excitation caused by an unbalanced force of the rotor is
acting on the system. The governing equation takes into consideration the sources of
nonlinearity and the corresponding equation is solved using the Optimal Auxiliary
Functions Method to graphically obtain the time history of nonlinear response. Our
procedure is valid even if the nonlinear equation does not contain any small or large
parameter. The convergence of the OAFM is demonstrated by the auxiliary functions
A and B. These procedures provide us with a simple way to optimally control and
adjust the convergence of the approximate analytical solutions and can give good
approximations in a few terms. The obtained approximate analytical solution is in
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very good agreement with the numerical simulation results, which proves the validity
of the method.

The present paper shows one step in the attempts to develop a new nonlinear
analytical technique which is valid in the absence of a small or large parameter.
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Development of a Computational Based
Reference Dynamics Model of a Flexible
Link Manipulator

Elżbieta Jarzębowska, Krzysztof Augustynek and Andrzej Urbaś

Abstract Development of a new derivation method of a reference dynamics model
of a flexible linkmanipulator is presented in the paper. Themodel including flexibility
can map dynamics and performance of lightweight and fast manipulators correctly
and may serve their motion analysis and control design in the presence of kinematic
or programmed constraints, which are assumed to be position or first order non-
holonomic. The reference dynamics model is derived using the formalism of joint
coordinates and homogeneous transformation matrices. This approach allows gener-
ating dynamics equations of a manipulator without formulating additional material
constraint equations. The constraints present in the reference dynamics model are
the programmed ones only. The flexibility of a link is modelled using the rigid finite
element method. Themain advantage of this method is its ability of application of the
rigid-body approach tomodeling dynamics ofmulti-body systemswith flexible links.
The novelty of the presentedmethod relies on the combination of dynamicsmodeling
of flexible system models with the programmed constraints satisfaction problem for
them. The computational algorithm underlying the derivation method presented in
the paper is based onGeneralized ProgrammedMotionEquations (GPME) approach.
The reference dynamics model derivation is demonstrated for a flexible link manip-
ulator model.
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Nomenclature

rfe(l, r ) rigid finite element r of a link l
sde(l, s) spring-damping element s of a link l
n(l)sde number of spring-damping elements of a link l
n(l)r f e number of rigid finite elements of a link l, n(l)r f e � n(l)sde + 1
g acceleration of gravity
iic , idc index of independent and dependent coordinates
l (l) length of a link l
m(l),m(l,r ) mass of a link l (rfe(l, r ))
n(l)dof , n

(l,r )
dof number of generalized coordinates describing motion of a link l

(rfe(l, r )) with respect to the reference frame
ndof number of generalized coordinates describing motion of the manip-

ulator
nl number of links
c(l, s)α

∣
∣
α∈{ψ, θ, ϕ} rotational stiffness coefficient of sde(l, s)

t (l)dr drive torque acting on a link l
rE,a radius of a reference circle
y(0)E,a assumed time course of y coordinate of a point E
Ek kinetic energy of a system
Ep potential energy of a system
Ep, f potential energy resulting from spring deformations of flexible links
Ep,g potential energy of gravity forces
r(l)E position vector of a point E defined in a local coordinate frame of a

link l
H(l),H(l,r ) pseudo-inertia matrix of a link l (rfe(l, r ))
T(l), T(l,r ) homogeneous transformation matrix from a local coordinate frame

of a link l or rfe(l, r ) to the inertial reference frame T(l)
i �

∂T(l)

∂q (l)
i

,T(l)
i, j � ∂T(l)

i

∂q (l)
j

� ∂2T(l)

∂q (l)
i ∂q (l)

j

1 Introduction

Dynamics modeling methods, both analytical and computational, for rigid models
of multibody systems are well developed and many of their specializations for spe-
cific classes of systems are available. Due to the presence of friction, compliance,
flexibility and other real system properties that need to be accounted for in modeling
to obtain reliable dynamics models, many specializations of the modeling methods
were developed within the classical mechanics approach. Also, constraints that are
present in mechanical systems, both material and task-based, are merged into sys-
tem dynamics using the classical mechanics approach. However, demands for high
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fidelity and accurate dynamical models from one hand and fast and simple deriva-
tions from the other hand, make room for new development methods for dynamics
models of rigid-flexible and constrained multibody systems.

The paper presents a development of a new derivation method of a reference
dynamics model of a rigid-flexible system model. The model including flexibil-
ity may describe dynamics and performance of lightweight and fast systems, e.g.
ground or space manipulators, correctly and may serve their motion analysis and
control design in the presence of constraints put upon them. The reference dynamics
is the system model dynamics including all constraints upon it, i.e. kinematic or pro-
grammed constraints, which are assumed to be position or first order nonholonomic.
The new derivation method of reference dynamics model of a rigid-flexible system
models combines latest research results in dynamics of flexible multibody systems,
a finite element method for modelling flexibility of spatial linkage links [1, 7, 8] as
well as the dynamics modeling method for constrained systems, which does not use
the Lagrange approach, i.e. bothmaterial and programmed constraints can bemerged
into a system dynamics [3–5]. The modeling method is referred to as the general-
ized programmedmotion equations (GPME)method and it was originally developed
for rigid system models [5]. The GPME method was automated for computational
generation of constrained rigid body models in Jarzębowska et al. [6].

The reference dynamicsmodel presented in the paper is derived for a rigid-flexible
system model using the formalism of joint coordinates and homogeneous transfor-
mation matrices. This approach allows generating dynamics equations of a system,
which is a manipulator model, without formulating additional material constraint
equations. The constraints present in the reference dynamics model are the pro-
grammed ones only. The flexibility of a link is modeled using the rigid finite element
method. The main advantage of this method is its ability of application of the rigid-
body approach to modeling dynamics of multi-body systems with flexible links. The
novelty of the presented method relies on the combination of dynamics modeling
of flexible system models with the programmed constraints satisfaction problem for
them. The computational algorithm underlying the derivation method presented in
the paper is based onGeneralized ProgrammedMotionEquations (GPME) approach.
The reference dynamics model derivation is demonstrated for a flexible link manip-
ulator model.

The paper is organized as follows. Section 1 delivers a short introduction of the
ideas,motivation and the origin of the presentedmodeling approach. Section 2 details
a mathematical model of a three link manipulator with a flexible link. Simulation
studies illustrating the application of the derivation of the reference dynamics for
the manipulator are presented in Sect. 3. The paper ends with conclusions and a
reference list.
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Fig. 1 Model of spatial manipulator with a flexible link

2 Mathematical Model of a Three Link Manipulator Model
with a Flexible Link

Three link spatial manipulator model composed of a rotary column 1, a rotary arm
2 and a slider 3 (Fig. 1) is analysed in the paper. It is assumed that the link 2 can
be flexible and other links are treated as non-deformable. All joints are modelled as
ideal, i.e. friction and clearance are neglected, and the rotary column 1 is driven by a
driving torque t (1)dr . Motion of each link is described by homogeneous transformations
and joint coordinates. The flexible link 2 is discretized bymeans of themodifiedRigid
Finite ElementMethod proposed in [1, 7, 8]. In thismethod flexible links are replaced
by a set of rigid finite elements (rfe) connected bymassless and dimensionless spring-
damping elements (sde).

The vector of generalized coordinates of the manipulator is composed of the
following sub-vectors:

q � (qi )i�1,...,ndof �
[

q̃(1)T q̃(2)T q̃(3)T
]T

�
[

θ (1) ψ (2) q̃(2)T

f x (3)
]T , (1)

where

q̃(2)
f vector containing generalized coordinates of rfes,

q̃(2)
f �

⎧

⎪⎪⎨

⎪⎪⎩

∅, if the link is rigid (n(2)r f e � 1),
[

q̃(2,1)T . . . q̃(2,r )T . . . q̃(2,n(2)r f e−1)T
]T

, if the link is flexible (n(2)r f e > 1),
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q̃(2,r ) �
[

ψ (2,r ) θ (2,r ) ϕ(2,r )
]T

vector of generalized coordinates of rfe(2, r ).

The motion of the manipulator is subjected to programmed constraints, which
specify a desired motion of the manipulator end effector E, in z direction. It is
assumed that a circle of radius rE,a is the desired trajectory of the end-effector E in
the plane x̂(0)ẑ(0).

The programmed position constraints can be written in the form of algebraic
equations as

�1 ≡
(

x (0)E

)2
+

(

z(0)E

)2 − r2E,a � 0, (2)

�2 ≡ y(0)E − y(0)E,a(t) � 0, (3)

where r(0)E �
[

x (0)E y(0)E z(0)E

]T � �T(3)r(3)E , � �
⎡

⎢
⎣

�1

�2

�3

⎤

⎥
⎦ �

⎡

⎣

1 0 0 0
0 1 0 0
0 0 1 0

⎤

⎦.

The derivation method of a reference dynamics model for a constrained system
based upon the GPME requires double differentiation of the position constraints (2)
and (3). After their differentiation with respect to time, velocity level programmed
constraints are obtained as

�̇1 ≡ Dr (q) q̇ � 0, (4)

�̇2 ≡ D2(q) q̇ − ẏ(0)E,a(t) � 0, (5)

where Dr � ẋ (0)E D1 + ż(0)E D3, D �
⎡

⎢
⎣

D1

D2

D3

⎤

⎥
⎦ �

[

T(3)
1 r(3)E . . . T(3)

ndof r
(3)
E

]

.

Differentiating (4) and (5) again with respect to time leads to the programmed
constraint equations at the acceleration level:

�̈1 ≡ Dr (q) q̈ − ξ1(q, q̇) � 0, (6)

�̈2 ≡ D2(q) q̈ − ξ2(q, q̇) − ÿ(0)E,a(t) � 0, (7)

where ξ1 � −
(

ẋ (0)E D1 + x (0)E Ḋ1 + ż(0)E D3 + z(0)E Ḋ3

)

q̇, ξ2 � −Ḋ2 q̇.
In the considered manipulator model the number of control inputs nc � 2 is less

than the number degrees of freedom of the manipulator, nc < ndof , and it means that
the considered model is underactuated.

Let us define sets containing dependent and independent coordinates of indices
iic and idc , respectively, in the generalized coordinate vector q. The resultant vector
q can be thus partitioned into the set of independent coordinates qic and the set of
dependent coordinates qdc . Indices of dependent and independent coordinates can
be selected as follow:
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iic ∈ {

1, 3, 4, . . . , ndof − 1
}

, (8)

idc ∈ {

2, ndof
}

. (9)

The corresponding generalized coordinate vector contains elements:

qic �
[

θ (1) ψ (2,1) θ (2,1) ϕ(2,1) . . . ψ (2,n(2)r f e−1) θ (2,n(2)r f e−1) ϕ(2,n(2)r f e−1)
]T

, (10)

qdc �
[

ψ (2) x (3)
]T

. (11)

Dynamical equations of motion of the spatial manipulator with the first pro-
grammed constraints are derived using the algorithm based upon the GPME [3–6]
and can be presented as follows:

∂R1

∂q̇ic
+

∑

j∈idc

∂R1

∂q̇ j

∂q̇ j

∂q̇ic
� 0, (12)

where

R1 � Ėk − 2
ndof
∑

i�1

[
∂Ek

∂q

]T

q̇ +
ndof
∑

i�1

[
∂Ep

∂q

]T

q̇ −
ndof
∑

i�1

QT q̇,

Ek �
nl∑

l�1

E (l)
k , E (l)

k �

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

1
2 tr

{

Ṫ(l)H(l)
(

Ṫ(l)
)T

}

, n(l)r f e � 1

n(l)sde∑

r�0

1
2 tr

{

Ṫ(l, r )H(l, r )
(

Ṫ(l, r )
)T

}

n(l)r f e > 1
,

Ep � Ep,g + Ep, f ,

Ep,g �
nl∑

l�1

E (l)
p,g, E

(l)
p,g �

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

m(l)g�2T(l)r(l)C (l) , n(l)r f e � 1

n(l)sde∑

r�0
m(l, r )g�2T(l, r )r(l, r )C (l, r ) , n

(l)
r f e > 1

,

Ep, f �
nl∑

l�1

n(2)sde∑

s�1

E (l,s)
p, f , E (l,s)

p, f � 1

2
q̃(l, s)TC(l, s) q̃(l, s),

C(l,s) � diag
{

c(l, s)ψ , c(l, s)θ , c(l, s)ϕ

}

,

Q �
[

t (1)dr 0
]T

.

After performing computations as indicated in (18), the generalized program
motion equations (GPME) can be presented in the following form:
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⎡

⎢
⎣

Mic + 
Mic

Dr

Dy

⎤

⎥
⎦q̈ �

⎡

⎢
⎢
⎣

fic + 
fic
ξ1

ÿ(0)E,a + ξ2

⎤

⎥
⎥
⎦

, (13)

where

Mic � (

mi, j
)

i∈iic ,
j�1,...,ndof

,M � (

mi, j
)

i, j�1,...,ndof
�

nl∑

l�1

M(l),

M(l) �

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(

m(l)
i j

)
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, n(l)r f e � 1

n(l)r f e−1
∑

r�0
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(
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i j

)

i, j�1,...,n(l,r )dof

,
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i j

∣
∣
∣
b∈{l,(l,r )}

� tr

{

T(b)
i H(b)

(

T(b)
j

)T
}

,


Mic � (


mi, j
)

i∈iic
j�1,...,ndof

,
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∑

k∈idc
mk, j

∂ q̇k
∂q̇i

,

fic � ( fi )i∈iic , f � (

fi, j
)

i, j�1, ..., ndof
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nl∑
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(

h(l) − g(l)
) − Cq,

h � (
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)
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�

nl∑
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h(l),h(l) �

⎧
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(

h(l)i

)
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n(l)r f e−1
∑

r�0
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,
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∣
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n(b)dof
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tr
{

T(b)
i H(b)

(
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g � (gi )i�1,...,ndof �
nl∑

l�1

g(l), g(l) �

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(

g(l)i

)

i�1,...,n(l)dof
, n(l)r f e � 1

n(l)r f e−1
∑

r�0
g(l,r ), n(l)r f e > 1

,

g(l,r ) �
(

g(l,r )i

)

i�1,...,n(l,r )dof

,

g(b)i

∣
∣
∣
b∈{l,(l,r )}

� m(b)g�2T
(b)
i r(b)C (b) ,

C � diag
{

C(1), . . . ,C(nl )
}

,

C(l) �
(

c(l)i, j

)

i, j�1,...,n(l)dof
�

⎧

⎨

⎩

0, n(l)sde � 0

diag{0,C(l,1), . . . ,C(n(l)sde,1)}, n(l)sde > 0


fic � (
 fi )i∈iic ,
 fi � ∑

k∈idc
fk

∂q̇k
∂q̇i

.

,

Partial derivatives of dependent coordinates with respect to independent coordi-

nates ∂q̇k
∂q̇i

∣
∣
∣
k∈{2, ndof }

can be obtained from the solution of the following system of linear

equations:

∂q̇2
∂q̇i

+
Dr,ndof

Dr,2

∂q̇ndof
∂ q̇i

� − Dr,i

Dr,2
, (14)

∂q̇ndof
∂q̇i

+
D2,2

D2,ndof

∂q̇2
∂q̇i

� − D2,i

D2,ndof
. (15)

Constraints violation at the position and velocity levels is eliminated using the
Baumgarte stabilization method [2]. The final form of the GPME is as follows:

⎡

⎢
⎣

Mic + 
Mic

Dr

D2

⎤

⎥
⎦q̈ �

⎡

⎢
⎢
⎣

fic + 
fic

ξ1 − 2α1Φ̇1 − β2
1�1

ÿ(0)E,a + ξ2 − 2α2Φ̇2 − β2
2�2

⎤

⎥
⎥
⎦

. (16)

In numerical simulations it has been assumed that αi |i�1, 2 � 100, βi |i�1, 2 � 50.
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3 Numerical Study Results for the Flexible Link
Manipulator Model

Numerical simulation results obtained for analysing the reference motion of the
spatialmanipulator subjected to the programmed constraints (2) and (3) are presented
in this section. It is assumed that the driving torque is applied to the vertical column
(1) and its time course is described by the following formula:

t (1)dr (t) �

⎧

⎪⎨

⎪⎩

10 t (1)dr,0

(
t
t0

)3 − 15 t (1)dr,0

(
t
t0

)4
+ 6 t (1)dr,0

(
t
t0

)5
, t < t0

t (1)dr,0, t ≥ t0

, (17)

where t (1)dr,0 is an assumed value of the driving torque at time t ≥ t0. In simulations it

is assumed t0 � 5 s and t (1)dr,0 � 1 Nm.
The flexible link is divided into 5 rfes. Such division is a good compromise

between numerical effectiveness and sufficient results quality. The GPME has been
integrated usingRunge-Kutta 4th ordermethod. The presented numerical simulations
are performedwith a constant integration step
h � 10−5 s. The initial configuration
of the system results from the solution of the statics task for increasing values of the
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Fig. 2 Time courses of the joint coordinates
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gravity g � 0, 1, 2, . . . , 9.81. The initial values of the configuration variables used
in the statics problem for g � 0 are as follows: θ (1) � 0

◦
, ψ (2) � 45

◦
, x (3) � 0m.

Newton-Raphsonmethod is applied to solve the statics task.When the rotary arm 2 is
treated as flexible, the initial position of the slider (Fig. 2) and end-effector E (Fig. 4)
change due to deformation of the flexible link. Vertical motion of the end-effector E
is defined by:

y(0)E,a(t) � y0 + A cos

(
2π

T
t

)

, (18)

where y0 is the initial position of the end-effector, A is the amplitude and T is a time
period of oscillations. It is assumed that A � 0.5m and T � 2.5 s.

Time courses of the configuration variables of the manipulator obtained from
simulations are presented in Fig. 2.

It can be observed that for the arm 2, which is flexible, additional oscillations
appear in time courses of displacements of the rotary arm 2 and the slider 3. It
can be concluded that influence of the flexibility on the programmed motion of the
manipulator is compensated by the appropriate combination of the rotation angle of
the arm 2 and the displacement of the slider 3.

Figure 3 shows time courses of the global Cartesian coordinates of the end-
effector E.

A good agreement of the time course of y-component of the end-effector E dis-
placement with the ones assumed by the programmed constraints can be observed.

A trajectory of the end effector E in the planes x̂(0) ẑ(0) and x̂(0) ŷ(0) is presented
in Fig. 4.

A starting point of the end-effector E is different for each considered model of the
manipulator. The gravity forces cause bending of the flexible arm 2 and as a result
the end-effector moves in the plane x̂(0) ŷ(0) from the position E

′
r to the position E

′
f .

It can also be observed that the required circular trajectory of the end-effector in the
plane x̂(0) ẑ(0) is achieved.

4 Conclusions

A dynamics model of the spatial manipulator with a flexible link whose end-effector
motion is limited by first order programmed constraints is presented in the paper.
Flexible links aremodeledbymeans ofmodified approachof theRigidFiniteElement
Method. An algorithm of generation of the generalized program motion equations
formulated in the paper can be applied to any open-loop kinematic chain whose
links can be flexible. Thanks to homogeneous transformations and joint coordinates
dynamics of the system is described by a minimal set of coordinates without the
need for determination of constraints reaction forces. It can be seen that constraint
reaction forces are also eliminated at the derivation level. As a result, dynamics of the
system is described by a set of ordinary differential equations. Numerical simulation
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results show that flexibility of links has significant influence on driving function
courses realizing the desired programmed motion. In further works it is planned to
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extend the presented algorithm to model dynamics and control of spatial linkages
with flexible links.
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3. Jarzębowska, E.: On derivation of motion equations for systems with non-holonomic high-order
program constraints. Multibody Sys. Dyn. 7, 307–329 (2002)
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Optimization of Geometry
of Cavitational Tunnel Using CFD
Method

Robert Jasionowski and Waldemar Kostrzewa

Abstract The liquid flow through a various kind of installation or devices is still
not fully clarified issue. The liquid flow is assisted by a stream swirling, local pres-
sure drops or changes of flow rates or temperature. CFD methods have been already
implemented for few years to analyze phenomena related to the liquid flow. In this
work Autodesk CFD Design Study Environment 2018 was used to simulate a new
geometry of cavitational tunnel—a laboratory stand for examinations of cavitational
resistance of structural materials. Three different geometries of the tunnel were ana-
lyzed in this work: with a cavitation initiatormade of barricade and counter-barricade
systems, with a cavitation initiator having a cylindrical pocket in counter-barricade
and with a cavitation initiator having a double wedge shape. The introduced change
of geometry allows multiplying the area of local pressure drop (i.e. the area of cavi-
tation phenomenon). Obtained results of will serve in future (after building the new
laboratory stand) to verify CFD simulations in a real testing conditions. The new tun-
nel geometry developed in CFD simulations should shorten evaluation time, what in
turn, will give direct economic benefits (i.e. lower exploitation rate of the laboratory
stand as well as lower costs of electrical energy).

Keywords Cavitation · Cavitational tunnel · CFD

1 Introduction

Computational Fluid Dynamics (CFD) is a software based on numerical methods
describing a fluid movement. The methods implemented in CFD are mostly based

R. Jasionowski (B) ·W. Kostrzewa
Institute of Basic Technical Sciences, Maritime University of Szczecin, 2-4 Willowa Str,
71-650 Szczecin, Poland
e-mail: r.jasionowski@am.szczecin.pl

W. Kostrzewa
e-mail: w.kostrzewa@am.szczecin.pl

© Springer International Publishing AG, part of Springer Nature 2018
J. Awrejcewicz (ed.), Dynamical Systems in Applications,
Springer Proceedings in Mathematics & Statistics 249,
https://doi.org/10.1007/978-3-319-96601-4_17

181

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96601-4_17&domain=pdf
http://orcid.org/0000-0002-2943-3593
http://orcid.org/0000-0002-9614-3086


182 R. Jasionowski and W. Kostrzewa

on Navier-Stokes equation describing the motion of an viscous fluid [1–6]. Beside
the Navier-Stokes equation following mathematical tools are also involved:

– Euler equation describing the motion of an inviscid fluid [1–6];
– Laplace’s equation describing the irrotational flow [1, 3, 4, 6];
– Orr-Sommerfeld equation describing the hydrodynamic stability [3];
– The Reynolds numbers [1–5].

A solving of aforementioned equations (under properly pre-assumed boundary
conditions) allows analyzing incompressible, inviscid and turbulent liquid flows, as
well as simulating their interaction with other surrounding liquids or gases.

In order to provide a full description of liquid flow, the CFD software utilizes four
different methods: finite difference method, finite element method, finite volume
method and spectral method.

An involvement of these methods gives a new interdisciplinary nature to the CFD
as the engineering tool. It offers a full range of analytical possibilities e.g. perform-
ing large-scale complex related to liquid flows, conducting of new experiments in
conjunction with the CFD results or a detailed visualization of a flow.

A reliability of the CFD method mainly depends on: the accuracy of applied
geometrical model; generate the grid and a correctness of the boundary conditions.
During building the geometrical model it is acceptable to skip some small, not impor-
tant details (e.g. roundness, holes) that do not significantly affect the final results of
numerical simulations. The obtained model is like a grid of the mesh. The mesh
model directly determines the accuracy of obtained results, but on the other hand,
increasing the number of nodes might elongate the processing time. In order to avoid
time-consuming analyses, it is acceptable to add some extra nodes only in most cru-
cial parts of the model (e.g. those giving highly scattered results). The correctness of
CFD analyses is also strongly determined by pre-assumed boundary conditions, that
may even lead to erroneous or contradicted results. The following types of boundary
conditions are distinguished in the CFD:

– Inlet—a determination of boundary conditions for inlets;
– Outflow—a determination of boundary conditions for outlets;
– Wall—a determination of boundary conditions for rigid walls;
– Symmetry—a determination of boundary conditions in sites having a mirror-like
symmetry;

– Periodic—a determination of boundary conditions in sites having a rotational or
translational symmetry.

The aviation is the pioneering industry branch that has started to use the CFD
methods. In the early 70s, the CFD was implemented in industrial plants of Boeing
Company [7], Lockheed Corporation [8], Douglas Aircraft [9], McDonnel Aircraft
[10] and NASA [11] to analyze aircraft bodies. Nowadays, the CFD is also applied
upon a fabrication of submarines, cars, helicopters, wind and water turbines, and
also in biomedicine, electronics, mining and metallurgy. Such high popularity of
the CFD is mostly related to a given opportunity of visualizing un-recognized flow
phenomena, and to a lowering of costs associated with very expensive experiments.
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In this work, the CFD method was utilized to simulate and analyze changes of
geometry of cavitational tunnel. The tunnel is intended to experimentally evaluate a
cavitational erosion resistance of structural materials. Three different geometries of
the tunnel were analyzed in this work:

– variant #1—with a cavitation initiator made of barricade and counter-barricade
systems; similar to that used in laboratory stands of University of Hannover
and Hiroshima University and Institute of Fluid-Flow Machinery of the Polish
Academy of Sciences. This tunnel geometry is also exploited in Institute of Basic
Technical Sciences in Szczecin.

– variant #2—with a cavitation initiator having a cylindrical pocket (with diameter
of 20mm and depth of 25mm) in counter-barricade that reduces the pressure. This
design was originally developed by J. Griggs in a power cavitation reactor [12];

– variant #3—with a cavitation initiator having a double wedge shape that allows
obtaining an under pressure below the examined sample, and thus increasing the
liquid flow.

The basic purpose of the CFD analyzes was to determine an optimal shape of
counter-barricade (a spare part of the tunnel) in terms of receiving the largest low-
pressure area that induces the cavitation phenomenon. A selection of the optimal
tunnel geometrywill result in a reduction of time needed to examine newmaterials; as
well as will allow properly arrange the measurement device controlling a correctness
of CFD calculations.

2 Numerical Model

2.1 Physical Model

In the presentwork, a cavitational tunnel (Fig. 1) being a part of cavitational resistance
measurement device, has been subjected to the analysis.

A PML2 80/200 type pump driven by 15 kW engine and LG iG5A inverter pushes
water through the tunnel. In previous experiments a rotor inside the PML2 80/200
type pump rotated with 2900 rpm giving a flow rate of 9.95 m/s (measured in the
tunnel inlet). The application of LG iG5A inverter allows setting a freely chosen
rotational speed of the rotor, thus controlling the flow rate. The cavitation induction
system in the tunnel is made of barricade (upper) and counter-barricade (lower)
systems.
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Fig. 1 Cavitational tunnel

2.2 The Geometric Model of Cavitational Tunnel
and Boundary Conditions

The geometric model of cavitational tunnel was designed in AutoDesk Inventor Pro-
fessional 2018 software by using a dimensional accuracy of 0.1 mm. The geometric
model of cavitational tunnel is made of six own-designed components (a body, a
cover, barricades systems, two flanges and 53 components from preexisted libraries
(Fig. 2).

Analyzed three different variants of counter-barricade geometry are shown in
Fig. 3.

The tunnelwasmade of 0H18N9 stainless steel, so the samematerialwas also used
upon the simulation of flow. Volume mesh model (Fig. 4) and numerical analysis of
liquid flow in cavitational tunnel was designed in AutoDesk CFD 2017 software. In

Fig. 2 The geometric
model—components
(1—body, 2—cover,
3—upper barricade,
4—lower barricade,
5—sample, 6—flange)
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Fig. 3 The geometry of the lower barricade: a counter-barricade, b counter-barricade with cylin-
drical pocket, c the double wedge shaped counter-barricade

Fig. 4 Volume mesh model for variant #1

order to increase the precision ofmeasurements was performed tenfold concentration
of mesh nodes between upper and lower barricades and under test sample (size
adjustment parameter was 0.1). Additionally components that do not have a direct
contact with the flowing liquid as well as the roundness and chamfers of edges below
0.1 mm were excluded from the analysis.

The volume mesh models containing 888,049, 1,087,767 and 1,041,989 nodes
were obtained for variants #1, #2 and #3, respectively.

The following chemical and physical parameters of flowing water were used
upon the analysis: density of 0.9982 g/cm3, viscosity of 0.001003 Pa s, temperature
of 25 °C, thermal conductivity of 0.0006 W/mm K, bulk modulus of 2.18565 GPa.

The numerical analysis was carried out by using a liquid temperature of 25 °C
and velocity in the tunnel inlet 9.95 m/s.
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3 Analysis of Simulation and Test Results

The conducted analyzes include examinations of velocity and pressure distributions;
and a formation of swirls inside the beamflowing through a tunnelwith three different
geometries.

3.1 Analysis of Velocity

The analysis of velocity distribution for considered three different geometries of the
counter-barricade was performed in two planes: a vertical one located in the tunnel
axis (Fig. 5) and in a horizontal plane shifted from the sample surface at a distance
of 1 mm (Fig. 6).

Fig. 5 The results of the velocity in the vertical plane: a variant #1, b variant #2, c variant #3
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Fig. 6 The results of the velocity in the horizontal plane: a variant #1, b variant #2, c variant #3

The analysis carried out in the vertical plane allows establishing a maximum flow
velocity between barricade and counter-barricade. The highest value (520 m/s) was
obtained for the variant #2, while that for the variant #3 (with the double wedge
shaped counter-barricade) was only slightly lower (500 m/s). Finally, the lowest
value was received for the first analyzed case of tunnel geometry (350 m/s).

Interesting results were obtained upon the analysis of liquid flow in the horizontal
plane (Fig. 6). As in the case of the other considered plane, the highest velocity was
also noted for the second variant.

The average flow velocity at a distance of 1 mm from the sample surface was over
410 m/s, while the lowest (350 m/s) was recorded near the pocket area and at the end
of the sample.

The results obtained for double wedge-shaped counter barricade, were qualita-
tively and quantitatively different. For this case, the highest velocities were around
420 m/s, while the lowest (200 m/s) were found at the end of the sample. The aver-
age velocity in analyzed plane of the variant #2 was equal to 330 m/s. The lowest
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velocities were received for the already existed geometry of the tunnel. The average
flow velocity below the sample was around 210 m/s.

3.2 Analysis of Pressure

The flow pressure distributions for each of examined geometries were performed in
the same manner as in the case of velocity distributions. The pressure distributions
in vertical and horizontal planes are shown in Figs. 7 and 8, respectively.

Fig. 7 The results of the pressure in the vertical plane: a variant #1, b variant #2, c variant #3
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Fig. 8 The results of the pressure in the horizontal plane: a variant #1, b variant #2, c variant #3

The main intention of our numerical analyses was to determine areas of lowered
pressure by using a different range. In the first analyzed variant the area of lowered
pressure was located between the upper and lower barricades and also over the top
of counter-barricade. For the variant with cylindrical pocket the area of lowered
pressure was located in three sites:

– in a small region between lower and upper barricades;
– inside the pocket. In order to precisely determine the pressure value inside the
pocket 25 additional points were introduced. The points were arranged in 5 planes
separated by 5 mm distance (5 points were located in each plane—one in pocket
axis and four at the periphery). The first plane was moved 2.5 mm away from the
pocket’s bottom. The arrangement of points and results of analyses are presented
in Fig. 9 and in Table 1.
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Fig. 9 The arrangement of points inside the pocket

Table 1 The values of pressure inside the pocked

Plane I Point number 1 2 3 4 5
Value of pressure

MPa 2.4091 17.0716 5.7181 8.8096 5.6036

Plane II Point number 6 7 8 9 10
Value of pressure

MPa −0.0989 4.1914 0.1158 0.4371 2.3695

Plane III Point number 11 12 13 14 15
Value of pressure

MPa −0.0970 2.2543 −0.0989 1.3742 −0.0989

Plane IV Point number 16 17 18 19 20
Value of pressure

MPa 0.9580 4.4622 0.1406 2.1506 0.3603

Plane V Point number 21 22 23 24 25
Value of pressure

MPa 2.4613 25.2419 2.6597 3.3549 2.6429

Results obtained for the counter-barricade having double-wedge shape revealed
existence of the largest region of lowered pressure that starts between upper and
lower barricades and ends beyond the counter-barricade.

3.3 Analysis of Stream of Liquid

Besideof analyzingvelocity andpressure distributions, additionally conducted exam-
inationswere associated to the course of liquid beams. The results presented in graph-
ical form are shown in Fig. 10. The graphs show a liquid beam that take into account
its velocity of liquid.
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Fig. 10 The results of the stream of liquid: a variant #1, b variant #2, c variant #3

For the variant #1 the liquid beamswere located in the upper part of the tunnel (i.e.
below the surface of analyzed sample). In other examined cases thewhirpools leading
to a formation of local drops of pressure and velocity, were observed. However, since
these whirpools do not affect the cavitational resistance of sample placed on the
counter-barricade, they were not taken into the consideration.

4 Conclusions

Experiments on the resistance of structural materials tested in cavitational tunnels
are assisted by a presence of hydrodynamic cavitation phenomenon. The cavitational
tunnels are laboratory stands characterized by a similarity of the cavitation course
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and its low intensity, what significantly increases the overall evaluation time. A new
geometry of cavitational tunnels (in terms of increasing the area of lowered pressure)
is needed to shorten time of experimental procedures. This purpose might accom-
plished through amodification of the tunnel geometry leading to a simultaneous drop
of pressure and increase of velocity.

The proposed changes of counter-barricade geometry and conducted CFD simu-
lations revealed an increase of lowered pressure area, as compared to actually applied
geometry.

The results of CFD analyses carried out for three different geometries of the tunnel
confirm advantages of using this type of software during designing of new devices
or improvement of already existed ones.

The conducted analyses allows determining velocity and pressure distributions
(i.e. maximum and average values of flow velocities below the sample, were estab-
lished). Nevertheless, the obtained results did not clearly point the best considered
modification of the tunnel geometry. Thus, all of themwill be experimentally verified
in our further research. Furthermore, in the case of the variant #3, it is planned to
perform analyses on samples placed inside the pocket.
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Application of Numerical Simulations
on 10GN2MFA Steel Multilayer Welding

Tomasz Kik, Jaromír Moravec and Iva Nováková

Abstract 10GN2MFA steel is used to produce wire and manufacturing of steam
generators, pressure compensators, collectors and other equipment for nuclear power
plants. In this area, there is no place to do any mistakes during manufacturing or
carrying out extensive tests and producing a lot of prototypes. It is the main reason
whyweusedmodern software for numerical simulation ofwelding andheat treatment
processes also on the very early stage of development. The aim of this paper is
to describe how can welding processes be optimized by means of the numerical
simulations mainly with respect to the structural changes, stresses and hardness
distribution in the Heat Affected Zone (HAZ). On the real multilayer weld how
to arrange whole experiment in order to obtain not only relevant input data but
also verification data will be described. Additional aim of this paper is to propose
mathematical description of the computational model that is usable for simulation
computations of welding and heat treatment of real structure components.

Keywords Numerical simulation · 10GN2MFA steel · Welding · FEM
SYSWELD · Hardness prediction
1 Introduction

Energy sector is generally responsible for substantial and comprehensive public
development. Even that we have a lot of alternative energy sources, still the most
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critical for energy sector are two method: producing energy in coal steam power
plants (powered by coal and others fossil fuels) and nuclear power plants (where the
energy is produced from nuclear fusion).

As for April 2017 in 30 countries worldwide are operating 449 nuclear reactors
for electricity generation. Another 60 new nuclear plants are under construction in 15
countries. Nuclear power plants provided 11% of the world’s electricity production
in 2014. In 2016, 13 countries relied on nuclear energy to supply at least one-quarter
of their total electricity [1, 2].

In nuclear energy reactors, the heat from nuclear fusion is used to produce a steam.
Steam next is transported to turbines and used to produce electricity. From a single
uranium fuel pellet (size is like a pencil eraser) it is possible to produce same energy
amount as from 17,000 cubic feet of natural gas, 1780 lb of coal or 149 gallons of oil
[1]. It is important that proper used nuclear reactors do not emit any pollutions. There
is no carbon dioxide, nitrogen oxides and sulfur dioxides as well. It can be also called
second generation of clean energy because of no environment degradation comparing
towind turbines or dams. For example, the amount of electricity produced by amulti-
reactor nuclear power plant would require about 45 square miles of photovoltaic
panels or about six times more square miles of wind turbines. Additional advantage
is that renewable energy sources is limited by their fuel—wind, sun or water. Nuclear
energy produces electricity continuously, without breaks. Also it is important that
there is enough uranium in the world to fuel reactors for 100 years or more [1–4].

Of course some of people can be afraid about the radiation, but it is worth to
say, that normally operated nuclear power plant do not emits radiation. Of course
they are also real-time monitored and the risk on some hazardous accident is very
limited [1, 2, 4]. To assure the proper safety level, important is also to ensure the
highest quality level of nuclear island equipment elements. 10GN2MFA steel is a
widely used as also 16MND5 and A508 tempered bainitic pressure vessel steel used
mainly in production of WWER-1000 reactor equipment as steam generator cases,
collectors and pipes. Due to the big dimensions of elements, different conditions of
plastic deformation involve in the manufacturing process can have big influence on
mechanical properties [5, 6].

Due to the specific use and technologies for joining of these material, important is
also to investigate properties of used materials as well as it possible. To achieve best
results and also claim specific working conditions, applications of these materials
and development of the technological processes for their processing is still more
and more aided by numerical simulation computations. These computations help to
understand the processing which takes place in the individual phases of a simulated
process and with respect to that it is possible to process optimize. Eventually risks
associatedwith unacceptable defects can be significantly eliminated. The information
obtained from the simulations can be used to support or develop a methodology how
to obtain not only input data, but also data which verify the validity and suitability
of the computational procedures that are used [7, 8].
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Fig. 1 Scheme of specimen
preparation for welding tests

2 Realization of the Welding Experiment on 10GN2MFA
Steel Specimens

Main aim of real tests was not achieve the best quality of welds but collect as more
as it possible of input data’s for numerical simulations. These data will help us to
define boundary conditions and verification of calculation results, mainly hardness
after welding and after post weld heat treatment.

For real tests, 180×80×20 mm specimen was prepared with milled grove for
welding as on Fig. 1. Chemical composition of 10GN2MFAmeasured on TASMAN
Q4 spectrometer was shown at Table 1. Complete specimen was welded by 8 beads
in 4 layer by manual arc welding, where two beads were placed side-by-side in each
layer using Boehler FOX EV 85 electrode, Table 2. All process was completely
monitored by the Weld Monitor system and all information’s about the relevant
processes parameters were available. Test specimenmonitored by six thermocouples
and partially coated with Sibral isolation (Fig. 2) was placed into the furnace and
heated on temperature 200 °C with heating rate about 1.5 °C/min. After reaching
preheating temperature on whole specimen, Sibral isolation was also placed on the
top and welded. During all welding procedure the interpass temperature at 350 °C
was respected. After welding, specimen with welds was heat treated by heating up
to the 650 °C and cooled with furnace to the 300 °C and then in the free air to the
ambient temperature.

3 Numerical Simulation of Welding Process in SYSWELD
Software

SYSWELD software package is the most used commercial simulation software for
welding and heat treatment processes. The whole computation process consists of
two separate analyses—the thermo-metallurgical and the mechanical one. First of
themmakes it possible to compute non-stationary temperature fields, phase transfor-
mations, hardness or size of the austenitic grain. The second part of analysis—me-
chanical analysis uses the results of the temperature-metallurgical analysis as input



196 T. Kik et al.

Ta
bl
e
1

C
he
m
ic
al
co
m
po

si
tio

n
te
st
ed

on
TA

SM
A
N
Q
4
sp
ec
tr
om

et
er
,%

an
d
ba
si
c
m
ec
ha
ni
ca
lp

ro
pe
rt
ie
s
of

10
G
N
2M

FA
st
ee
l

C
M
n

Si
P

S
N

C
u

N
i

C
r

M
o

0.
11
7

0.
95
4

0.
22
3

<
0.
00
5

<
0.
15

<
0.
02

0.
04
8

1.
97
0

0.
04
1

0.
58
3

V
A
l

B
T
i

N
b

A
s

Sn
Fe

0.
05
2

0.
01
4

0.
00
1

0.
00
12

0.
00
1

0.
01
2

<
0.
00
5

95
.7
1

Y
ie
ld

po
in
t,
M
Pa

Te
ns
ile

st
re
ng
th
,M

Pa
E
lo
ng
at
io
n,

%

34
5–
59
0

54
0–
70
0

18



Application of Numerical Simulations … 197

Ta
bl
e
2

C
he
m
ic
al
co
m
po

si
tio

n
of

th
e
B
oe
hl
er

FO
X
E
V
85

fil
le
r
m
at
er
ia
l,
%

C
M
n

Si
P

S
N

C
u

N
i

C
r

M
o

0.
05

1.
7

0.
4

–
–

–
–

2.
1

0.
4

0.
5



198 T. Kik et al.

Fig. 2 View of 10GN2MFA steel specimen with thermocouples and Sibral isolation before heating
(on the left side) and during welding (on the right side)

Fig. 3 Double ellipsoid heat
source model [10]

data and the most common results here are mainly stress and strain fields but also
distortions [7–9].

Nowadays there are known a many numerical heat source models used in the
welding FEM simulations. One of the most popular for typical arc welding methods
is a double-ellipsoidal heat sourcemodel also calledGoldak’smodel. This heat source
model (defined as heat flux density intomaterial) is described by Eqs. (1) and (2). The
efficiency of the heat transfer into parent material is given by the applied welding
method [4]. Geometry of double-ellipsoidal model can be modified by changing
coefficients ‘a’, ‘b’ and ‘c’ in the Eqs. (1) and (2) [9–11] (Fig. 3).

Transferred heat is described by equations below [9]:
for the front part of heat source model is

Q f (x, y, z) � 6
√
3 f f Q

abC f π
√

π
exp

(−3x2

a2

)
exp

(−3y2

b2

)
exp

(−3z2

c2

)
(1)

and for the rear part of heat source model is
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Fig. 4 View of 3D discrete model of weld created on the basis of real experiment and cross section
with each bead description and model mesh

Qr (x, y, z) � 6
√
3 fr Q

abCrπ
√

π
exp

(−3x2

a2

)
exp

(−3y2

b2

)
exp

(−3z2

c2

)
(2)

where:

Qf, Qr heat introduced into the front and the rear part of the model,
Q total power source,
a width of the molten pool,
b depth of the molten pool,
cf, cr length of the front and the rear part of the molten pool,
ff, fr constants which influence energy flow intensity into the material.

Total energy introduced by the heat source model to the welded material is [9]:

P �
∫
structure

QR (3)

Hardness and stresses calculations in SYSWELD requires to calculate the temper-
ature distribution on thewelded specimen. That is why the proposal of the experiment
to optimize the computational model in program SYSWELD arises both from such
requirement to define Goldak´s heat sourcemodel and from the necessity to know the
change of the hardness in multilayer welding. Therefore the aim of the experiment
was not only to define the geometry of every weld (including necessary welding
parameters used in process) but also to determine hardness changes in the parent
material, HAZ and in the weld at application of at application of multiple multiple
temperature cycle. Very important is also an unambiguous definition of boundary
conditions for the experiment which are given both by used clamping method and
the technological parameters (preheating, interpass temperature) but also by the way
of thermal conductivity into surrounding. For the possibilities of beads geometry and
HAZ areas examinations, in real experiments beads were moved each other.

Thanks to this it was possible just bymeans of one experiment to gain all necessary
data both for a definition of Goldak´s heat source model and also for subsequent
verification and eventual optimization of computational model. Numerical model
was built from 50,704 3D elements and 44,999 nodes, Fig. 4.
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Fig. 5 An example of temperature distribution during heat source calibration for 8th bead (on the
left) and macro view of real welded beads used for calibration comparison

Fig. 6 Comparison of registered and calculated thermal cycles for all six thermocouples during
welding 4th bead

For each welded bead, individual 3D model was calculated. Heat source model
was calibrated to achieve the best correspond with real welding tests (comparison
of molten areas on macro views and registered thermal cycles) as on Figs. 5 and 6.
Based on the our experience, main attention was placed on the size and dimensions
of the molten area as more efficient in heat source calibration procedure. Differences
between the measured and calculated thermal cycles were because of the numerical
model do not take into consideration that some of the beads were not welded to the
end of specimen due to the macro investigation and hardness measurements (as it
was explained earlier). As it was mentioned earlier, in the real experiment, first layer
was welded to the end, second to 4/5 of the specimen length, third to the 3/5 etc. It
means that in numerical model, total heat input was finally higher.
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Fig. 7 Calculated bainite and martensite distribution after welding (longitudinal cross section in
weld axis)

Fig. 8 Cross sections of calculated equivalent stresses (vonMises) distribution after welding (on
the left side) and after post weld heat treatment (on the right side)

Metallurgical phases calculation indicates that in the area of weld is almost 100%
bainitic structure. In the heat affected zone are present also small areas of martensite,
up to the 15%, Fig. 7. Calculated values corresponds with the material properties and
provided welding technology, especially used preheating and interpass temperatures.

Numerical analyses of stresses distribution confirms the thermo-metallurgical
results. Values of calculated equivalent stresses (vonMises) and cumulative plastic
strains are corresponds with used material. Maximal values of equivalent stresses are
about 700 MPa which corresponds well with bainitic structure. After post weld heat
treatment, values of stresseswere decreased on level about 200MPa.Also cumulative
plastic strains values about 8% are acceptable for used base material, Figs. 8 and 9.

As it was written above, also results of hardness are important in this kind of
analyses. Hardness on real specimen was measured in horizontal lines on the cross
section of specimen on every welded layer. On Fig. 10 was shown as an example,
distribution of hardness measured and calculated. Additionally there was presented
standard and modified hardness calculation model. In case on 10GN2MFA steel
differences are small because due to the chemical composition of welds it is possible
to use standard SYSWELD hardness calculation model. In the area of base material
these differences are higher. It can be explained with thesis that most of the hardness
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Fig. 9 Calculated equivalent stresses (vonMises) distribution after welding (on the left side) and
cumulative plastic strength distribution (on the right side)

Fig. 10 Comparison of measured and calculated hardness distribution on 4th welded bead

prediction model are calibrated usually for “primary hardened” structures but in
this case, base material of 10GN2MFA steel is usually hardened and tempered.
And then, in case of primary structure definition for example martensite, values for
primary hardened martensite are automatically calculated. In the results high values
are calculated. Summarizing, it is recommended to define in every numerical analysis
so-called initial hardness value independent on present primary structure [12].
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4 Conclusions

Welding experiments are the most frequent method of numerical simulations input or
verification data’s collection. Aim of this work was to show how to correctly prepare
and provide these experiments which are useful during acquiring input data’s for
numerical simulation of welding with preheating. It is good to provide the experi-
ments for multilayer welds, because of every next bead multiplying eventually inac-
curacy of simulation previous layer. Second thing is, that usually after 3 beads it is
visible if used numerical model is correct or not. At multilayer welds is questionable
mainly hardness calculation after application individual weld runs. New methodol-
ogy of calculating hardness in SYSWELD results in situation that calculated values
are closer to the measured in real tests. Of course it is still needed to improve hard-
ness calculation models, because in the present, commercial simulation software
unfortunately there is no exist hardness prediction models for high-alloy martensitic
and bainitic steels. It is also very difficult to generally determine the influence of
individual alloy elements on substitution reinforcement of solid solution and also
precipitations with different thermodynamical stability. Because of it now is devel-
oped new equation which will be suitable for hardness calculations on tempering for
martensitic and bainitic Cr-steels.
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Application of Time-Frequency Analysis
of Acoustic Signal to Detecting Flat
Places on the Rolling Surface of a Tram
Wheel

Pawel Komorski, Tomasz Nowakowski, Grzegorz M. Szymanski
and Franciszek Tomaszewski

Abstract The article presents the problematic aspects of detection of flat places on
tram wheels using time-frequency analysis of acoustic signals. A number of pass-by
tests were conducted during real life exploitation. The objects of research are light
rail vehicles exploited in Poznan. Some of them were characterized by flat places on
tram wheels. The research aimed to apply the wrought method for detection of flat
places on tram wheels.

Keywords Wheel flats monitoring · Time-frequency analysis · Acoustic signal
processing

1 Introduction

Public rail transportation is one of themost attractivemodes of transportation in larger
European agglomerations. Comfort is a very important factor on the basis of which
passengers choose their mode of transportation. Vibroacoustic phenomena generated
during a ride have a significant impact on the comfort of both the passengers and the
nearby city dwellers. Number of inhabitants and passengers complain on annoyance
vibroacoustic signals emitted by Poznan public rail transport during passage rise up
[4]. Also public transportation operators and cities authorities are noticed the noise
problem and the scale of this issue has to be reduced. The noise requirements for
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Fig. 1 The wheel flat on the
examined tram

producers and also tram maintenance operators are increasing in terms of reduce the
main sound sources—rolling and traction noise [5, 8]. Particularly important is a
correct interaction between the rolling surface of a wheel and the rail. Imperfections
on rolling surfaces of wheels and rails—flat places in particular—contribute to the
increased level of noise and vibrations. One of the most annoying sounds during
rail journeys is the impact rolling noise which is caused by rail joints, switches and
crossings or irregularities on rail and wheel surfaces, called wheel/rail flats [7, 9, 10].
The example of the wheel flat, which was located on the both wheels on the last bogie
axis of examined tram, is shown in Fig. 1.When only wheel flats will be taken to con-
sideration, it is worth to diagnose andmonitor them by the acoustic signal processing
in normal technical conditions. Another aspect confirming the necessity of detection
of flat places on tram wheels is minimizing tram exploitation costs. Moreover, early
detection of the problem increases the dependability of the transportation process.
Those are essential factors to rail vehicles and rail infrastructure managers.

The aim of the article is detection of tram wheel flats using the time-frequency
method on acoustic signals processing. Firstly, several exterior acoustic measure-
ments in pass-by test were carried out. Trams, which are still operated on Poznan
tram infrastructure, were taken as the research objects. Some of light rail vehicles
were equipped with wheels where the flat places are. Secondly, the acoustic signals
processing using proposed method based on the STFT (Short Time Fourier Trans-
form) analysis was performed. The results of research are presented and the proposed
method is applied on.
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2 The JTFA Analysis Method

Joint Time-Frequency Analysis is an analysis method for non-stationary signals.
This kind of method includes the STFT analysis andWavelet Transform. Short Time
Fourier Transform concerns short signal sequences FFT analysis in which it can be
treated as quasi stationary. Extraction of the input signal of subsequent data segments
for the FFT analysis is performed by means of the floating window method [2]. The
comparison of spectra achieved in this manner gives, as a result, a time-spectra map
of the analyzed process. Definitional STFT record can be presented by means of the
dependence (1).

The STFT result can be treated as a series of spectra determined for local, short
time segments of time history. The advantages of this method include, among oth-
ers, short calculation time necessary to define time-frequency map, easy, intuitive
interpretation of results and constant resolution within the whole frequency range.

ST SF[xw(t, τ )] � Xw( f, τ ) �
∞∫

−∞
w(t, τ )x(t) · e−i2π f t dt (1)

where: x(t)—time course representing analyzed input signal; w(t)—time window
function (tapering function); τ—position of time window in time domain.

The form of analysis result depends on the assumed time window function and
signal processing parameters: the number of samples in data segment and time step of
the analysis. There are some limitations of this method which include, for example,
lack of possibility to achieve, at the same time, high resolution in time and frequency
domains. Resolution in time domain can be improved by applying overlapping which
is partial covering of analyzed segments of the signal. The error of amplitude and
frequency estimations for local maximum values of a map can be minimized by
applying amplitude—frequency AFC correction [1, 3].

In Wavelet Transform, any functions [6] can be used as mother functions. Due to
the simplification of the calculation process, in many cases Morlet’s function is used
as mother function. Its application allows using the FFT procedure which effectively
accelerates the calculation process. The result form, to a great extent, depends on the
assumed mother functions. The definition of Wavelet Transform is presented by the
following dependence (2) [6]:

WT (a, b) � 1√
a

∞∫

−∞
x(t)�∗

(
t − b

a

)
dt (2)

where: � (t-τ)—mother function (wavelet); a—scale, parameter connected with
localization in frequency domain (dilation, scale); b—parameter indicating position
in time domain (translation); �*—conjugate function of � function (.).

This type of analysis can be compared to filtration with the constant relative width
of the�f/fs band. The position of filter on the time-frequencymap is defined by scale
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and translation parameters (a—dilation, b—translation). Together with the transla-
tion towards higher frequencies, analysis band width increases (analysis resolution is
decreased in domain of frequency),whereas, resolution in domain of time is increased
and the other way round. This feature can be very useful in case of simultaneous anal-
ysis and observationwith a different time step of quick-changing high frequency (e.g.
vibrations of car body or vibrations of the wheel) and slow-changing low-frequency
processes. One of the disadvantages of this method is dependability of the result
form on the assumed mother function, and not always intuitive interpretation of the
graphical form of result.

To summarize the overview of vibration signals analysis methods, it has been
concluded that in order to obtain diagnostics opinion about examined object, simple
analysis methods e.g. assigning point measures, as well as highly advanced meth-
ods—from the signal processing point of view, e.g. time-spectrum analysis, can be
used. In this work, to monitor the impact noise caused by wheel flat during tram
passage, the analysis of acoustic signals was used.

3 Research Methodology

3.1 Measurements Assumptions

The experimental research stage involved exterior acoustic measurements during
pass-by test.Measurements were carried out on a straight section of the track, located
in the Poznan Franowo depot. The tram’s speed was about 10–20 km/h. Furthermore,
measurements have performed during late evening hours, when all trams were going
back to depot. Thus, all types of light rail vehicles, which are operated on Poznan
tram infrastructure, were a research objects. Among all research objects, one of the
trams had wheels flat, which was very important aspect in case of next research
analysis. Furthermore, there was made few more acoustic measurement series on
the selected tram, with different tram’s speed −20, 30 and 40 km/h. Impact noise
emitted by this tram was taken to further signal processing.

3.2 Measurement Points

In Fig. 2 is shown the scheme of measuring position. Three microphones were used
to acoustic measurements, located in proximity of 2 m from the track. All electroa-
coustic transducers were spread along the track at a distance of 2.04 m which is the
length of each tram wheel circumference. It means one full wheel rotation period
during passage will be made at this distance. Thus, authors have made sure that all
acoustic signals caused by wheel flats will be recorded in proper way.
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Fig. 2 The scheme of measuring position in the pass-by test; M—Microphones, P—photocells

In the measurement cross section, between the tracks, a transmitter-receiver type
photocell was placed (Fig. 2). It allowed for introduction of time selection of the
processed signals, in which the tram was found in the measuring cross section of
the track—on the microphone1-photocell line. Also, the speed of tram’s ride was
calculated on the basis of the recorded signal.

3.3 Measurement Devices

Recording of acoustic signals was conducted with use of measurement devices from
a Danish firm Brüel and Kjær Sound and Vibration A/S. The measuring equipment
scheme is shown in Fig. 3.

To acoustic measurements were used following equipment:

• microphones type 4189-A-021,
• two Autonics Photocells type BX15M-TDT,
• the data acquisition system PULSE LAN-XI type 3050-A-060,
• mobile computer,
• router Wi-Fi.

Before the measurements, the calibration process of each measuring devices, was
performed.

3.4 Parameters of Recording Acoustic Signals

Registering of acoustic signals for exterior measurements was conducted constantly
in a full measurement spectrum of 25.6 kHz, with sampling frequency of 65,536
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Fig. 3 The measuring equipment scheme used to research

samples per second. The signals were recorded synchronously in all measurement
points and channels. Duration of signals was dependent on the speed and length of
the tram passing through the measurement cross section, and was about 4–10 s.

4 Research Results

4.1 Research Analysis

After acoustic measurements, authors have picked four sound records for further
analysis. The four STFT analyses are shown in Fig. 4. Sound records from the first
microphone were taken to all analysis. The Mik1_Good chart presents the reference
sound recorded during the Moderus Beta No. 916 ride. There was no wheel flat
problem in this case.While next three charts (Mik1_20,Mik1_30 andMik1_40) show
the Moderus Beta No.920 rides with different tram’s speed. The sound pressure was
much higher than in the first example. Especially in the low and medium frequency
range, the regular brighter stripes (higher sound pressure) can be observed. Wheel
flats are the reason of the impact noise occurring.

Based on the STFT analysis, two main frequency bands were chosen: 100–300
and 1150–2125 Hz. The filtered FFT analyses of four acoustic signals are shown
in Figs. 5 and 6. Sound pressure of Mik1_30 and Mik_40 are the highest on both
figures. While the sound pressure of Mik1_20 is higher than Mik1_good only in the
Fig. 5. It means that tram’s speed has influence on the impact noise magnitude and
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Fig. 4 The first step of acoustic data processing—the STFT analysis

frequency. Therefore, if tram’s speed is about 20 km/h and lower it will be hard to
find the wheel flat based on the second filtered FFT analysis.

All RMS values were calculated in accordance to the Eq. (3)—which is an ener-
getic averaged root mean square value taken from filtered FFT analysis:

Srms �
√√√√ n∑

i�1

|xi |2 (3)

where: xi—is the sound pressure value in the ith frequency band.
The reference RMS value Sref was calculated from Mik1_good sample and it is

equal to 11 mPa (nearly 55 dB) in case to the first filtered FFT range (Tables 1
and 2). This is 1.5 times (3.5 dB) less than in the Mik1_20 case and about 3 times
(about 9.5 dB) less than next two examined cases. It means the wheel flat problem has
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Fig. 5 Filtered FFT analysis in the first frequency range: 100–300 Hz
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Fig. 6 Filtered FFT analysis in the second frequency range: 1150–2125 Hz

occurred and tramwheels should be serviced. In case to the second filtered frequency
range, only the S2 and S3 RMS values are significant higher (by 3–4 times) than Sref
which means the impact noise problem. The differences expressed in decibels unit
are even higher—nearly by 10 and 13 dB (Table 2).
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Table 1 Root mean square values and differences related to the reference value Sref in mPa

RMS values

f: 100–300 Hz f: 1150–2125 Hz

mPa Sref/Si mPa Sref/Si

Mik1_good Sref 10.97 – 1.44 –

Mik1_20 S1 16.48 1.50 1.49 1.03

Mik1_30 S2 32.04 2.92 4.45 3.09

Mik1_40 S3 33.84 3.09 6.24 4.33

Table 2 Root mean square values and differences related to the reference value Sref in dB

RMS values

f: 100–300 Hz f: 1150–2125 Hz

dB Sref − Si dB Sref − Si

Mik1_good Sref 54.78 – 37.15 –

Mik1_20 S1 58.32 3.54 37.44 0.29

Mik1_30 S2 64.09 9.31 46.95 9.80

Mik1_40 S3 64.57 9.79 49.88 12.74

4.2 Algorithm of the Acoustic Signals Processing

Authors elaborated the algorithm for sound pressure processing in case to monitor
and diagnose wheel flats (Fig. 7). Based on recorded acoustic signals and proposed
time-spectrum analysis method, the decision can be made if tram wheels should
be serviced. First step is to carry out acoustic measurements s(t) during tram ride.
Authors used three measurement points however one microphone placed near track
should also be good for further analysis. Also tram’s speed is very important param-
eter and has to be calculated or measured. If tram’s speed is less than 30 km/h, the
tram’s ride should be repeated with higher speed, to make sure of proposed method
validity. The STFT analysis in the full range of signal spectrum is the next step
of the algorithm. Characteristic frequency bands, where sound pressure amplitude
increased in unnatural way (in comparison to reference acoustic signals where no
wheel flat problem occurred), are pointed. The frequency filter to reject unwanted
bands is applied in next algorithm step. Then, energetic root mean square value is
calculated. Critical RMS value Sc should be averaged from the same types of vehicle.
Also the standard deviation should be added. If examined RMS sound pressure value
S is bigger than critical value Sc, it means there is a wheel flat problem and service
or technical checking of tram wheels should be made.
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Fig. 7 Algorithm of the acoustic signal processing to diagnose wheel flats

5 Conclusions

Based on the research, authors proved that there is a possibility to monitor and
diagnose wheel flats using acoustic signal processing—the algorithm of analysis
was proposed. The time-spectrum method allows locating the wheel flat on the rail
vehicle. Furthermore, the STFT analysis enables the frequency band detection, in
which the system response to the impact excitation. Here, the impact excitation
means dynamic wheel-track interaction when the wheel flat appears. The 100–300
and 1150–2125 Hz frequency bands are characteristic spectrum for examined tram.
Research shows that analysis is not suitable when rail vehicle velocity is about
20 km/h because the difference between examined RMS sound pressure and critical
sound pressure Sc should be at least 6 dB (in the research it was equal to 3.5 dB).
Above the rail vehicle velocity of 25–30 km/h, proposed algorithm is well-founded.



Application of Time-Frequency Analysis of Acoustic … 215

There is a lot of different kind of methods and approaches for detection of rail
wheel defects. A vibration technique (where vibration signal is processed) seems to
be the most popular one. In this article authors proposed acoustic approach which
is also easy in usage and cheap in production. Based on proposed method can be
designed themonitoring systemwhich can be applied on every tramdepot. This could
successfully contribute to decrease vibroacoustic emission around tram infrastructure
and improve the passengers’ comfort.
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Development of a Prototype Dynamic
Weighing System for Single Bucket
Excavator

Andrzej Kosiara, Jakub Chołodowski and Aleksander Skurjat

Abstract Some earthmoving works performed by single bucket excavators require
on-line weighing of material transported by excavator’s bucket. Such measurements
are critical e.g. for optimal loading of dump trucks. The first commercially available
payload weighing systems for single bucket excavators were called static systems.
To properly estimate bucket load, the machine equipped with them had to be kept in
a standstill condition for a few seconds. Consequently, productivity of the machine
was low. Recently dynamic weighing systems have been introduced. These systems
enable to precisely weigh the material collected in the bucket while swinging exca-
vator’s house as well as moving its boom, arm or bucket. Thus, they do not influence
productivity of the machine. Such systems are commercially available nowadays.
Development of reliable dynamic weighing systems requires certain problems to
be resolved. Firstly, the influence of acceleration acting on excavator’s bodies and
bucket payload has to be taken into account. Values of pressure inside cylinders
supporting excavator’s boom, which are usually used as input signals for payload
mass computation, significantly differ in dynamic and static conditions. In order to
provide satisfactory weighing performance, internal friction of hydraulic cylinders
cannot be also omitted. A prototype dynamic weighing system for single bucket
excavator developed in The Department of Off-Road Machine and Vehicle Engi-
neering (Wrocław University of Science and Technology) will be presented in the
article. While estimating bucket payload the system allows for acceleration acting
on excavator bodies as well as hydraulic cylinders friction.
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1 Introduction

Single bucket excavators are often utilized to load different types of loose materials
onto dump trucks. The tucks might be loaded with material deposited on heaps as
well as with winnings dug directly from the ground. In both cases current weighing
of the material loaded onto dump truck’s bed is a crucial issue. If mass of the material
is monitored while loading, actual overall truck’s payload can be set very close to
the maximum permissible load of the truck with no risk of overload. Consequently,
amount of material transported by the truck is maximized and regulations concerning
maximum permissible axle loads are respected.

In practice, weight of dump truck payload might be monitored in two ways.
Firstly, an excavator can be fitted with an onboard payload weighing system. Sec-
ondly, stationary weighing devices, so called weighbridges, might be applied. In
the vast majority of cases weighbridges located on construction sites are situated
remotely from the places where excavators operate. Thus, they are not as convenient
as mentioned onboard weighing systems.

Onboard payload weighing systems weigh the material loaded with excavator’s
bucket onto truck’s bed in every work cycle of the machine. Consequently, over-
all truck’s payload is calculated as a sum of masses measured in consecutive work
cycles. Nowadays, two main types of onboard weighing systems may be distin-
guished—static systems and dynamic systems.

“Static system” and “dynamic system” phrases are trade names widely used by
vendors to promote their products as well as to define key capabilities of the systems.
In case of static systems, in order to determine bucket payload with acceptable
precision, the excavator has to be kept in a standstill condition for a short period
of time during every work cycle. On the other hand, dynamic systems, introduced
recently to the market, do not require any machine holdups to properly estimate
weight of the payload. Hence, productivity of themachine is improved and operator’s
work becomes easier.

1.1 Dynamic Payload Weighing Systems for Single Bucket
Excavators—Overview

Numerous dynamic onboardweighing systems for single bucket excavators are avail-
able nowadays. Some of them have been discussed in work [1]. X2350 by Trimble
Loadrite Auckland Ltd. and Loadex 100 by RDSTechnology Ltd. are great examples
of such systems.

Dynamic weighing systems are typically composed of sensors which measure
angular position of boom and arm of an excavator as well as oil pressure inside
hydraulic cylinders supporting the boom (see Fig. 1). Inclination sensors are also
attached to the excavator’s house to compensate bucket load estimation error caused
by ground surface inclination. Furthermore, the excavator might be optionally fitted
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Fig. 1 Components of Load Rite X2350 system by Trimble [6]: 1—inclination sensor for deter-
mination of angular position of bucket, 2—inclination sensor for determination of angular position
of boom, 3—control panel (HMI), 4—sensors for determination of ground inclination, 5—wireless
data transmission device (wi-fi, GPRS, radio communication), 6—printer, 7—sensors for determi-
nation of oil pressure inside boom positioning hydraulic cylinder/cylinders

with sensor for determination of work tool angular position, which also improves
accuracy of the system.

Most of manufacturers of dynamic weighing systems claim that accuracy of their
products is at least ±3%. Nevertheless, such accuracy can be obtained only under
some specific conditions:

• excavator performs smooth movements,
• bucket is located in so called weighing zone (see Fig. 2),
• calibration of the system is periodically repeated by the operator during machine
operation.

In order to calibrate the system, excavator performs certain sequence of move-
ments. There is no universal calibration motion sequence. Sequences for systems
elaborated by various manufacturers are different. However, all calibration pro-
cedures involve some motions of excavator’s bodies, including motions of empty
bucket. In case of some particular systems, movements of excavator’s bodies and the
bucket filled with the material are also required.

During calibration the system collects data vital for determination how oil pres-
sure inside cylinders supporting excavator’s boom is affected by mass of excavator’s
bodies and cylinder/cylinders internal friction, i.e. friction between barrel, piston, rod
and seals. As it was previously mentioned, while the machine is being operated, cali-
bration has to be periodically repeated in order to maintain accuracy of the system at
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Fig. 2 Weighing zone of
Trimble Loadrite X2350
payload weighing system [6]

level claimed by the manufacturer. Such a need results from fluctuations in hydraulic
cylinders internal friction. Actually, cylinder internal friction strictly depends on oil
temperature which significantly changes while excavator is being operated.

Operation algorithms of commercially available weighing systems are know-how
of their manufacturers. Hence, they are not published. On the other hand, exemplary
weighing systems developed at technical universities around the world have been
presented in following papers [2–5]. These systems are based on various computa-
tional algorithms, however, the systems involving neural networks are particularly
interesting [3, 5].

2 Concept of Original Onboard Payload Weighing System
for Single Bucket Excavators

Concept of weighing system developed by the authors have been elaborated in such a
way that various modifications and improvements might be easily introduced. Basi-
cally, the concept was intended to be a test platform that would enable to verify wide
spectrum of weighing system variants and solutions. After research and development
phase, basing on gained experience, a new, comprehensive, innovative weighing sys-
tem was intended to be built using the same hardware.
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Fig. 3 Flow chart of onboard payload weighing system for single bucket excavators presented in
the article

According to nomenclature introduced by Trimble Loadrite Auckland Ltd., the
developed concept is a 2D-type weighing system. It means that bucket load can be
determined by the system only if excavator’s house does not perform swing motion.

Figure 3 depicts a flow chart of the system which has been designed and built by
the authors. At the very beginning of operation, calibration procedure is performed.
Firstly, constants defining kinematic structure of the excavator are uploaded. In the
following calibration phase parameters of boom cylinder internal friction model are
estimated. Eventually, mass as well as center of mass coordinates for each main body
of the excavator are identified.

Mentioned parameters are mostly the parameters of mathematical model of the
excavator. The model is based on equations of static equilibrium and enables to
determine mass of the material collected inside the bucket. Apart from above param-
eters, in order to calculate the payload, value of force delivered by hydraulic cylinder
supporting excavator’s boom is required by the model. In case of the developed
system, force delivered by excavator’s boom cylinder is calculated on the basis of
oil pressure measured inside both chambers of this cylinder, according to equations
presented below:
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F �
{
pd · Ad − pg · Ag − FT -P i f the boom is raised

pd · Ad − pg · Ag + FT -O i f the boom is lowered
(1)

Nomenclature applied in Eq. (1) is as follows:

• pd—oil pressure measured in lower chamber of the cylinder (cap end side cham-
ber),

• pg—oil pressure measured in upper chamber of the cylinder (rod end side cham-
ber),

• Ad—piston area at cap end side,
• Ag—piston area at rod end side,
• FT-P—cylinder internal friction force during raising the boom,
• FT-O—cylinder internal friction force during lowering the boom.

Internal friction of a hydraulic cylinder depends on numerous factors, e.g.: current
rod velocity and acceleration, oil pressure inside both chambers of the cylinder, oil
temperature etc. Hence, only sophisticated models provide comprehensive and pre-
cise description of cylinder internal friction. Static friction models, such as Tustin’s
model, are definitely not suitable in this case. So called dynamic friction models had
to be applied to properly describe all triblogical phenomena occurring in hydraulic
cylinders. One of the first models used to estimate internal friction of hydraulic cylin-
ders was LuGre model. Unfortunately, it quickly turned out to be insufficient. Thus,
numerous modifications of LuGre model have been elaborated so as to increase its
accuracy in cylinder internal friction estimation. The problem of theoretical descrip-
tion of hydraulic cylinders internal friction has been discussed in more details in
[7].

Nevertheless, in practice implementation of such sophisticated friction models
brings serious problems, since numerous parameters have to be identified as well
as complex identification procedures need to be carried out. Consequently, cylinder
internal frictionmodel applied in the developedweighing systemwas simplified. The
following key assumptionwasmade: if the cylinder’s rodmoves in certain direction at
specified speed, cylinder internal friction force does not change. Research discussed
belowwas carried out to verifywhether such assumptionwould diminish the accuracy
of bucket payload weight estimation.

Basing on mathematical model of the excavator two moments acting on exca-
vator’s boom are determined. The first moment (MQ) is caused by manipulator’s
weight, whereas the second one (MF) by the force delivered by boom cylinder. Both
moments are calculated about a reference axis that coincides with the axis of rotation
of the boom with respect to the excavator’s house. Mathematical model of the exca-
vator is also involved in determination of a horizontal distance (dl) between center
of mass of the bucket payload and axis of rotation of the boom with respect to the
excavator’s house. Both moments MF and MQ as well as distance dl are put into the
Eq. (2) to estimate mass of the material collected inside the bucket.

mi �
(
MQ − MF

) · g
dl

(2)



Development of a Prototype Dynamic … 223

The mass of payload is calculated only if specified module of the weighing sys-
tem positively verifies dynamic state of the excavator. Excavator’s dynamic state is
accepted by the module if conditions listed below are fulfilled:

• rod of the cylinder supporting the boom moves at velocity higher than predefined
threshold speed,

• boom cylinder oil pressure change rate is smaller than predefined maximum pres-
sure change rate,

• angular acceleration of the boom measured with respect to the excavator’s house
is smaller than predefined threshold angular acceleration,

• angular acceleration of the arm measured with respect to the boom is smaller than
predefined threshold value,

• angular acceleration of the bucket measured with respect to the arm is smaller than
predefined threshold value.

Despite constraints given above, at least tens of payload mass estimates can be
successfully calculated during every work cycle of the excavator. The average value
of several consecutive results, which is continuously calculated during system oper-
ation, is treated as an ultimate payload mass measurement result.

3 Estimation of Mass Parameters of Excavator’s
Manipulator Bodies

Estimation of mass parameters of excavator’s bodies is crucial for successful cal-
ibration of the weighing system developed herein. What is more, other operator
assistance systems might require these parameters as well [8].

The procedure for identification of mass parameters of the excavator, which has
been developed and tested in the article, comprises of measurement phase and com-
putational phase.

During the measurement phase length of each cylinder of the excavator’s work
gear as well as oil pressure inside the cylinder/cylinders supporting the boom are
measured. Themeasurements are conducted for differentmanipulator configurations,
while the boom is being lifted up and lowered at constant, relatively low, angular
speed.

Afterwards, the measured values are uploaded to a computational module of
the system and applied to create a criterion function, whose minimum is sought.
Criterion function is a mathematical function which equals to zero if there is no
difference between actually measured boom cylinder force and its respective value
calculated on the basis ofmathematicalmodel of excavator’smanipulator. The bigger
the difference becomes, the higher the value of the criterion function is. As a result
of optimization process, parameters of manipulator model are adjusted in such a way
that the value of criterion function is set as close to zero as it is possible. The criterion
function in generally represented by following equation:
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min

{
n∑

i�1

(Fi (FT -P , FT -O)

−[Fs:i (xCG-I I I , . . . , xCG-n, zCG-I I I , . . . , zCG-n, mI I I , . . . ,mn)]L1:i , L2:i , L3:i

)2} (3)

Nomenclature applied within Eq. (3) is as follows:

• i—index of manipulator configuration,
• Fi—estimate of force delivered by boom cylinder/cylinders calculated using oil
pressure measured for i-th manipulator configuration; force Fi depends on one of
optimization variables (friction force) FT_P or FT_O,

• [Fs:i(…)]L1:i, L2:i, L3:i—mathematical function representing force delivered by
hydraulic cylinder/cylinders supporting the boom; the function depends on mass
parameters of the manipulator bodies as well as length of hydraulic cylinders
determined in measurement phase,

• Lk:i—length of k-th hydraulic cylinder measured for i-th manipulator configura-
tion,

• xCG-III, …, xCG-n, zCG-III, …, zCG-n, mIII, …, mn—sought mass parameters of mov-
able bodies of manipulator—optimization variables,

• xCG-j, zCG-j—coordinates of center of mass of j-th manipulator’s body represented
in local coordinate system of j-th body,

• mj—mass of j-th manipulator’s body,
• n-3—number of movable bodies of the manipulator taken into account by manip-
ulator’s model.

In case of the prototype weighing system presented herein, computational module
for determination of parameters of particular mathematical models implemented
in the system was created in MATLAB environment. In order to find minimum
value of criterion function given by Eq. (3) the module uses fmincon function which
is a standard solver available in MATLAB environment for finding minimum of
constrained nonlinear multivariable function.

Discussed method for estimation of mass parameters of excavator’s manipulator
model was verified indirectly. To do so, a test stand fitted with a mini-excavator’s arm
depicted in Fig. 4 was used. Firstly, oil pressure in both chambers of boom cylinder
wasmeasured for specified configurations of the manipulator and actual forces deliv-
ered by the cylinder were calculated. Secondly, manipulator’s mathematical model
as well as cylinder internal friction model were applied to calculate mentioned forces
for respectivemanipulator configurations. Difference between actuallymeasured and
calculated forces became a measure of overall accuracy of the elaborated model as
well as effectiveness of mass parameters and friction model parameters estimation.
Comparison between forces estimated by means of mathematical models with forces
calculated directly on the basis of oil pressure revealed that relative error of force
estimation did not exceed 1%. Thus, accuracy of the models is satisfactory.
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Fig. 4 Test stand fitted with
a mini-excavator’s
manipulator for validation of
mathematical models’
parameters identification
procedure and testing of the
prototype weighing system
for single bucket excavators
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4 Original Onboard Weighing System for Single Bucket
Excavators—Implementation and Research

A prototype onboard payload weighing system for single bucket excavators based on
the concept presented in paragraph 2 had been built, which enabled to check whether
assumed simplifications of implemented computational algorithms were allowable.
Efficiency of the algorithms could have been also verified.

Control unit as well as HMI control panel, typical for commercially available
weighing systems, were replaced with a single National Instruments industrial PC,
which reduced prototype implementation cost. The PCwas fitted with NI PXIe-6341
multifunction I/O module which provided appropriate connection between the PC
and all sensors of the system.

TwoATM.1ST pressure sensors by STS Sensor Technik Sirnach AGwere applied
to measure oil pressure inside chambers of hydraulic cylinder supporting excava-
tor’s boom. To avoid errors caused by oil temperature fluctuations, which usually
occur during excavator’s operation, pressure sensors with temperature compensa-
tion were applied. Current length of hydraulic cylinders was determined by means of
Baluff BTL5 magnetostrictive linear position sensors which were embedded inside
the cylinders. BTL5 sensors are capable of linear position measurement with 1 kHz
frequency, 5 µm resolution and accuracy better than ±0.02% F.S.O. Software of the
weighing system was implemented in LabView development environment.

The prototype weighing system was installed on a test stand equipped with a
mini-excavator manipulator, depicted in Fig. 4. Before main series of experiments
calibration procedurewas carried out using software implemented inMATLAB envi-
ronment (as discussed in paragraph 3).

Every conducted experiment came down to a comparison between mass of a
weight put into bucket estimated by the system and actual mass of the weight, which
was known a priori. During weight mass estimation bodies of excavator performed
certain, defined in advance, sequences of motions. Multiple experiments in differ-
ent test conditions were conducted. During every experiment mass of the weight
put inside the bucket as well as acceleration of manipulator bodies were different.
The experiments were also conducted in various areas of excavator’s working zone.
Exemplary results are depicted in Fig. 5. In the Fig. 5, full red line represents mass
of bucket payload estimated by the system using only equations of static equilibrium
for all dynamic states of the manipulator. On the other hand, full black line represents
average payload mass estimated only for dynamic states identified by the system as
the states in which payload mass could have been calculated with acceptable accu-
racy (see conditions listed in paragraph 2). Analysing the data obtained as a result
of the whole series of experiments, it might be stated that relative error of payload
mass estimation did not exceed 5%. Moreover, the research reveals that during typ-
ical work cycle of an exemplary excavator the system is able to identify 60…100
dynamic states in which mass of payload can be estimated with acceptable precision.
Eventually, it was observed, that mass estimation error increases if the piston of the
boom cylinder reaches one of its end positions.
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Fig. 5 Exemplary results obtained during research on the developed payload weighing system for
single bucket excavators

5 Conclusions

Summing up, the results of the research presented herein indicate that the devel-
oped system is capable of reliable weighing of payload transported inside excava-
tor’s bucket. Accuracy of the system is relatively good. Maximum error of bucket
payload mass estimation did not exceed 5%. What is more, the accuracy may be
easily improved in the future. To do so, first of all, more sophisticated mathematical
model of hydraulic cylinder internal friction should be involved in system’s oper-
ation algorithm. Calculation of cylinder internal friction force on the basis of oil
pressure measured inside both chambers of boom cylinder will definitely contribute
to increase in accuracy of the system. Secondly, system’s computational algorithm
should take into account centrifugal forces acting on excavator’s manipulator bodies
and bucket payload. Performance of the system would also improve if some kind of
weighing zone were introduced, i.e. if estimates of payload mass were not calculated
for end positions of boom cylinder.
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Design of Illumination and Lighting
Visualization by Simulation Methods

Ruzena Kralikova, Miroslav Badida, Lydia Sobotova and Anna Badidova

Abstract This article deals with designing internal artificial lighting as part of the
working environment, which is subject to certain rules, derived from the nature of
lighting. Good lighting exerts an impact on visual comfort, which contributes to
overall psychological well-being, and indirectly also to the quality and productivity
of performance, to reliability and to visual performance. Currently the development
of computer graphics software products exist to enable a comprehensive design
and calculation of the parameters of lighting systems, which would reflect light
effects that arise in artificial and day lighting. For the purposes of this paper, as to
the possibilities utilisation simulations of light—technical parameters are presented
simulations of the lighting design of mechanical engineering workshop created in
the software DIALux.

Keywords Environment · Lighting · Simulation · Visualisation · Design ·
DIALux

1 Introduction

Modelling and simulation technologies are tools to streamline the presentation and
assess the risks for the implementation. Lighting can have other significance than
just to light a dark room. It can improve the functions and the design of environment,
improve occupational safety and create flexible spaces that are adapting themselves
to the tasks according to the type of the carried out activity. A good lighting solution
delivers the right level of light at different times of the day and enhances people’s
sense of wellbeing, improving concentration, motivation and performance [7]. The
project of a lighting system is a complex and laborious task that requires not only
technical knowledge, but also knowledge of architecture, production, and the phys-
iology of vision.
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The role of the designer is not only to select the type of solution; this task is often
complex and might be of a research character, leading to the development and man-
ufacture of the lighting systems testing, analysis, and finding the optimum lighting
conditions of the workplace and the area as a whole. The lighting of workplaces puts
on light-technical solution the following requirements:

• Sufficient horizontal and vertical lighting value for a particular type of the work
performed.

• Appropriate radiant flux distribution in the area.
• Suppressing the creation of glare and protecting against it.
• Satisfactory psychological impact of the colour of the light and colour of the
administration premises.

• Appropriate colour change in the environment.
• Stable lighting undispersional refraction transparency.
• Reasonable uniformity.
• Suitable orientation of the impact of light on the desktop.

In compliance with all the quantitative and qualitative parameters of illumination,
we must design a lighting system based on the principles of maximum performance.
Lighting systems with streamlined operation, regulation andmanagement of lighting
may also significantly contribute to energy savings [8].

2 Light-Technical Models Creation

In the past there were three basic types of light-technical models:

1. Calculation—without taking into account the actual dimensions, with Tables
2. Accurate (for models in—the scale 1:1)
3. Using of mock-ups that generate a display similar to visual perception designed

lighting system

Modern visualization programs can reproduce the luminance, colour and surface
structure of the complex three-dimensional space rather realistic, since in the cal-
culations include inter reflection of light between surfaces in space and in many
optical effects arising in the day, an artificial joint or lighting. Simulation methods
are based on classical optical, thermodynamic, respectively light-technical models
of the radiation transfer.

3 Methods Used in Computer Simulation

The lighting research often requires human surveys for defining subjective qualities,
creating new settings, new test scenarios which are usually a time and resource-
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consuming task. There are two basicmethods used in computer simulations luminous
environment:

1. Ray tracing—Monte Carlo method is an image-space algorithm, if the camera is
moved, we have to start over. Apply technology tracking light beams ray tracing,
this name is used for follow-up of beams, also used the term ray casting sending
light beam when a beam of light comes from the light source [6].

2. Radiosity is computed in object-space, view-independent (just don’t move the
light), can pre-compute complex lighting to allow interactive walkthroughs. The
Radiosity method is based on the numerical solution of the shading equation by
the finite element method.

From a physical point of view both methods are similar, the difference lies in
algorithmization. Themethod ofmonitoring the beamhas a very small spot stochastic
manner (results of re-calculation may differ slightly).

3.1 Ray Tracing Technique

Monte Carlo simulation thus provides a very simple method for the computation of
the global illumination in the three dimensional environment. Monte Carlo methods
have been applied to stochastic ray tracing and to find solutions to the rendering
equation. In principle, the ray tracing technique solves the following integral Eq. (1)
for the energy balance of each nearly the same surfaces in space.

Lr (θr , ϕr ) � Le(θr , ϕr ) +
¨

Li (θi , ϕi ).ρbd(θi , ϕi , θr , ϕr ).|cos θi |. sin θi .dθi .dϕi

(1)

where

θ polar angle measured from the surface at normal levels
ϕ azimuthal angle of the surface at normal levels
Le(θr , ϕr ) its own radiance [W sr−1 m−2]
Lr (θr , ϕr ) the total radiance [W sr−1 m−2]
Li (θi , ϕi ) incident radiance [W sr−1 m−2]
ρbd(θi , ϕi , θr , ϕr ) bidirectional reflectance distribution function [sr−1]

Although the ray tracing algorithm produces perfect results in modelling the
mirror reflectivity and undispersional refraction transparency, the algorithm has a
shortcoming; specifically, it does not take into account the physical laws of some
of the important visual effects, for example colour bleeding by the influence of the
reflection of light from another object. It is due to the fact that ray tracing only
monitors the finite number of rays emanating from the observer’s eye.



232 R. Kralikova et al.

3.2 Radiosity Method

The Radiosity method of working with larger surfaces deterministically (repeated
calculation results are always the same) [2]. The Radiosity method is attempts to
remove this shortcoming [1]. The Radiosity method is based on the principles of the
spread of light energy and the energy balance. Stages in a Radiosity solution are on
the Fig. 1.

Consider the distribution of the environment as a finite number of n discrete
surfaces (patches), each of which have its finite respective size and emit and reflect
light evenly across its surface. The scene then consists of surfaces acting both as light
sources and reflective surfaces creating a closed system. If we consider each of the
surfaces as an opaque Lambertian diffuse emitter and reflector, then the following
Eq. (2) applies for the surface due to energy conservation:

Bi � Ei + pi
∑

1≤ j≤n

B j Fji
A j

Ai
(2)

where:

Bi, Bj irradiance areas i and j measured in units of radiant power per unit area
(W m−2)

Ei power of light radiated from the surface i and has the same dimension as
radiation

pi the reflection coefficient (reflectivity) of the surface i and is dimensionless
Fij dimensionless configuration factor called form factor, which specifies the

surface i and the energy incoming to the surface j and taking into account
the shape, relative orientation of both of the surfaces, as well as the presence
of any areas that could create an obstacle. The configuration factor takes its
values from the interval<0, 1> , while for the fully covered surfaces it takes
the value of 0.

Fig. 1 Stages in a Radiosity
solution
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Ai, Aj surface levels i and j

Equation (2) shows that the energy leaving the unit part of the surface is the sum
total of both light emitted and reflected. The reflected light is calculated as a product
of the reflection coefficient and the sum total of the incident light [10].

On the contrary, the incident light is the sum total of the light leaving the whole
surface changed in the part of the light which reaches the receiving unit content of
the receiving surface. BjFj-i is the amount of light leaving the unit content of the
surface Aj area and incident on the entire surface of Ai. It is therefore necessary to
multiply the equation by the ratio of Aj/Ai for the determination of light leaving the
entire surface Aj and incident on the entire surface Ai. A simple relationship is valid
between the configuration factors in the diffuse medium:

Ai Fi j � A j Fji (3)

The most obvious way to solve a linear equation is to apply the Gauss elimination
method [9]. By simplifying Eq. (2) using Eq. (3) we obtain the equation:

Bi � Ei + pi
∑

1≤ j≤n

B j Fi j (4)

By subsequent treatment we get the equation in the form:

Bi − pi
∑

1≤ j≤n

B j Fi j � Ei (5)

Interaction of light between the surfaces may be expressed in the matrix form
[2]. The Eq. (4) can be written for all surfaces, yielding a linear equation where the
unknown components are the surface radiosities (Bi):

⎡

⎢⎢⎢⎣

1 − p1F11 −p1F12 . . . −p1F1n

−p2F21 1 − p2F22 . . . −p2F2n

. . . . . .

−pnFn1 −pnFn2 . . . 1 − pnFnn

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

B1

B2

.

Bn

⎤

⎥⎥⎥⎦ �

⎡

⎢⎢⎢⎣

E1

E2

.

En

⎤

⎥⎥⎥⎦ (6)

or in matrix form, having introduced matrix Ri j � pi .Fi j :

(1 − R) · B � E (7)

where 1 is the standard for the unit matrix.
Note that the contribution of a part of the surface to its own reflected energy

(which may be hollow, concave) must be taken into account. Thus, in general, each
term on the diagonal need not necessarily equal to 1. Equation (6) must be solved
for each group of wavelengths of light in the model, since pi and Ei depend on the
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wavelength. The most critical issue in the radiosity method is efficient form factor
calculation.

4 Simulation of Lighting in Dialux

Currently, the development of computer graphics software products exist to enable a
comprehensive design and calculation of the parameters of lighting systems, which
would reflect light effects that arise in artificial and day lighting. In consequence,
there are on the market several light-technical programs with different purposes and
uses. Light simulation is often incorporated in standard 3Dmodelling software. They
incorporate calculations for luminance, contrast, glare, etc. To meet recommended
standards like EN12464-1: Lighting of indoor workplaces.

A workflow for light planning basically consists of three parts (Fig. 2):

• Design of the lighting concept
• Simulation of the lighting situations
• Visualization of the room/space with lighting.

The above simulation program offers the following options of the selected lighting
system and various options for the presentation of results as chart values, isofotic
lines, light maps (colour scale), false colour rendering, summary tables of lighting or
brightness, a three-dimensional model lighting, economic evaluation of brightness
of the lighting project in terms of power consumption, visualization of sunshine, and
so on.

Calculation of lighting systems and of lighting characteristics can be realized by
using modern computer programs, which, in addition to the results of lighting tech-
nologies, offer both 2D and 3D visualization of the illuminated facilities and enable
processing of a complete drawing documentation to a project of implementation
of lighting technologies. With lighting design simulation software such as DIALux,
Relux,DIAL,Autodesk 3DMAXdesign lighting etc., we can design exactly the right
lighting from individual house lighting to large-scale industrial illumination. One is
more widely used Dialux and Relux in Europe [4]. Both software were developed

Fig. 2 Light planning
workflow [5]
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Fig. 3 3D model of mechanical engineering workshop

in Europe and have a strong connection with many lighting manufacturers which
supply downloadable plunging for Dialux and Relux software, which facilitates the
importing of photometric data and may speed up simulation process.

For the purposes of this paper, as to the possibilities utilisation simulations of
light—technical parameters are presented the outputs created in the softwareDIALux
[11]. DIALux is not limited to indoor scenes; you can work with your room surfaces,
render general outdoor scenes, setupmaintenance plans andmore. This program even
integrates calculations and radiosity rendering. In this application after calculation
and creation of 3D model (Fig. 3), we can go to the false colour display to choose
either illuminance.

By DIALux we can switch on the 3D Light distribution curve, Fig. 4. The light
distribution curve, which exists for every lamp, illustrates the areal light intensity
distribution as the so called polar diagram. These diagrams, which are unique for
every lamp, are very important for design. The figures, i.e. Figs. 4, 5 and 6 show
the graphical outputs, which is one of the computer programs serving for designing
lighting applications.

False colour rendering refers to a group of colour rendering methods used to
display images in colour which were recorded in the visible or non-visible parts of
the electromagnetic spectrum [3], see Fig. 5.

With DIALux the user has the option to display the 3D rendering in a false colour
rendering presentation. The presentation of illuminance and luminance with freely
scalable value ranges and definable colour gradients are available. An isoclines’
diagram can also be created in this program. This is a plan view, indicating light
levels in the space, almost like a topographical map and view network of intensity
illumination values, i.e. Fig. 6.
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Fig. 4 Curves of illumination

Fig. 5 Rendering with phantom colours

The presented results deal with simple example of lighting design, which were
applicated for mechanical workshop. After the project realisation there was the solu-
tion objectified by measuring of light intensity with luxmeter Radiolux of Krochman
firm. Itwas occurred the differences between software calculated values and corrected
measured values (uncertainty of measurement U�11%) of real state of indoor light
intensity of workshop. Into the lighting system after installation were added next
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Fig. 6 Isolines with the values of illumination

the lighting sources, which meant account 20% of increasing this overall number of
installed lighting sources.

We can encounter this problem in practice several times in lighting projects that
may not have to do with the calculated error in the use programs. By using of lighting
sources with the same parameters but from producers can be occurred the problems
or the problemswith the inadequate definition of certain inputs (the colour shades, the
lightning effects on the scattering characteristics of light sources, etc.). In the future
practice we need to thing about better dimension of lighting requirement calculation,
to eliminate the causal differences by qualificated estimate. This suggestion will not
increase the cost on the lighting system somuch, but will keep the hygienic condition
for vision according the legislative and standards.

5 Conclusions

The primary role in creating the work environment is to ensure optimal conditions
of vision and ensure a safe working environment. Visibility must therefore be seen
as a precondition for the implementation of high quality, safe, and reliable work
operations. Additionally, one should consider the roles of the involved persons as
the designer might have a focus on qualitative light design and the light-technical
engineer will possess the necessary knowledge of quantitative parameters and the
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standards that have to bemet at certain use cases. It is necessary to pay close attention
to this issue.

Further improvements continue to appear from time to time, to reduce costs or
extend the application areas of visualisation techniques. Thus environments with
complex light sources or unevenly illuminated large surfaces or with participating
media can be treated with greater flexibility, simplicity and speed. When dealing
with light-technical projects, the visualization of lighting parameters is a useful
tool by using programmes realistically displaying the lighting parameters. Despite
numerous possibilities that the current software tools offer, in some cases there is a
difference between the modelled and actual light-technical parameters. One of the
reasons affecting the result of the computer output may be the inadequate definition
of certain inputs (the colour shades and quality of the room’s surfaces, the lightning
effects on the scattering characteristics of light sources, etc.).

However, these differences do not affect the overall relevance of computer outputs
andmay be virtually eliminated by qualified estimation. In this contribution we could
demonstrate the light simulation solutions, which can be integrated into a real time
visual framework and these resulting inputs from Dialux shows on a lot of potential
for future extensions. Another interesting extension would be to use image based
lighting with high dynamic range images (HDRI), which is currently not possible
in DIALux, but could be integrated into other visualisation software packages as
Cryengine, Unity, Blender etc.
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Optimal Design of Multibody Systems
Using the Adjoint Method

Paweł Maciąg, Paweł Malczyk and Janusz Frączek

Abstract Optimal design of multibody systems (MBS) is of primary importance to
engineers and researchers working in various fields, e.g.: in robotics or in machine
design. The goal of this paper is a development and implementation of systematic
methods for finding design sensitivities of multibody system dynamics with respect
to design parameters in the process of optimization of such systems. The optimal
design process may be formulated as finding a set of unknown parameters such that
the objective function is minimized under the assumption that design variables may
be subjected to a variety of differential and/or algebraic constraints. The solutions of
such complexoptimal problems are inevitably connectedwith evaluationof a gradient
of the objective function. Herein, a multibody system is described by redundant
set of absolute coordinates. The equations of motion for MBS are formulated as
a system of differential-algebraic equations (DAEs) that has to be discretized and
solved numerically forward in time. The design sensitivity analysis is addressed
by using the adjoint method that requires determination and numerical solution of
adjoint equations backwards in time. Optimal design of sample planar multibody
systems are presented in the paper. The properties of the adjoint method are also
investigated in terms of efficiency, accuracy, and problem size.
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J. Frączek
e-mail: jfraczek@meil.pw.edu.pl

© Springer International Publishing AG, part of Springer Nature 2018
J. Awrejcewicz (ed.), Dynamical Systems in Applications,
Springer Proceedings in Mathematics & Statistics 249,
https://doi.org/10.1007/978-3-319-96601-4_22

241

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96601-4_22&domain=pdf


242 P. Maciąg et al.

1 Introduction

Optimization methods and tools are commonly exploited in early design stage of
many various systems encompassing, e.g.: industrial or space robots, mechanisms,
multi-purpose vehicles or bio-mechanical systems. Systematic design improvements
of multibody systems for multiple design parameters and complex performance
indices are rather difficult to obtain without a suitable optimization strategy. A reli-
able and efficient procedures for gradient calculation are indispensable steps in the
development of general purpose multibody design tools.

There are multiple ways of calculating a gradient of a cost function, each method
distinguished byparticular advantages aswell as encumberedwith certain flaws.Both
finite difference method and direct differentiation method are simple to implement,
yet quite inefficient from a numerical point of view. This fact may be a prohibitive
disadvantage for the optimization of large scale problems. More sophisticated algo-
rithms such as automatic differentiation [7] or complex differentiation methods offer
some improvement, however, this is not the case when the number of design variables
is large and the systems under consideration are complex. A tremendous asset of the
adjoint method investigated here is the fact that its computational efficiency does not
depend on the number of design variables. This property fills the gap which arises
from the concepts listed above. One drawback of this approach is its difficult imple-
mentation in general applications. This, however, motivates further investigation of
the adjoint method in the pursuit of additional development.

The adjoint method originates from the optimal control theory, and although ini-
tially it had been employed mostly in fluid dynamics problems, this method has been
recently widely expanded onto the field of multibody dynamics [2, 3, 5]. Combined
with the optimization theory, the mathematical apparatus can be utilized not only in
optimal design but also in parameter estimation of complexMBS [6, 8, 9]. This field
is still open for new research directions and the goal of this paper is to recapitulate
the general key points of the adjoint method as well as to implement systematic
methods for calculating design sensitivity vector for a multibody system in a reliable
and efficient manner.

The primary goal of this paper is to present the adjoint method for the process
of optimal design of multibody systems. Newmark scheme is employed in the paper
in order to efficiently solve the equations of motion forward in time and the adjoint
equations backwards in time. Sample test cases are reported in the text to verify the
formulation and show its properties.

2 Design Sensitivity Analysis

The following section is a theoretical introduction to the discussed subject. The first
step of the adjoint based procedure is to solve dynamic equations of motion forward
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in time. This issue is discussed in Sect. 2.1. Following this, in Sect. 2.2 the adjoint
equations are derived as well as their solution backward in time is briefly described.

2.1 Forward Solution of Equations of Motion

For simplicity’s sake, only planar mechanisms are taken into consideration, where
position of i th body is described by a vector of three absolute coordinates:
qi = [xi , yi , ϕi ]T . The quantities xi and yi are Cartesian coordinates of the body-
fixed centroidal coordinate frame and ϕi is an angle of orientation of i th body with
respect to the global frame [2]. The classical formulation of the equations of motion
with multipliers reads as:

M(q, z) · q̈ + �T
q (q) · λ = Q(t, q, q̇, z), (1a)

�
(
q
) = 0, (1b)

where M ∈ Rn×n is the mass matrix of MBS, � ∈ Rm is a set of kinematic con-
straints imposed on dependent coordinates vector q, �q ∈ Rm×n denotes the Jacobi
matrix, λ ∈ Rm is a vector of Lagrange multipliers that provide the constraint loads
at joints, Q ∈ Rn describes generalized forces acting on the system, and z ∈ Rc is
a vector of design variables. Scalar values n,m and c denote the number of introduced
coordinates, kinematic constraints and design variables, respectively.

Equation (1) is a mixed system of differential - algebraic equations (DAE) of
differential - index 3, which herein is discretized by using fixed time-step Newmark
scheme [10]:

q̇n+1 = γ
βh qn+1 + ˆ̇qn , where ˆ̇qn = −

[
γ
βh qn +

(
γ
β − 1

)
q̇n + h

(
γ
2β − 1

)
q̈n

]
, (2)

q̈n+1 = 1
βh2

qn+1 + ˆ̈qn , where ˆ̈qn = −
[

1
βh2

qn + 1
βh q̇n +

(
1
2β − 1

)
q̈n

]
, (3)

where h is a time-step, while β, and γ are the integrator parameters. By setting the
parameters to values β = 1

4 and γ = 1
2 a second order accuracy is obtained whilst the

stability of the integrator ismaintainedwithin thewhole left-hand portion of complex
plane (A-stability) [10]. Such numerical scheme is also known as trapezoidal rule
and it is often used in real-time multibody dynamics applications. Let us insert the
Newmark integrator from Eqs. (2) and (3) into the equations of motion (1), to obtain
a nonlinear system of algebraic equations with qn+1 and λn+1 as sole unknowns. If
we additionally multiply Eq. (1) by a factor of βh2, we get the following formula:
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Mn+1 · qn+1 + βh2 ·
([

�T
q λ

]
n+1 − Qn+1 + Mn+1 · ˆ̈qn

)
= 0,

βh2 · �n+1 = 0,
(4)

Since the numerical integrationmethod used here is implicit, an iterative scheme such
as Newton - Raphson method has to be employed in order to solve it for positions
qn+1 and Lagrange multipliers λn+1 at the next time-instant:

[
M∗ βh2 · �T

q
βh2 · �q 0

](i)

·
[
Δq
Δλ

](i+1)

=
[

Mqn+1 + βh2 ·
(
�T

q λ − Q + M ˆ̈qn

)

βh2 · �

](i)

,

(5)
where M∗ denotes the matrix M∗ = M + βh2 · (�T

q λ)q − γ h · Qv − βh2 · Qq. The
quantities Δq and Δλ are the corrector values for each iteration and are used to
update displacement and Lagrange multipliers in the following way:

q(i+1)
n+1 = q(i+1)

n + Δq(i+1)
n+i , λ

(i+1)
n+1 = λ(i+1)

n + Δλ
(i+1)
n+i . (6)

It is important to distinguish that index n refers to currently calculated time step,
whereas index i describes i th iteration within Newton - Raphson procedure. Each
iteration, new values obtained from Eq. (6) are inserted into (2) and (3) ; moreover,
updated q(i+1)

n+1 and q̇(i+1)
n+1 are used to recalculate coefficients M,�q, Qq, Qv and �

before invoking Eq. (5) again. This process is carried on until qn+1 and λn+1 fulfills
Eq. (1) at a proper time step within a desired tolerance.

The solution of Eq. (5) fulfills position level constraint equations (1b) at a current
time step up to the accuracy defined by the user. Since the Newton-Raphson proce-
dure takes into account only position level constraints and neglects its counterparts
imposed on velocity and acceleration level, the values q̇∗

n+1 and q̈∗
n+1 calculated from

Eqs. (2) and (3) do not fulfill first and second time-derivatives of (1b) . Thus, this
emerges a need of finding clean values of q̇n+1 = 0 and q̈n+1 = 0 that fulfill veloc-
ity level constraints �̇ = 0 and acceleration level constraints �̈ = 0. One way is to
project them onto appropriate constraint hyper-surfaces. This approach comes from
the optimization theory and has various implementations. A simple and practical
solution of the problem is a mass - orthogonal projection proposed by Cuadrado [1].
Its huge asset is the utilization of the tangent matrix from Eq. (5). The velocity and
acceleration level mass-orthogonal projections can be expressed as:

[
M∗ βh2 · �T

q
βh2 · �q 0

]
·
[

q̇
σ

]
=

[
M∗ · q̇∗

−βh2 · �t

]
, (7)

[
M∗ βh2 · �T

q
βh2 · �q 0

]
·
[

q̈
κ

]
=

[
M∗ · q̈∗

−βh2 · (
�̇qq̇ + �̇t

)
]

, (8)

where σ and κ are the Lagrange multipliers associated with the projection
process. It should be pointed out that the formulation described here works well
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for non-redundant systems. In the case of redundant constraints one may employ
augmented Lagrangian methods, [1, 4] with special caution associated with the
uniqueness of constraint loads at joints [11].

Before the simulation is run, it is essential to estimate initial values of λ and q̈,
since they are usually not available at the first time-instant. This can be achieved by
transforming Eq. (1) into index 1 formulation, i.e. by differentiating (1b) twice. The
corresponding set of equations can be expressed as:

[
M �T

q
�q 0

]

t=0

·
[

q̈0
λ0

]
=

[
Q

−�̇qq̇ − �̇t

]

t=0

. (9)

It should be emphasized that efficient and reliable solution of the equations of motion
for aMBS is an important factor for evaluation of design sensitivities for an optimized
system.

2.2 Backward Solution of Adjoint Equations

The forward dynamics problem yields a set of kinematic parameters that allow for
evaluation of a cost function. Forward integration of the equations ofmotion provides
the quantities that are required to be stored on a computer. Subsequently, the relevant
terms are used in the process of finding design sensitivity vector. Let us define the
following cost function to be minimized:

J (t, z, q, v) =
∫ T f

0
g(q, v, z) dt + S(q, v)|T f , (10)

where g is a function of state of a system and S is a terminal cost allowing for the
additional settings at final time T f . The problem investigated here is to find at least
a local minimum of a performance index (10) under the assumption that there are
mixed differential and algebraic constraints imposed on the design variables. The
key idea of the adjoint method is to incorporate constraint equations into the cost
function by adding additional Lagrange multipliers to be evaluated from time T f to
initial time.

In order to insert equations of motion into (10), it is convenient to decrease order
of Eq. (1) by introducing additional variable v(t) = q̇(t). Next, one can move all
components to the left-hand side of the equation, and multiply each equation by
a vector function of arbitrary valuespT (t), wT (t), μT (t), called Lagrangemultipliers
or adjoint variables. Ultimately, it is valid to integrate these expressions from time
t = 0 up to t = T f . These operations yield the following result:

∫ T f

0
pT · (

q̇ − v
)
dt = 0,

∫ T f

0
wT · (

Mv̇ + �T
q · λ − Q

)
dt = 0,

∫ T f

0
μT · � dt = 0.

(11)
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Since the RHS of Eq. (11) equals zero, inserting them into Eq. (10) does not bring
any quantitative change to the cost function:

J =
∫ T f

0

[
g + pT · (q̇ − v) + wT · (Mv̇ + �T

q · λ − Q) + μT · �
]
dt + S|T f .

(12)
It is possible to calculate variation of J in Eq. (12) by expressing it as a collective
variation of other variables:

δ J =
∫ T f

0

{
gqδq + gvδv + gzδz + pT (δq̇ − δv) + wT [

Mδv̇ + (Mv̇)qδq + (Mv̇)zδz

− Qqδq − Qvδv − Qzδz + (�T
q λ)qδq + �T

q δλ
] + μT�qδq

}
dt + Sqδq|T f + Svδv|T f .

(13)

The quantities δq̇ and δv̇ can be integrated by parts, yielding expressions containing
only variations of δq and δv:

∫ T f

0
pT δq̇ dt = −

∫ T f

0
ṗT δq dt + pT δq|T f − pT δq|t=0 (14a)

∫ T f

0
wT Mδv̇ dt = −

∫ T f

0
ẇT Mδv dt + wT Mδv|T f − wT Mδv|t=0. (14b)

It is a common requirement to treat some state parameters of MBS as design
variables. One can take this into account by expressing variation of initial state in
terms of variation of design variables:

δq|t=0 = ∇zqδz|t=0 δv|t=0 = ∇zvδz|t=0. (15)

Substituting all the above terms into Eq. (10) and rearranging them in terms of adjoint
variables yields:

δ J =
∫ T f

0

{[
gq − ṗT + wT

(
(Mv̇)q + (�T

q λ)q − Qq
) + μT�q

]
δq + [

wT�T
q

]
δλ

+ [
gv − pT − wT Qv − ẇT M

]
δv + [

gz − wT Qz + wT (Mv̇)z
]
δz

}
dt

+ [
Sq + pT

]
δq|T f + [

Sv + wT M
]
δv|T f − pT∇zqδz|t=0 − wT M∇zvδz|t=0.

(16)

The goal is to find such values of arbitrary functions p(t), w(t), μ(t) that will allow
to express δ J solely in terms of design variables. Since the variations δq, δv, δλ are
arbitrary and the necessary condition δ J = 0 for the minimization of performance
index holds, we equate the terms in brackets to zero, to generate a set of DAEs called
adjoint equations:
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ṗ = gTq + [
(Mv̇)Tq + (�T

q λ)Tq − QT
q

]
w + �T

q μ (17a)

Mẇ = gTv − p − QT
v w (17b)

�qw = 0 (17c)

STq |T f + p(T f ) = 0 (17d)

STv |T f + Mw(T f ) = 0, (17e)

Solving the DAE system (17) from final time up to initial time yields uniquely
defined set of adjoint variables for which the expression (16) simplifies to:

δ J =
∫ T f

0

[
gz − wT

(
Qz + (Mv̇)z

)]
δz dt − wT M ∇v δz|t=0 − pT ∇q δz|t=0.

(18)
Thus the gradient of the objective function J can therefore be expressed as:

∇ J =
∫ T f

0
gTz + (

(Mv̇)Tz − QT
z

)
w dt − (

M ∇v
)T

w|t=0 − (∇q
)T

p|t=0. (19)

Since Eqs. (17d) and (17e) can be treated as boundary conditions, the solution
of the adjoint equations is carried out backwards in time with dynamic parameters
q, q̇, q̈, λ as coefficients.

As in the case of forward dynamics problem, Eq. (17) can be discretized bymeans
of trapezoidal rule and the resulting equations may again be resolved with the use of
the Newton-Raphson procedure. Since this system of equations is linear, only one
iteration per time step will be required. Again, there is a need of finding initial value
μ(T f ), since it is not provided by boundary conditions. Information on both initial
iteration and additional consistency of boundary conditions for adjoint equations can
be found in Ref. [5].

The gradient calculated in Eq. (19) shows a direction along which the objective
function is guaranteed to decrease (unless the considered point is already a local min-
imum). This information can be utilized by an appropriate optimization procedure,
e.g. the steepest descent method, to get the optimal solution.

3 Numerical Examples

Two sample test cases are further discussed. The example presented in Sect. 3.1
contains an analytical solution of the problem and includes a comparison between
the adjoint method and the finite differences method. Section 3.2 investigates the
problem of vibration suppression of a 2 DOF mass, spring and damper system.
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Fig. 1 Physical pendulum with attached mass

3.1 Optimization of a Mass Attached to a Pendulum

The first test example is a simple system of physical pendulumwith additional point-
mass. The system is described in minimal coordinate formulation. Intentionally, the
example is chosen to be simple to get an analytic optimal solution in a closed form.
Let us consider the pendulum depicted in Fig. 1. The pendulum is attached to the
ground by pin joint at point O, whereas additional mass moves along the pendulum’s
axis on a weightless rod.

Masses of the bodies arem1 = 1 kg andm2, respectively. The center of gravity of
the pendulum is at distance of a = 0.5m from the point O. Initially, the pendulum is
aligned horizontally (ϕ0 = 0), the position of the box is x0 and velocities are equal
to zero. The objective is to find an initial position of the second body z1 = x0 and
its mass z2 = m2 that will keep the system in equilibrium. The cost function for the
optimization problem as well as the equations of motion have the following form:

J =
∫ T f

0
ϕ2 dt ,

[
q̇
v̇

]
=

⎡

⎢⎢⎢
⎣

ẋ
ϕ̇

v̇

ω̇

⎤

⎥⎥⎥
⎦

=

⎡

⎢⎢⎢
⎣

v
ω

xω2 − g sin ϕ

− (m2x − m1a)g cosϕ − 2m2xvω

IO + m2x2

⎤

⎥⎥⎥
⎦

. (20)

where g denotes gravitational constant and IO is amoment of inertia of the pendulum
with respect to the axis passing through point O and perpendicular to the plane
of motion. Vectors q and v are the state variables and become known parameters
while solving the adjoint equations. The minimal-coordinate formulation used here
simplifies slightly the adjoint equations, since there are no constraints imposed on the
system, which renders as � ≡ 0 and μ ≡ 0. As mentioned above, the solution curve

of the optimization problemcanbe easily calculated. It reads as:m2 = m1 · a
x0

= 1

2x0
.

Multiple simulations at time step dt = 0.01 s adopted for both forward and
backward simulations, and with different initial guesses of the design have been
performed. The following results were obtained using Interior Point optimization
algorithm. Figure 2 shows the outcome of the simulations for different initial guesses
and various methods used for the gradient calculation. Let us observe that both finite
difference and adjoint methods converge to the optimal solution marked by a solid
line. Both methods, however, produce significantly different solutions, e.g. starting
from point z0 = [2, 1]T we obtain ẑ = [0.765, 0.654]T for finite differences method,
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Fig. 2 Solutions for different starting points with the distinction of adjoint and finite differences
method of gradient calculation
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(b) First order optimality measure.

Fig. 3 History of cost and optimality measure for both methods of gradient calculation

whereas the adjoint method yields ẑ = [2.717, 0.187]T . The observed discrepancy
comes from the small perturbations between numerical values of each gradient. It
can be captured with the aid of Fig. 2b, which shows the trajectory taken by the
optimization algorithm for both methods. Let us note that in the case of finite differ-
ences method, the algorithm slowly converges to the optimal solution and performs
many iterations to reach that point. The comparison of the cost and fulfillment of the
first order optimality conditions is shown in Fig. 3. The optimal solution is found
significantly faster in case of the adjoint method, however, finite differences method
ultimately reaches higher convergence.

3.2 Vertical Double Mass Damping System

Consider two rigid bodies having themassesm1,m2, which are aligned vertically, and
constrained in suchway that only vertical motion is possible (see Fig. 4). Since in this
example each body is described in accordance with Sect. 2.1 (redundant coordinate
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Fig. 4 Vertical double mass
oscillator

formulation), constraint equations �4×1 = 0 has to be imposed on the system and
furthermore taken into consideration while solving adjoint equations. Both parts
are affected by gravity forces and two linear spring - damper systems located as in
Fig. 4.Moreover, the upper part is subjected to sinusoidal excitation F(t). The design
variables are defined as coefficients of springs and dampers, i.e. z = [k1, c1, k2, c2]T .
Numerical parameters used in the simulation are gathered in the Table 1. The goal
of the optimization process is to reduce oscillations of upper mass (described by y1
coordinate) from its initial state y(0)

1 . The performance index can be expressed as:

J =
∫ T f

0

(
y1 − y(0)

1

)2
dt. (21)

There are lower and upper bound constraints imposed on the design variables: zmin

and zmax , respectively. Different optimization algorithms were compared: Sequen-
tial Quadratic Programming (SQP) and Trust Region Reflective (TRR). Solutions
obtained with each procedure are set together in Table 1. One can notice that majority
of the optimal parameters converged to the boundary constraints. Sample numerical
results obtained with the aid of the adjoint method are depicted in Fig. 5a, b. Figure
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Table 1 Numerical parameters

Symbol Value

z0 [5500, 25, 3520, 15]T [ Nm , Ns
m , . . .]

zmin [3000, 5, 3000, 5]T
zmax [6000, 30, 6000, 30]T
y(0)
1 −5.5m

y(0)
2 −10.5m

m1,m2 20kg

F(t) 1000 · sin(4π t) N
T f 1s

ẑSQP [5748, 30, 3000, 12.4]T
ẑT RR [6000, 30, 3000, 11.8]T
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(a) Cumulative force acting on the first body:
Q1 = m1g+F(t)+Fdamp+Fspring.
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Fig. 5 Numerical results for the double mass oscillator

5a reports resultant force acting on the first body for optimized and non-optimized
systems. A similar comparison is carried out in Fig. 5b, where the first mass dis-
placement is shown.

Some of the performance measures for each of optimization algorithm used for
calculations are shown in Fig. 6a. One can see that although both solutions represent
a similar value of the cost function, TRR algorithm converged in significantly fewer
iterations than SQP algorithm. Figure 6b compares numerical agreement between
gradients in case of finite difference and adjoint methods at the starting point z0. The
comparison is performed for constant relative step of central finite difference method
hi = k · zi , where k = 10−8. The varying quantity is the step size dt of both forward
and backward integration process.

One can notice that there is an optimal step size at which both methods produce
similar results. Incrementing time step over the value of 10−2 results in incorrect
solutions of adjoint equations. On the other hand, decreasing the time-step to the
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Fig. 6 Performance measures of the optimization process

values below 10−3 leads to the ill-conditioning of the tangent matrix in the Newton-
Raphson procedure. This way a very small change in design has a great effect on
the cost function, which leads to inappropriate solutions obtained with the finite
differences method.

4 Summary and Conclusions

A brief insight into the multibody systems’ optimization has been presented in this
paper. An efficient solution strategy based on the Newmark scheme for forward
dynamics problem formulated in descriptor form with mass - orthogonal projections
at the velocity and acceleration level is also demonstrated. Furthermore, a general
concept of the adjoint method is introduced and subsequently utilized throughout
the solution of optimization problems associated with two representative sample test
cases. Finally, the numerical outcome is compared with results obtained by finite
difference method. The proposed computational algorithm delivers a gradient vector
in an efficient and reliable manner with good convergence properties guaranteed by
the Newmark scheme. The extension of the method for more elaborated examples
including spatial systems are under current development for the authors.
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Non-linear Modelling of Human Body
Dynamic

Tomasz Mirosław and Adam Zawadzki

Abstract In the paper authors present a concept and a modelling method of the
static and dynamic loads of human body’s parts: bones and muscles during move-
ment. Currently the problem of human body modelling is very important for many
domains of our “better life” programs e.g.: an automotive—to find the best solution
for human protection during accidents, sport—to find the most efficient and least
tiring movements, to the health protection or extend the active life of the elderly.
The human body is not a rigid multi-body system, but elastic, flexible and varying
according to time. It consists of semi-stiff bones, elastic muscles and tendons. Other
parts like stomach or liver are hanging on elastic wires and move relatively to each
other during the whole acceleration process etc. All those elements can be broken or
fatigued under some load. So the model of human body is not linear and shouldn’t
be modelled by linear equation sets. Authors present the concept of human body
modelling based on three types element chain. One type are “bones” that are coupled
in joints and conduct loads to the support surface; the elastic tendons that keep the
joints and propel bones rotation in joints, and muscles that generate forces for stabi-
lization system or for propelling the bones. In paper the simplified model of human
body built in MATLAB/Simulink software is presented. Some results of simulation
e.g. load of a knee during squat or landing after jump are compared with real test
results.
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1 Introduction

A problem of human body modelling is getting more and more popular, because we
pay more attention to health, body comfort and work effort. In our longer life we
expect some problems with our skeleton like pain in neck, backbone or knees. It is
a result of an injury that we had in youth. These injuries some times are the effect
of accidents or the result of wrong movement during normal activities or sport. We
try to avoid injuries by creating the passive and active safety systems in vehicles,
creating more ergonomic furniture, better clothes—especially footwear.

To find the real risk of serious injury we develop tests and measurements—for
validation of equipment. On the other hand we develop modelling methods. One of
the methods used for evaluation of the effect of vehicle crash are phantoms (physical
model) build with special materials that have similar structure to skin, muscle, fat and
bones. This physical model is put on the driver’s and passenger’s seats and the crash
test is carried out. After that the artificial body parts are examined. Those phantoms
are very expensive and very often one-use-only, so these tests are very costly. When
we could build a computer model of the vehicle’s construction and provide some
dynamics simulation we would like to have a similar model for a human body.

Other domain where modelling of the body behaviour is very important is the
safety of work or sport. During jogging on rigid surface our heels and knees are
exposed on shocks which can be absorbed by sport shoes.

We can reduce those forces by improving the knowledge about our body and by
developing good habits and right pattern of our muscle work.

Our body is still an attractive subject for research not only for medics. The tech-
nology that compensates disabilities appears to be more and more realistic (Fig. 1).

Our body is composed of bones joined with joints or cartilage, muscles and ten-
dons. All of them are flexible and have possibilities of energy absorption and dissi-
pation on the other hand can be damaged or destroyed during the lifecycle. Currently
we can treat our joints, muscles and tendons, with some medicines or in the worst
case we can replace themwith artificial implants or prosthesis. The analyses of forces
acting in a human biological joint or in an artificial implants composed into natural
system can help us to better design or use these implants.

2 Model of a Human Body

For many years scientists have built human body models using the theory of multi-
body modelling [1–4]. As the first approach and simplified model of movement
system we can assume that our skeleton is made of rigid elements with joints which
enable the relative movement between them. The movement is effected by muscles
which generate the propelling torques.

Depending on the main purpose of modelling we can find more or less precise
reflection of human bones inmodel [5–7]. In Fig. 2 the simplifiedmodel ofmovement
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Fig. 1 An active prosthesis
of human leg. Photo (Tomasz
Mirosław, Milipol 2015
Paris)

system dedicated for basic movement (like standing, walking, running) analyses is
presented. This model consist of: head, neck, shoulders, arms, forearms, joined part
of backbone, pelvic bone, femurs and calves, and 2 toes for foot (big toe and rest).
This model is called 17 segment models. Each part of this model has their mass,
inertia, dimensions (presented in Fig. 3).

This model is good enough for kinematic analyses during typical movement like
walking. An example of moment analyses with mass centre trajectory is presented
in Fig. 4.

This model can be described with forces in joints that can be calculated based on
geometry processing methods GP [8]. When we assume that propelling torques are
generated in joints we can implement this model to computer software in an easy to
process form i.e. the Kroneker product is used to build the synthetic matrix equation.

Those approach is quite effective as it is proved by D. Grzelczyk and others
(2018) [9] where Authors used the methodology of rigid body system modelling
to solve very important problem of the human bone brake risk estimation during a
“broomstick” human forward fall”, which especially consider elder people.
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(a) (b) (c)

Fig. 2 The model of human body motion system. The simplified model of human skeleton [18]
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Fig. 3 Mass and forces, inertia moment and torques, joints types of human body system model

But in our body the moment comes from muscle forces or from gravity. Joints
do not generate any torques. The muscles with tendons can generate forces and
accumulate the potential energy and the muscle can dissipate it. But in more precise
analyses we can find in our body bone and tendon bow-like structure for shock
absorption and short term energy accumulation. Some bones are prepared to work
as safety system—like a fuse, which can be broken when the load is too high.

In a typical model we assume that bones of the skeleton are propelled by muscles
controlled by brain.

The model of a muscle and whole simplified movement system of skeleton with
muscles is presented in Fig. 5 (based on [10, 11]).
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mg

Fig. 4 The walking model with 17 segment human body model

(a)

(b)

Fig. 5 a Model of human muscle that consists of three passive elements: a series elastic element
corresponding to tendon and connective tissue, parallel elastic element and damper. b The model
skeleton with muscles

When we introduce muscles flexible elements the other method of analyses is
recommended. The modelling with flexible elements like ACNF should be more
efficient in reference to human body [8].
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Fig. 6 A model of human bone with rigid body and flexible (resilient/spring ball) ends

The joints that connect bones are different. Almost all joints between different
bones have different structure optimized to specific movement and load [12–16].
Usually for moment analyses we can differ them according to their degrees of free-
dom, but for other analyses for instance of load resistancewe have to take into account
much more construction details, that will be presented in further part of this paper.

The motion system is not a rigid system. The flexible part can be modelled by
adding the parallel system of flexible elements which represent the muscles with
tendons. It is the next simplification. Of course such a model reflects the energy
accumulation function of muscles.

Although the bones are still rigid. But as it was mentioned above, one of the
interesting problems is to estimate the forces in joints during dynamic process [9].
This forces can cause the rapid damage of joint when it overcomes the critical limit
value or can cumulate the small damages when the load is too big.

For few years authors used the model developed for exoskeleton cooperation with
human body. The method and model of human lower limbs was described in authors
other paper [17].

In that paper the bones are modelled as the flexible body with geometrical size,
mass, inertia and elastic ends (Fig. 6). Those are combined into multi-body system
of bones joined with invisible tendons into the limb (Fig. 7). Forces affecting bones
come from displacement of flexible ends.

Those methods were prepared to be implemented with MATLAB/Simulink soft-
ware.

The example of 2D (two dimension) bone model is presented in Fig. 8. It consists
of two terminals A and B (modelled in the same way) and mass centre. The body
block have inputs for forces represented by components in horizontal and vertical
reference systems) for two terminals A and B: FBXR (terminal B component X
reaction force), FBYR (terminal B component Y reaction force) and external forces:
FBXE and FBYE, analogous FAXR, FAYR, FAXE, FAYE for terminal A. The input
Mext—represents the external torque for body rotation—which can represent the
torque produced by muscles. Additionally the start position of mass centre X0 and
Y0 with start angle ALFA and distances of terminals from the mass centre DLA and
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Fig. 7 Model of leg-as the bones joined with contact of flexible ends

DLB are given. The outputs are: coordinated of real position terminal BX, CY, AX,
AY and mass centre CX and CY and real angle. Additionally two outputs of MA and
MB, representing torques generated in terminals, are present for tests.

The structure of terminal model is presented in Fig. 9. This model consists of
terminal position calculator marked as DBXY. The effect of calculation is given to
outputs EY and EX. Forces from inputs Fx, FXr and Fy, FYr are summed and given
together with real angle to XY2SN transformation block, where XY components
are converted to SN component. The orthogonal force component is used for torque
calculation. These forces and torques are sent to mass centre model.

Model of mass centre is presented in Fig. 8. In this block the weight force appear
and is transformed into SN components basing on actual rotation angle. These forces
are summed with forces coming from terminal and, after dividing by mass value,
appear the acceleration in axles N and S. This acceleration is converted to XY coor-
dinate and integrated for real speed and XY position. The real speed is reversely
converted to SN coordinates for damping force calculations. The CX and Y position
is estimated in reference to Y0, X0—the start position.

In this block the torque is calculated as the sum of torques coming from both
terminals and from the outside. This torque accelerates the rotation proportionally to
inversion of body inertia moment. After its double integration we get real angle of
body bending. So the model is geometrically oriented multimode system model, but
themovement of element depend on interactionwith joined bodies (Figs. 10 and 11).

The structure of joint is presented in Fig. 12. It consist of two blocks: Torque and
reaction force generator. Their structure is shown in Figs. 13 and 14. The forces and
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Fig. 8 The bone SIMULINK/MATLAB model. In reference to Fig. 6

torques are calculated in reference to displacement or bending flexible elements. So
the forces are generated where displacement appears, not as the free vector. In the
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torque generator the input gamma is the value of the angle between bodies when
torque of torsion is equal to zero. Each force and torque are multiplied by “−1” to
give the action and reaction forces which are sent to both cooperating bodies. As
we can see these structure are very simple and adjustable by setting various gains
coefficients (Fig. 15).
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3 Model Verification

The experiment with falling body (jump) down on the ground was chosen as the
example of the model verification. It seems to be important because of potential to
kinetic energy conversion and the dynamic changes of the system structure from free
to open one. A damping and elasticity coefficient was set to constant value. In Fig. 16
the result for different values of coefficients is presented.

The diagram of movement of the free end and mass centre of highest body is
shown in Fig. 16. We can see that after landing this body is bending and rising. In
Fig. 17 (right side) we can see the trajectory of mass centres of lower and middle
part of the system. They are moved almost in a straight line.

But for more reliable analyses we should take account the structure of joint. The
most often damaged joint is the knee. Probably each of us experienced pain in it or
for sure know someone who have or had knee injury. Fortunately the joint is much
more complicated in its structure than hinge joint. Proposed spring ball-terminated
ball model is more adequate for knee joint simulation than typical one axle hinge
joint. The rolling heads of joined bones change the contact point and tangential
forces acting with knee bent angle. The normal force creating the rotation torque
goes though ligaments of the knee and muscles. The torque depends not only on
muscles forces but on the angle of rotation and moving rotation point as it is shown
in Fig. 17.
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4 Conclusions

This model of limb, seems to be easily understandable and worked properly, so it
has been the base for further development of modelling focused on forces acting
in the heads of bones, muscles and tandems. These simulation results seems to be
interesting and model can show the forces which appear in joints.



266 T. Mirosław and A. Zawadzki

1
FR

du/dt

vy

-K-

ky

50

kv

Dead Zone

1
Y

Fig. 15 Block of ground reaction

Fig. 16 Examples of simulation results

a

b

N

R

α

FA

FS

FS
FR

FN

Fig. 17 Forces acting on a knee joint

Acknowledgements This method was developed and model was built in reference to Polish
Exoskeleton NCBIR project No. DOBR/0037/R/R/ID1/2012/03.

References

1. Pons, J.L.: Wearable Robots: Biomechatronic Exoskeletons, CSIC, Madrid, Spain. Wiley
(2008)



Non-linear Modelling of Human Body Dynamic 267

2. Dollar, A., Her, H.: Lower extremity exoskeletons and active orthoses: challenges and state-
of-the-art. IEEE Trans. Robot. 24(1), 144–158 (2008)

3. Zoss, A., Kazerooni, H., Chu, A.: Biomechanical design of the Berkeley Lower Extremity
Exoskeleton (BLEEX). IEEE/ASME Trans. Mechatron. 11(2), 128–138 (2006)

4. Bortole,M.,Venkatakrishman,A.,Hill,A.V.: First andLast Experiments onMuscleMechanics.
Cambridge University Press, Cambridge (1970)

5. Ghan, J., Kazerooni, H.: System identification for the Berkeley Lower Extremity Exoskele-
ton (BLEEX). In: Proceedings of the International Conference on Robotics and Automation,
Orlando, Florida (2006)

6. Low, K., Yin, Y.: An integrated lower exoskeleton system towards design of a portable active
orthotic device. Int. J. Robot. Autom. 22(1), 32 (2007)

7. Pillai, M., Kazerooni, H., Hurwich, A.: Design of a semi-active knee-ankle prosthesis. In: IEEE
International Conference on Robotics and Automation. Shanghai, China (2011)

8. Mikkola, A., Shabana, A., Sanchez-Rebollo, A., Jimenez-Octavio, C.: Comparison between
ANCF and B-spline surfaces. Multibody Syst. Dyn. 30(2), 119–138 (2013)

9. Grzelczyk, D., Biesiacki, P., Mrozowski, J., Awrejcewicz, J.: Dynamic simulation of a novel
“broomstick” human forward fall model and finite element analysis of the radius under the
impact force during fall. J. Theor. Appl. Mech. 56(1), 239–253 (2018) (Warsaw)

10. Valiente, A.: Design of a quasi-passive parallel leg exoskeleton to augment load carrying
for walking. Master’s thesis, Department of Mechanical Engineering, Massachusetts Institute
Technology, Cambridge (2005)

11. Sawicki, G.S., Khan, N.S.: A simplemodel to estimate plantar flexor muscle-tendonmechanics
and energetics during walking with elastic ankle exoskeletons. TBME 2015

12. Kumar, V.: Modeling, analysis and simulation of multibody systems with contact and friction,
Peng Song (2002)

13. Otter, M., Elmqvist, H., Cellier, F.E.: Modeling of multibody system with the object-oriented
modeling language dymola. Nonlinear Dyn. 9(1), 91–112 (1996)

14. Liu, Y., Schmiedeler, J., Wensing, P., Orin, D.: A 3D Dual-SLIP model of human walking over
a range of speeds. http://biomechanics.osu.edu/dynamic-walking/AbstractsFolder/Liu_2015_
DW.pdf

15. Bertholdt,M., Kapper, J., Schmodt, S., Schnorr, C.: A study of parts based object class direction
using complete graphs. Int. J. Comput. Vis. (2010)

16. Zahariev, E.: Computer system for kinematic and dynamic analysis synthesis of rigid and
flexible multibody systems. PAMM 8(1), 10163–10164 (2008)

17. Miroslaw, T.: Themethod ofmodeling of human skeletonsmulti-body system. In:Awrejcewicz,
J. (eds.) Dynamical Systems: Modelling. DSTA 2015. Springer Proceedings in Mathematics
& Statistics, vol. 181. Springer, Cham (2016)

18. https://www.anatomystuff.co.uk/media/catalog/product/cache/1/image/1000x/9df78eab3352
5d08d6e5fb8d27136e95/i/m/img_1000012-the-human-skeleton-back-view-oversized-chart-_
with-rods.jpg

http://biomechanics.osu.edu/dynamic-walking/AbstractsFolder/Liu_2015_DW.pdf
https://www.anatomystuff.co.uk/media/catalog/product/cache/1/image/1000x/9df78eab33525d08d6e5fb8d27136e95/i/m/img_1000012-the-human-skeleton-back-view-oversized-chart-_with-rods.jpg


Dynamics of a Portable Module
Handling System

Robert Mitoraj and Marek Szczotka

Abstract The paper describes a model of a light module handling system (LMHS)
developed for IMR (Inspection, Maintenance and Repair) services typically per-
formed for the seabed-located oil and gas production facilities. In order to describe
dynamic performance and loads during the operation, the system is characterized by
means of a multi-body model consisting both rigid and flexible links. Using the joint
coordinates and homogeneous transformations the dynamics can be described by a
set of differential equations of the second order and some constraint equations. The
system forms several tree-like structures of bodies. The interaction between them
takes place on guiding elements and lifting ropes. An important features of the han-
dling system are flexible guide beams and prongs. The flexibility provided by those
elements helps to limit some impact loads during the module docking phase. This
functionality ismodelled by the rigid finite elements. Lifted objects (subseamodules)
are described by a set of special elements defining the hydrodynamic interaction. The
work will also show some simulation results reflecting a typical operation.

Keywords Module handling systems · Dynamics · Subsea installations

1 Introduction

Subsea modules are complex units installed on the seabed and operated remotely.
These units process the natural resources and differ in size and functions. Typically,
they serve as separation valves, pumps or compressors, coolers, dischargers or other
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units. Beside the installation, it is required to perform maintenance on these objects.
Despite rough sea conditions, damaged modules must be safely replaced with new
ones. To address these challenges, a “small” special module handling system has
been developed. Several new functions makes this tool unique. As the majority of
subsea modules weight up to 25 tons, the LMHS can be easily applied in existing and
future installations. One of the most important futures of the LMHS is its ability to be
installed on an “average” supply vessel. No special vessel is required, in contrast to
a typical crane-based constructions with detailed specified hull requirements. More-
over, the LMHS can be relocated within 48h to an another ship (it can be packed in
two containers for road transportation).

There are many examples of computational models of offshore systems. Often
coupled, complex hydrodynamic motion analyses are conducted for ship cranes and
payloads, for example in [1, 3, 4]. Numerical and experimental tests are performed
for vessels and equipment where design loads (the wire rope tension) are calculated
during installination, such as a 150 ton subsea manifold investigated in [5]. The
calculations require hydrodynamic coefficients to be determined by CFD, which is
a common practice when ships [9] and lifted objects [7] are analysed. Crane booms
are can be very large and its flexibility shall be also considered [6], which makes an
additional challenge for designers.

Amathematicalmodel developed is presented in thiswork. It allows us to calculate
dynamic loads acting on the LMHS structure and modules. Assumed vessel and
weather criteria can be tested with respect to design criteria. The main goal was to
provide a simple, convenient method that allows an engineer to perform qualitative
assessment without access to a large and expensive computation systems.

2 LMHS Basic Assumptions and Layout

The design concept considers a safe launch and recovery of subsea modules per-
formed on typical supply vessels having an average performance on moderate sea
states. An installation over the vessel side as well as over a moonpool are taken into
account. The main components are shown in Fig. 1.

The CGS (cursor guide system) is specially designed to guide the module safely
and consist of (Fig. 1b) the following main parts: guide rails (integral part of the
slewing column), guide frame, slide frame, two prong beams with prongs. An easy
adjustments of prongs towards required module geometry (funnels) is crucial.

3 Mathematical Model

Dynamic analysis must be conducted in order to predict loads and check for the
limitations of the LMHS. A mathematical model is developed for that purpose.
The LMHS is modelled as a multibody system with both rigid and flexible bodies
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Fig. 1 LMHS - main components, a system with module over deck (CGF frames retracted),
b over-boarded position with module launched (CGF frames extracted)

consisting of multiple, tree-like structures. The flexibility of selected bodies is con-
sidered using the rigid finite element method [12].

3.1 Transformation of Coordinates

The inertial coordinate system is designated as {0}, while the coordinate system {p}
will be attached to a body (p) (which may be dependent on proceeding bodies in
kinematic chain, [2]). The homogeneous transformation matrix to transform coor-
dinates from the coordinate system {p} to the inertial system {0} denotes 0

pT. This
matrix depends on all the generalized coordinates of the body (p) in chain, i.e.

0
pT = T(p)

(
q(p)

) = T(p−1)
(
q(p−1)

) · T(p)
(
q̃(p)

) = T(p−1)
(
q(p−1)

) ·
np∏

i=1

U
(
q(p)
i

)

(1)

where q(p) =
[
q(p)
1 . . . q(p)

np

]T =
[(
q(p−1)

)T (
q̃(p)

)T
]T

, q(p−1) is the vector of gen-

eralized coordinates of proceeding body (p − 1) in chain, q̃(p) =
[
q̃(p)
1 . . . q̃(p)

ñ p

]T
is

the vector of generalized coordinates describing the relative motion of the body (p)
with respect to (p − 1), np is the number of generalized coordinates of the body p

in kinematic chain, U(p)
i

(
q̃(p)
i

)
is transformation matrix which depends only on one

generalized coordinate q̃(p)
i , i = 1, . . . , ñ p, ñ p ≤ 6.
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For some bodies the vector q(p−1) = ∅ (no proceeding body - applies to the vessel,
guide frame, slide frame and module bodies).

3.2 Generalized Coordinates of the System

In this work we consider that the vessel’s motion can be defined by known functions.
For practical reasons we simplify the vessel’s response to a simple harmonic input
(see Fig. 3). Therefore the first body’s motion is constrained by the six motion
parameters (x (v)-surge, y(v)-sway, z(v)-heave, ψ(v)-yaw, θ(v)-pitch and ϕ(v)-roll):

q(v) (t) = [
x (v) (t) y(v) (t) z(v) (t) ψ(v) (t) θ (v) (t) ϕ(v) (t)

]T
(2)

where x (v) (t) , . . . , ϕ(v) (t) are known (assumed) functions of time t and other param-
eters depending on vessel design and operational conditions.

Thehomogeneous transformationmatrix of thevessel,T(v)
(
q(v)

) = T(v)
(
q(v) (t)

)
,

is also known and can be found for example in [12] where also the detailed approach
is presented.

The LMHS column (regarded in this work as a rigid body) may rotate around
the vertical axis of a local coordinate system {c} (Fig. 1), therefore its vector of
generalized coordinates is:

q̃(c) = [
ψ̃c

]
(3a)

q(c) =
[
q(v) T q̃(c) T

]
(3b)

while the jib is regarded as a flexible part divided into n( j)
f rigid finite elements (rfe)

(element i = 0 is part of the column):

q̃( j) =
[
q̃( j)
1

T
. . . q̃( j)

n( j)
f

T
]T

(4a)

q( j) =
[
q(v) T q̃(c) q̃( j) T

]T
(4b)

where q̃( j)
i =

[
ψ̃

( j)
i θ̃

( j)
i ϕ̃

( j)
i

]T
, ψ̃( j)

i , . . . , ϕ̃( j)
i are the rotation angles due to defor-

mation of the i-th rfe with respect to its proceeding body (or rfe), i = 1, . . . , n( j)
f .

Four winch drums are included in the similar way as the slewing column. The gen-
eralized coordinates defining drum rotation can be formulated as (these bodies are
added to the slewing column body):

q(w) =
[
q(c) T ϕ(w)

]T ∣∣∣∣
w∈{M,C,G1,G2}

(5)
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where M depicts for main lifting winch (MLW), C stands for cursor guide winch
(CGFW) and G1, G2 for the two guide wire winches (GWW #1 and GWW #2).

Guide frame (g) and sliding frame (s) bodies are assumed to be rigid as well and
the vectors of generalized coordinates (both q(g) and q(s)) take the form:

q( f ) = [
x ( f ) y( f ) z( f ) ψ( f ) θ ( f ) ϕ( f )

]T
, f ∈ {g, s} (6)

and the generalized coordinates for these parts are independent, hence q( f ) = q̃( f )

and q( f −1) = ∅, f ∈ {g, s}.
Flexible prong beams (bk), k = 1, 2 are attached to the sliding frame using hinge

connections. The vectors of generalized coordinates are:

q(bk ) =
[
q(s) T q̃(bk ) T

]T
(7)

where q̃(bk ) =
[
q̃(bk ,0) T . . . q̃

(
bk ,n

(bk )

f

) T ]T
,

q̃(bk ,i) =
{[

ψ(bk ,i) θ (bk ,i) ϕ(bk ,i)
]T

for i = 1, . . . , n(bk )
f[

ψ(bk ,i)
]

if i = 0
The module is considered as a single rigid body with six degrees of freedom:

q(m) = [
x (m) y(m) z(m) ψ(m) θ (m) ϕ(m)

]T
(8)

which again yields to q(m−1) = ∅ and its equations of motion are coupled with the
LMHS system by wire forces and contact forces between funnels and prongs.

3.3 Guiding Elements

Figure 2 shows guiding elements transmitting loads in the cursor guide system.
Figure 2a presents CGF rails, which are an integral part of the slewing structure.
CGF rails “constrain” the guide frame body motion (together with the mechanical
end-stoppers to limit its vertical motion) using eight wheels: four of them transfer
the loads in “Y” direction, and the other four along the “X” direction. The guide
frame also posses its own guiding rails - for guiding the sliding frame. The sliding
frame (Fig. 2b), is equipped with eight wheels, too. A similar wheel arrangement is
used for the slide frame - guide frame interface.

In addition to the wheels, there are also mechanical end-stoppers (indicated
Fig. 1b), limiting the movement of guide and sliding frames. When the module is
lowered into the sea, the guide frame rests on stoppers, and the sliding frame con-
tinues to slide downward, until it reaches the end position (by end stoppers) with
fully submerged module. In the other case, whenever the module is handled over the
sea/deck, the guide frame is resting on the end-stoppers transferring its weight into
the slide frame.
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(a) (b) (c)

Fig. 2 Guiding elements: a CGF rails, b sliding frame wheels, c prong-module interface

Wheels and stoppers are simulated by introducing a special spring-damping ele-
ments, with a non-linear characteristics and arbitrary selected clearances. A proper
modelling of the stiffness curve allows us to overcome some numerical difficulties
due to changing conditions (sudden contacts) as well as the clearance can be intro-
duced (design constants). Suitable models for such elements are developed, some
similar approaches can be found in [10] or [11]. The interaction between the module
and prongs is handled similarly. Figure2c shows contact pairs that guide the mod-
ule: the upper plate of the prong is working as a stopper, and a soft material forms a
spherical shape, that guides the prongs inside the funnels. The upper plate (stopper)
plays also other important function - provides required down-force to the module.

3.4 Drive Elements

Slewing column, the jib angle and winches (drum rotations) motions are controlled,
which can be realised in the form of kinematic constraints:

ϕ(i) = ϕ(i) (t) (9)

where ϕ(i) ∈
{
ψ̃(c), ϕ̃

( j)
1 , ϕ̃(M), ϕ̃(C)

}
is the appropriate degree of freedom specified

in (3a), (4a) or (5).
In order to obtain a desired motion of driven components, additional unknown

reactionsmust be formulated. These drivingmoments (unknown reactions), ensuring
the courses of selected in (9) degrees of freedom, are the components the vector:

Rd = [
Mc Mj1 MM MC

]T
(10)

which must be included in the equations of motion.
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3.5 Equations of Motion

The equations of motion for the whole system dynamics can be written in the form:

Aq̈ − DR = F (11a)

DT q̈ = W (11b)

where A is the inertia matrix (non-diagonal, with variable elements), q =[
q(H) T q( f ) T q(s) T q̃(b1) T q̃(b2) T q(m) T

]T
is the vector of generalized coordi-

nates, q(H) =
[
q(v) T ψ̃(c) q̃( j) T ϕ̃(M) ϕ̃(C) ϕ̃(G1) ϕ̃(G2)

]
, R =

[
R(v) T RT

d

]T
is the

vector of unknown reactions,R(v) is the vector of reactions ensuring realisation of the
vessel motion,D is the constraint coefficient matrix, F = F (t,q, q̇),G = G (t,q, q̇)

When n( j)
f = n(b1)

f = n(b2)
f = 0, Eq. (11) represent a system ofminimumMq = 30

differential equations and NR = 10 constraint equations. The equations are solved
by numerical integration using the Runge-Kuttamethod of the fourth order with fixed
time step. The initial conditions were found assuming q̈ = q̇ = 0 in (11) and solving
for q and R with the Newton’s method [8].

4 Example Simulations

Principal parameters of the vessel, sea conditions and LMHS location considered in
example simulations are listed in Table1.

The motion of the vessel is approximated based on available hydrodynamic cal-
culations and shown in Fig. 3.

Two cases are investigated, where the slewing function is assumed as in Fig. 4a:

• LC-A: operation without the module (governing load case for the CGF winch)
• LC-B: operation with 20 t module (governing loads for the crane structure and
MLW drive)

Time histories of calculated slew drive reactions are presented in Fig. 4a. The drive
torque equivalent for operation of empty LMHS, despite lower values obtained, is

Table 1 Main parameters of vessel and LMHS

Parameter Value (m) Parameter Value

Vessel’s length 120 Sig. wave height 3m

Vessel’s breadth 22 Wave headings 0◦, 45◦, 90◦

Vessel’s draught 7.5 LMHS base loc: r̃(v)
c =

[
0 10.0 1.8

]T



276 R. Mitoraj and M. Szczotka

-0.4

-0.2

0

0.2

0.4

0.6

0.8

0 5 10 15 20 25 30 35 40

[m
]

t [s]

surge
0deg

45deg

90deg

-1

-0.5

0

0.5

1

1.5

0 5 10 15 20 25 30 35 40

[m
]

t [s]

sway
0deg

45deg

90deg

-1.5

-1

-0.5

0

0.5

1

1.5

2

0 5 10 15 20 25 30 35 40

[m
]

t [s]

heave
0deg

45deg

90deg

-1

-0.5

0

0.5

1

1.5

0 5 10 15 20 25 30 35 40[d
eg

]

t [s]

roll
0deg

45deg

90deg

-3

-2

-1

0

1

2

3

4

0 5 10 15 20 25 30 35 40[d
eg

]

t [s]

pitch
0deg

45deg

90deg

-1

-0.5

0

0.5

1

1.5

0 5 10 15 20 25 30 35 40[d
eg

]

t [s]

yaw
0deg

45deg

90deg

0.6-

Fig. 3 Vessel motion assumed, headings 0◦, 45◦ and 90◦
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Fig. 4 Results for LC-A a slew rotation and moment Mc, b CGF winch tension force

important for dimensioning of the gear box life time (spectrum definition). It’s also
important that representative loads acting on CGF rope are determined (Fig. 4b). This
allows for dimensioning of the CGF winch drive including fatigue loads for the drive
gears as well as for the rope.

Similar results are presented when the module is present, Fig. 5 (same slewing
function as in LC-A case). Slew drive moments for three headings are presented in
Fig. 5a, where the moment peaks have increased up to 250kNm which is caused by
themodule’s inertia forces. TheMLW rope tension force is shown in Fig. 5b: it equals
the module and all CGF frame masses (i.e. all objects handled by MLW, excluding
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Fig. 5 Results for LC-B a slew drive moment Mc, b MLW rope force
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Fig. 6 Results for LC-B a radial contact force on funnel-prong sphere, b contact force on funnel-
vertical prong stopper

20kN constant tension generated by the CFG winch). Such a winch working mode
is typical for the launch and recovery and provides the required down-force level.

Module interaction loads with prong sphere (contact forces) are shown in Fig. 6a.
Forces presented in Fig. 6b present the contact loads between module funnel and
prong vertical stopper. Forces acting on the second prong are similar, some difference
is dictated by the prong beam-funnel geometry. The down-force level (the sum of
contact forces on both prong stoppers) is an important parameter to consider. If the
down-force is not sufficient, the module can slide out from prongs and a dangerous
situation may occur (like a damage of the module due to impact with the CGF rails or
hull). Therefore, theMLWcapacitymust be high enough to cover the loads generated
by module itself and all cursor guiding elements resting on it.

5 Conclusions

The numerical model developed and elaborated computer programme enable us to
predict the loads in various conditions and configurations. The assumptions made
in the project design phase (i.e. design loads) should be confirmed whenever a new
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installation is planned. Due to various possible vessels, different modules and deck
arrangements, detailed engineering must performed for the verification if the gov-
erning loads are not exceeded. Winch drives and ropes capacities and life times are
also important factors to monitor. For this purpose, as well as due to requirements of
an external approval, the developed computer programme could be an useful tool.

The system was developed assuming SWL 25 t and the significant wave height up
to 4.5m. However, due to complexity of module handling operations and variety of
possible input parameters (including large variety of module types), it is difficult to
asses the limits without running several analyses for each significant input modifica-
tion. Assisting engineers and vessel managers during such operations was the main
motivation behind developing the model presented.
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Abstract This paper aims to propose a new spectral element with additional mass.
Methodologies for structural health monitoring are used to include additional auxil-
iary mass in the structure to change of natural frequencies. Therefore, the additional
auxiliary mass can enhance the effects of discontinuities in the structural dynamics
response, which could improve the identification and location of the discontinuities.
The proposed approach deals with the wave propagation in structures regarding the
spectral analysis method. The change in the natural frequencies due the mass is
examined by comparing the differences between the dynamic responses of the beam
with and without additional auxiliary mass. Similar analyses also performed with
the Galerkin assumed modes technique to validate the new spectral element. The
proposed technique is validated with numerical simulation and then compared to
experimental data.
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1 Introduction

The spectral element method (SEM) consists in the exact displacement of the wave
equation of the analytical solution in the frequency domain. It is equivalent to an
infinite number of finite elements. SEM is a meshing method similar to FEM, where
the approximated element shape functions are substituted by exact dynamic shape
functions obtained from the exact solution of governing differential equations. As
the SEM assumes the exact frequency-domain solution, it implies high accuracy.
Other advantages of this method are the reduction of the problem size and DOFs,
low computational costs, effectiveness in dealing with frequency-domain problems,
adequate to deal with the non-reflecting boundary conditions of the infinite or semi-
infinite-domain problems [11]. This characteristic and the spectral domain make
SEM more suitable to solve the structural discontinues detection. The advantage of
SEM is the reduced number of elements required to model the system as compared
to other computational methods. Due to the SEM be formulated with the exact wave
propagation solution, it became a suitable technique to model structural damage
detection. In general, changes in either global or local structural properties can be
associated with an imperfection or damage. In the last decades, damage detection
researchers are focused on methods that use elastic wave propagation at medium and
high-frequency bands [7, 8, 12, 14, 18, 20]. Some techniques in health structural
monitoring use to add a traversing auxiliary mass change in the structure to enhance
the effects of the discontinuities on the dynamic response and facilitate the identifi-
cation and location, i.e., of damage. Zhong [21] presented damage detect technique
that uses auxiliary mass spatial probing.

The modal analysis aims to reduce a complex system of partial differential equa-
tions that describe the dynamical behaviour of a continuous structure. This approach
is less complicated and is described by a system of ordinary differential equations
that considers the motion of an equivalent one-dimensional structure, such approach
and numerical model especially in a non-linear analyses lead to errors in solution and
must be treated with particular attention. Although the reduction of PDEs, especially
non-linear systems analysis to ODEs and possibly algebraic equations to considera-
tion of only a few degrees of freedom can lead to erroneous results. This approach
in beam-like structure can be found in the references [2–4, 9]. A theoretical treat-
ment of modal analysis is given in Meirovitch [13]. In literature, we found several
examples of model reduction, for example, vortex induced vibration [5] or stochastic
problems [17], or wind turbine analysis [16]. The order reduction can be made in the
analysis. One of these techniques is to reduce the continuous system to a few degrees
of freedomMDOF throughmodal analysis [1, 19]. Reducing continuous mechanical
systems into discrete ones is advantageous. According to Galerkin’s method [15].

The aim of this paper is to propose a new spectral element with additional mass.
The proposed approach deals with the wave propagation in structures regarding the
spectral analysis method. Methodologies for structural health monitoring are used
to include additional auxiliary mass in the structure in order to change of natu-
ral frequencies. The change in the natural frequencies due the mass is examined by
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comparing the differences between the dynamic responses of the beamwith andwith-
out additional auxiliary mass. Similar analyse was also performed with the Galerkin
assumed modes technique in order to validate the new spectral element with addi-
tional mass. The proposed model is validated with a numerical simulation and then
compared to experimental data.

2 Beam Spectral Element with Additional Mass

A spectral damaged Euler-Bernoulli beam element with an auxiliary mass is
addressed. Figure 1 shows a two-nodes auxiliary mass beam element with uniform
rectangular cross-section, length L and auxiliary mass position L1. The auxiliary
mass ismodelledwith a tipmass (ϑδ(x − L)) added in thebeammass.Theundamped
equilibrium equation with the auxiliary mass in frequency domain can be written as:

E I
d4v(x)

dx4
+ ω2[ρA + ϑδ(x − L)]v(x) = p(x), (1)

where I is the inertiamoment, v is the transverse displacement, and p is the distributed
external transversal force. A structural internal damping is introduced into the beam
formulation as E I = E I + cE I0 with cE I0 = iη where η is the hysteretic structural
damping factor. The auxiliary mass is described by a impulse force described by a
Dirac delta function (δ(x − L/2)) multiplied by a mass value ϑ . The homogeneous
displacement solution for Eq. (1) must be described in two parts, one for the left-hand
side of the mass, it has

vL(x) = a1e
−i(kbx) + a2e

−(kbx) + a3e
−ikb(L1−x) + a4e

−kb(L1−x) (0 ≤ x ≤ L1)

= sL(x, ω)aL (2)

where kb = √
ω(ρA/E I )1/4 is the beam wavenumber, sL(x, ω) = [

e−i(kbx) e−(kbx)

e−ikb(L1−x) e−kb(L1−x)
]
, and aL = {a1 a2 a3 a4}T . Other, for the right-hand side of the

mass

vR(x) = a5e
−ikb(L1+x) + a6e

−kb(L1+x) + a7e
−ikb(L−(L1+x))

+a8e
−kb(L−(L1+x)) (0 ≤ x ≤ L − L1)

= sR(x, ω)aR (3)

where sR(x, ω) = [
e−ikb(L1+x) e−kb(L1+x) e−ikb(L−(L1+x)) e−kb(L−(L1+x))

]
, and aR =

{a5 a6 a7 a8}T . Writing Eqs. (2) and (3) in a matrix form,

{
vL(x)
vR(x)

}
= d =

[
sL(x, ω) 0

0 sR(x, ω)

] {
aL
aR

}
= s(x, ω)a (4)
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Fig. 1 Two-node damaged beam spectral element

where d is the nodal displacement vector, a is the coefficient vector, and s is a
matrix dependent of the element boundary and compatibility conditions. The element
boundary conditions are considered as following form:

• at node 1

vL(0) = v1 and
∂vL(0)

∂x
= φ1 (5)

• at the mass location (x = L1 for vL(x) and x = 0 for vR(x))

vL(L1) = vR(0),
∂vL(L1)

∂x
= ∂vR(0)

∂x
,

∂2vL(L1)

∂x2
= ∂2vR(0)

∂x2
,

∂3vL(L1)

∂x3
− ∂3vR(0)

∂x3
= −ϑ

∂2vL(L1)

∂t2
(6)

• at node 2

vR(L − L1) = v2 and
∂vR(L − L1)

∂x
= φ2 (7)

Applying boundary and compatibility conditions in Eq. (4) it has,

⎡

⎢
⎢⎢⎢
⎢⎢⎢
⎢⎢⎢
⎣

1 1 m n 0 0 0 0
−ik −k ikm kn 0 0 0 0
−m −n 1 1 m n o p
mik nk −ik −k −ikm −kn iko kp

−k2m k2n −k2 k2 k2m −k2n k2o −k2p
ik3m + ϑik2m −k3n + ϑk2 −ik3 + ϑik2 k3 + ϑk2 −k3m k3nn ik3o −k3p

0 0 0 0 r t 1 1
0 0 0 0 −ikr −kt ik k

⎤

⎥
⎥⎥⎥
⎥⎥⎥
⎥⎥⎥
⎦

︸ ︷︷ ︸
Gb

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1
a2
a3
a4
a5
a6
a7
a8

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v1
φ1
0
0
0
0
v2
φ2

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(8)
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where m = eikL1 , n = e−kL1 , o = e−ik(L−L1), p = ek(L−L1), r = e−ikL , t = e−kL .
From the Eq. (8) it can relate the coefficient vector with the nodal displacement
vector by:

a = G−1
br d (9)

whereG−1
br is the inverse ofGb reduced to the order [8 × 4] due to the zeros into the

displacement vector d. Substituting Eq. (9) into (4) it has,

{
vL(x)
vR(x)

}
=

[
sL(x, ω) 0

0 sR(x, ω)

]
G−1

br d = g(x, ω)d (10)

Note thatΓ (ω) = G−1
br . For instance the deterministic flexibility rigidity andmass per

unit of length parameters, E I (x) and ρA(x), are assumed as deterministic constants.
The stiffness operator is given by ∂2(•)/∂x2 = (•)′′. Due spacial reference in the
model the equations must be integrated according to the corresponding limits, then

K(ω) = E IΓ T
d (ω)

[
Sk0L 0
0 Sk0R

]
Γ (ω), (11)

and

M(ω) = ρA Γ T
d (ω)

[
Sm0L 0
0 Sm0R

]
Γ (ω), (12)

where

Sk0L =
∫ L1

0
s′′TL (x, ω)s′′L(x, ω)dx, Sk0R =

∫ (L−L1)

0
s′′TR(x, ω)s′′R(x, ω)dx

(13)

Sm0L =
∫ L1

0
sTL (x, ω)sL(x, ω)dx, Sm0R =

∫ (L−L1)

0
sTR(x, ω)sR(x, ω)dx

(14)
Substituting Eqs. (13) in (11), and Eqs. (14) in (12) the deterministic stiffness and

mass matrices as closed-form expressions can be obtained. Then, the spectral beam
with auxiliary dynamic stiffness matrix can be obtained as D(ω) = K(ω)ω2M(ω).

3 Experimental Procedure

Experimental results are performed for a I-beam 102 × 11.4 (exact dimensions
101.6 × 67.6 mm2) of steel MR-250 with length of 6m. Figure2 show in
detail the nominal geometric properties of I-beam. The Young’s modulus is E =
200.0474 ± 2.0675 (nominal 200) GPa, cross-sectional area A = 14.3156 cm2, den-
sity ρ = 7848.156 kg/m3 and moment of inertia Ix = 245.13 cm4 were obtained
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Dimension Nominal
h (mm) 101.6
ho (mm) 86.8
ho (mm) 7.4
t f (mm) 4.84
to (mm) 15.9
b (mm) 67.6
S (cm2) 14.5
Ix (cm4) 252
Wx (cm3) 49.7
ix (mm) 41.7
Iy (cm4) 31.7
Wy (cm3) 9.37
iy (mm) 14.8
L (mm) 6000.0

Fig. 2 Geometrical properties of I-shape 102 × 11.4

Fig. 3 Simply supported condition at both ends

experimentally. The dynamic tests were developed in laboratory ofMechanical Engi-
neering Department of University of Braslia.

Geometric properties (area A and inertia Ix ) was determined by articulated arm
coordinatemeasuringmachine (modelArm100 - uncertainty of 0.070mm) ofMetrol-
ogyLaboratory (UnB-FT/EnM/LabMetro).WithArchimedes principle, we obtain an
density estimation of material. The experimental verification of Young modulus was
performed by FRF estimation of a free-free and simply supported Euler-Bernoulli
beam. With a modal impact testing, Young modulus was estimated by report to
the best fit to natural frequencies identified. The tested beam has simply supported
condition guarantee by steel rollers lean on steel plates, as show by Fig. 3.
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Fig. 4 Additional mass

The additional mass was composed by steel plates fixed with four threaded rod
and nuts as shown in Fig. 4. Each steel plate weighted 5714 ± 2g. The added mass
system was fast to avoid any accidental motion.

Instrumentation and Experimental Procedure

Figure5 describe experimental setup in Laboratory of Vibration in University of
Braslia to estimate FRF betweenmodal hammer and accelerometer. The list of equip-
ments are NI cDAQ-91 and NI-9124, accelerometers PCB352C34/PCB352C33,
modal hammer PCB086C0, and a PC desktop with LabView to data acquisition.
For experimental tests, one accelerometers located in L/4 from the right support and
an impact in force in the L/4 from the right support.

The additional mass was placed along the beam every 20 cm. Once the masses
were positioned, the modal hammer tests were performed to obtain the FRFs. The
first and second frequencies for each position of the additional mass were identified
by spectral centre correction method [21] (Table1).

4 Numerical Results

In the first numerical example, a simply supported beamboundary conditionswith the
samematerial properties and geometry presented in Sect. 3. The impact andmeasured
points are also assumed likewise in the experimental test setup. It is compared the
firsts natural frequencies of the beamwith andwithout auxiliarymass spatial probing.
In Fig. 6 shows that when no mass is added to the structure the first natural frequency
is constant, while that the beam with additional mass the first natural frequency
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Fig. 5 General view of
experimental setup

Table 1 First and second frequency (Hz) as function of position of additional mass (cm)
x(cm) 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8

f1 9.329 9.336 9.320 9.270 9.219 9.168 9.106 9.034 8.956 8.893

f2 36.804 36.719 36.501 36.211 35.890 35.593 35.392 35.281 35.300 35.432

x(cm) 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8

f1 8.836 8.793 8.746 8.709 8.694 8.683 8.686 8.711 8.747 8.792

f2 35.656 35.940 36.249 36.517 36.709 36.794 36.728 36.539 36.278 35.975

x(cm) 4.0 4.2 4.4 4.6 4.8 5.0 5.2 5.4 5.6 5.8

f1 8.838 8.900 8.964 9.031 9.100 9.167 9.224 9.263 9.298 9.327

f2 35.685 35.448 35.310 35.278 35.373 35.578 35.871 36.192 36.489 36.694

change when the auxiliary mass change position. The additional auxiliary mass
approximately 10% of the beam mass (ϑ = 0.54 kg).

For the second example compare the firsts frequencies obtained with the SEM
model, Galerkin [1] and experimental measured. Figure7 presents experimental
results and SEM simulation of accelerometer 2 (x = L/4) FRF with additional mass
at middle span. This figure compare experimental results and SEM simulation with
a reasonable agreement. The error are more notable to second frequency.
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Fig. 6 First frequency as function of position of additional mass obtained using the SEM and
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Fig. 7 FRF of accelerometer 2 (x = L/4) with additional mass at middle span: comparison of
SEM, Ritz-Galerkin and experimental results

Fig. 8 Natural frequencies of beam fi (i = 1, 2)[Hz] as function of additional mass x[cm]

Figure8 show the first two natural frequency of essayed beam as function of
addition mass position x[cm]. The error between SEM simulation and experimental
are inferior of 1.2%.



288 E. U. L. Palechor et al.

5 Conclusions

This paper present a new spectral element with additional mass. The natural fre-
quencies change due to position of the mass along x-axis. Similar analyse was also
performed with the Galerkin assumed modes technique in order to validate the new
spectral element with additional mass. Galerkin technique presents similar results to
spectral element method even needing some assumed modes to converge (N ≥ 6).

The proposed model is validated with a numerical simulation and then compared
to experimental data. The spectral element results shows a good agreement with
experimental first natural frequencies. Comparing the second natural frequencies
experimentally identified, the spectral element observe a difference inferior to 1.2%.

Acknowledgements The authors acknowledgeCNPq (Brazilian ScientificConseil),MCTI (Indus-
trial, Science and Technology Ministry) and FAP-DF by financial support referent to scientific
project.

Appendix

According to Galerkin’s method [15], the solution of Eq. (1) can be expanded as
function of:

w(x, t) ∼= wh(x, t) =
N∑

j=1

ψ j (x) q j (t) (15)

where ψ j (x) are test functions in domain D = [0, L] that satisfying boundary con-
ditions of problem, q j (t) are generalized coordinates of discretized system. By sub-
stituting (15) into (1) to obtain residual functionR. As base functions are not exact
solutions of problem (1), the residual function R results a non-null function. But,
according to Garlerkin’s method, a kind of weighted residual method [6, 10], we
search minimize the residual function R in domain D ∈ [0, L],

∫

D
R [wh(x, t)] · ψi (x)dx = 0, i = 1, 2, . . . , N (16)

This problem can be solved by a numerical time integrator, e.g., Newmarkmethod,
Hilbert-Hughes-Taylor method, or a simple Runge-Kutta.
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Influence of Air Temperature
on Dynamic Properties of Pipes Supplied
with Pulsating Flow

Tomasz Pałczyński

Abstract Air temperature has a significant influence on the dynamic properties of
pipes supplied with pulsating flows. In many applications (power plants, pipelines,
intake and exhaust systems for internal combustion engines), air temperature has
an effect on resonance. Depending on the air temperature and its influence on tran-
sient flow parameters (pressure, temperature, density, speed of sound), there may
be significant changes in the dynamic properties of the test pipe, such as resonant
frequencies and the damping coefficient. In this study, experiments were conducted
in an air temperature range of between 288 and 343 K, with a very a short air temper-
ature step of around 5 K. Each measurement series was performed in triplicate. The
results were processed in the Matlab environment using Fast Fourier Transforms.
The empirical coefficients were visualized as 3Dmaps, including the influence of air
temperature on pulsation dynamics in pipes. Finally, the experimental results were
compared with the author’s 1D model (based on the method of characteristics). The
results are significant both for the theoretical understanding of flows in pipelines
with pulsating flows and for practical applications in industry..

Keywords Air temperature · Pulsating flow · Dynamic properties

1 Introduction

Air temperature has a significant influence on the dynamic properties of pipes sup-
plied with pulsating flows. In many applications (power plants, pipelines, intake
and exhaust systems for internal combustion engines), air temperature has an effect
on resonance. Depending on the air temperature and its influence on transient flow
parameters (pressure, temperature, density, speed of sound), there may be signif-
icant changes in the pipe dynamic properties of the test pipe, such as resonant
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frequencies and the damping coefficient. Pulsating flow implies pulsating pressure,
which causes vibrations and noise. It is thus one of the most important problems
currently facing industry [1–3]. Numerous studies in the literature include math-
ematical modeling of the dynamics of pipeline systems interacting with a medium
[4–9]. In this study, experimentswere conducted into the amplitude and phase charac-
teristics, resonant frequencies, damping coefficient and quality of approximation for
pipes sup-plied with pulsating flows, fitted with relative nozzle diameters of between
3 and 9%. The experiments were supported by the author’s hybrid measurement
method detailed in [10]. The National Instrument NI USB-6259 measurement card
is designed to operate in the LabView environment, and is not supported by Matlab.
Therefore, the experimental part of this project was based on LabView software.
The second part, focusing on analog data processing, FFT (Fast Fourier Transform)
analysis and Fourier series approximation, was conducted in Matlab. This clear divi-
sion of process requirements demanded hybridization of the measurement process.
Automated testing and recording was performed with LabView 2013 software. Cal-
ibration was performed using reference transmitters. Pressure transducers (Endevco
8510C-15 and 8510C-50) were calibrated using the glass tube water level gauge
and a Vaisala PTB 330 reference barometer. Steady-state characteristics and perfor-
mance were estimated using this procedure. Constant current thermometers (CCTs)
were calibrated using a Type E reference thermoelectric element. Constant temper-
ature anemometers (CTAs)—mass flow rate transducers—were calibrated using an
Annubar-type flowmeter. The experimental results were compared with the author’s
1D model, based on the method of characteristics (MOC).

2 Principles of Method of Characteristics

Benson’s [11] non-dimensional notationwas used for first step approximation, where
heat transfer and friction in pipes are often omitted (Fig. 1). The flow can be defined as
homentropic, and there is no area section change. The two non-dimensional Riemann
invariants (α and β) can be defined along the characteristics lines C+ and C− [12]:

Fig. 1 Method of
characteristics in the
space-time domain [12]
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α � An+1
i − κ − 1

2
∗Un+1

i � An
R − κ − 1

2
Un

R, (1)

β � An+1
i − κ − 1

2
∗Un+1

i � An
L +

κ − 1

2
Un

L , (2)

where:

L, R, S nodes at time space domain due to C+, C−, C0 characteristics;
i space point;
n natural value in the time domain;
A non-dimensional speed of sound A � a

are f
;

U non-dimensional velocity U � u
are f

;
are f reference speed of sound

Using MOC, it appears that when all parameters at time step n are known, the
Riemann characteristics (Eqs. 1 and 2) can be calculated. Using this information, the
next step can be calculated.

For homentropic flow, contraction of the gas between S and the mesh node (i,
n+1) can be defined:

pnS(
ρn
S

)κ � pn+1i(
ρn+1
i

)κ , (3)

Having found δxL , δxR , δxS (the distance between i node and L, S, R points) the
thermodynamic states can be determined at nodes L, R and S using linear interpola-
tion. There should be calculated: ρn+1

i , un+1i , and pn+1i .
On the other hand, the transient speed of sound is determined as follows:

a � √
κ · R · T , (4)

where:

R individual gas constant 286,9 [J/(kg K)];
κ isentropic expansion factor;
T transient temperature (K);
a speed of sound (m/s)

Finally, the pipe length was estimated using the following equation:

fn � a

4 ∗ L
, (5)

where:

L pipe length (m)
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Assuming the relationship presented above between the speed of sound, natural
frequency and particle velocity, the following can be stated:

(a) speed of sound strongly depends on the temperature of medium (Eq. 4);
(b) the velocity of medium u is the additional speed propagating small amplitude

disorders in air. This influences the course of the characteristicC+,C−,C0 lines,
changing the dynamic properties of the analyzed pipes supplied with pulsating
flows.

(c) changes in the speed of sound change the natural frequency of the test pipe
(Eq. 5).

3 Test Rig—Main Assumptions

The following assumptions were made:

– Real measurements taken of transitional states during pulsation frequency changes
(from 20 to 180 Hz) in pipes. The main features of the test rig are presented in
Fig. 2, including the pulse generator (PG) and three control sections (1, 2, 3).

– A simplified Simulink model, designed to estimate the local pulsation amplitude
and amplitude-frequency characteristics [10].

– An analysis of the influence of frequency change in a range of amplitudes from
20 to 180 Hz on air pressure during pulsation changes at three control sections.

– Measurements showing resonant frequency changes with increasing and decreas-
ing pulsation frequencies.

– Proposed parameters for estimating second-order inertial elements (the damping
coefficient and resonant frequency), to describe the observed phenomena.

– Assessment of the impact of the sine swept constraint on amplitude-frequency
characteristics.

The main parameters were as follows:

Fig. 2 Main elements of the test rig [1]. P.G.—pulse generator, 1, 2, 3—tested cross sections
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– Range of desired values for the frequency of the pulse generator f � (20 ÷ 180)
(Hz).

– Pipe diameter Dp � 42 × 10−3 (m).
– Pipe length L p � 0.544 (m), determined with resonance at 70 and 140 Hz.
– Nozzle diameters Dn � 7.5− 12.5× 10−3 (m). The nozzles were mounted at one
end of the pipe, at cross section (3).

– Desired flow temperature from 313.15 to 343.15 (K).

Transient and mean values for pressure, temperature and specific mass flow rate
weremeasured at control sections (1) and (3), shown in Fig. 2. Transient pressure was
also measured in section (2), located in the middle of the length of pipe. Analysis of
the dynamic properties of the pipe was performed using the second-order oscillating
element as the reference, parametrizing objectively the differences between particular
cases. It was thereby possible to approximate the swept frequency probe with a
coefficient of determination greater than 95% (R2 > 0.95). Second-order oscillating
elements were estimated using Eq. (6) and the Curve Fitting Tool, with custom
equation settings and default 95% confidence bounds [13]:

M( f ) �
⎧
⎨

⎩

[

1 −
(

f

fn

)2
]2

+

[
2ζ f

fn

]2
⎫
⎬

⎭

−1/2

, (6)

where:

M( f ) magnitude of oscillations (−)
fn natural frequency (Hz)
ζ relative damping coefficient (−)

Resonant frequency was calculated using the equation [13]:

fr � fn
√
1 − ζ 2, (7)

Magnitude of oscillations were calculated as an relative amplitude of oscillations
from the cross section 2 or 3 referenced to cross section 1.

4 Experimental and Simulation Results

Table 1 shows values for the damping coefficient and resonant frequencies in the
studied cases. Each three rows represent the same temperature for three investigated
mass flows (20, 24, 28 kg/s). The first group of columns represents experimental
results according to p3/p1 (quotient of pressure pulsation of the third to the first
cross-section) and the second group p2/p1 (quotient of pressure pulsation of the
second to the first cross section). For each group, the natural frequency and relative
damping coefficient were estimated (Eq. 1), together with R2—the coefficient of
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Fig. 3 a Magnitude p2/p1–3D plot in the frequency and temperature domains. b Magnitude
p2/p1—contour plot in the frequency and temperature domains. c Magnitude p3/p1–3D plot in
the frequency and temperature domains. d Magnitude p3/p1—contour plot in the frequency and
temperature domains

determination and resonant frequency (Eq. 2). The whole spectrum of investigated
temperatures was from 313.15 to 343.15 K with a 10 K step.

Figure 3 presents magnitude-frequency characteristics in the temperature domain.
Figure 3a shows magnitude for p2/p1 as a 3D map in the frequency and temperature
domains. Figure 3b provides a view from above, to show more clearly the influence
of air temperature. As can be seen, air temperature increases from 313.15 to 343.15K
as resonant frequency increases from 152 to 159 Hz (4.5%). Similarly, Fig. 3a shows
magnitude for p3/p1 as a 3D map in the frequency and temperature domains. A
view from the top is presented in Fig. 3d to make more visible the influence of air
temperature. As can be seen, air temperature increased from 313.15 to 343.15 K as
resonant frequency increased from 152 to 159 Hz (4.5%).

In Fig. 4, there is significant noticeable increase from 7 to 14 magnitudes due to
movement from the second to the third cross section.
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Fig. 4 Numerical simulation results for the resonant frequency fr � 145.16 (Hz) and nozzle
diameter 10× 10−3 m and temperature 313,15 K: a local speed of sound in the time-space domain,
b transient pressure in the time-space domain, c transient temperature in the time-space domain, d
particle transient velocity in the time-space domain

The amplitudes of the oscillations at cross sections 1 and 2 were estimated and
the magnitudes p2/p1 calculated. Magnitudes were assigned to the pulse generator
frequencies. The coefficient of determination for the magnitude curve approximation
is very good for p2/p1, with an average value R2 � 0.98 and for p3/p1 the average
value is R2 � 0.87. This proves that the second-order oscillating element is sufficient
for approximating the dynamic states of pulsating flows in pipes with partially-closed
ends, including the influence of air temperature and the mass flow rate (especially
for p2/p1 cases).

Calculations using the Simulink model (based on the method of characteristics)
were performed in parallel with the experimental studies. Sample simulation results
are presented in Fig. 4, which shows flow parameters in the time-space domain. The
simulation of acoustic phenomena for the initial time steps is clearly visible. The
propagating wave is divided into two parts, and is proportional to the cross-section
area change coefficient. The reflected part of the propagating wave has closed-end
type boundary conditions. The rest of the falling wave propagates outside the nozzle.
Qualitative comparison of the results of the numerical studies reveals a good match
with experimental measurements.

The assumed air temperature changewas confirmed. The assumed reference speed
of sound conditions for the partially-closed end were verified against the model of
air temperature. Acoustic phenomena were confirmed for the analyzed flows. Nodes
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and antinodes were found for the standing wave. At resonant frequency pulsations,
the pressure nodes were located at the beginning of the pipe. Velocity antinodes can
also be seen at the pipe end (cross section 3).

4.1 Experimental and Simulation Results—Discussion

Figures 5 and 6 provide a graphical interpretation of the results from Table 1. The
influence of themass flow rate and air temperature on the relative damping coefficient
was estimated for p3/p1 (quotient of pressure pulsation of the third to the first cross-
section) and p2/p1 (quotient of pressure pulsation of the second to the first cross
section).

A significant decrease in the relative damping coefficient can be noticed, due to
the increase in the mass flow rate. Case p3/p1 has much lower values for the relative
damping coefficient, compared to p2/p1. This is caused by the flow phenomenon
illustrated in Fig. 4b. The amplitudes of the pressure pulsation in the middle length
of the tested pipe are lower. In the case of p2/p1, with a low mass flow rate there is
a slight decrease in the relative damping coefficient, from 0.083 to 0.079 (−5%). A
significant decrease in the relative damping coefficient was observed, from 0.069 to
0.057 (−21%), in the case of p2/p1 with medium mass flow rates [24 (kg/s)]. In the

Fig. 5 a Damping coefficient relative to mass flow rate and air temperature (p3/p1 upper, p2/p1
bottom). b 2D plot—damping coefficient relative to mass flow rate and air temperature p2/p1. c 2D
plot—damping coefficient relative to mass flow rate and air temperature p3/p1
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Fig. 6 a Resonant frequency relative to mass flow rate and air temperature (p3/p1 upper, p2/p1
bottom). b 2D plot—resonant frequency relative to mass flow rate and air temperature p2/p1. c 2D
plot—resonant frequency relative to mass flow rate and air temperature p3/p1

case of p3/p1, the influence of air temperature on the relative damping coefficient was
very slight. However, the mass flow rate was found to have a significant influence on
the relative damping coefficient in both cases p3/p1 and p2/p1. In the case of p3/p1,
there is a significant decrease in the relative damping coefficient, from 0.043 to 0.029
(−48%) at low temperatures, independent of air temperature. The decrease in the
relative damping coefficient in case p3/p1 is greater at high air temperatures, from
0.040 to 0.025 (−60%). In the case of p2/p1, there is a significant decrease in the
relative damping coefficient, from 0.083 to 0.053 (−57%).

The impact of air temperature andmass flow rate on resonant frequencies stands in
contrast to the variability of the relative damping coefficient. Of course, this contrast
is only apparent because these physical quantities were conjugated in the manner
presented above. Changes in resonant frequencies with changes in air temperature
were also significant, with an increase of around 9% (from 313.15 to 343.15 K),
increasing to 3.2% (from 152.16 to 157.18 Hz) in the case of p3/p1 and increasing to
3.8% (from 151.72 to 157.73 Hz) in the case of p2/p1.

The significant influence of air temperature on the relative damping coefficient,
and of mass flow rate on resonant frequencies, is of great importance for under-
standing the dynamic properties of pipes supplied with pulsating flows. All kinds
of pipelines and compressed air lines suffer due to vibrations induced by resonance
frequencies. The experimental results presented in Figs. 5 and 6 as three-dimensional
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Fig. 7 Resonant frequency versus temperature (theoretical, experimental and calculated from sim-
ulation model based on MOC)

maps of the real relative damping coefficient and resonant frequencies could be used
as corrective steering or process engineering maps. The research results presented
here could also help to protect large industrial systems against defects caused by
uncontrolled changes in the dynamic characteristics of pipelines.

A comparison of the theoretical (Eq. 5) and experimental results is presented in
Fig. 7. The much higher theoretical resonant frequencies are caused by the simplicity
of Eq. 5, which does not take into account the cross-section area change coefficient
(due to the use of a nozzle 10×10−3 m in diameter at the end of pipe). The directional
factor of the empirical resonant frequency characteristics is lower in comparison
with the theoretical value (by around 25%). The calculated resonant frequencies
are similar to those measured experimentally. Generally, the experimental results
are comparable with those of the numerical studies. The differences identified were
caused by the simplicity of the 1D model used, based on MOC.

The resonance phenomenon is very often used in internal combustion engines
as a dynamic boost intake system (significantly improving filling efficiency) and in
the exhaust system (significantly lowering exhaust losses). The research presented
here has very important implications for the automotive industry, due to significant
influence that the dynamic properties of manifolds with pulsating flows have on
the efficiency and environmental performance of internal combustion engines. The
resonance phenomenon was also observed closely in automobile intake and exhaust
manifolds. Intake and exhaust systems generally operate with variousmass flow rates
and at different temperatures. During the research, there were audible signs which
confirmed the observed resonance phenomenon. The author is planning a synthesis
of the measurement methods used in the presented studies with acoustic research, to
objectify the acoustic impressions from pipes tested with pulsating flows.
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5 Conclusions

Air temperature and mass flow rate have a significant influence on the dynamic prop-
erties of pipes supplied with pulsating flows. This paper has presented the results
of a quantitative and qualitative investigation into the influence of both the air tem-
perature and the mass flow rate. Numerical modeling and experimental studies were
performed in parallel and showed quite close agreement. Understanding changes
in the dynamic properties of pipes supplied with pulsating flows is essential for
the construction and operation of all kinds of pipelines and compressed air lines,
which suffer due to vibrations induced by resonance frequencies. The results pre-
sented here are very important for the mathematical modeling, design and control of
pipeline systems interacting with mediums such as compressed air in a wide range of
pipeline systems, especially compressed air ducts, internal combustion engine inlets
and exhaust systems.

Acknowledgements The author gratefully acknowledges the helpful comments and suggestions
of the reviewers, which have improved the manuscript.
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Model of Kinetic Energy Recuperation
System for City Buses

Tomasz Pałczyński and Jakub Łagodziński

Abstract Energy consumption is a significant issue for public transport providers,
because of the relatively high mass of the vehicles and the huge amounts of energy
used to overcome inertial forces. In city buses, the kinetic braking energy is usually
transformed intowaste heat. In this paper, we propose a system to enable the recovery
of braking energy in city buses, using aKinetic EnergyRecuperationSystem (KERS).
The main assumptions of the system were elaborated in a Matlab/Simulink model of
city bus dynamics, based on the real driving cycles of buses in Lodz (Poland). The
following components were modelled: the flywheel supported in an active magnetic
bearing, two reverse electric motors, the high ratio gears and the control system. The
main objective of the control systemwas to balance operation of the braking and drive
systems with optimal usage of the flywheel system. The charging and discharging
phases of the KERS were analysed, as well as the energy stored. Fuel consumption
savings were calculated via a comparisonwith normal city bus driving cycles without
KERS. This model could be a very useful tool for research into city bus dynamics
with KERS systems, providing a wide range of operational parameters for city bus
powertrains.

Keywords Kinetic Energy Recuperation System · City bus · Matlab Simulink

1 Introduction

Kinetic Energy Recuperation Systems have been used to improve the efficiency of
various power systems [1–3], including vehicle powertrains for city transport. The
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key advantages of such systems include their relatively long life-cycles, the short
time they require to accumulate waste kinetic energy, their high power density and
environmental benefits. Moreover, dynamically changing energy demand and supply
often requires an additional system such asKERS. Sudden peaks in energy flow result
in temporary surpluses or deficits in the total energy balance. Flywheels can store
energy for a relatively long time, without significant energy loss. Given the high
total vehicle weight of buses (about 22,000 kg) and the sharp changes in vehicle
speed according to traffic, schedules and stops, KERS represents a good option for
recouping transient energy currentlywasted in city buses [4–6]. Themain idea behind
the presented system is to recoup waste energy in a simple way during the braking
process, which is accumulated and stored until the start of the acceleration process.
Generally, the global energy that can be recouped (during the braking process) is
similar to the energy needed tomove the vehicle. The crucial parameter of the system
is the short time needed to accumulate braking energy and transmit it to the powertrain
during the driving process. The modelled system consists of a reverse electric motor
coupledwith a high-speed flywheel. The flywheel is designed towork at low pressure
to minimize the paddle resistance caused by air viscosity based on [7]. The concept
for a KERS for city buses is based on a simplified model in Matlab/Simulink of city
bus dynamics presented in [8].

1.1 Concept of City Bus KERS Model

The KERS system is implemented as a component of the city bus power-train. This
enables overlaywork,meaning that the classical powertrain canworkwithout KERS.
The main concept for city bus dynamics was presented in detail in [8]. The Solaris
Urbino 18 City Bus was used as the reference vehicle (Fig. 1).

Fig. 1 Main concept of city bus dynamics with KERS model
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The main process can be summarized up as follows:

• Downloading measurement data collected via GPS as a Vset as a simulation time
function;

• Comparison with actual vehicle velocity, estimation of control error;
• Selection of Driving mode on the basis of set acceleration calculated as a derivate
of the set velocity. Driving mode is selected between acceleration and braking.
The Driving mode block also transports the control error, defined as the difference
between the actual and set vehicle velocities eV � Vset − Vactual ;

• The powertrain control block is a control loop feedback mechanism. It consists of
three independent feedback loops, dedicated to controlling degrees of engine load
and braking. The powertrain control blocks also perform logical shifts, based on
shifting lines which switch the required gear ratio ib;

• The engine block estimates engine torque as a function of the engine load and the
angular velocity, including engine inertia. Twomechanisms of energy transmission
are shown:mechanical (arrowdashed) and electrical (clear arrow), aswell as signal
transmission (solid line);

• The Gear box and Vehicle block estimates the influence of automatically-chosen
gear ratio and movement resistances (rolling, inertia of the masses in linear and
angular movement, aerodynamics).

KERS assumptions:

• The flywheel will be supported on magnetic bearings. The Institute of Turboma-
chinery at TUL has significant experience in this field. Flywheel revolutions will
range from 1500 to 3000 rad/s (15,000 to 30,000 rev/min);

• Two electric motors will be used: S1—connected to the powertrain via the gear-
box (MSPW 24/30-6-A1 ALKA, [9]) and S2 connected to S1 and the flywheel
(MSPW 20/22-4-C3 ALKA [9]). These electric motors have been chosen for their
compatibility with the cooperating system component. For the gear connected to
S1, the following efficiency ratios were assumed: ηS1 �82% and ηS2 �85%;

• The drive process will be controlled in such away as to achieve as complete as pos-
sible usage of the energy accumulated by the flywheel during vehicle acceleration
and as full as possible participation of KERS during braking.

The Solaris Urbino 18 Bus is equipped with a DAF PR228 engine with maximum
power of 231 kW andmaximum torque of 1300 Nm available at CAV 115–178 rad/s.
The curb weight of the bus is 16,000 kg and GVWR is 28,000 kg (for further cal-
culations, it has been assumed that the maximum mass of the vehicle is 22,000 kg,
which accounts for 79% of the maximum weight) [8].

The main gear ratio is 6.2 and gear ratios for subsequent gears of the automatic
gearbox are respectively: 3.43; 2.01; 1.42; 1.00; 0.83. Universal engine torque char-
acteristics Te have been implemented in the model as a 3D map versus engine ωe

(rad/s) and engine load α (%). These are quasi-statistical characteristics and there-
fore have been extended using a dynamics model of the engine itself, taking account
of its inertia. Universal engine torque characteristics were based on the external
characteristics of the engine, assuming its linearity for fractional loads.
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Fig. 2 Simulink model of the city bus with KERS

2 KERS Interaction with City Bus Transmission

The focus of this article is on the model of the KERS system and its interaction
with city bus dynamics. As presented in Fig. 2, there is a KERS subsystem which
performs the following tasks:

• Identification as true or false of the signal from the Powertrain Control during the
driving phase, for “Brake” and “Throttle” (braking and acceleration).

• Processing of the following decisions and transient values.

– the power (angular velocity and torque) of the primary S1 and secondary S2
electric motors; the direction of power flow; the work intensity of the S1 motor
via producer power characteristics of the used machines.

– Control (correction) of the engine load—defined as the throttle percentage posi-
tion. Engine load is corrected according to the additional energy available to
KERS.

The latter functions are performed according to the input. For example: Nout,
Brake, Throtle, are processed as a new throttle position, braking intensity and KERS
system torque through the bus powertrain. The self-matching feature is used.

3 KERS Interaction with City Bus Transmission—Selected
Results

In this section, we present selected simulation results for the most important param-
eters estimated in this project. First, we consider the quality of the simulation results
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with respect to the reference work [7]. The total modulo of the deviations sum (quan-
titative) and the mean value of this (qualitative) were calculated as an indication of
the quality of vehicle speed mapping:

CMSO �
t∫

0

∣∣Vp(t) − Vz(t)
∣∣dt, (1)

where: V—vehicle velocity, p—demanded, z—realized and t—time at simulation
domain.

ŚMSO � CMSO

t
, (2)

Simulations were processed for three representative driving cycles, described in
detail in [7]. The first is representative of normal traffic without traffic jams. The
second represents weekend traffic. The last is representative of work days with traffic
jams.

Figure 3 presents simulation results for drive cycle 1, based on real vehicle veloc-
ity (Fig. 3a) acquired using GPS technology. Figure 3b shows the total modulo
of the deviations (between demanded and realised vehicle speed) versus time. This
parameter enabled optimization of the three PID controllers (corrected throttle value)
parameters. The first two PID’s are implemented at “POWERTRAIN CONTROL”
subsystem presented in Fig. 2, which are responsible for control of acceleration and
braking process—these regulators replace the driver’s work in the modelled system
and make it repeatable for various analysed driving cycles. The third one PID con-
troller, implemented at KERS subsystem. Engine load is corrected according to the
additional energy available to KERS.

Multi-criteria optimization made it possible to select the inertia of the flywheel as
a combination of themain parameters. Figure 3c shows the estimated transient course
and angular velocity of the flywheel. As can be seen, the real range of work of this
element is between 1500 and 3000 rad/s. The minimum value for the flywheel was
determined as the minimum power available to the secondary electric motor. Maxi-
mumangular velocity has been limited by the conditions resulting from themaximum
allowable tensile stresses (for the assumed material and dimensions of rotating ring)
caused by huge (because of relative large radiuses) centrifugal forces. The most
interesting results are presented in Fig. 3d, which shows measurable gains from the
application of the KERS in the city bus powertrain. Fuel consumption was reduced
from 6 to 4 L (about 30% decrease). Assumed efficiency of the primary and sec-
ondary electric motor (ηS1 �82%, ηS2 �85%) in author opinion covers other power
losses and not modelled because of model simplifications (not covered: wadding
losses, electromechanical detailed interaction between powertrain and KERS). It is
proven e.g. in [10, 11] that braking energy recovery, especially at heavy vehicles like
long city buses at intensive accelerating and braking driving cycle condition can give
the 25–30% fuel consumption savings.
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Fig. 3 Simulation result for cycle 1, a vehicle speed set,bCMSOversus simulation time, c flywheel
angular velocity, d total fuel consumption

Table 1 Fuel consumption in three considered diving cycles

Driving cycle Fuel consumption w/o
KERS (l/100 km)

Fuel consumption
with KERS (l/100 km)

Fuel consumption
reduction (%)

1st 60.4 39.0 35.4

2nd 57.9 39.4 32.0

3rd 53.2 42.0 21.1

The proportion of KERS transient power in the total power transmitted to the
powertrain is significant, as shown in Fig. 4a, b for the braking mode and in Fig. 4c,
d for the acceleration mode. Figure 4e, f show significant decreases in total energy
demand, due to the use of KERS. Overall, Fig. 4 proves that KERS can reduce the
energy usage of IC engines and the heat capacity of vehicle braking systems. Table 1
shows fuel consumption for the three considered driving cycles.

Finally, the weighted average total fuel consumption was estimated, based on
repetition of the three driving cycles over a month. Total estimated weighted fuel
consumption for 2017 without KERS was 58.4 l/100 km and with KERS only
39.6 l/100 km, representing a 32.2% improvement. The mean price of diesel and
the assumed cost of manufacturing and servicing the technology were calculated at
40,000 PLN—providing an estimated net profit of around two million PLN for the
90 buses. This means that implementation of this system in a 90 bus fleet would
almost cover the cost of purchasing two new buses over the typical lifetime of the
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Fig. 4 Simulation results for cycle 1, a transient power transition at braking mode—total and
KERS in the whole time domain, b transient power transition in braking mode—total and KERS in
shortened time domain, c transient power transition in acceleration mode—total and KERS in the
whole time domain,d transient power transition in accelerationmode—total andKERS in shortened
time domain, e total energy demand with and w/o KERS in the whole time domain, f total energy
demand with and w/o KERS in shortened time domain

fleet of vehicles. These calculations demonstrate the potential economic benefits of
the proposed concept.

4 Conclusions

The implementation of a KERS system into city bus powertrains enables improved
energy transmission, especially for recuperation of braking energy during driving
mode. The presented model could be a very useful tool for research into city bus
dynamics with KERS systems, providing a wide range of operational parameters
for city bus powertrains. The tool enables easy analysis of a given vehicle’s energy
consumption, taking into account real-life changes in movement registered with
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a simple, readily-available GPS device. The proposed method makes it possible to
adjust themodel to real-life conditions, thus creating a hybridmodel,which combines
the advantages of simulation with experimental research. The results presented in
this paper show that maximum engine power usage can be reduced in vehicles with
KERS, thanks to the input of an additional energy source. By analogous reasoning,
the thermal capacity of the braking system can be decreased because of the existence
of additional energy storage capacity.

Acknowledgements This work was inspired by the master thesis of M.Sc. Eng Piotr Zieliński
entitled “Design for Kinetic Energy Recuperation System for city buses”. The authors gratefully
acknowledges the helpful comments and suggestions of the reviewers, which have improved the
manuscript.
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Signal Prediction in Bilateral
Teleoperation with Force-Feedback

Mateusz Saków, Krzysztof Marchelek, Arkadiusz Parus, Mirosław Pajor
and Karol Miądlicki

Abstract In the paper a sensor-less and self-sensing control scheme for a bilateral
teleoperation system with force-feedback based on a prediction of an input of a non-
linear inverse model by prediction blocks was presented. As a part of the paper a
method of a time constant estimation of the prediction block was also proposed. The
prediction method of an input of an inverse model was designed to minimize the
effect of the transport delay and the phase shift of sensors, actuators and mechanical
objects. The solution is an alternative to complex non-linear models like NARX
or artificial neural networks, which requires complex stability analysis, and control
systems with high computing powers. The effectiveness of the method has been
verified on the hydraulic manipulator’s test stand.

Keywords Bilateral teleoperation · Non-linear inverse modeling · Signal
prediction

1 Introduction

Nowadays it is hard to find a factory without a device being controlled by a joystick, a
keyboard or other type of remote control [14]. From early 60’s of the previous century
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research is being carried out to obtain remote control [5] or partially autonomous
[31] device operation. The breakdown into remotely controlled and autonomous
devices was proposed, when scientists discovered the critical value of a delay in the
communication channel, which had a crucial impact on a stability of the telemanip-
ulation system [31]. However, the transmission delay is not the only component of
an aggregate delay in the teleoperation system. The aggregate delay usually consists
a processing time of an analog-digital converter, a time of calculation completion by
a controller, a processing time of a digital-analog converter and transition states of
dynamic properties of actuators, sensors and mechanical objects [31].

The problem of a stability and a counteract of the effect of the delay in the com-
munication channel are addressed by many scientific papers [5, 10, 29, 34, 36]. At
the beginning research was focused on methods maintaining the stability which were
the move-and-wait strategy and the deliberate slowdown of operator’s motion when
the environmental object was approached [5]. Later, sensor based control schemes
was redesigned and equipped with a shared compliant control method by Kim [11].
The shared compliant control included flexible bodies in a mechanical structure of
a Master manipulator. W. S. Kim also proposed a control scheme of bilateral force
control, based on a position error between Master and Slave manipulators which
control scheme has improved transparency of a force in the force-feedback commu-
nication channel [10]. However, none of these control schemes could guaranteed the
stability of a system, when large delays are expected in the communication channel.
Only, after themodification of the communication channel based on awave variables,
bilateral teleoperation systems were able to maintain stability regardless to the delay
in the communication channel [30]. The wave variables were also extended with the
passivity formalism [1]. However, a significant improvement of a force projection
was achieved by the four-channel architecture of the communication channel [6,
12]. Finally, the four-channel communication system was equipped with an adap-
tive controller which estimated control parameters of force and position channels
simultaneously [36].

XXI century is a domain of control schemes based on: sliding mode controllers
[19], fuzzy logic controllers [4], force-feedback communication channel frequency
separation techniques [21], special methods for discretization of a sensor resolution
[7], artificial neural networks [34] and adaptive controllers dedicated to variable and
asymmetric time delays, which are using adaptive filteringmethods [37]. However, it
is important to pay attention that bilateral teleoperation systems feature three types of
feedback with the operator: vision-feedback [28, 31], force-feedback [5] and combi-
nation of vision-feedback and force-feedback [5, 10, 29, 34, 36]. Remotely controlled
devices can be controlled by operator’s motion scanners [11, 29], which in a spe-
cial case are exoskeletons for upper limb [24], by gesture control techniques [15,
20] or by voice control methods [32, 33]. And also methods, which are dedicated
to real-time monitoring of remote environment [16–18]. Also an important classi-
fication of bilateral teleoperation systems with force-feedback are systems, which
using force sensor [2, 5, 11, 21], and devices without force sensors also known as
a sensor-less or self-sensing techniques in the telemanipulation field [22–27, 29,
34, 35]. The sensor-less teleoperation systems group usually is based on impedance
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control methods [8], and the inverse modeling techniques to obtain correct value of
force in the force-feedback communication channel [24, 26, 35]. Inverse models are
represented frequently by artificial neural networks [34], nonlinear autoregressive
model with exogenous inputs (NARX) [24], and by micromanipulators which are
using reversal processes that occur in piezo-crystals [22].

The paper addresses the transport delay problem in a sensor-less control scheme
based on a dynamic inversemodeling procedure, which allows the system to estimate
environmental force affecting the Slave manipulator. The dynamic inverse model
used in the control unit was extended with proposed prediction blocks. The single
prediction block has been a phase shifter with a specific characteristics. The specific
feature of the prediction block is a strongly linear and positive phase diagram in
a useful frequency spectrum, which allows the system to predict the manipulator’s
motion with a close to constant time shift. The gain of the block is close to the a unity,
when system is operating also in a useful frequency spectrum.Theproposednonlinear
inverse dynamic model structure which nonlinearity included the modified Stribeck
friction model was validated on a 1-DOF hydraulic manipulator. The experiment and
simulations confirmed the effectiveness of the predictive nonlinear inverse model,
by reducing the time shift error between measured and simulated control signals.

2 Problem Statement

The primary issue of inverse models used in a control unit of any device is always
present transport delay [31]. Usually, a control scheme based on differential equa-
tions will cause a delay between measured and simulated signals. Thus, the delay
between signals will result in a noise appearance in the force-feedback channel with
an amplitude that may destabilize the system even in free-motion operation—Fig. 1.
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The seemingly unnoticeable delay between two signal in Fig. 1a zoomed in Fig. 1b
caused deformation of force and could destabilize the entire bilateral system with a
force-feedback communication channel. This difference, which has been calculated
from the control signal Fig. 1c is caused by a 10 ms transport delay. The effect of a
dangerous noise in the force-feedback channel increases its negative impact on the
force transparency. This feature is a one of the primary concerns of the sensor-less
control schemes based on inverse modeling techniques, but it is also a motivation of
a research presented in the paper.

3 The Prediction Block

This section presents an approach for minimizing the effect of a transport delay in the
communication channel and it is based on a prediction of inputs of an inverse model
by a simple phase shifter. The prediction block minimizes the transport delay effect
of a control unit, an actuator, objects and sensors directly in the control unit of a Slave
subsystem. Schematic diagram of the Master-Slave system with force-feedback is
presented in Fig. 2a.

The system structure contains 3 specific objects: the operator blockwhich controls
the position of the Master subsystem (motion scanner) by affecting it with human
force Fh. TheMaster subsystem transfers its position xm to the Slave subsystem. The
control unit of the Slave subsystem seeks to obtain the position of Master subsystem
by the Slave subsystem xs � xm. By the force-feedback communication channel Ff

environmental force influence Fe is being transfer back to the Master subsystem.
The second task of the motion scanner is to deliver the force from the force-feedback
communication channel back to the operator Ff = Fe. Theoretically the value of the
force Fm = Fe [24], but for real devices, the Fm force delivered by an actuator of the
Master subsystem to the operator strongly depends on the inverse model accuracy. In
the case of the considered system, 3 types of feedback with the operator can be used:
force-feedback Fm (Ff ), vision-feedback of the Master Subsystem position xm, and
the vision-feedback of the Slave subsystem position xs. The Slave vision-feedback
can be useful only, when both subsystems are in close range or when an image is
being transmitted online from the cameras around the Slave subsystem placement.

During the analysis of the control schemes based on the NARX model [23, 24]
and the first introduction of the prediction techniques [25–27, 29], in the paper a

Fig. 2 a Master-Slave system analyzed, b the prediction block
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prediction block with its time constants Tp estimation method is proposed. The
prediction block and its structure was developed during the analysis of the Smith
prediction control [9]. The proposed structure of the prediction block is presented in
the Fig. 2b. The transmittance characterizing the automation structure in the Fig. 2b
is described by a ratio of an output signal yp(s) and an input signal xp(s) and is given
by Eq. (1):

yp(s)/xp(s) � (
2Tps + 1

)
/
(
Tps + 1

)
(1)

where s is the Laplace operator. Examining the transmittance (1) in the frequency
domain it has to be paid attention to the amplitude (Fig. 3a) and phase diagrams
(Fig. 3b) of the prediction block presented in the Fig. 3. The prediction block depend-
ing on the Tp constant is able to linearly shift a phase of an input signal, resulting in a
constant time shift, but only in a useful frequency spectrum—Fig. 3b. Unfortunately,
the prediction block like any phase shifter is a cause of a gain of the input signal
amplitude, but in the useful frequency range, the gain is close to a unity—Fig. 3a. The
useful frequency spectrum is understood to be the achievable for a human motion.
Scientific literature gives a limit of a 6 Hz [13] but for the inverse modeling technique
it was decided to increase the limit to 10 Hz, to leave a bigger margin of error for
the inverse model output signal. The prediction ability was confirmed also in a sim-
ulation of the first order transfer function with T�0.001 parameter which response
was predicted. Simulations results in time domain are presented in the Fig. 3c.

Both frequency diagrams in Fig. 3a and b, and the step response in Fig. 3c are the
proof of a predictive capabilities of the prediction block. But, it is important to note
that the prediction block is sensitive to a noise and changes of a signal derivative
sign xp(t). An amplitude of a noise will be increased twice, when using only one
prediction block. When using more of the prediction blocks in a serial connection,
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the gain depends on a number of prediction blocks used by 2 to the power of the
number of prediction blocks.

4 Inverse Model with Prediction of Input and Output
Signals

Theoretical analysis carried out in the previously published papers [23–26] proved
that, the ideal response of a sensor-less control scheme in the force-feedback channel
is only reachable, when the system is equipped with an ideal inverse model. In
practice, obtaining an ideal inverse model of any subsystem is impossible.

In the paper, it was decided to estimate an environmental force based on the control
signal, which is well-known. The inverse dynamic modelG−1 in this case, estimated
a control signal which is required for free-motion of a Slave manipulator, and based
on the position xs in a single joint. The estimated control signal was then subtracted
from the well-known control signal, which was applied to the object—Figure 4.

The control unit scheme describes the Slave subsystem with a dual channel based
communication technique. The Slave subsystem consists of a controller Kc(s), an
actuator Ga(s), an object Go(s) and a sensor Gs(s) transfer functions. The actuator
was described by three parameters, a gain Ka, a transport delay Ta

1 and a constant
parameter of a first order inertia object Ta

2. The object describes the 1-DOF Slave
manipulator body and is characterized by two parameters, a mass Ms and a linear
viscous damping he. The sensor transfer function is similar to the actuator’s transfer
function and it is described by three parameters, a gain Ks, a transport delay T1

s and
a constant parameter of a first order inertia object T2

s . The estimation block consists
the inverse model G−1, a low-pass filter Gf (s) with a parameter Tf and a gain Ka,
same as in the actuator’s transfer function. In the case of a known inverse model,
which describes Slave subsystem in the Fig. 4, by the Eq. (2):

G−1 � es(Ta+T s)1 1

(
T a
2 s + 1

)(
T s
2 s + 1

)
(he + Mss)s/

(
KaKs

(
T f s + 1

))
, (2)

Fig. 4 Control unit scheme of the Slave subsystem with force-feedback estimation block
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the difference between the object control signal and the estimated control signal in
free-motion, increased by the gain Ka gain describes the force Ff (s) in the force-
feedback communication channel, and is equal to the environmental force impact
Fe(s) (3):

Ff (s) � Fe(s). (3)

However, the presence of a positive parameter in the exponential functions makes
the G−1 model (which describes the process) impossible for physical interpretation
and also without a possibility of implementation in a control unit.

To minimize the effect of a transport delay in the force-feedback communica-
tion channel, two prediction blocks have been implemented into the structure of the
inverse model replacing the exponential function with a positive parameter. Also,
prediction blocks replaced first order inertias with parameters Ta

2 and Ts
2, to min-

imize the noise effect of a high order numerical differential calculation. However,
to equalize the degree of polynomials in the denominator and the numerator it has
been added subsequent first-order inertial block with parameter Td which has been
working as another low-pass filter. The proposed inverse model is described by an
Eq. (4):

G−1 � (he + Mss)s/
(
KaKs

(
T f s + 1

)
(Tds + 1)

)(
2Tp + 1

)

(
2Tp + 1

)
/
((
Tps + 1

)(
Tps + 1

))
. (4)

The output signal of the inverse model Ks
c(s) which control unit should apply to

the actuator, is a signal Kc(s), when the Slave manipulator performs movement in a
space without the environmental influence. In practice, the estimated control signal
approximates signal controller Kc described by Ks

c (s) ∼� (xm(s) − xs(s))Kc(s),
which is affected by the transport delay. However, to obtain the parameter Tp, it is
required to find a solution of an equation describing the force-feedback estimation
block presented in the Fig. 4 under two conditions. First condition concerns situation
when environmental force is not applied to the manipulator’s body: Fe(s)�0 and
second condition when zero value of force in the force-feedback channel is expected:
Ff (s)�0. Under these two conditions, equation describing subsystem in the Fig. 4
takes the following form (5):

(xm(s) − xs(s))Kc(s)G f (s) + G−1
(
s, Tp

)
xs(s) � 0, (5)

where the G−1(s, Tp) is the inverse model (5) as a function of two variables; the
Laplace operator and the parameter Tp. Unfortunately, the parameter Tp even for
such a simple example as the presented one, is described as a function of the Laplace
operator: Tp �Tp(s). During the research carried out with multiply model structures
it was discovered that optimal value of Tp has been always obtained for the pulsation
value which boundary was tending to zero. After that, it was proposed to calculated
the limit of the Tp as a function of Laplace operator s, when s tends to zero—Eq. (6):
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Tp � lims→0Tp(s). (6)

Currently, Eqs. 5 and 6, is a proposition for the Tp parameter estimation. In a
future, it is planned to introduce a proof that will confirm this description, which was
given in the paper.

Subsystem in theFig. 4was analyzedduringmultiple simulations.The comparison
of the linear model—Eq. (4) and the standard 4th order transfer function with an
equal degree of the polynomial in the numerator and the denominator. The simulation
researchwas carried out on the subsystemSlave, and for the following data:Kc �100;
Ka �1; Ks �1; Ta

1 �0.002; Ta
2 �0.002; Ms �10; he�1; Ts

1 �0.002; Ts
2 �0.002;

Fe�0; Td �0.0005; Tf �0.0005 and xm(t) was a harmonic signal with variable
frequency in the range of 0.1–10 Hz. The results are presented in the Fig. 5.

Simulation results confirmed, that the inverse model which structure included
prediction blocks was able to predict the control signal with higher accuracy, than
the same order model was obtained during standard identification techniques. Two
prediction blocks were able to replace two first order inertia parameters like Ta

1 and
Ts
1, and alsominimize the effect of a transport delay present in the system. The results

are confirmed by the diagram in the Fig. 5a, where the inverse model with prediction
blocks response is much closer to the original control signal, than the standard 4th
order inverse model response. This significant difference in identification techniques
is especially visible in the force-feedback communication channel—Fig. 5b. The
noise in the force-feedback channel Ff (t) is barely visible for the proposed model
when the 4th order inverse model obtained in the standard identification technique
has caused a significant error of the force estimation.
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Fig. 6 a The experimental test stand b exploded CAD view c damping function

5 The Experiment

The method based on prediction of an input of an inverse model was validated on a
hydraulic 1-DOF linear manipulator presented in the Fig. 6.

The experimental 1-DOF manipulator has been actuated by the 760s MOOG
servo-valve. The test stand was equipped with two independent pressure sensors
placed in both piston chambers. The positionwasmeasured by two inductive sensors.
Themeasured and estimated control signal by the inversemodelwas the valve current.
The inverse model has a structure presented by the Eq. (4) but included a nonlinear
component describing the damping force Fhes, which is given by the Eq. (7):

Fhes(t) � ((
1 + e−v(t)

s

))−1 − 0.5 + 0.1vs(t) + 0.00045|vs(t)|vs(t))he, (7)

where vs(t) = dxs(s)/dt.
The damping coefficient he, was identified at level of a 1.61 kNs/m. The mass was

identified at 6.8 kg. The proposed damping function has not been chosen accidently.
The noise present in the velocity signal has caused a significant amplitude of distur-
bance, when standard Stribeck friction model was used [3]. The nonlinear damping
function is presented by a diagram in the Fig. 6c.

The identified model was expanded by two prediction blocks and implemented in
the control unit. The identification of the Tp coefficient was carried out iteratively.
For two prediction blocks, the Tp coefficient was identified at 0.0018. Unfortunately,
for the remaining transport delay, responsible was the step change of a friction force
described by the Stribeck model, but it is barely visible amid the noise. The imple-
mentation of prediction blocks allowed to minimize the current mean absolute error
from 0.55 to 0.39 mA when chirp signal response was used as a comparison input
signal. This is a significant difference which allowed to reduce the estimation error
about 30%. The ability of proposed inverse prediction model is presented in the
Fig. 7.

Diagrams presented in the Fig. 7 are the best proof of the proper functioning of
the method. The advantage of the method is especially visible for low frequency
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spectrum, when error is at the level of the noise—below 5% relative to maximum
possible valve current—15 mA. The ability of prediction allowed the system to
maintain the stability even during a rigid contact situation task by minimizing the
aggregate delay of the system in the force-feedback communication channel. The
force in the force-feedback communication channel during a rigid contact task is
presented in the Fig. 8.

During the rigid contact test, the operator was obliged to move the manipulator
body until the piston will reach its maxim possible position. The operator forced
twice the remotely controlled manipulator to interact with its movement boundaries,
with different force interaction. The method allowed the system to predict the envi-
ronmental force up to 200 ms faster, than it could be sensed by the pressure sensor
during free motion (Fig. 8, time period from 0.5 to 1 s). It is important to note that
the force value in the force-feedback channel was reduced a hundred times, because
the hydraulic manipulator was able to generate a force of a 20 kN. Also during the
identification procedure of the inverse model, it was carried out a standard identi-
fication procedure of a 4th order inverse model, not based on the signal prediction
technique. Unfortunately, for all collected data, the model remained unstable and the
comparison could not be taken into account.
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6 Conclusion

The paper presents a novel approach to a control design in bilateral and sensor-less
teleoperation systems based on the prediction of an input and an output of an inverse
model. The technique was based on prediction blocks which each prediction block
was a phase shifter with specific properties. Alike simulations and experiments are
the proof of an advantage of the technique over standard identification methods.
The method allowed the introduction of significant simplifications of the model
while accuracy of the prediction was improved. The inverse model was used in the
control unit of the test stand and series of tests were carried out. Experimental results
confirmed that the system equipped with the proposed method is able to predict the
environmental force impact with higher accuracy then the standard identification
technique.
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20. Pajor, M., Miądlicki, K., Saków, M.: Kinect sensor implementation in FANUC robot manipu-
lation. Arch. Mech. Technol. Autom. 34, 35–44 (2014)

21. Polushin, I.G., Takhmar, A., Patel, R.V.: Projection-based force-reflection algorithms with
frequency separation for bilateral teleoperation. IEEE/ASME Trans. Mechatron. 20, 143–154
(2015)

22. Rakotondrabe, M., Ivan, I.A., Khadraoui, S., et al.: Simultaneous displacement/force self-
sensing in piezoelectric actuators and applications to robust control. IEEE/ASME Trans.
Mechatron. 20, 519–531 (2015)

23. Saków, M., Miądlicki, K., Parus, A.: Self-sensing teleoperation system based on 1-dof pneu-
matic manipulator. J. Autom. Mobile Robot. Intell. Syst. 11, 64–76 (2017)

24. Saków, M., Pajor, M., Parus, A.: Estimation of environmental forces impact on remote control
system with force-feedback and upper limb kinematics (in Polish). Modelowanie Inzynierskie
58, 113–122 (2016)

25. Saków, M., Pajor, M., Parus, A.: Self-sensing control system determining the environmen-
tal force influence on the manipulator during the operation of the telemanipulation system
(in Polish). In: Projektowanie Mechatroniczne - Zagadnienia Wybrane. Katedra Robotyki i
Mechatroniki, Akademia Górniczo-Hutnicza w Krakowie, pp. 139–150 (2016)

26. Saków, M., Parus, A.: Sensorless control scheme for teleoperation with force-feedback, based
on a hydraulic servo-mechanism, theory and experiment. Meas. Autom. Monit. 62, 417–425
(2016)
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Method of Direct Separation of Motions
Applied to a Non-ideal
Electromechanical Pendulum System

Shahram Shahlaei-Far and José Manoel Balthazar

Abstract This paper uses the approach of Vibrational Mechanics (VM) performing
the Method of Direct Separation of Motions (MDSM) for the analysis of a non-ideal
rotor mechanism with a limited power source. We employ a modification of the
method to study the governing equations of a non-ideally excited electromechanical
pendulum system consisting of three masses (block, rotating, pendulum) and a DC
motor. Themechanismhas three degrees of freedomandwederive themain equations
of the slow component of motion from the initial governing equations to allow for
a derivation of analytical solutions in the stability domain. The paper focuses on a
purely analytical approach.

Keywords Method of direct separation of motions · Non-ideal system
Electro-mechanical pendulum

1 Introduction

A mechanical system is said to have an ideal power source when the excitation is
not influenced by the motion response of the dynamical system. In this case, an ideal
energy source acts on the vibrating system, but does not experience any reciprocal
influence from it, i.e. the amplitude and frequency are independent from the motion
of the system. Conversely, when the excitations of the system are limited, that is,
when the real capacity of a particular energy source defined by its characteristic
is considered, or its limitation by the dependence of the motion of the oscillatory
system on the motion of the power supply, it is said to be a non-ideal energy source.

Non-ideal mechanical systems are of great interest in many fields of science and
engineering since formost practical vibrating systems the power supply of the energy
source is generally limited. Although non-ideal problems are far more realistic, they
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have been explored fairly recently and in most cases investigated only by numerical
or experimental methods [1–3].

For a purely analytical discussion of a non-ideal dynamical system, the general
approach of VibrationalMechanics (VM) or rather Oscillatory Strobodynamics (OS)
(considering specifically oscillating actions on dynamical systems) is proposed using
as its main tool the correspondingMethod of Direct Separation of Motions (MDSM)
[4–6] to study a non-ideally excited electromechanical pendulum system with a lim-
ited power source. Previously, Tusset et al. [7] analyzed the nonlinear motion control
of this mechanical system using the State Dependent Riccati Equation (SDRE) tech-
nique. They applied a perturbation method, known as the method of variations of
parameters to obtain analytical solutions, but concluded that these are not feasible
due to the complexity of the governing equations.

Here, the MDSM is applied to transform the initial governing equations into
vibro-transformed dynamics equations, i.e. equations describing only the main slow
component of motion, that comprise the averaged effect of the oscillating action.
In other words, the system behavior is perceived under a stroboscopic light by an
observer who does not notice “fast forces and fast motions” but needs to add vibra-
tional forces to all slow forces exerted on the system. With this transition, the deriva-
tion of analytical solutions will be made feasible, even for such a complex system of
differential equations as discussed in this paper. In general, this transition gives way
to phenomena that were unprecedented when considering the complete dynamics of
processes as the laws of conservation might break down and additional terms may
appear or parameter values may be changed.

The method has proved to be an effective tool to study the oscillating action
on nonlinear dynamical systems. MDSM succeeded in analyzing many phenomena
arising in the field of mechanics such as hysteresis, chaos and the Sommerfeld effect.
Sorokin [8] studied the motion of a pendulum with vibrating suspension axis near
its inverted equilibrium at low-frequency excitation using a modified version of the
MDSM. Shishkina et al. [9] considered the so-called Indian magic rope trick and
demonstrated the method’s capability to derive explicit analytical solutions, in their
case for the vibrational correction to the critical flexural stiffness. Demidov and
Sorokin [10] discussed the motions of particles and gas bubbles in a horizontally
oscillating vessel filled with viscous fluid and confirmed their analytical results with
numerical ones allowing for a physical insight into the problem.

A rigorous mathematical treatment of fast and slow motions in mechanical sys-
tems considering high frequency modulation of the dissipation coefficient is given in
[11] by Blekhman and Sorokin. It exemplifies howMDSM can be applied to strongly
nonlinear differential equations without using small parameters. This has been pos-
sible due to recent modifications of the method to account for a broader range of
problems which do not require the nonlinearities to be weak or imply restrictions
on the spectrum of excitation frequencies [6, 8, 12]. Finally, to prove its worth and
versatility the method has been used to study problems from various fields of science
beyond mechanics, such as physics, chemistry and biophysics [6, 12].
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Fig. 1 Electromechanical
pendulum system with
limited power source [4]

The present paper demonstrates the method’s effectiveness to study a complex
nonlinear mechanical system with three degrees of freedom and produce analytical
derivations of the main slow component of motion for its analysis.

2 Governing Differential Equations

The electromechanical pendulum system with a non-ideal power source (see Fig. 1)
was reviewed by Tusset et al. [7]. In that article a full description of the problem was
presented in which the governing equations were derived as

m1q̈1 − m2R
(
q̈2sin(q2) + q̇2

2 cos(q2)
)
+ m3l

(
q̈3cos(q3) − q̇2

3 sin(q3)
)
+ k1q1 � −c1q̇1

(1)

I q̈2 − m2Rq̈1sin(q2) + gm2R cos(q2) � M(q̇2) (2)

m3l
2q̈3 + m3lq̈1cos(q3) + gm3l sin(q3) � −c3q̇3 (3)

where m1,m2,m3 are a mass block, a rotating mass at a distance R from the DC
motor axis and a pendulum mass, respectively. k1 and c1 are the coefficients of the
spring and damper, respectively, that connect the mass block to the wall. c3 is the
coefficient of viscous resistance.

The driving torque is given by M(q̇2) � a + bq̇2 with a describing the voltage
across the armature and b a constant. The moment of inertia is I � m2R2 + J , where
J is the rotor moment of inertia. g is the gravitational acceleration.

Here the generalized coordinates q1, q2, q3 are the horizontal displacement of
mass m1, the angle of rotation of the rotor with rotating mass m2, counted from the
horizontal direction and the angle of deviation of the pendulum with mass m3 from
its lower vertical position, respectively.

Using the following relations

u � q1
l

, ϕ � q2
Q2

, θ � q3
Q3

with Q2 � 1 (rad), Q3 � 1(rad) (4)
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we transform the differential Eqs. (1)–(3) into

ü + μ1u̇ + ω2
1u � p2ϕ̈ sin(ϕ) + p2ϕ̇

2cos(ϕ) + p5θ̈ cos(θ) + p5θ̇
2sin(θ) (5)

ϕ̈ − a − bϕ̇ � p3ü sin(ϕ) + gp4cos(ϕ) (6)

θ̈ + μ3θ̇ + ω2
3sin(θ) � −ü cos(θ) (7)

wherem � m1 +m2 +m3 is the total mass of the system and ω2
1 � k1

m1
, ω2

3 � g
l , p2 �

m2R
m , p3 � m2Rl

I , p4 � m2R
I , p5 � m3

m , μ1 � c1
m , μ3 � c3

m3l2
.

3 Method of Direct Separation of Motions

Using the method of direct separation of motions the solutions of Eqs. (5)–(7),
considering the law of motion of the pendulum under vibration, are assumed to be

ϕ̇ � α(t) + ψ(t, ωt), θ � β(t) + η(t, ωt), u � u(t, ωt) � P cos(ωt) (8)

where α(t), β(t), are the main slow components and ψ(t, ωt), η(t, ωt) and u(t, ωt)
are the fast 2π -periodic components with respect to τ � ωt such that

〈ψ(t, τ )〉 � 〈η(t, τ )〉 � 〈u(t, τ )〉 � 0, ψ � α, η � β (9)

where 〈 〉 designates averaging in the period 2π on the fast time variable τ as
〈 f (t, τ )〉 � 1

2π

∫ 2π
0 f (t, τ )dτ for a continuous function f (t, τ ).

For the problem at hand, we consider the stiffness force ω2
1u, the damping force

μ1u̇, the driving torque M(ϕ̇), the moment of viscous damping μ3θ̇ , the moment of
gravitational force ω2

3sin(θ) to be the slow components, whereas all the other forces
are considered as fast components.

Linearizing M(ϕ̇) close to ϕ̇ � ϕ̇0 � α we have [4]

M(ϕ̇) � M(α) − c(ϕ̇ − α), c � c(α) � −dM/ϕ̇|ϕ̇�α > 0, (10)

Applying MDSM to the system described in (5)–(7) we obtain equations for the
slow and fast motions

α̇ � M(α) + V1(α) (11)

ψ̇ � −cψ + Ψ (ü, ϕ) (12)

β̈ � −μ3β̇ − ω2
3 sin(β) + V2(β) (13)

η̈ � H(β, η̇, η, τ ) (14)

ü + μ1u̇ + ω2
1u � p2ϕ̈ sin(ϕ) + p2ϕ̇

2cos(ϕ) + p5θ̈ cos(θ) + p5θ̇
2sin(θ) (15)
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with

Ψ (ü, ϕ) � p3ü sin(ϕ) + gp4cos(ϕ) − 〈p3ü sin(ϕ) + gp4cos(ϕ)〉 (16)

H(β, η̇, η, τ ) � − μ3η̇ − ω2
3(sin(β + η) − 〈sin(β + η)〉)

− 〈ü cos(β + η) − 〈cos(β + η)〉〉 (17)

V1(α) � 〈p3ü sin(ϕ) + gp4cos(ϕ)〉 (18)

V2(β) � ω2
3(sin(β) − 〈sin(β + η)〉) − 〈ü cos(β + η)〉 (19)

The system in Eqs. (11)–(14) is equivalent to the system in Eqs. (6), (7) in the
sense that if α, β,ψ, η are solutions to the former system, then ϕ � α +ψ, θ � β +η

are solutions to the latter.
Assuming t, α(t), α̇(t) to be constant (the admissibility proved in [4]) andΨ (ü, ϕ)

to be small we can write

Ψ (ü, ϕ) � ρΨ1(ü, ϕ) (20)

where ρ > 0 is a small parameter.
The first approximation of ψ is ψ0 � 0 satisfying the condition in Eq. (9). Thus,

considering Eq. (8), we have ϕ̇0 � α(t) and can assume

ϕ � ϕ0 �
t∫

0

α(t)dt � α(t)t + γ (t) (21)

where γ (t) is a function of t . Note that according to our assumptions ϕ̈ � α̇(t) �
α2(t) � ϕ̇2.

Now, let us make some assumptions about β and η in order to solve Eq. (14).
First, we consider β to be constant in the solution process. Secondly, we make the
following suppositions about the magnitude of the following parameters:

ω3

ω
∼ ε,

A

l
∼ ε,

μ3

ω
∼ ε (22)

where ε ≥ 0 is a small parameter.
Considering the pendulum, as before, we can assume H(β, η̇, η, τ ) to be small

and we can rewrite Eq. (14) as

η̈ � εH1(β, η̇, η, τ ) (23)

with

εH1 � H(β, η̇, η, τ ) (24)
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The solution of Eq. (23) satisfying the condition in Eq. (9) at ε � 0 is η � η0 � 0.
A first approximation is defined as a periodic solution η � η1 of the equation

η̈ � ü cos(β)

l
� −ω2P

cos(β)

l
sin(ωt) (25)

With the condition in Eq. (9), we can easily obtain

η � η1 � u cos(β)

l
� P cos(β) sin(ωt)

l
(26)

Linearizing Eq. (19) we obtain

V2(β) � ü sin(β)〈η sin(ωt)〉 (27)

Inserting Eq. (26) into Eq. (27) with
〈
sin2(ωt)

〉 � 〈
cos2(ωt)

〉 �
1
2 , 〈sin(ωt) cos(ωt)〉 � 0 we have

V2(β) � m3ω
2

4
P2sin(2β) � V̄ sin(2β) (28)

where V̄ � m3ω
2

4 P2.
Themain equation of vibrational mechanics, namely the equation of slowmotions

is given by

β̈ + μ3β̇ + ω2
3 sin(β) − V2(β) � 0 (29)

According to Eq. (29) the positions of the quasi-equilibrium of the pendulum,
that is, the positions of equilibrium for the slow component of motion β � β̄, are
derived from

ω2
3 sin

(
β̄
) − V2

(
β̄
) � 0 (30)

with the definite equilibrium position satisfying the condition

ω2
3 cos

(
β̄
) − V̇2

(
β̄
)

> 0 (31)

Indeed, in this case Eq. (29) of slow motions of the pendulum near the stable
position of equilibrium can be written as

β̈ + μ3β̇ +
(
ω2
3 + 2V̄

)
β � 0 (32)

Inserting the solution of Eq. (32) and the expressions for ϕ in Eq. (21) and θ in
Eq. (8), with η from Eq. (26), into Eq. (5), considering the conditions in Eq. (9), we
obtain
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u � u0(t, τ ) � A cos(αt + γ ) + B sin(αt + γ ) + C cos(β + η) + D sin(β + η)

(33)

or

u � u0(t, τ ) � K cos(αt + γ + ξ) + N cos(β + η + ς) (34)

with

A � p2α2k

k2 + λ
(35)

B � p2μ1α
3

k2 + λ
(36)

C � p5
(
β̈ + η̈

)

n

(
1 +

μ1

n − μ1

)
(37)

D � p2
(
β̈ + η̈

)

n − μ1
(38)

with

k � ω2
1 − α2, λ � μ2

1α
2, n � ω2

1 − 1, K �
√
A2 + B2, N �

√
C2 + D2, ξ � tan−1

(
B

A

)
,

ξ � tan−1
(
B

A

)
, ς � tan−1

(
D

C

)
(39)

Inserting Eqs. (21) and (33) into Eq. (18) we obtain the approximate equation
for the vibrational torque by averaging and finally the main equation of vibrational
mechanics is achieved to be

α̇ � M(α) + V1(α) (40)

Equation (40) has half a degree of freedom whereas the initial system in
Eqs. (5)–(7) has two degrees of freedom. Moreover, the addition of V1(α) to the
slow forces exerted on the system is due to the transition from the complete dynam-
ical description to the separation of fast and slow forces of motion.

The frequency of rotation of the rotor in stationary regimes is determined by

M(α) � V1(α) (41)

Three steady-state solutions α1, α2 and α3 of Eq. (40) correspond to below-
resonance, above-resonance and highly above-resonance regimes, respectively. Near
the resonance at α1 < ω1, the system is captured (Sommerfeld effect) by M(α1).

M(α2) corresponding to a jump transition from resonancemode α1 to α3 makes α2 an
unstable solution. M(α3) corresponds to a more powerful motor and thus a nominal
steady-state is achieved at α3. Near α � ω1, |V1(α)| has a maximum demonstrating
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that its dependency on the frequency of rotation is of a resonant character. Thus, the
peculiar behavior of the system is explained based on the vital role of the vibrational
torque V1(α).

4 Conclusions

The present paper analyzed a non-ideally excited pendulum system with a limited
power supply by means of the direct method of separation of motions. The com-
plex system of three differential equations has been transformed to obtain the main
equations of the slow components of motion to allow for an analysis of the solutions
in the stability domain and a justification of the peculiar behavior of the dynamical
system. The vibrational torque added to the slow forces is the main difference to the
regular approach of other analytical methods.

The transition to the equations of the slow components of motions allows for
solving the complex system of differential equations as it breaks the system into
more, but at the same time treatable, nonlinear differential equations overcoming
the unfeasibility to solve the problem by perturbation methods. This demonstrates
the simplicity of application and the transparency of the physical interpretation as
crucial advantages of the MDSM displayed effectively in this study.
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Problem of Dynamics of an Elastic Rod
with Decreasing Function
of Elastic-Plastic External Resistance

Ivan Shatskyi and Vasyl Perepichka

Abstract The wave problem of propagation of shock perturbation in a semi-infinite
elastic rod interacting with the medium is investigated using the model of elastic-
plastic resistance with decreasing relation between shear stress and jump of dis-
placement on the lateral surface. An exact solution of the initial-boundary problem
is obtained using the Laplace transforms. A wave pattern of perturbation including
the prefront zone of rest, the area of motion and the domain of stationary residual
stresses has been built. The three-dimensional diagrams for nonstationary fields of
displacement, velocity and stresses have been constructed too.

Keywords Elastic rod · Elastic-plastic resistance · Dynamics · Shock wave

1 Introduction

The analysis of energy dissipation due to the inelastic interaction of deformable
contacting bodies is of the great importance in the research of applied problems of the
structural dynamics. In this proceeding we researched the nonstationary dynamics of
an elastic rodwith inelastic external resistance having decreasing stress-displacement
relation under shock loading, This problem can be used for modelling the dynamics
of drilling equipment to eliminate the sticking of the tool, the process of the pulling
of rods in building or the dynamical damage of fibers in the composite with inelastic
matrix. The cases of purely dry friction have been studied earlier using the analytical
[1–3] and numerical methods [4, 5]. The dynamical problems for elastic rods with
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viscoplastic friction modeled by means of the interaction trough the Bingham layer
are investigated in papers [6–9].

2 Formulation of the Problem

We have been considered the propagation of longitudinal shock wave in immersed
into the elastic-plastic medium semi-infinite elastic rod with constant cross section
induced by sudden loading of the end. The classical theory of rods dynamics has
been used. The shear forces on the lateral surface are modeled by Voigt parallel con-
nection of Saint-Venant’s and “negative” Hooke’s elements (the model of interaction
through a thin rigid-plastic layer with decreasing relation between shear stress and
displacement) (Fig. 1). We study the process of wave attenuation due to action of
this external rigid-plastic resistance with softening.

The initial-boundary-value problem for the partial differential equation of rod
motion is the following:

u′′

L
+

τx

E
� ü

L
, x > 0, t > 0; (1)[

u̇ �� 0 : τx � −τc sgn u̇ + ku;

u̇ � 0 : |τx − ku| < τc.
(2)

u(x, 0) � u̇(x, 0) � 0, x > 0; (3)

u′(0, t)
L

� −σ0

E
H (t), u(∞, t) � 0, t > 0, (4)

where: u is the axial displacement, τx is the shear stress, x � X/L , t � cT/L are
dimensionless coordinate and time, L � F/� is the characteristic size, F is the
area and � is the perimeter of cross-section, c � √

E/ρ is the wave velocity, E
is Young’s modulus and ρ is density of the rod material, k � El/hl—module of
softening, τc, El and hl—is the threshold friction, secant module of material and

Fig. 1 The rheological
model

cτ

u

cτ−

xτ−
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thickness of layer accordingly; σ0 is the stress at the rod end and H (t) is a Heaviside
function.

The primes and the dots denote the partial derivate with respect to the dimension-
less coordinate and to the dimensionless time respectively.

3 Analytical Solution

Divining the sign of the velocity, we linearize the nonlinear relations (2) and represent
them in motion domain in the form

τx � −(τcH (t − x) − ku). (5)

The Eq. (1) taking into account the expression (5) converts to tachyon version of
linear Klein-Gordon equation with negative stiffness and inhomogeneous right side:

u′′

L
+ λ2 u

L
� ü

L
+

τc

E
H (t − x), x > 0, t > 0, (6)

where λ2 � kL/E � El L/(Ehl)—is a dimensionless parameter of softening.
The analytical solution of problem (6), (3) and (4) is constructed using the Laplace

transforms over the time coordinate. The problem of operational calculus equivalent
to this problem has the following form

U ′′

L
− (

s2 − λ2
)U
L

� τc

E

e−sx

s
, x > 0,

U ′(0)
L

� −σ0

E

1

s
, U (∞) � 0, (7)

where U (x) � ∫ ∞
0 e−st u(x, t)dt and s is the parameter of the Laplace transform.

The solution of the boundary-value problem (7) for the transform is written as

U (x)

L
� σ0

E

[(
1

s
− 2

L∗
1

λ2

)
e−x

√
s2−λ2

√
s2 − λ2

+
2

L∗
1

λ2

e−sx

s

]
, (8)

where L∗ � 2σ0/τc is the dimensionless length of disturbed part of rod.
In one’s turn the solution of the original problem gives the analytical expressions

for the axial displacement and its derivations as follow [10]:
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u(x, t)
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L
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E
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)
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(
λ
√
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)
λ
√
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⎤
⎦H (t − x),

u′(x, t)
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� −σ0

E

⎡
⎣1 − λx

t∫
x

I1
(
λ
√

τ 2 − x2
)

√
τ 2 − x2

dτ − 2

L∗
x
I1

(
λ
√
t2 − x2

)
λ
√
t2 − x2

⎤
⎦H (t − x), (9)

where I0(z), I1(z) are modified cylindrical Bessel functions of the first kind [11].

4 Analysis of the Results

We gave an example of calculations for the parameters values: τc/σ0 � 1 and λ2 �
2/5. Then L∗ � 2.

It has been built thewave pattern of nonstationary perturbation in the rod including
the prefrontal zone of rest, the area of motion and the domain of stationary residual
stresses (Fig. 2).

The three-dimensional diagrams for nonstationary fields of displacement, velocity
and stresses in the rod have been constructed in the Figs. 3, 4, 5 and 6 too.

The regions A and B in Fig. 2 are separated by the characteristic x � t which
describes the wave front and is a line of strong discontinuity of velocity and axial
stress. The curve that separates zonesB andC is found numerically from the condition
u̇(x, t) � 0 and makes the line of weak discontinuity of acceleration, shear stress
and axial stress gradient. The solution (9) is valid in area B where the velocity is
positive. In domain C the displacement and cessation of the motion is observed at a
distance axial the stress do not change with time and have values recorded on line of

Fig. 2 Wave pattern of
motion in the rod: A is the
prefront zone of rest, B is the
area of motion and C is the
domain of stationary residual
stresses; the dashed lines are
the corresponding
boundaries for the dry
friction [1]
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Fig. 3 The field of
displacement in the disturbed
part of rod

t x

L
Eu
0σ

Fig. 4 Distribution of the
velocity in the rod

t
x

L
uE
0σ

.

arrest of the motion. The final cessation of the motion is observed at a distance L∗
from the end of the rod.

Intent analysis of results designate the sphere of correctness of solution (9) in
the form of inequality: λ2 ≤ 1/2. Under such condition the line of cessation of the
motion does not advance the characteristic of reflected wave and the jump of residual
shear stress is smaller than the threshold value. In addition the graph of shear stress
in Fig. 1 does not crossing the abscissa axis.

The asymptotic expansions of results (9) for small values of softening parameter
are obtained as a first approximation:
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Fig. 5 Distribution of the
normal stress in the rod

t
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Fig. 6 Distribution of the
shear contact stress in the rod
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These expressions are correct in domain of motion which bounded by stop line:

t � t∗(x) � 2σ0

τc

[
1 +

(
L2

∗ − x2
)λ2

8
+ O

(
λ4

)]
.

Finally, the residual stresses in domain C can be estimated as follow:

σ res(x) � −σ0

[
1 − x

L∗
− x(L∗ − x)

(
3 − x

L∗

)
λ2

8
+ O

(
λ4

)]
H(L∗ − x),

τ res
x (x) � −τc

2

[
1 − (

3L2
∗ − 8L∗x + 3x2

)λ2

8
+ O

(
λ4

)]
H(L∗ − x).

5 Conclusions

In the presence of elastic-plastic external resistance, the motion of rod cross-sections
is similar in nature to the motion in the presence of dry friction (λ � 0) [1–3],
and the negative elasticity effect is less significant. In contrast to the case of rigid-
plastic resistance (purely dry friction), where the perturbed part of the rod moves
as a perfectly rigid body and the motion stops simultaneously over the entire length
from the rod end to the wave front, the presence of the softening component of the
resistance is responsible for the motion of the perturbed zone as a deformable region,
and the cessation of motion in the area between the wave front and the rod end occurs
at a rate exceeding the speed of the perturbation propagation.
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Hysteretic Properties of Shell Dampers

Ivan Shatskyi, Ihor Popadyuk and Andrii Velychkovych

Abstract The achievements of the authors in the analytical modeling of hysteretic
energy dissipation in the systems of shells with deformable filler at the expense
of dry friction are presented. Four design variants are considered: solid shell with
filler, cut shell with filler and the same systems with internal coaxial shell. Based
on the one-dimensional models of shells and filler the non-conservative quasi-static
problems for the dampers under nonmonotonic loading are formulated and solved.
The distribution of the stresses and displacements in contact system has been studied
for the processes of active loading, unloading and repeated loading. The loop of
structural damping (the force-displacement diagram) is constructed too. The last
obtained result describes the effect of maximum energy absorption by a shell damper.
Importance of tribology settings of contact system, for which the dissipated energy
of the external load reaches the maximum, is revealed.

Keywords Shell-like damper · Filler · Dry friction · Cyclic loading · Hysteresis

1 Introduction

The operation of almost all, without exception, modern machines and mechanisms,
is typically connected with vibration processes which lead to undesirable conse-
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quences. In the vast majority of cases, vibration decreases the strength, reliability
and durability of industrial machines, mechanisms and structures, as well as affects
health of personnel. Thus, the problem of vibration insulation proves to be quite
urgent both in technical and social terms. One of the ways used to solve the for-
mulated problem is connected with the application of vibration protecting devices,
such as shock absorbers, dampers, dynamic vibration absorbers, etc. This is why the
research and design works and theoretical investigations in the field of development
of new means of vibration protection and methods for their numerical analyses are
of crucial importance.

The authors have developed advanced design of vibration insulators [1–8], among
which the leading place belongs to shell elastic elements with deformable filler. The
main feature of these structures is the use of thin-walled elements (shells, plates, and
rods) as themain carriers and function elements. By their design these are deformable
shell systemswith dry friction. A detailed review of publications devoted to the study
of dynamic systems with various friction laws is made in the paper [9]. Since the
work of the vibration protection system is mainly determined by the stiffness and
damping of the elastic element, when formulating the dynamic tasks, it is necessary
to have these parameters to include them into the system of the initial equations of
motion. To determine the above-mentioned characteristics a quasistatic approach to
the analysis of the process of dynamic loading of a shell elastic element was used.
It provided for dividing of this process into stages where loading is monotonous.
Consequently we get a class of nonlinear non-conservative mixed contact problems
of the frictional interaction of thin shells with deformable fillers [7, 8].

Formulations and methods of solving contact problems taking into account dry
friction which use continuum models of a continuous medium are known (see, for
example, [10–12]). There are two areas of research that correspond to two types of
initial assumptions. The first approach represents the contact problem as a mixed
problem of the theory of elasticity, and the method of singular integral equations is
the main method of research. A fundamental description of this direction is given
in the works [10, 11, 13]. The second direction interprets the contact problem as a
variational problemwith unilateral connections, and themost effective instruments of
research are, as a rule, the apparatus of variational inequalities, variational-difference
approaches, etc. [14–16]. For engineering studies of the frictional interaction of
contacting bodies, approaches that use models and methods of the theory of rods,
shells and plates are more suitable.

The aim of the report is to acquaint the scientific audiencewith the results obtained
due to the analytical modeling of hysteretic energy dissipation in the shells with filler
at the expense of dry friction. Thus, the latest achievement, i.e. the effect ofmaximum
energy absorption by shell damper, is described.
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Fig. 1 Scheme of a shell
damper

2 Formulation of the Problem

Consider an elastic deformable cylinder (filler) of radius R and length 2a placed into
a cylindrical shell with thickness h0 (Fig. 1a).

The filler is compressed on the end faces by perfectly rigid pistons subjected to the
action of an external loadQ non-monotonic as a function of time.Dry position friction
occurs on contact surface of the shell with filler. We need to study the phenomenon
of structural damping in the given non-conservative system.

The shell, depending on the conditions of use of the structure, can be of closed
(solid—Fig. 1b) or open (cut along a generating line—Fig. 1c) profiles. In the first
case (Fig. 1b), the shell works on the tangential stress, and in the second case
(Fig. 1c)—on the bending.

Analogical variants of constructions of dampers with internal technological shell
are also considered (Fig. 2).

3 Analysis of the Results

Using applied shell and filler models the analytic algorithm of solving nonlinear
mixed problem on frictional interaction of elastic filler with a shell at non-monotonic
quasi-static loading has been developed. The solution of the problem at the stages of
active loading, unloading and repeated loading has been proposed, characteristics of
stress-strain state, stiffness and damping ability of the system have been obtained.

An approximate analytical description of the structural hysteresis loop obtained
for shells with shear-unresisting slight-compressible filler is provided in the works.
Thus, we describe the dependences without displacements of the piston and load-
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Fig. 2 Shell damper
equipped with an internal
shell

ing with arbitrary asymmetry cycle coefficient s � Qmin/Qmax ∈ [0, 1] by the
following relations.

For active loading

δ I � Q
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for repeated loading

δ I I I �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

δ I Imin +
1

c

[
b(Q − Qmin) + (1 − b)

(√
Q − √

Qmin
) 2

λ

]
,

Qmin ≤ Q ≤ min

{
Qmin

s∗
, Qmax

}
;

δ I , min

{
Qmin

s∗
, Qmax

}
≤ Q ≤ Qmax.
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Here, s∗ � e−2λ; λ is the index of exponential decay, c is the linear stiffness of
the conservative system, and b is the factor of transversal interaction. These values
depend on type, size and physical and mechanical characteristics of the shells and
filler.

The parameters λ, c and b for one-shell dampers (Fig. 1) are the following: for a
solid shell (Fig. 1a, b)

λ � 2 f
a

R
, c � π R2E

a

1

3(1 − 2ν) + 2ε
, b � ν0ε

3(1 − 2ν) + 2ε
,

and for shell cut along a generating line (Fig. 1a, c)

λ � 2 f
a

R

1

1 + 36 R2

h20
ε
, c � πR2E

a

1 + 36 R2

h20
ε

36 R2

h20
ε

, b � 0.

Here, f is the coefficient of dry friction in the shell–filler pair; ε � ER/(E0h0);
E, ν, E0, ν0 are Young’s modulus and Poisson’s ratio of the materials of the filler
and shell respectively.

In cases of two-shell dampers (Fig. 2) we have those relations: for solid external
shell (Fig. 2a, b)

λ � 2a( f1R1 + f2R2)

R2
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2
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1 − R2

2
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E
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2
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2

and for cut external shell (Fig. 2a, c)

λ � 2a
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)
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136

R2
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, b � 0.

Here, fi are the coefficients of friction on the contact faces r � Ri ; εi �
ERi/(Eihi ); E, ν, Ei , νi are Young’s modulus and Poisson’s ratio of the materials
of the filler and shells respectively; i � 1, 2.

System “shell–deformable filler” with parameters h0/R � 0.1, E/E0 � 0.001,
ν � 0.499 , ν0 � 0.3, a/R � 2 was chosen as an example. A diagram of cyclic
deformation of damper is provided in Fig. 3.

The value of dissipated energy was defined as the area of the hysteresis loop
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Fig. 3 The loop of
constructive hysteresis:
active loading (line OA),
unloading (line AO),
repeated loading (lines BA
and DEA)

ψ �

⎧⎪⎪⎨
⎪⎪⎩

Q2
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3cλ (1 − s)
(
1 − √

s
)2

, s∗ ≤ s ≤ 1;

Q2
max(1−b)

6cλ

[(
2 + e−λ

)(
1 − e−λ

)2 − s2
(
eλ − 1

)2(
2 + eλ

)]
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Figure 4 features a typical dependence of the normalized value of the dissipated
energy ψ̃ � ψ/A on the coefficients of dry friction f and asymmetry of the load
cycle s. Energy of the elastic deformation of a conservative system was taken as a
normalizing factor A � Q2

max/(2c).
For each value of stress ratio there is a value λ∗(s), at which function ψ(λ, s)

reaches the extreme max
λ

ψ(λ, s) � ψ(λ∗(s), s) � ψ∗(s).
Figure 5 features results of such analysis. The global maximum is attained for

pulsating cycle at f ≈ 0.253. Then λ∗(0) � 4 f � 1.012, and max
λ,s

ψ̃(λ, s) �
ψ̃(1.012, 0) ≈ 0.304.

Existence of the extreme value is explained by the fact that in systems with dry
positional friction distribution of the friction forces depends on the deformations of
the contact pair (the filler and shell), and deformations, in turn, depend on the friction
forces. Such a close relationship identifies specific, often intuitively unpredictable
behaviors of such structures. In this situation, the increase in the coefficient of dry
friction f leads to a reduction in the area of mutual slippage of the shell and filler,
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Fig. 4 The value of dissipated energy

Fig. 5 Stationary value λ

and the highest values of
dissipation, which are
achieved for them

and, consequently, reduction of structural energy dissipation, which occurs only in
this area.

4 Conclusions

The article presents the analytical results of the modeling of structural hysteresis at
frictional interaction of the systems of solid and cut shells with deformable filler. The
hysteresis properties of such systems under dynamic loading are studied in detail. It
has been first established that for a fixed ratio of cycle asymmetry with increasing
coefficient of friction between the shell and filler, the amount of energy dissipated
per cycle grows, reaches an extremum, and then gradually decreases. The maximum
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capabilities of the shell damper as for the energy absorption have been determined,
and the optimal coefficients of friction have been calculated. Therefore, the idea of
optimization of shell vibration protecting devices according to the criterion of max-
imum energy absorption of external influences by providing the desired tribologic
properties of the contacting pairs is declared.
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Modal Analysis of the Vehicle Model

Martin Svoboda, Václav Schmid, Josef Soukup and Milan Sapieta

Abstract The article deals with the numerical solution ofmodal analysis of a simple
model. It is a system of rigid bodies resiliently mounted and bound. The solution
was done in the Ansys simulation program. The article describes how to build the
program. Further, some of the results of the actual frequencies and shapes of the
symmetrically loaded system are shown. The results served to refine the mathemati-
cal model that solves the vertical oscillation of the symmetrically or asymmetrically
loaded model with different kinematic excitation. The numerical solution of vehi-
cle model vibration was done in MSC Adams. The results of the vertical vibration
measurement of the vehicle model are also given in the article. After adjusting the
boundary conditions of the numerical solution, good agreement between experimen-
tal and numerical solution (more than 90%) was achieved.
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1 Introduction

Modal analysis is most often performed to determine modal parameters (own fre-
quencies, own shapes or modal damping) without reference to the theoretical model.
Findingmodal parameters to compare experimentally obtained datawith correspond-
ing data obtained using FEM or other theoretical methods. The aim here is to verify
the theoretical model, which serves to predict the dynamic behaviour of the model
system—the vertical vibration of the vehicle model.

Oscillation is a phenomenon that can be used in many technical applications.
However, it can also be an uncomfortable compilation, which can lead to equipment
malfunctions as well as environmental degradation. In order to exploit the favor-
able effects of oscillation and to suppress it adversely, we have to understand the
problem of oscillation. It is not easy to master oscillation. Explanation of a number
of intuitively unexpected behaviours of oscillating systems often requires relatively
demanding mathematical calculations. Some of these are analytically manageable;
others require a numerical approach [1, 2].

Solution of oscillation of a spatially resilient housing with consideration of varied
influences can be applied in various areas of technical work, e.g. in the elastic storage
ofmachines andmachinery [3–5], in the suppression of the influence of unacceptable
vibrations and impacts, the transport of special consignments, the oscillation of pro-
duction machines, Foundations (forming and machine tools, production lines, etc.),
in the investigation of oscillation of sprung parts of rail and road vehicles, oscillation
of chassis, etc. [3, 6].

The mechanical system consists of elements interconnected. Elements can be
carriers of kinetic energy (mass) or potential (springs). These elements have the
ability to change mechanical energy in heat (shock absorbers, energy dissipaters). If
each element of the system has only one of these functions, we speak of a system
of simple (discrete) elements. Otherwise the system may be composed of elements,
each of which has simultaneously two or three functions (acts as a mass, a spring
and damper). It can be said that real bodies always have all the properties and that
simple elements are mere models having the property that is most manifest in the
real body [7].

When analyzing the effect of the asymmetry on the vertical oscillation of the body
array, it is necessary to distinguish three basic cases of asymmetry with respect to the
geometric symmetry axes. These axes are determined by twomutually perpendicular
axes of symmetry of the gauge and the wheelbase of the vehicle and intersecting in
the geometric centre of the mechanical system

– unbalance of mass distribution with respect to geometric symmetry axes, centre
of gravity position, directions of main centre axes of inertia

– the asymmetry of the geometry of the distribution of the elastic and dissipative
elements of the joints of the individual bodies of the system and their mechanical
properties, the stiffness of the springs, the intensity of the viscous damping, pro-
vided the linear bonds of the individual variables and the small displacements and
the turning of the parts of the system
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– asymmetry of kinematic excitation, for example in road or rail vehicles, the uneven-
ness field of the road surface, Tracks defining kinematic excitation of the system
at the wheel-road contact point.

These kinds of asymmetries may exist separately or together. For real objects (such
as road or rail vehicles, storage of machines, etc.), the third case occurs most often.

Nowadays simulation programs make it easier for us to work and it is advisable
to use them to predict the behavior of mechanical systems or structures when they
are loaded. Once the numerical model has been assembled, the results obtained must
be verified (e.g. with experiment, modal analysis, etc.) and in the case of nonconfor-
mity the numerical model can modify or change the boundary conditions. Almost all
commercially-used FEM programs allow fast and reliable analysis of their own fre-
quencies and their own shapes and harmonic and transient analysis with symmetric
matrices.

2 Simplified Body Model

The model system (Fig. 1) consists of a steel plate, which is resiliently mounted on
four screw springs. To achieve geometric asymmetry, two steel weights were placed
on the base plate. These weights were placed in different combinations on the base
plate. The investigations are carried out in the case of a symmetrical arrangement
(using weights) and for five cases of asymmetrical arrangement (see Table 1). In an
unbalanced arrangement of the weight, the centre of gravity of the system is shifted
to the point (displacement ex, ey), where T is the centre of gravity of the system,
C—the geometric centre of the plate. In the case of a symmetrical arrangement (C
�T ).

3 Modal Analysis of Mechanical System in ANSYS
Program

Modal analysis was solved using ANSYS. Almost all commercial FEM programs
allow fast and reliable analysis of their own frequencies and their own shapes and
harmonic and transient analysis with symmetric matrices. In solving modal analysis
for multiple types of plate layout, a macro (text file) was created by which the used
and modified commands were applied to all types of tasks, changing the positions
of individual bodies. The solution process consists of the following steps:

(1) General program settings

– Exiting all previous tasks using FINI commands and deleting all data from
the database/CLE so that values are written to an empty value field
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Fig. 1 Scheme of system—asymmetrical arrangement of extra weights

– Entering a file name, command/FILENAME, NAME, 1 and creating output
file/OUTPUT, NAME, LOG

– Inputting the analysis type (modal) - ANTYPE, MODAL and setting the
modal analysis specification by MODOPT, LANB, 12. This command sets
Block Blocking Lanczos’ modal analysis and the number of system frequen-
cies we find. You can also set the frequency range to search for frequency,
etc. Using the commandMXPAND, 12, you set the number of custom shapes
that the program renders.

(2) Creating a geometric model

– For simplicity, the input dimensions, density and density constants were ini-
tially specified to be easily identified

– Geometry was entered through points K, POINT NUMBERS, X, Y, Z,
A, NUMBER OF POINTS and volumes by command VA, NUMBER OF
AREAS

– Springs were entered as rod members with a measured stiffness value.

(3) Definition of material properties

– Entry of modulus of elasticity—MP, EX, NUMBERMAT. GROUP, VALUE
with a value of 2.1×1011 Pa

– Poisson number entry—MP, PRXY, MATERIAL GROUP NUMBER,
VALUE (value was entered 0.3)

– Density input—MP, PRXY, MATERIAL GROUP NUMBER, VALUE that
has been re-calculated according to the dimensions and weight of the indi-
vidual plates of the experimental model.



Modal Analysis of the Vehicle Model 355

Table 1 Variants of loading model system—ANSYS program

Variant I

Variant II Variant III

Variant IV Variant V

(4) Definition of boundary conditions

– The boundary conditions were applied to the spring end attachment using the
DKcommand, POINTNUMBER,REDUCEDDEGREEOFCHARACTER,
VALUE. All degrees of freedom have been removed, i.e., shift ux, uy, uz and
rotation ϕx, ϕy, ϕz at all four points.

(5) Setting network parameters, network generation

– Defining element types. For the boards, the element type SOLID92 was cho-
sen, which is a three dimensional 10-node quadrangle, and the element CON-
BIN14 as a 3D element (ET, NUMBER ET, ELEMENT TYPE)

– Division of geometric entities - determination of network density. Element
size was entered 0.02 m by ESIZE command, 0.020 for volumes. For the
springs, the number of ESIZE elements was specified, 1

– Network generation was performed first for volumes (VMESH, 1), and then
elements corresponding to the springs (LMESH, NUMBER OF LOT) were
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generated. Then, the stiffness of the springs (REAL, NUMBER OF CON-
FORMITY SUCCESS) was entered.

(6) Start solving a task

– The solution was run by the SOLVE command.

(7) Analysis of results

– The results were evaluated in postprocessing, where the respective own fre-
quencies and shapeswere obtained. For each variant of the geometric arrange-
ment of the weights, models of the modal analysis system in ANSYS were
compiled—see Table 1.

The results of modal analysis were custom shapes. They contained solid forms of
their own, deformed own shapes in a given frequency spectrum, and high own shapes
that may contain residual effects [2].

Custom frequencies are positive, but your own frequencies may be zero (or near
zero). The zero own frequencies correspond to the self-styled shapes.

The results of the values of the frequencies of the given storage system are shown
in Table 2. The first six shapes always match the solid shapes (highlighted in yellow
in the table). Other shapes are already own shapes.

The following figures show some instances of custom shapes in a symmetrically
arranged system. These shapes can be rendered from ANSYS even for other storage
options (Figs. 2, 3, 4, 5).

Table 2 Cases distribution of load on the vehicle and the location of wedges

Variant I Variant II Variant III Variant IV Variant V

Set Time/Freq. Set Time/Freq. Set Time/Freq. Set Time/Freq. Set Time/Freq.

1 0.0000 1 0.0000 1 0.0000 1 0.0000 1 0.0000

2 0.0000 2 0.0000 2 0.0000 2 0.0000 2 0.0000

3 0.00014 3 0.000288 3 0.0000 3 0.0000 3 0.000738

4 0.20725 4 0.20167 4 0.19973 4 0.20123 4 0.20741

5 0.26201 5 0.26238 5 0.28770 5 0.26999 5 0.25459

6 0.37564 6 0.34989 6 0.31746 6 0.34360 6 0.34457

7 281.49 7 176.45 7 179.87 7 230.41 7 176.89

8 416.65 8 274.03 8 312.26 8 320.71 8 300.02

9 554.38 9 577.15 9 680.97 9 545.93 9 658.24

10 614.42 10 692.67 10 727.09 10 630.06 10 767.90

11 1001.5 11 936.91 11 1067.0 11 975.73 11 1056.7

12 1001.9 12 1044.4 12 1077.6 12 1131.5 12 1090.2

13 1190.2 13 1049.3 13 1222.2 13 1158.9
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Fig. 2 The first natural modes—long symmetric bending

Fig. 3 The second natural modes—torsional

4 Verification of the Numerical Model

The kinematic excitation of themodel systemwas performed by a single jump (Heav-
iside function) h�5 mm. For our investigation, six variations of jumps (see Table 2),
one case of symmetrical excitation (all springs jump at once) and five cases of unsym-
metrical excitation were created. For unbalanced excitation (variants A to E), one,
two or three springs jump in different combinations. The numbering of the jump
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Fig. 4 The fifth natural modes—combinational of to bending and torsion

Fig. 5 The sixth natural modes—bending

springs in the Table 3 is used according to the markings that can be observed in
Fig. 6.

The oscillation plate or vertical displacements were measured by inductive prox-
imity sensor type Hottinger VA-50-T with the tip with a range of 0–50 mm. On the
board, 3 sensors were installed at the mounting points of the springs to the plate. The
signal is transmitted to the bridge amplifier.

Amplifiers were stored in DeweRack and the signal was sent to the computer
where it was evaluated in LabVIEW.
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Table 3 Options of
excitation

Variant of generation Designation of jump springs

A 3

B 2, 4

C 3, 4

D 2, 3

E 2, 3, 4

F 1, 2, 3, 4

Fig. 6 Marking the springs

Fig. 7 Model of mechanical system in ADAMS program
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The ADAMS simulation program was used to solve the vertical oscillation of the
mechanical system. The boundary conditions were verified based on the results of
the modal analysis. A vehicle model for a numerical solution is shown in Fig. 7.

The numerical model was verified based on experimental results and with the help
of a modal analysis performed in ANSYS program.

Fig. 8 Comparison of experiments and simulations—Variant II, spring jump 2, 4

Fig. 9 Comparison of experiments and simulations—Variant V, spring jump 1, 2, 3, 4
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5 Results of Numerical and Experimental Solution

The results of the experimental and numerical solution are shown in one graph
(Fig. 8), which corresponds to the same asymmetry and the same kinematic excita-
tion. Measured values can be seen in Table 4 (Fig. 9).

Table 4 Comparison of measured values—Variant I, excitation 1, 2, 3, 4

Time
(s)

Deflection—experiment
(mm)

Deflection–ADAMS
(mm)

Deviation (%)

Sensor A Sensor B Sensor C Sensor
A

Sensor
B

Sensor
C

Sensor
A

Sensor
B

Sensor
C

0.1 −10.0616 −9.95541 −10.7018 −9.718 −9.718 −9.718 3.417 2.387 9.195

0.2 −0.73339 −0.77808 −0.83246 −0.737 −0.737 −0.737 0.468 5.303 11.489

0.3 −9.0429 −9.37508 −8.98949 −8.631 −8.631 −8.631 4.553 7.935 3.986

0.4 −2.11115 −2.39702 −1.57624 −2.115 −2.115 −2.115 0.160 11.785 34.150

0.5 −7.72173 −7.71211 −8.20076 −7.046 −7.046 −7.046 8.748 8.634 14.078

0.6 −3.29182 −3.43563 −3.70745 −3.782 −3.782 −3.782 14.904 10.094 2.022

0.7 −5.94391 −5.99111 −6.21872 −5.375 −5.375 −5.375 9.566 10.278 13.562

0. 8 −5.62972 −5.74897 −5.19092 −5.404 −5.404 −5.404 4.012 6.003 4.102

0.9 −4.44125 −4.43621 −4.37971 −3.877 −3.877 −3.877 12.708 12.608 11.481

1 −6.83575 −6.74155 −7.1934 −6.721 −6.721 −6.721 1.683 0.309 6.571

1.5 −1.64279 −1.47048 −1.85209 −2.248 −2.248 −2.248 36.863 52.900 21.396

2 −7.13823 −7.11376 −7.47742 −6.015 −6.015 −6.015 15.732 15.442 19.554

2.5 −6.45325 −6.41336 −6.656 −6.067 −6.067 −6.067 5.989 5.404 8.852

3 −2.82345 −2.69319 −2.91667 −3.457 −3.457 −3.457 22.437 28.359 18.524

3.5 −6.46692 −6.37333 −6.69278 −5.497 −5.497 −5.497 14.993 13.744 17.861

4 −6.22883 −6.20924 −6.38423 −5.648 −5.648 −5.648 9.319 9.033 11.527

4.5 −3.81287 −3.74581 −3.87705 −4.135 −4.135 −4.135 8.442 10.384 6.647

5 −5.75266 −5.67293 −5.89792 −5.237 −5.237 −5.237 8.967 7.687 11.209

5.5 −6.02783 −6.00112 −6.11655 −5.388 −5.388 −5.388 10.616 10.218 11.912

6 −4.74764 −4.67235 −4.80064 −4.527 −4.527 −4.527 4.642 3.105 5.694

6.5 −5.23942 −5.17864 −5.32782 −5.107 −5.107 −5.107 2.532 1.388 4.149

7 −5.73315 −5.69894 −5.77531 −5.229 −5.229 −5.229 8.788 8.240 9.454

7.5 −5.27259 −5.23867 −5.32578 −4.734 −4.734 −4.734 10.216 9.634 11.112

8 −5.15746 −5.1086 −5.2277 −5.046 −5.046 −5.046 2.168 1.233 3.483

8.5 −5.4736 −5.43879 −5.52398 −5.136 −5.136 −5.136 6.172 5.572 7.028

9 −5.41505 −5.38676 −5.46677 −4.851 −4.851 −4.851 10.417 9.946 11.264

9.5 −5.30187 −5.24868 −5.34621 −5.016 −5.016 −5.016 5.394 4.435 6.179

10 −5.39749 −5.35074 −5.44838 −5.079 −5.079 −5.079 5.906 5.084 6.785

average 8.922 9.898 10.831
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6 Conclusions

The paper describes the numerical solution of themechanical analysis of themechan-
ical system in ANSYS simulation program. The result of the modal analysis of the
mechanical system was its own shapes. Custom shapes contained gestures of their
own shapes, deformed own shapes in a given frequency spectrum, and high own
shapes that may contain residual effects. Experimental measurement of the modal
analysis was performed on the laboratory model. Experimental results served to ver-
ify numerical model data and its further modification, refinement. The numerical
vehicle model for measuring vertical oscillation was compiled in ADAMS. This
model is used to predict the dynamic behaviour of the model system - the vehicle
model. When comparing the results obtained were found good agreement between
experimental and numerical solutions. The numerical model of a vehicle can be
used to describe and predict the behaviour of a given system for the general case of
loading and its kinematic excitation. More than 90% match between numerical and
experimental measurements was achieved.
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Directional Stability Control of Body
Steer Wheeled Articulated Vehicles

Aleksander Skurjat and Andrzej Kosiara

Abstract Demanding higher travel velocities of rigid body articulated wheeled
vehicles and maintaining high safety while moving on stiff ground requires find-
ing more accurate methods of adjusting steering angle between rigid frames and
using special solutions allowing the driver keeping desired path. In this article, iden-
tification of factors affecting directional stability is discussed. A new mathematical
algorithm for estimating vehicles directional stability is proposed and tested. Com-
puter simulations of methods counteracting snaking behavior indicates that the speed
limit of 50–60 km/h for articulated rigid body vehicles can be exceeded by using
new solutions.

Keywords Snaking · Directional stability · Articulated vehicle · Path correction
control system

1 Introduction

Higher velocities of wheeled vehicles require more and more modern solutions to
ensure the safety of the traffic. Safety systems can be divided into two basic groups:
active safety, which includes the structural components of the vehicle so that the
driver can comfortably drive the vehicle on a given trajectory and have the ability to
perceive the lane and surroundings.

This group also includes driver assistance solutions related to external factors
such as the use of ABS braking systems, anti-skid systems (e.g. ESP, DSC, ABC),
as well as proper road lighting or tire construction.

A. Skurjat (B) · A. Kosiara
The Department of Off-Road Machine and Vehicle Engineering, Wrocław University of Science
and Technology, ul. Łukasiewicza 7/9, 50-371 Wrocław, Poland
e-mail: aleksander.skurjat@pwr.edu.pl

A. Kosiara
e-mail: andrzej.kosiara@pwr.edu.pl

© Springer International Publishing AG, part of Springer Nature 2018
J. Awrejcewicz (ed.), Dynamical Systems in Applications,
Springer Proceedings in Mathematics & Statistics 249,
https://doi.org/10.1007/978-3-319-96601-4_33

363

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96601-4_33&domain=pdf


364 A. Skurjat and A. Kosiara

Fig. 1 Diagram showing the division of the safety system in motor vehicles [8]

The second group - passive safety—includes solutions to minimize the effects
of a possible road accident. These include, e.g., crumple zones, reinforced door
constructions, streamlined shapes, seat belt solutions and airbags.

A diagram showing the breakdown of the safety system inmotor vehicles is shown
in Fig. 1.

Part of the solutions is used in different types of vehicles. These are generally
solutions from the group of passive internal safety. Unfortunately, due to the differ-
ences in the construction of particular groups of vehicles, it is not possible to directly
map ready-made and well-considered concepts from well-developed automobiles
and transfer them directly to the off-road vehicles working typically on construction
side, but moves often on public roads. These groups are: articulated wheel loaders,
truck and trailer assembly. The basic problems include: differences in the construc-
tion of steering systems, the use of tires of different profile height and different
diameters, change of height of center of gravity, differences in the construction of
the suspension system, the purpose of the wheeled vehicle, etc.

Particularly large differences in construction occur between motor vehicles and
articulatedvehicles such aswheel loaders. Thepresenceof articulated steering system
instead of a front wheel steeringmakes it impossible to directly apply traction control
systems (e.g. ASR, ACS, ESP, etc.) without previous simulation testing and without
actual experiments. Undeniably, using such systems will allow to achieve higher
speeds and will provide a higher level of safety.

There are many problems faced by articulated vehicle manufacturers. These are,
e.g. the presence of articulated steering and a low torsional rigidity hydrostatic system
causing deviations from the assumed straight-line direction and snaking behavior of
the vehicle [1–3]. No less important reason is obtaining a change in trajectory of
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motion as a result of even a slight rotation of the steering wheel. This is due, among
other things, to the fact that a slight change in the angle between the articulated
vehicle frames significantly affects the resulting turning radius and the pivot point of
the body. The use of hydrostatic systems introduces delays in trajectory corrections
and elasticity between the front and rear frames, as well as clearance on the steering
wheel (with the use of so called “orbitrols”), resulting in the snaking behavior.

In articulated steering system non linear dumping properties can be found.
Because of a few degree amplitude continuous oscillations in steering joint we
can propose methods presented in [4] for determine a real dumping values. Results
obtained in on vehicle experiment is going to present soon.

Tires characteristics are believed to have a great impact on both on and off-road
vehicles on directional stability. Results are presented on [5].

Problems encountered in design of articulated vehicles and a three-dimensional
multi-body dynamic model is formulated integrating the hydro-mechanical frame
steering and hydro-pneumatic suspension, numerical investigations, and tests are
shown in [6].

The lack of full trajectory control over the articulated vehicles reduces its maxi-
mum speed and is also the reason why the articulated steering systems do not comply
with EN 12643+A1: 2009. One of the solutions could be the introduction of sys-
tems that automatically minimize the oscillation amplitude between the articulated
vehicles frames and will positively affect its trajectory.

2 Simulation Testing of the Anti-oscillation System
in Steering System

The experimentally verified model of a wheel articulated loader [1, 2] was used for
simulated testing. The testing is conducted simultaneously in the integrated MSC
Adams and Matlab/Simulink environments. MBS tests provide information on the
loads that occur in kinematic pairs of cooperation, wheel—surface contact, steering
angle in the articulation, while Matlab/Simulink complements the model with the
driving torque necessary to accelerate the vehicle and maintain the set speed, and
also introduces the braking torque values into the MBS model, which are calculated
from the Matlab package control system. The vehicle model is shown in Fig. 2.

The principle of operation of the oscillation amplitude reduction system in the
steering system is based on the use of the articulated vehicle braking system and
thereby the construction of a prototype track stabilizer system. Depending on the
design of the motor vehicle, the control algorithm enables the braking of 1, 2 or 3,
or all vehicle wheels, and allows the change of the motion trajectory. The proposed
system, in its initial phase of operation, reduces the snaking behavior by appropriate
braking of the front wheel, which reduces the oscillation amplitude in the articulated
joint. The development of the system with the possibility of obtaining a trajectory
correction is in the testing phase and will be presented at a later date.
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Fig. 2 Model of vehicle involved in simulation testing

Fig. 3 The principle of operation of the system eliminating oscillation in the steering system

The principle of operation of the proposed system is presented in Fig. 3.
The control system calculates the correct braking torque applied to the vehicle’s

wheel according to the author’s dependence:
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Fh � −k
2 ds
dt I

W xz
Vz
rk

(1)

where

s stroke of the actuator of the steering system [m]
I reduced vehicle moment of inertia [kg m2]
W vehicle track width [m]
xz acceptable standard lateral displacement [m]
vz vehicle velocity [m/s]
rk wheel dynamic radius [m]
k factor depending on the applied solution [−].

The aim of the simulation testing is to determine the efficiency of the system to
eliminate the oscillation in the steering system and to determine the trajectory of
the vehicle movement depending on its speed and the value of force in the steering
system.Oscillations in the steering systemwere forced by a short-time torque impulse
between the frames with the value of 30 kNm after obtaining the set speed.

Simulation testing using theMBS environment do not allow for the recognition of
computational equations and the user only receives the mathematical solution of the
problem. This results in difficulties in comparing the results obtained, particularly
when the problem under consideration is more complex. For this reason, in order to
check the effectiveness of the stabilizing system, WSD performance index has been
developed. The dimensionlessWSD index combines both the behavior of the steering
system, i.e. the amplitudes and duration of the oscillation and the vehicle resulting
motion trajectory with side slip on wheels. The value is determined by the formula:

WSD �
t1∫

t0

tan

∣∣∣∣ xy
∣∣∣∣dt

t1∫

t0

tan|γ |dt (2)

where

x lateral displacement [m]
y displacement of the vehicle in the direction of travel [m]
γ angle at turn of elements [rad]

The relationship was composed of two products. The first describes the trajectory
based on the deviation from the straight linemotion of the vehicle. The second defines
the amplitude and duration of the oscillation in its turn. A lower value of the WSD

determines a solution that has smaller amplitudes and time of oscillation of the angle
γ or moves at a smaller angle relative to the assumed track and thus become a more
advantageous solution. Because every change in course angleΨ is the result of angle
change in articulated steering γ it is not possible to achieve lower values of WSD

only in the case of oscillation γ . However, it is possible to achieve low values of
WSD with no oscillation γ. In this situation, the vehicle moves along a straight line
running at an angleΨ in relation to the assumed direction of movement, which is due
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Fig. 4 Effect of the proposed stabilization system depending on the speed of movement

to the wrong placement of the vehicle at the beginning of the simulation or operation
of lateral forces and drift. Of course, such a solution, from the point of view of the
snaking behavior, is also beneficial, although it requires the driver to adjust the angle
at which the vehicle moves. Simulation time t0–t1 must be chosen in such a way that
the vehicle in each test case covers the same distance x.

Figure 4 presents the comparison and derived WSD values at 40, 70 and 90 km/h
when switching on and off the proposed stabilizer. Studies have shown that a system
with a running system allows WSD values of 3.5–4 times lower for all speeds. The
final WSD values varied widely. For the speed of 40 km/h, the highest and the least
favorable values were reached, while at the speeds of 70 and 90 km/h less differences
were observed. This is related to the different course angles Ψ of vehicle after the
stabilization systemhas completed its operation and the vehiclemoves at a fixed angle
with respect to the straight line travel direction. The increase in value is obtained by
multiplying the non-zero (and constant after the oscillation of the angle) value of the
second product of the WSD by the first product, which has the value related to the
fact that the vehicle moves at a course angle Ψ (relative to the x-axis). The result is
shown in Fig. 5.

This is related to the different course angles Ψ of vehicle after the stabilization
systemhas completed its operation and the vehiclemoves at a fixed anglewith respect
to the straight line travel direction. The increase in value is obtained by multiplying
the non-zero (and constant after the oscillation of the angle) value of the second
product of the WSD by the first product, which has the value related to the fact that
the vehicle moves at a course angle Ψ (relative to the x-axis). The result is shown in
Fig. 5.

Course angle Ψ reached the highest values for the speed of 40 km/h. The arrows
in Fig. 5 indicate the moment of action of the short-time impulse of the torque acting
on the steering to stimulate and observe the snaking behavior. Section x of the value
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Fig. 5 The obtained angle of the vehicle’s course depending on the stabilizer system depending on
the speed of movement

Fig. 6 Steering angle of the system with the stabilizer on and off for different speeds

from 0 to the point indicated by the arrow indicates the vehicle’s run up to obtain
the set speed. It can also be noted that depending on the value of the driving torque,
the vehicle’s accelerating phase is not uniform. The vehicle tends to “deviate” from
a given trajectory of motion under the influence of the applied driving torque of the
rear wheels.

Figure 6 shows the course of the steering angle oscillation depending on the speed
of movement and for the stabilization system on and off.
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The research showed that the stabilization system is characterized by rapid reac-
tion. It did not allow for higher angular values in the articulation than 1.2°, which
reduced the maximum amplitude of the oscillation two-fold. It should be noted that
the control system algorithm requires that the range of acceptable angles is correct.
This prevents the brake system from constant turning onwhen there is a small amount
of oscillation that occurs while the vehicle is moving.

The above solution was reported to the patent office [7].

3 Conclusion

The research showed the possibility of using a proposed trajectory movement stabi-
lizer to reduce oscillation amplitudes by up to 250% and to shorten their duration by
several times. It also has a positive effect on the trajectory of the movement.

WSD appears to be correctly comparing the behavior of different solutions. Its
lower values indicate solutions in which the vehicle moves with comparatively lower
course anglesΨ and lower angular amplitude values in the articulation.WSD indicator
allows to compare different behaviors ofwheeled vehicles and it is especially valuable
when MBS environment don’t show the user a real equations used in numerical
calculations.

The braking system takes into account in the operation algorithm simultaneous
braking of only one of the front wheels. Control algorithm is calculating braking
torque applied to one wheel, but to do that braking time is important too. Simulations
assumed fixed time braking impulse. The further studies should consider solutions
in which the algorithm will also take into account the use of rear wheel brakes. A
very first stage calculations show that braking wheels at a cross of vehicle promising
even better results as presented in this paper.

The economic aspect of the system used and defining the typical time of braking
of wheels on a typical road are also important. The increased fuel consumption and
wear when using this system should also be considered.
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Influence of the Mechanical Properties
of Pantograph Structural Parts on Its
Interaction with a Catenary

Paweł Zdziebko, Adam Martowicz and Tadeusz Uhl

Abstract The paper addresses dynamic interaction in the pantograph–catenary sys-
tem present in a rail vehicle. The contact force, which is measured between panto-
graph and catenary,may significantly fluctuate during ride due to nonlinear properties
of the entire system. This may cause unexpected drops of the current flow efficiency
and further power decreases. Following the relevant significance of the addressed
issue, the authors performed an analysis of the influence of suspension properties of
the critical pantograph’s passive components on the improvement of electric current
collection on a train. The analysis was performed based on a co-simulation model for
the pantograph–catenary interaction elaborated by the authors. The Finite Element
catenary model assumes nonlinear droppers, large displacements and contact with
the pantograph slider. To overcome limits of widely used lumped parameters model
of the pantograph, the relatively more realistic Multibody model was considered.
Reported in other works, the use of Multibody models, in which all properties of
pantograph keep physical sense, provide wide range of design improvements for
better current collection. By using the adapted model, the ability of implementation
additional dampers in a pantograph structure for improvement of contact quality was
investigated. Utilized pantograph model takes into account friction forces, suspen-
sion springs and aerodynamic effects. Presented results proof the ability to effectively
improve current collection merely by adjusting pantograph’s passive components.
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1 Introduction

Nowadays, high speed of travel in passengers railways becomes a standard. It should
be noticed, that increasing of operational speed of trainsmay have a negative effect on
the performance of its components, because working conditions become more chal-
lenging. One of the subsystems which limits the maximum speed is a pantograph—
catenary interface. A railway catenary, also called overhead line (OL), as shown in
Fig. 1, is a flexible structure constructed along rails, which is responsible for con-
ducting the electric energy to a train form a traction current converter plant. On the
other hand, a pantograph is involved in current transmission to a locomotive or elec-
tric multiple unit (EMU) from an overhead lines. A necessary condition of proper
current collection in high speed electrified railways is a continues contact between
pantograph and contact wire. In reality, the contact is disturbed by many external
sources of interruption. The authors have already presented in [16], that fluctuations
of the contact force have many sources, including (but not limiting to): wave propa-
gation in catenary, nonlinear characteristic of droppers and external forces acting on
a pantograph. A pantograph is mounted on the roof of train, therefore accelerations
exerted by a rail vehicle on a pantograph are also an important factor [5–7]. Rail
vehicle dynamics was deeply investigated by Zboiński and Dusza [14].

Unfavorable phenomenon of contact force oscillation is usually investigated by
numerical analysis, which have become a powerful tool in studying pantograph–cate-
nary dynamic interaction. The most recent numerical models usually consider Finite
Element (FE) model of a catenary [17] (which is able to handle the phenomenon
like wave propagation) and lumped parameters [12] or Multibody (MB) pantograph
model [11, 13].

The present research aims at studying the mechanical properties (stiffness and
damping) of a pantograph collector head suspension, and to check how much they
influence the contact force course. This could help to improve the interaction between
pantograph and OL solely by tuning the suspension characteristic. This subject was
previously analyzed by several authors [1, 8, 10, 18] and the results were promising.

Fig. 1 Pantograph–catenary
system
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To extend the state of the art, the authors have performed similar analysis presented in
this paper, employing proposedmulti-domain co-simulation approach including very
realistic MB model of the pantograph, which corresponds to the one used in Euro-
pean railways. The utilized simulation approach considers multi-domain phenomena
and was introduced by the authors in their previous papers [15, 16]. The algorithm
assumes the co-simulation between FE code (for catenary) andMB rail vehicle–pan-
tograph model. All necessary phenomena, which disturb pantograph—OL interac-
tion are present in the simulation procedure. It addresses the issues related to: wave
propagation in a catenary, slackening of droppers, nonlinear pantograph, which is
subjected to aerodynamic forces and vibration from a rail vehicle.Moreover, realistic
variants of suspension springs were investigated.

The paper is organized as follows. After short introductory Sect. 1, the following
Sect. 2 describes the elements of pantograph head suspension, the object of the inves-
tigation. Next, Sect. 3 describes contributing models employed in the co-simulation
of pantograph–catenary interaction. Subsequently, the results are presented and dis-
cussed in Sect. 4 and, finally, Sect. 5 concludes the paper.

2 Case Study

The goal of the presented analysis is to investigate, how the stiffness (K) and damping
(C) properties of the pantograph collector suspension affect the contact force varia-
tion. The pantograph model employed in the simulation represents the one which is
commonly used in Europe, 160ECT (produced by EC Engineering). Basic kinematic
diagram of this mechanism is presented in Fig. 2.

Revolute joints which are present in the structure are shown in the scheme by
black circles (rotational axis is perpendicular to the ZX plane). Triangular symbols
represents mounting points at the frame. Kinematic joints in the pantograph are
listed in Table 1. The original suspension of the collector head is composed of four

Fig. 2 Kinematic diagram
of pantograph (frame is not
visible)
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Table 1 Revolute joints in the model

No. First body Second body

1 Frame Lower arm

2 Frame Lower link

3 Lower link Upper arm

4 Lower arm Upper link

5 Lower arm Upper arm

6 Upper link Frame of pantograph head

7 Upper arm Frame of pantograph head

Table 2 Properties of analyzed spring-damper elements

Unit Spring 1 Spring 2 Nominal
spring

Spring 3 Spring 4

G [MPa] 80,000 80,000 80,000 80,000 80,000

d [mm] 2.5 2.5 2.5 3 2.9

D [mm] 32.5 27.5 25 30 25

n 11 10 9 8 10

K [N/m] 1030 1880 2780 3750 4530

Relative
change of K

−63% −33% 0% 35% 63%

C [Ns/m] 4.7 8.5 12.5 16.9 20.4

independent spring-damper elements. Each of them is characterized by stiffness and
damping coefficient—those values are denoted as nominal ones.

To be close to the reality, alternative stiffness and damping coefficients should
correspond to real-life elements. Considering deviations of nominal values, four
alternative springs are investigated in the paper, see Table 2. Calculations of the
stiffness coefficient of springs were performed in terms of geometrical and material
properties, according to the formula (1).

k � Gd4

8nD3
(1)

where: k—stiffness coefficient of a spring,G—modulus of rigidity of springmaterial
(Kirchhoff’s modulus), d—wire diameter, n—number of active turns, D—mean coil
diameter.

The damping coefficient of each spring (resulting from the material properties)
represents 0.45% of the stiffness coefficient particular one. This ratio was chosen on
the basis of data provided by the manufacturer for similar pantograph. In fact, this
proportion may vary from 0.24 (as found e.g. in [3]) up to 0.64 [2]. Therefore, the
value assumed presently (0.45%) is reliable. Subsequently, presence of additional
dashpots was investigated, by increasing the resultant damping coefficient respec-
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tively with additional amount of 33, 66, 100, 133, 166 and 200% of the damping
coefficient of nominal spring. To sum up, 35 combinations of damping and stiffness
coefficients were investigated.

3 Multi-domain Simulation

The model, which is utilized in the work is based on the multi-domain co-simulation
approach presented in extended form by the authors in [16]. The main algorithm
is presented Fig. 3.

The calculations are performed within the following computational framework.
At the beginning, two separate models are constituted in the analysis:

1. Initial FEmodel of a catenary, used to build a final catenarymodel with allowable
pre-sag (considering gravity force and tension in cables), elements were modeled
in the Altair Hyper Mesh program.

2. Fluid structure interaction (FSI) model of a pantograph. Calculated aerodynamic
forces acting on it are then passed into the MB model.

Next, when a proper shape of a catenary is achieved (10 spans are modeled, each of
them is 60 m long) and aerodynamic forces are computed, the MB coupled track-rail
vehicle–pantograph model is set. Finally, pantograph–catenary interaction is being
calculated with given time step dt over defined time period t in the co-simulation
between FEM and MBmodels. The algorithm assumes that MB code is run first [9],
and passes the position of the collector head (considering train speed and vibrations
of a rail vehicle) into FEM catenary model. Subsequently, FEM code computes

Initial
equilibrium of 
the catenary 

achieved

Aerodynamic forces
computation

Droppers
length
tuning

NO YES

Final FE model 
of the catenary

MB model:
pantograph, vehicle, track

irregularities

Dynamic simulation over time t with time step dt

Displacement

Forces

End

Fig. 3 Co-simulation procedure
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dynamic solution (employing MSC.Marc solver) of a catenary under actual position
of collector head and passes reaction forces acting on it into MB code, where the
MB model is computed again, considering contact force delivered by catenary FEM
model. The algorithm is iterated within a loop to cover the total simulation time. The
obtained results are shown in the following and, then, briefly discussed. The proposed
multi–domain co-simulation produces reliable results, the method of simulation was
validated according to the first step of validation process presented in the European
Standard 50318 [3].

4 Results

In this chapter, results of pantograph–catenary interaction are presented. The total
number of 35 combinations of K and C was analyzed using the multi-domain co-
simulation introduced in Sect. 3. According to [3], it is advised to filter the actual
contact force with low–pass filter with cutoff frequency of 20 Hz and to analyze the
results only for two central spans (to omit negative influence of boundary condition-
s—ends of the catenary structure). An exemplary course of the contact force, which
is measured between collector head and catenary, is presented in Fig. 4.

Usually, statistical parameters of the contact force are used to make the results
comparison more clear. In this work, for each combination of K and C, the fol-
lowing statistical parameters were determined: mean, standard deviation, minimum,
maximum and peak-to-peak of contact force. In Figs. 5, 6, 7, 8 and 9 these statisti-
cal parameters are presented for stiffness and damping combination (as previously
mentioned, 35 combinations in total).

Notice, that for some of the presented figures different perspectives were used
for better presentation. Accurate results were computed only for dark blue points,
while approximate shape of the surfaces (outspread between them to cover the entire
input parameters domain) are shown formore convenient way of results presentation.

Fig. 4 Contact force
between pantograph and OL
for nominal K and C
configuration
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Fig. 5 Mean contact force versus stiffness and damping coefficients

Fig. 6 Standard deviation of contact force versus stiffness and damping coefficients

Percentage factors were used to describe the stiffness and damping change in relation
to the nominal values.

It can be observed (Fig. 5), that only for the most flexible spring (change of the
stiffness by −63%), the mean contact force is slightly different comparing to the
other cases. Nonetheless, according to the European Standard [4], for 3 kV DC
catenary system (commonly used in Poland) the contact force should be in the range
~108–135 N (for speed 160 km/h), therefore that parameter is not crucial. Hence, it
can be assumed that the mean contact force is not significantly influenced by any of
the analysed suspension characteristic, because in all cases the mean contact force
is found to be within the above mentioned limits.
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Fig. 7 Minimum of contact force versus stiffness and damping coefficients

Fig. 8 Maximum of contact force versus stiffness and damping coefficients

Even though, the standard deviation of contact force in within the acceptance
ranges presented in [4] for all of analyzed cases, it is considered that for better pan-
tograph–catenary interaction, the standard deviation and maximum of contact force
should be minimised—to provide smoother contact and to decrease wear of contact
slider, while minimum of contact force should be maximized, to reduce the risk of
detachment between pantograph carbon slider and contact wire. Based on Fig. 6
it can be observed that the standard deviation highly depends on particular combi-
nation of K and C. Higher stiffness in collector head suspension provides generally
lower standard deviation. The exception was noted only in a combination with damp-
ing increase by 166%. For the nominal stiffness, additional damping also provides
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Fig. 9 Peak-to-peak of contact force versus stiffness and damping coefficients

decrease of the standard deviation. What is very important for pantograph–catenary
performance, the minimum of contact force can be significantly increased while
stiffer springs are used (comparing to the nominal case). The most flexible springs
exhibit lowering of minimum contact force.

Cases with +35% and +63% change of stiffness, regardless of damping change,
exhibit higher minimum and lower maximum and peak-to-peak of contact force
comparing to the nominal stiffness. Cases exhibiting −63% change of stiffness,
irrespective of change of damping, produce lowermaximum, but also lowerminimum
of the contact force.

The standard deviation, minimum and maximum of contact force were assumed
by the authors as the most crucial parameters for proper current conduction to a
train. Therefore, the best and worst cases are presented in Table 3. The lowest stan-
dard deviation and maximum of contact force was observed for the same case (no.
1). Concurrently, for the same case the highest minimum of contact force is noted
(good performance), hence the Case no. 1 is assumed to be the best one. The lowest
minimum was observed in case no. 2, while the greatest maximum in case no. 3.

The comparison of statistical parameters change for contact force is presented in
Fig. 10. The most undesired performance is noted for −63% change of stiffness and
nominal damping—the minimum contact force is 41.5% lower than for the nominal
case (see Fig. 10), which increases the risk of detachment.

The best investigated combination of K and C (case 1) decreases the standard
deviation,maximum,peak–to–peak and increasesminimumof contact force by−4.8,
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Table 3 Comparison of contact force (CF) results regarding pantograph–catenary performance for
the selected cases

Case nominal Case 1 (best) Case 2 Case 3

Change of
stiffness

0% +63% −63% −33%

Change of
damping

0% +33% 0% 0%

Mean CF [N] 126.1 126.3 123.1 126.2

Standard
deviation of CF
[N]

34.4 32.7 37.0 36.2

Minimum of CF
[N]

51.3 67.0 30.0 54.3

MAX [N] 249.0 238.0 248.0 258.5

PEAK–PEAK
CF [N]

197.7 171.0 218.0 204.3

Fig. 10 Change of statistical parameters of contact force for selected cases

−4.4, −13.5 and 30.6% respectively, which is demanded in the modeled system and
may be assumed as a significant design improvement.
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5 Conclusions

The main conclusions resulting from the paper are as follows:

1. Multi-domain co-simulation is a powerful tool for analyzing the pantograph—
catenary dynamic interaction since various physical phenomena are consider for
more realistic computations.

2. Using the proposed co-simulation model, the influence of suspension character-
istic of collector head on the resulting contact force between pantograph slider
and contact wire can be determined.

3. Stiffness and damping properties of the collector head suspension significantly
influence the performance of pantograph–catenary contact, which is crucial when
addressing effective current delivery to a train.

4. Generally speaking higher stiffness provides better contact (lower standard devi-
ation and maximum and higher minimum of contact force).

5. The influence of damping on contact performance highly depends on the con-
comitant stiffness value (based on the properties of the mounted spring).

6. The best performance of contact quality was noted for the spring with increased
stiffness (+65%) and additional damping (+33%). Simultaneously, the lowest
standard deviation, maximum and peak-to-peak and the greatest minimum of
contact force was observed in that case.

7. The present study confirms that further investigation is needed for optimization
of collector head suspension characteristic (also preferably in wider domain) due
to shown non-trivial relationships between design and operational properties of
the system under study.
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Modelling Water Hammer
with Quasi-Steady and Unsteady
Friction in Viscoelastic Pipelines

Kamil Urbanowicz and Mateusz Firkowski

Abstract The model of water hammer in viscoelastic pipelines was considered.
Additional term describing the retarded deformation of the pipe wall was added to
continuity equation. System of partial differential equations describing this type of
flow was analyzed using the method of characteristics and finite difference method.
To determine the unsteadywall shear stress, a new effectivemethod of solutionwhich
corresponds to Zielke (laminar flow) and Vardy-Brown (turbulent flow) models were
used. The convolution integral of local pressure history and derivative from the
material creep function is found similarly to the efficient Zielke convolution solution
presented by Schohl. The research was carried out with the assumption of a quasi-
steady and unsteady character of resistance. The comparison of numerical simulation
and experimental results was presented.

Keywords Water hammer · Unsteady friction · Viscoelastic · Method of
characteristics

1 Introduction

An appropriate modelling of a physical phenomenon which occurs in the hydraulic
transients is important for safety of a pipeline system.Well-chosen parameters of the
system like pipematerial,wall thickness or surge protection device can protect system
from unpleasant consequences. The first common danger in hydraulic transients is
associatedwithwater hammer,which takes place after sudden valve closure. It caused
unsteady flow, fast pressure and velocity pulsations, which can destroy components
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of the system. Polymer pipes exhibit a viscoelastic rheological behavior, that is why a
prolonged delay in themechanical response of thematerial is noticed during transient
flow.

The study of the influence of the viscoelasticity of the conduit walls on the flow
began in the 1960s. Hardung [12] described the physical phenomenawhich come into
play in the arterial system as a consequence of heart action. Hemade a thorough study
of the influence of internal wall friction and liquid viscosity on damping of pressure
wave velocity. Also discussed were the limits of electric transmission line analogy to
propagation of pulse waves in pipe systems. From the linearized dynamic equations
of viscous incompressible fluid flow in visco-elastic tubes Martin [21] calculated
frequency response of specific tube flow system. He concluded that realized calcula-
tions agree well with experiments made from Latex tubes. In 1970, Kokoshvili [20]
derived the analytical solution for a system with low density polyethylene pipe, air
chamber (as shock absorber) and a pump (designed to give an established flow rate).
The milestone to modern modelling was deriving general equations of the transient
flow in the viscoelastic properties by Rieutord and Blanchard [27]. Watters et al.
[40] conducted water hammer experiments in PVC and PERMASTRAN (fiberglass-
reinforced) plastic pipes. Their tests included buried and unburied pipes. Buried test
pipes were more rigid, it lead to higher pressure wave velocities. For buried PER-
MASTRAN pipe measured pressure increment were 15–20% higher than calculated
from Joukowski formula. Sadly, in this paper no pressure runs were presented. For-
tunately, the results of the study can be found in the earlier report [39] written in Utah
Water Research Laboratory which were commissioned by Johns-Manville Corpo-
ration (manufacturer of PVC pipes). Meissner [22] incorporated the complex creep
compliance into the unsteady momentum and continuity equations then derived the
wavespeed and damping factor for an oscillating pressure wave propagating in a
thin-walled viscoelastic pipe. Rieutord and Blanchard [28] presented a theoretical
study of the effect of viscoelastic properties of pipe wall material on transients. Gally
et al. [9] compared the calculated (using finite difference method) pressure runs, with
waterhammer laboratory test data in polyethylene pipes, showing a good agreement
between numerical and experimental results. Güney [11] later proposed a modified
model that took into account the effects of time-varying: diameter, pipe thickness,
parameter representing pipe constraints. Also, Güneys model simulated cavitation
effects and used Zielke frequency-dependent friction (valid only for laminar flow).
Hirschmann [13] studied the resonating conditions in viscoelastic pipes with a mod-
ified impedance method, later Franke and Seyler [8] utilized an impulse response
method to calculate water hammer. This method was later further extended and mod-
ified by Sou and Wylie [32, 33]. Horlacher [14] presented pressure transients results
from real HDPE water supply pipes (1625 and 2314m long) buried in ground near
Halle and Oschatz (Germany).

Waterhammer in viscoelastic pipes has been experimentally investigated at the
beginning of XXI century by Covas et al. [4, 5], who conducted tests on a 277m
high density polyethylene (HDPE) pipeline which where a part of test stand build
in Imperial College London. In this work, the authors presented also the new
simplified model that allowed a fast calculation of pressure runs in viscoelastic
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conduit. Weinerowska-Bords [41] concluded that application of a viscoelastic model
is connected with many problems of different natures, of which very important is
parameter estimation. Soares et al. [31] and Duan et al. [6] argued that the com-
bination of unsteady friction and pipe wall viscoelasticity have similar effects on
the transient pressures and that this two mechanisms must contribute to an accurate
calculation of the damping of pressure waves. Brunone and Berni [3] studied the sig-
nificance of the unsteady pipe friction effect and its interaction with viscoelasticity.
Bergant et al. [1] investigated transients accompanying waterhammer experiments
in a large-scale pipeline apparatus made of polyvinyl chloride (PVC). The authors
of [2] conclude that the incorporation of both unsteady skin friction and viscoelastic
pipe wall behaviour in the hydraulic transient model contributed to amore favourable
fitting between numerical results and observed data. Keramat et al. [17] investigated
cavitated flows in viscoelastic pipes using method of characteristics, and concluded
that column separation can hardly result in pressures higher than the Joukowsky
pressure (even for fast closure of an upstream valve). Another conclusion was that
the simplest model (DVCM) of column separation provided acceptable results for
cavitating flow in viscoelastic pipes. Later [18] these authors have extended their
model so it could simulate the FSI (fluid structure interaction) effects. In conclusion
to their paper they state that damping in transient flow may come from (unsteady)
friction, (unsteady) valve resistance, small amounts of air, wall viscoelasticity, fluid
structure interaction, rubbing, ratcheting and other non-elastic behaviour of supports,
radiation to surrounding soil and water, pipe lining, etc. (many of these effects are
unknown). When these effects are not (properly) included in the transient solver,
the Kelvin-Voigt model will not only represent viscoelasticity, but all the rest too.
In 2013 Keramat [16] proposed to use a time-dependent Poisson’s ratio in standard
Covas viscoelastic model, next year in a collaboration with Haghighi [15] showed a
straightforward transient-based approach for the creep function determination.

Recentlymany authors [7, 23, 42] concluded that one elementKelvin-Voigtmodel
is sufficiently good to obtain the satisfactory solution. Kodura [19] showed that, the
characteristic of butterfly valve closure has a significant influence on water hammer
in PE pipes for closure times higher than 25% of the return time of the reflected
pressure wave. For shorter closures the maximum pressure could be calculated with
Joukowsky’s formula. Ferrante and Capponi [7] introduced generalized viscoelastic
Maxwell model, based on fractional derivatives. After several water hammer tests
for HDPE and PVC-O they conclude that this model performs slightly better than
the well-known generalized Kelvin-Voigt model. The optimization function for this
new model seems to improve the calibration reliability and speed.

The goal of this paper is to determine the influence of unsteadywall shear stress on
velocity and pressure pulsation. Unsteady wall shear stress plays an important role in
modelling transients in pipesmade from elasticmaterials (e.g. brass or steel) [37, 44].
The question is: what is the role of unsteady wall shear stress in modelling transients
in viscoelastic pipes? The answer is not clear at this moment. The preliminaryMatlab
simulations showed that in particular cases quasi-steady friction gives satisfactory
results.



388 K. Urbanowicz and M. Firkowski

2 Modelling Liquid Flow in a Viscoelastic Pipe

2.1 Modified Solution

Polymer pipeline do not respond according to Hook law when subjected to a certain
instantaneous stress. Strain can be decomposed into a sum of instantaneous elastic
strain εe and a retarded strain εr [5, 11, 36]:

ε(t) = εe + εr (t). (1)

The continuity equation is very similar to the one used in elastic pipeline, but does
include an additional term:

1

ρc2
∂p

∂t
+ ∂v

∂x
+ 2

∂εr

∂t
= 0, (2)

where: p – pressure [Pa], t – time [s], v – mean velocity in pipe cross section [m/s],
ρ – density of the fluid [kg/m3], c – pressure wave speed [m/s].

The retarded strain is a convolution integral of pressure and derivative of the creep
function J which describes viscoelastic behavior of the pipe material:

εr (t) =
∫ t

0

αD

2e
(p(t − u) − p(0))

∂ J (u)

∂u
du, (3)

where: D – pipe inside diameter [m], e – pipe wall thickness [m], α – pipe wall
constraint coefficient [−], J (u) – polymer creep function

[
Pa−1

]
.

The creep function in generalized Kelvin-Voigt model is time dependent

J (t) = J0 +
k∑

i=1

Ji
(
1 − e− t

Ti

)
, (4)

where: J0 – creep compliance equal to the inverse modulus of elasticity (J0 = 1/E0),
Ti – the retardation time of the dashpot of i-element.

This function should be determined experimentally for polymer pipelines in inde-
pendent mechanical tests. Because this function consists of at least a few terms

εr (t) =
k∑

i=1

εri (t) and
∂εr (t)

∂t
=

k∑
i=1

∂εri (t)

∂t
. (5)

The derivative of the creep function is

∂ J (t)

∂u
= ∂

∂t

(
J0 +

k∑
i=1

Ji
(
1 − e− t

Ti

))
=

k∑
i=1

Ji
Ti
e− t

Ti . (6)
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So, Eq. (3) becomes

εr (t) =
∫ t

0

αD

2e
(p(t − u) − p(0)) ·

(
k∑

i=1

Ji
Ti
e− u

Ti

)
du (7)

and its partial derivative with respect to time t :

∂εr (t)

∂t
= αD

2e

∫ t

0

∂

∂t
(p(t − u) − p(0)) ·

(
k∑

i=1

Ji
Ti
e− u

Ti

)
du. (8)

By analogy with the modeling of hydraulic resistance, where
∑k

i=1 mie
−ni

ν

R2
u =

w(u), we obtain
k∑

i=1

Ji
Ti
e− u

Ti = wJ (u) (9)

and as

∂

∂t
(p(t − u) − p(0)) = ∂

∂t
p(t − u) − ∂

∂t
p(0) = ∂

∂t
p(t − u) − 0, (10)

one obtains
∂εr (t)

∂t
= αD

2e

∫ t

0

∂p(u)

∂t
· wJ (t − u)du. (11)

An efficient numerical solution of this integral is presented by Schohl [30]:

∂εr

∂t
(t + Δt) ≈ αD

2e

k∑
i=1

(
xi (t) · e− Δt

Ti + Ji
Δt

[
1 − e− Δt

Ti

]
(p(t + Δt) − p(t))

)
︸ ︷︷ ︸

xi (t+Δt)

,

(12)
where: Δt – in method of characteristics a constant time step [s]. Writing constant
as

Ai = Ji
Δt

[
1 − e− Δt

Ti

]
and Bi = e− Δt

Ti , (13)

one has

∂εr

∂t
(t + Δt) = αD

2e

k∑
i=1

(xi (t) · Bi + Ai · p(t + Δt) − Ai · p(t))︸ ︷︷ ︸
xi (t+Δt)

(14)

= αD

2e

k∑
i=1

Ai · p(t + Δt) − αD

2e

k∑
i=1

(Ai · p(t) − xi (t) · Bi ) (15)
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= p(t + Δt)
αD

2e

k∑
i=1

Ai − αD

2e

k∑
i=1

(Ai · p(t) − xi (t) · Bi ) (16)

Now assuming additional constants we obtain

F = αD

2e

k∑
i=1

Ai and G = αD

2e

k∑
i=1

(Ai · p(t) − xi (t) · Bi ) , (17)

the final simplified equation that describe the derivative of retarded strain has the
form

∂εr

∂t
(t + Δt) = p(t + Δt) · F − G. (18)

The presented solution simplifies the calculation process to analyze the transients in
engineering polymer pipes.

2.2 General Final Equations

For laminar flow where Darcy-Weisbach friction factor is λ = 64/Re the complete
set of equations describing this type of flow (continuity and motion) have following
form: {

1
ρc2

∂p
∂t + ∂v

∂x + α D
e

∫ t
0

∂p(u)

∂t · wJ (t − u)du = 0,

ρ ∂v
∂t + ∂p

∂x + 32μ
D2 v + 16μ

D2

∫ t
0

∂v(u)

∂t · w(t − u)du = 0,
(19)

where: μ – dynamic viscosity of fluid [Pa · s].
There is no known analytical solution for this system of hyperbolic partial differ-

ential equations (also for a more complicated turbulent case). The initial condition
is that on the length of the pipe from x = 0 to x = L the mean velocity is constant
v0 = const , and that the linear pressure decrease in the direction of flow occurs on
the pipe length. The reservoir pressure can be assumed as constant not only for the
steady initial state, but also for the transient state that occurs after quick closing of
the valve. On the walls of the pipe the no slip condition is generally assumed so the
velocities on the walls is set to zero. At starting time t = 0 an instantaneous valve
closure is assumed on one pipe boundary (with valve) which means that the velocity
changes there instantly from v0 to 0. Next, the pressure oscillation of fluid occurs
until the final full suppression. The final pressure on the pipe length from x = 0 to
x = L is then equal to the constant reservoir pressure p = pR and the mean velocity
is v = 0 through the entire length L of pipe. The w(t − u) is a weighting function
with fixed shape, and the wJ (t − u) function does also have a fixed shape and it
describes the mechanical material properties of the pipe.
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Until analytical solution is found for above formulated system, calculations must
be performed using numerical methods. In this work a method of characteristics is
used with classic constant rectangular grids, to avoid problems with interpolation.

3 Simulations

3.1 Experimental Setup Details

The experimental setupwas composed of threemain parts [9–11]: a constant pressure
reservoir, a horizontal lowdensity polyethylene test pipe (LDPE–withPoisson’s ratio
νP = 0.38) and a quick-closing piston valve at the downstreamend of the L = 43.1m
long pipe as shown in Fig. 1. The pipe has an inside diameter D = 0.0416m and a
wall thickness e = 0.0042m. Initial steady-state flow was determined by measuring
volumes of water collected in a fixed time. The experimental uncertainty was esti-
mated to within ±3kPa for pressure and ±1% for the initial flow velocity. Several
transient tests were run for varied initial flow velocity and water temperature. Tem-
perature strongly influences the mechanical behaviour of the pipe-wall material. The
number of tests were conducted at various temperatures to determine the reliability
of the values of creep function (Fig. 2) coefficient presented in Table 1. In all cases
the closure time of the valve was Tc = 0.012 s.

It is not clear, as the authors of the experimental setup do not mention it [9–11],
but according to the experimental setup schematic diagram it looks like that in all
cases the liquid flow into the atmosphere. Güney in his Ph.D. work [10] presented
the tank pressures values as a total dynamic heads h. The absolute reservoir pressure
can be derived from the following formula:

pR = patm. + hgρ, (20)

where: g – acceleration due to gravity
[
m/s2

]
.

Fig. 1 Schematic diagram of Güney’s experimental setup
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Fig. 2 Creep compliance J (t) of LDPE at different temperatures: lin-lin space (left), log-log space
(right)

Table 1 Creep function coefficients (estimated by Güney)

Temp.
(◦C)

J0 (Pa−1) J1 (Pa−1) J2 (Pa−1) J3 (Pa−1) τ1 (s) τ2 (s) τ3 (s)

13.8 1.144 ×
10−9

0.516 ×
10−9

0.637 ×
10−9

0.871 ×
10−9

0.56 ×
10−4

0.0166 1.747

25 1.542 ×
10−9

0.754 ×
10−9

1.046 ×
10−9

1.237 ×
10−9

0.89 ×
10−4

0.0222 1.864

31 1.791 ×
10−9

1.009 ×
10−9

1.397 ×
10−9

1.628 ×
10−9

1.15 ×
10−4

0.0221 1.822

35 1.995 ×
10−9

1.235 ×
10−9

1.797 ×
10−9

2.349 ×
10−9

1.38 ×
10−4

0.0265 2.392

38.5 2.239 ×
10−9

1.479 ×
10−9

2.097 ×
10−9

3.570 ×
10−9

1.24 ×
10−4

0.0347 3.077

Calculated values of reservoir pressures pR , and all other important parameters
needed for numerical simulation are presented in Table 2.

In Güney’s works [9–11] there is no details about pressure wave speed values. In
Table 2 the data were calculated for theoretical values of water density, bulk mod-
ulus, viscosity and using Young modulus E0 = 1/J0. Unfortunately, preliminary
simulations have shown that the simulated results with such values of c (and with
creep function coefficients fromTable 1) significantly deviated from the experimental
results. The values for presented simulations where therefore calibrated accordingly
(Case 1 and 4 – 425m/s; Case 2 – 375m/s; Case 3 and 6 – 390m/s; Case 5 – 400m/s).
In all numerical simulations, the pipeline was divided into 64 equally long elements
(N = 64 [−], Δx ≈ 0.67 [m]). With use of Poisson’s ratio, one can determine the
pipe-wall constraint coefficient α = 0.97. As in some simulations the unsteady fric-
tion were calculated, in this work a new simplified method [34, 35], and a scaling
procedure [38] were needed to get proper values of weighting functions coefficients.
A characteristic roughness size ks = 1.5 × 10−6 were assumed for LDPE pipes.
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3.2 Results of Simulations

Figure3 provides detailed comparisons between measured and calculated results
corresponding to the proposed mathematical model (where: unsteady friction – UF,
quasi-steady friction – no UF and no friction at all – no F), which included the
viscoelastic behavior of the pipe wall material. A comparative study of these pressure
runs disclosed the following:

1. the temperature and associated change in properties representing the conduit and
liquid affect the amount of pressure amplitudes that appear in the analyzed first
four second of water hammer. The smaller the temperature, the more frequent
the pressure pulsation. For approximately the same initials velocities v0 ≈ 0.55
m/s (Case 2–Case 5), in Case 2 there are five visible pressure amplitudes and in
the Case 5 there is only four;

2. low pressures (runway valleys) was more accurately simulated with use of
unsteady-friction model, while high (amplitude peaks) using a quasi-steady fric-
tion model;

3. surprisingly good results were obtained with complete absence of hydraulic
resistance;

4. the most important factor in the modelling of non-stationary flows in polymeric
pipes looks to be the selection of the weight function wJ , which is a derivative
of the creep function.

3.3 Short Discussion

As it was noticed from completed simulations (Fig. 3), the maximal pressure in
viscoelastic pipes occurs not directly after valve closing but after two time steps
(Fig. 4). A formula for pressure increase can be derived using the characteristic
method. According to Fig. 5 presenting the method of characteristics grid near the
valve boundary the maximum pressure will occur in point M , and the final equations
are:

pmax = pS − cρv0 + cρΔtv0|v0|λ0

2D + 2c2ρΔtGD

1 + 2c2ρΔt F
, (21)

where:

GD = pD(F − H) + pAH, (22)

H = αD

2e

k∑
i=1

Ai · Bi . (23)

In Eq. (22) pD is calculated from the same formula as (21) butGD need to be replaced
by the product of initial pressure and constant F (pAF).
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Fig. 3 Comparison of computed and measured transient pressures at the downstream end of the
pipe

Fig. 4 Example of maximum pressures on second time steps
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Fig. 5 Calculation of maximum pressures on first amplitude

From Eq. (21) one can see that the unsteady friction does not have any effect on
the maximum pressure rise on the first amplitude, the opposite role fulfills the shape
of assumed viscoelasticity creep function described by the generalized Kelvin-Voigt
model. Also, this formula shows the weak side of the analyses fluid flow model
in viscoelastic pipes. Detailed results obtained with the assumption of various time
steps will be presented and discussed in an extended version of this work and during
the presentation at the conference.

In the opinion of many researchers for a given temperature, the creep function
depends on the stress time-history and pipe constraints, and it cannot be obtained
by means of mechanical tests on pipe samples [4, 26]. So, the only way to predict
the Kelvin-Voigt parameters is when transient tests can be executed on an existing
pipe and evaluated as the unknowns of an inverse transient analysis (ITA) [5, 15,
31, 42, 43]. Pezzinga [25] found a decrease in the modulus of elasticity over time,
and a correlation of the retardation time with the oscillation period. Moreover, some
authors pointed out that the wave velocity in plastic pipes may be calculated as
a function of the length of the pipeline. As an example, Mitosek with Chorzelski
noticed the velocity increase when the length of the MDPE pipe decrease [24]. In
a family of polyethylene pipes, one can distinguish HDPE, MDPE, LDPE, HPPE
and for each type the producers give the range of the values that Young’s modulus
can take [41]. If the values are taken from handbooks of polymers the range of
values can also differ slightly: the modulus of elasticity for MDPE takes the values
0.6–0.8GPa, while for HDPE one can find the values of Young’s modulus of a range
0.7–1.0GPa [4] or even 0.6–1.4GPa [29]. In consequence, the values of pressure
wave speed calculated theoretically may differ significantly from the observed ones.
However, in the perception of the authors of this paper what mainly affects the results
of the simulation, is the shape of the creep function, and in particular its derivative,
which occurs in the convolutional integral in the continuity equation. By changing
the coefficients of the exponential terms describing this function one can “control”
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significantly simulated pressure run (increase-decrease the value of the successive
pulsation and pressure amplitudes).

4 Conclusions

The main purpose of the presented research was to determine the influence of the
applied friction model on the obtained simulation results. Studies have shown that
unsteady friction affects the frequency of emerging pressure amplitudes. Omission
of unsteady friction on the modeling stage increases the frequency and values of the
peak pressures on following amplitudes. It follows that unsteady friction are closely
related to the velocity of the pressure wave propagation.

However, to thoroughly analyze the impact of the applied friction models, new
experimental studies are needed. They should be made for small Reynolds numbers
(Re < 6000) in a simple horizontal pipeline. The length of the conduit should be at
least 150m so as to minimize the effect of local resistance on the discharge from the
pressure reservoir. There should be no elbows in this system that distort simulated
results by introducing additional local resistance (unknown for unsteady flows).

The sub-objective goal was to study the flow model itself. The research done
outlined some of the problems associated with the experimental creep function that
will be solved and shown in the extended version of this work.
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The Concept of Autonomous Damper
in Vehicle Suspension

Jan Warczek, Rafał Burdzik and Łukasz Konieczny

Abstract The vibration of a vehicle treated as an object can be varied in two basic
ways. Parametric or structural modifications can bemade. Applying parametricmod-
ifications is not always possible. Examples are the suspension of motor vehicles.
Changing the elasticity factor is limited by the allowable deflection arrow for different
loads. Structural modifications are used for vibration isolation or vibration elimina-
tion. Vibro-isolation tasks are somewhat contradictory and practically impossible to
achieve in passive systems. The alternative is to use in the suspension systemelements
with adjustable characteristics. On the vibrations object of the specified mass acts on
the control signal. The control signal has a force dimension. This force is produced
by a vibration isolator for which vibration parameters are input signals. The control
force is the weighted sum of the forces of elasticity and damping. These components
of the control force are proportional to relative displacement and relative velocity,
respectively. In the developed concept of autonomous vibration damper, a control
algorithm is applied which deactivating damper if the damping force influences the
increase acceleration of the object’s vibration.

Keywords Vibration control · Semi active shock absorber · Dissipation of
vibration energy

1 Introduction

The work of all machines and equipment, both very simple as well as complex,
is closely related to the vibroacoustic processes occurring in themselves or their
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Fig. 1 Ways of changing vibration of an object

surroundings. Vibration processes are most commonly undesirable. Ensuring the
reliability and durability of machines and equipment, and above all, protection of
people and the environment from the harmful effects of vibration generated, requires
effective ways and means to counter the emergence or spread. The vibroactivity
of a machine (device) treated as an object can be changed in two basic ways by
introducing parametric or structural modifications [3, 5, 6].

Parametric modifications consist in changing the construction parameters of the
object or the parameters of the forces acting on the object. Most often, they relate
to structural parameters such as inertia and stiffness of components and dampening
in motion connections. Applying parametric modifications is not always possible or
intentional. Examplesmay be automobile suspensionwhere the change in suspension
coefficient is limited by the allowable deflection arrow at load changes [8]. We apply
structural modifications, whose generalized scheme is shown in Fig. 1.

The change of vibroactivity through structural modifications can be realized in
two ways. The first involves attaching to an object mounted on the substrate addi-
tional EL elements (dynamic vibration eliminators). These are power generating
devices applied to a specific point of the vibration isolation facility and having a
fixed operating line. They reduce the motion parameters of the object’s vibration
(e.g., reduce displacement) in the direction of force. The second method of struc-
tural modification is to introduce between the object and the substrate an additional
element called the vibration isolator. If kinematic constraints affect the substrate, the
vibration isolation of the object is called displacement one. If force exertions affect
an object, then vibration isolation is called strength one. Practical calculations of
the vibration isolation system rely on the choice of the vibration isolator so that the
vibration frequency of the object-vibro-isolator system is different from that of the
external force spectrum.
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2 Research Problem

In linear systems, a vibration transfer coefficient is used to evaluate the quality of
vibration isolation. It is defined as the ratio of the amplitude of the object’s vibration
to the amplitude of the extortion force (Fig. 2).

The vibration isolation evaluation is based on the transfer function T (ω). For the
selected extortion frequency, the values of this function can be determined as:

– for kinematic extortion T � |z1/z|,
– for force extortion T � |F/P|.

where: z1—amplitude of object vibration, z—vibration amplitude of the substrate,
F—force transferred to the ground, P—extortion force.

If T ≤ 1, vibration isolation is effective. Changes in vibration isolation properties
are achieved by varying the frequency of system vibration. The range of vibration iso-
lation is the wider the lower the frequency of the system’s vibration. The introduction
of vibration-limiting resonance damping reduces the vibration isolation properties
of the vibration isolation. This is a major disadvantage of passive vibration isolation
systems. And it is not the only one. For example, for a vibration isolation system,
the system should meet the following conditions:

– relative displacement Δ � z1 − z from the vibration isolation facility should be
less than the permissible values (due to static deflection), i.e., the rigid system,

– object should be insulated from the kinematic excitations (minimum acceleration,
velocity or displacement) i.e., the soft system.

The formulated tasks that the vibration isolation system should perform are contra-
dictory and practically impossible to achieve in passive systems. New possibilities
create active vibration reduction systems. The beginning of active vibration reduc-
tion methods is the last decade of the nineteenth century. Methods of active reduction
of vibration of means of communication, machines and devices have their origins

Fig. 2 Classical vibration
isolation system of one-way
system
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Fig. 3 Schemes of active vibration isolation systems, a active, b hybrid, c semi-active

in 1892 [2, 4]. In practical applications, active systems are reduced to structural or
parametric vibration modifications using an additional energy source. The controller
includes measuring transducer (of displacement, speed, acceleration, force, etc.) an
amplifier and the actuator (hydraulic, pneumatic, electric). Control is carried out in
very different ways. The actuator can produce a force that compensates for vibration
inducing forces and can also actively change the system parameters.

There are three essential elements in the vibration and control systems: the object,
the regulator and the connection between them. On the vibration isolation object
with mass m of, affects a control signal which has the dimension of force (control
force). Object mass m of the vibration isolation affects a control signal which has
the dimension of force (control force) Fs.

This force is produced by a vibration isolator for which the vibration parameters
of the substrate and vibration isolation are input signals. Control force is the sum of
the weight of the elastic force and damping force. These components of the control
force are proportional to relative displacement and relative velocity, respectively.
Proportional coefficients are the coefficients of elasticity anddampingof the vibration
isolator, respectively.

The task of improving the quality of vibration isolation (e.g. minimizing vibration
acceleration of the object) for the required force is to optimize the choice of elasticity
and damping factors to obtain the desired vibration transfer coefficient. The operation
of the active vibration isolator is to generate additional dynamic extortion forces that
provide the required vibration parameters of the vibration isolation object.Depending
on the use of additional power source, vibration reduction systems (vibration isolators
and vibration eliminators) can be divided into active, hybrid and semi-active systems
(Fig. 3).

In active systems, additional force or displacement is generated, applied directly to
the insulated object to compensate for force and kinematic forces that are considered
as interference. They require the use of high power sources (BOSE solution). Semi-
active systems (semi-active) include passive, elastic and damping elements, but the
spring and damping forces can be altered (adjustable), e.g., an adjustable energy
dissipation element. They require an external source of low power (at the signal
level). Examples are MR shock absorbers with magneto-rheological liquid. Hybrid
systems combine the properties of active and passive systems (e.g. the ABC solution
in Mercedes cars).
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Fig. 4 Diagram of
suspension model with
vibration damper control.
m2—sprung mass,
m1—unsprung mass,
k1—stiffness of wheel,
k2—stiffness of suspension,
c2—damping of suspension,
c1—damping of wheel,
h—excitation, z2—vertical
displacement of sprung mass,
z1—vertical displacement of
wheel, p1, p2—velocity
sensor, cs—controller

In semi-active systems, vibration isolation characteristics vary depending on
changes in interference induced by changes in elasticity or damping at low power
output. Damping parameters can be changed quickly and at low power consump-
tion, e.g. with electrohydraulic valves. In the case of changes in spring elasticity the
situation is more difficult. The spring stores energy, so changing the coefficient of
elasticity when it is under load requires the supply or absorption of energy. Realiza-
tion of rapid changes in elasticity requires the use of a high power source (so the
active or hybrid system). With slow changes in elasticity, low power is required and
one of the ways to achieve these changes is the use of a pneumatic spring (Citroen
Hydro-active Suspension Solution).

3 Vibration Damper Proposal

The diagram of the tested vehicle suspension model together with the control system
is shown in Fig. 4. It contains a semi-active system with continuous damping control
Fsd .

The accepted assumptions of the developed concept of autonomous vibration
damper are as follows:

1. developed element will be able to be used interchangeably with passive shock
absorbers,

2. all components of the system will be included in one package,
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3. due to the minimization of energy demand, the developed damper will be a semi-
active system

A damper generates a control force associated with the relative velocity of the sprung
and not sprung masses. Damping power modifications can be implemented by the
control system according to any feedback function from the state variables. In the
hydraulic system the adjustment can be done by servo valve. The fulfilment of the
condition of the vibration damper’s ability to operate as a passive element forced the
use of a discontinuous control algorithm [6, 7].

In the classic passive suspension system, the shock absorber can only draw energy
from the system (converts mechanical vibration to heat) [1]. However, if the speed
of the not sprung mass is greater than the speed of the sprung mass (in the indicated
direction), then the damping force is the accelerating force of the vehicle. The concept
of discontinuous control consists in switching off a damper if there are conditions
where the damping force affects the acceleration of the vibration object—the sprung
mass.

I f ż2 and ż1 are opposing sings, then Fsd � Fd (1)

I f ż2 and ż1 the sigs are the same, then :

i f |ż1| > |ż2| then Fsd � 0,

i f |ż1| < |ż2| then Fsd � Fd .

(2)

where: Fsd—corrected damping force, Fd—damping force of a damper.
In order to avoid jitter shifting the damping force should take place at a time when

the relative speed is zero. In practice, this means that the ground (input) and vibration
isolation motions must be continually monitored and processed logically in order to
decide if a damper is to be turned on or off. This type of control is a semi-active
ON-OFF dual-stack control. The jump parameter change is realized by disconnecting
and restoring the constraints, i.e. by changing the structure of the system, so it is a
semi-active vibration system with variable structure.

4 Simulation Verification of Vibration Damper Model
Assumptions

A half-active vibration damper with discontinuous control was designed in the dual-
mode suspension of the vehicle [10, 12]. Themodel was implemented inMATLAB’s
SIMULINK environment. In the case of operation when the control is off, the shock
absorber characteristics are nonlinear and asymmetrical [2, 9, 11, 13]. This is a classic
example of damping behaviour of passive dampers (Fig. 5).

Deterministic and random determinants were used in the study. Stochastic extor-
tion correspond to road roughness profiles specified in ISO standards. The vibration
of the sprung mass of m2 was used to assess the performance of the shock absorber
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Fig. 5 Damping characteristics used in the studies
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Fig. 6 Comparison of sprung mass displacement, for extortion of chirp type (blue—the controller
switched off, black—damping characteristic regulator switched on)

with variable characteristics (temporarily deactivated by the control system). Two
parameters of motion of this mass, displacement and acceleration were analysed.
Figures 6, 7 and 8 show a comparison of vibration displacement results obtained for
different types of extortion. Analogous results obtained for acceleration of vibrations
of the sprung mass are shown in Figs. 9, 10 and 11.

The presented results confirm the effectiveness of the damper with adjustable
characteristics. For the practical implementation of the control, the signal of the
relative suspension deflection shall be used, supplemented by signals of acceleration
of the sprung and not sprungmasses. Themounting points for the sensors are identical
to the shock absorber mountings for the suspension and the bodywork.
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Fig. 7 Comparison of displacement of sprung mass for stroke extortion (blue—the controller
switched off, black—damping characteristic regulator switched on)
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Fig. 8 Comparison of displacement of sprung mass for random extortion (blue—the controller
switched off, black—damping characteristic regulator switched on)
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Fig. 9 Comparison of acceleration of sprung mass for extortion of chirp type (blue—the controller
switched off, black—damping characteristic regulator switched on)
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Fig. 10 Comparison of acceleration of sprung mass for extortion of stroke type (blue—the con-
troller switched off, black—damping characteristic regulator switched on)
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Fig. 11 Comparison of sprungmass acceleration for extortion of random type (blue—the controller
switched off, black—damping characteristic regulator switched on)

5 Summary

The developed vibration damper will be a discontinuous damper that will function
as a standalone interchangeable element in passive suspension systems. In practical
implementation, the assumption of such a system can be a linear current generator,
whose load influences the value of the generated control force. The use of a linear
generator provides the ability to quickly change the characteristics needed for the
correct operation of the proposed solution.
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Validation of the Numerical Model
of Impuls I Electric Multiple Unit
Driver’s Cab

Paweł Wątroba, Mariusz Pawlak and Damian Gąsiorek

Abstract The article presents the validation of a numerical model of the electric
multiple unit (EMU) driver’s cab. The subject of the study was the cab of the driver
of the Impuls I rail vehicle of Newag S.A. The numerical model was developed in the
LS-Dyna environment based on the documentation received from the manufacturer.
The driver’s cab was modelled as shell elements, the additional parts required for
the crash test were modelled as solid elements. Experimental research was carried
out on the order of Newag S.A. on the experimental track of the Railway Institute
in Węglewo near Zmigrod according to PN-EN 15227. The collision was recorded
by 3 cameras used for fast changing phenomena. Additionally, acceleration sensors
were placed at specific locations of the construction. The article presents results from
experimental research and their comparison with the results of numerical simulation.

Keywords Rail crash · Crash worthiness · Validation

1 Introduction

The requirements for structural integrity of rail vehicles in Europe comemainly from
the International Union of Railways (UIC) and normative documents such as the PN-
EN15227 standard describing the requirements for calculations, experimental studies
and validation of rail vehicle collisions. The requirements included in the standard
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do not cover all possible accident scenarios but provide some degree of resistance
to damage that will provide an adequate degree of protection in most cases where
active safety measures are insufficient. It is required to provide a level of protection
consistent with the probable threat of collision and this can be achieved by simulating
the most common types of collisions causing injury and death [1–4].

Validating a numerical model is a very important modeling process. It involves
comparing the results of numerical simulations with experimental results. The pur-
pose of this process is to quantify the errors resulting from the assumptions made
in the model, which has been solved numerically. For a model to be considered as
correct it must meet the following criteria [2, 5, 6]:

• sequences in crash are the same,
• there are similar deformations,
• the difference of dissipated energy cannot be greater than 10% of the initial energy
from the test,

• the simulation produces a global force curve, which exhibits the same general
characteristics as measured in the test.

If collision energy is absorbed by many different mechanisms or progressive stages,
the following comparison criteria should be applied:

• The permissible difference in displacement is 10% compared to the test value,
• The average force value read out from the force-displacement graph should be
10% of the test value.

The high compatibility of the numerical model with real tests depends mainly on
the quality of the numerical model and kinematic imaging. Material properties used
in crushing zones should be empirically determined, while nominal values may be
used in other parts of the model. Ideally, only the mass and speed should be matched
to the results of the calibration test [2].

Simulations of reference scenarios (based onwhich the validation is done)must be
carried out using numerical models that faithfully reflect construction geometry and
energy absorbing devices. On the other hand, the numerical calculations of complete
vehicles must be based on the same modeling techniques and degree of detail as the
simulations of real tests [2].

Poland is one of the few countries in the world that have rolling stock and infras-
tructure to conduct experimental research (currently there are 8 in the world), which
is situated inWęglewo near Żmigród. Using the available infrastructure, in this study
we analysed the driver’s cab of the Impuls I rail vehicle of Newag S.A.

2 Experimental Tests

Experimental testswere carried out at theTest Track of theRailwayResearch Institute
in Żmigród on the order of Newag S.A. Two crash tests were carried out, the first
including the side absorbers and the second without the absorbers. The purpose of
the first test was to determine how the vehicle would behave while absorbing energy
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Fig. 1 Driver’s cab with and without the side absorbers [7]

Fig. 2 Method of fixing
EMU driver’s cab to the
coach wall with highlighted
crash zone [7]

from the side absorbers, while the second was to test the impact of the crush zone in
the rear of the driver’s cab. In this paper, we consider only the second test [7] (see
Fig. 1).

Experimental research required special preparation of the driver’s cab and the
coach during the collision. The front wall behind the driver’s cab was modified in
such a way that it could be bolted to the coach wall by force sensors [7] (see Fig. 2).

Additionally, for the second test, anti-climbing plates were installed in place of the
absorbers (see Fig. 3). The same plateswere on the second coachwall. The crash zone
in the vehicle Impuls I is located behind the driver’s seating position [7] (see Fig. 2).
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Fig. 3 Anti-climbing plates
instead of side absorbers [7]

Table 1 List of masses Coach C [t] Coach A [t]

Coach frame 10 10

Bogie 5 5

Back wall 3.66 –

Front wall 3.2 3.5

Additional frame 3 5.94

Load box 1 14.25 –

Load box 2 3.71 –

Load box 3 3.6 –

Load box 4 3.79 –

Summary 55.21 29.44

The cab and coaches are fitted with quadrant symmetry markers that allow ana-
lyzing the sequence of collisions and obtaining additional parameters from the crash
test. Looking from the side, there were 13 markers, two on the front wall, while
looking upwards, two markers in the seat, 6 markers on the crossbar connecting the
side walls of the cab and one on the front wall. Two markers were located on the
frame of Coach A [7].

The mass of the wagon with the cab mounted was added to steel boxes filled with
concrete to achieve the most even pressure on the wheels. The total weight of the
wagon C with the installed cab was 55.21t (Coach C), while the standing wagon was
29.44t (Coach A). The list of masses of an individual coach is shown in Table 1 [7].

The collision was carried out in accordance with the diagram shown in Fig. 4.
The coach C with the driver’s cab, was accelerated by a locomotive up to 34 km/h,
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Fig. 4 Location of quadrant symmetry markers [7]

Fig. 5 Scheme of crash test

and just before the collision a coach was disengaged, and impacted on the unbraked
coach A [7] (Fig. 5).

The crash test proceeded well, the velocity of the coach measured just before
the impact reached 34.2 km/h. The greatest deformations occurred in the crumbling
zone, thus absorbing the greatest part of the energy. Figure 6 shows the driver’s cab
just after the collision [7].

3 Numerical Model

The numerical model was based on the documentation received from the vehicle’s
manufacturer Newag S.A. The driver’s cab model was simplified to a surface model.
Surface model was prepared in SpaceClaim environment [8] (Fig. 7).

The prepared surface model was imported into the LS PrePost environment and
then a finite elementmeshwas created. On the coach, a coarsemesh of finite elements
was created. A high-quality mesh was created on the driver’s cab [9–13] (Fig. 8).

The exact numerical model has created many finite elements, 450,000 nodes and
above 600,000 elements, so it was decided to simplify the model in order to reduce
the calculations time. Reduction of time is very important for optimization, which
will be carried out later. The geometry of the coach was replaced by a lumped mass
with a moment of inertia. The m1 represents the mass of coach C without wheelsets,
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Fig. 6 Driver’s cab after crash test [7]

Fig. 7 Surface model from SpaceClaim environment

m1 equals 51,048 kg. The m2 is 25,193 kg and corresponds to the weight of coach
A without wheelsets. The m3 weight is 1050 kg and corresponds to the weight of
half of twowheelsets. Primary suspension spring was reduced to equivalent stiffness.
The keq is equal 5.28 [kN/mm] (Fig. 9).

The moment of inertia was appointed from full model and shown in Table 2.
The simplifiedmodel is shown in Fig. 10. The numerical model has about 300,000

nodes and 300,000 elements. Accelerometers were modeled in LS Dyna by *ELE-
MENT_SEATBELT_ACCELEROMETER in locations similar to markers in real
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Fig. 8 Finite element mesh for the full model

Fig. 9 Scheme of simplification model

Table 2 List of moment of
inertia

Coach C (kg/mm2) Coach A (kg/mm2)

Ixx 3.42e+10 1.56e+10

Iyy 5.46e+11 2.21e+11

Izz 5.42e+11 2.21e+11

Ixy 2.75e+8 6.86e+7

Iyz 6.84e+7 −3.03e+7

Ixz −8.99e+9 1.88e+10

tests. This approach is popular in the automotive industry to measure the safety of
passengers during crash tests [14–16].

The material properties were defined based on the experimental results obtained
from the NEWAG company. True stress versus true plastic strain was shown in
Fig. 11 [17].

4 Validation of the Numerical Model

The scheme of crash test presented in Fig. 5 was also applied in the numerical model.
Time of crash simulation was set to 100 ms and as a result of the collision and crash
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Fig. 10 Simplified model in LS-PrePost

Fig. 11 True stress versus true strain

sequence and deformation character in the crash zonewas the same as on the real test.
In Fig. 12 a comparison between crash test and simulation has been shown [18–20].

The velocity was measured on the rigid bodies coaches in center of mass. The
comparison velocity has been shown in Fig. 13.

In figure, velocity characteristics are similar. At the beginning, the velocity mea-
sured on the high-speed camera is clearly distorted. The difference in results between
test and simulation in 100 ms was 7% for coach C and 10% for coach A. The energy
characteristic has been shown in Fig. 14.

Dissipated energy in the real test was equal to 804 kJ. In numerical model, total
dissipation energy was close to the real test. The total dissipation energy in the
simulation was equal to 850 kJ. The difference of dissipated energy was equal to 2%
of initial energy from real test.

The total deformation in the crash zone was measured between two markers. First
was located on the front wall, second on the driver’s cab (Fig. 15).

In figure, the deformation in the crush zone is very similar to the real test, with
the difference in deformation less than 6%. There is a good correlation between
deformation of the real object and simplified model, what gives the ability to make
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Fig. 12 Comparison of geometry after the collision of a numerical model with the test
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Fig. 13 Comparison of velocity between numerical model and crash test

sensitivity analysis of cab for optimization purposes in a similar way as in literature
[21, 22].

The acceleration was measured at the driving position in the cab. The character-
istics of acceleration were shown in Fig. 16.

In figure, it is noticeable that the acceleration curve from the simulation is different
from the actual test. This is likely due to the simplification of themodel and the sizing
of the finite element mesh. To receive better acceleration characteristics much better
mesh quality model must be applied. This issue will be the subject of further work.
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5 Conclusions

The work has shown that there is a convergence between velocities and energy of
coaches the from the test and the simulation. The difference in absorbed energy is
only 2% of the initial energy. The velocity and displacements fall within the error
limits of 10%. The exception is in the acceleration, for which convergence has not
been achieved. The conclusion is that to analyze acceleration a more detailed model
is required and finermeshmust be applied. Simplification of the numerical model has
significantly reduced computational time, which is very importance for optimization
purposes. Further work must be done to fully validate the numerical model with
the acceleration characteristics. The obtained numerical model will be used to solve
shape optimization problem of deformation tubes.
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Abstract The purpose of the study is elaboration of approach for determination of
functioning of chosen muscles that are essential for gait performance (Tibialis Ante-
rior, Rectus Femoris, Gastrocnemius Medialis, Biceps Femoris). The scope of the
study involves the analysis of the symmetric planar motion performing in the sagittal
plane of the body by applying planar multibodymodel and electromyography signals
(EMG) registered over normal gait performance. The analysis is performed by apply-
ing two types of multibody model: six degree of freedom system and seven degree of
freedom system. Inverse dynamics task was used to calculated joint moments influ-
enced ankle joints, knee joints and hip joints. Applied model also described single
support phase and double support phase by taking into consideration the model of
interaction between the ground and the contact foot. The activity states of consid-
ered muscles are determined on the base of their average activations and sequences
in time.
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1 Introduction

The gait is a complex performance,which is induced by nervous system function (due
to reflexes), muscle system action, skeletal system and external load configuration
including gravitational field influence. Brain induces muscle activation that provide
to gait performance (physical activity of a person) and muscle activation depends on
descending and reflex inputs [7].

To estimate activity of muscles inducing a motion the electromyography (EMG)
system is used [14] and muscle excitation timing can be estimated [8, 9]. To ana-
lyze EMG data there are applied processing algorithms, e.g. rectifying, smoothing,
filtering, normalization [4]. Furthermore, one should consider the action of muscle
by taking into account the path of this muscle and skeletal system configuration. It
is worth noticing that the function of one-joint muscle is different from the function
of two-joint muscle (or multi-joint muscle) [19].

To improve and stabilize movement activity a muscle co-contraction mechanism
can occur [11]. During the prolonged action of this mechanism the metabolic trans-
formation is growing up and this may increase the risk of damage of muscles causing
this co-contraction action.

The aimof this studywas to elaborate an approach for determinationof functioning
(activity) of the chosen lower limb muscles, which are essential for human gait
performance. The scope of the study involves the analysis of the symmetric planar
motion performing in the sagittal plane of the body by applying planar multibody
model and EMG signals registered over normal gait performance.

2 Method

In the scope of this study it was investigated an influence of four muscles of lower
limb: Tibialis Anterior (1), Rectus Femoris (2), Gastrocnemius Medialis (3), Biceps
Femoris (4) (Fig. 1). These muscles were chosen due to the fact that they are super-
ficial muscles that have a high priority in gait performance (the number of chosen
muscles was caused by the limited possibility of EMG system used in experiments).
The Tibialis Anterior is a one-joint muscle that performs dorsiflexion of the foot and
slight inversion at the ankle joint [10]. The Rectus Femoris is a two-joint muscle that
conducts flexion of the hip joint and extension of the knee joint. The Gastrocnemius
Medialis is a two-joint muscle that performs plantar flexion of the foot at the ankle
and flexion of the knee joint. The Biceps Femoris is a two-joint muscle that conducts:
flexion and lateral rotation of the knee joint; extension and lateral rotation of the hip
joint.
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Fig. 1 Muscle system
examined: Tibialis Anterior
(1), Rectus Femoris (2),
Gastrocnemius Medialis (3),
Biceps Femoris (4)

To determine functioning of chosen muscles of lower limb over given gait phase
the following inferencemethodwas developed. According to thismethod, one should
first determine the condition of the joint examined [i.e. it is stiffened (blocked) or
released (unblocked)]. After that one should consider whether a co-contraction of
muscles acting on this joint is observed. To apply proposed inference method, one
should obtain the following data:

(1) kinematic data (relative angular displacements, relative angular velocities and
relative angular accelerations of lower limb segments);

(2) kinetic data (net joint moments (joint moments));
(3) EMG data (measured and processed EMG).

In order to determine whether considered joint is stabilized or is released, one should
analyze kinematic data by considering the influence of gravitational force and skeletal
system configuration (in what way skeletal components interact with each other). To
consider a muscle co-contraction one should analyze muscle influence by taking into
account the motor function of muscles. It was assumed that functioning (activity)
of each considered muscle is determined by average activation and its sequence in
time.

To perform a kinetic (dynamic) analysis of normal human gait in the single sup-
port and the double support phase, two biomechanical models were used [17]. There
were developed by applying the Newton-Euler approach [1] and the method of seg-



426 W. Wojnicz et al.

Fig. 2 The 6DOF model (O—the point between the support foot and the ground; A1—the ankle
joint of stance leg; A2—the knee joint of stance leg; A3—the hip joint; A4—the knee joint of swing
leg; A5—the hip joint of swing leg; αi—the angle of the i-th segment (each angle is measured as
an absolute coordinate); Gi—the gravity force of the i-th segment that acts at its centre of gravity
Ci; Mexti—the external moment acting on the i-th segment; Fy and Fz—the y-th component and
z-th component of the reaction force influenced by the ground; Ry1—the y-th component of stance
leg reaction force; Rz1—the z-th component of the stance leg reaction force; y—the sagittal axis;
z—the vertical axis) [17]

mentation described in [2]. The first biomechanical model is the 6DOF model that
treats a human body as a structure composed of six segments serially linked by hinge
joints (Fig. 2). The second biomechanical model is the 7DOF model that treats a
body as a dendritical structure composed of seven segments linked by hinge joints
(Fig. 3). Over each phase of the gait the 6DOF or 7DOF model is connected to the
ground at the joint O. During the single support phase two interaction forces acting
at the sixth segment are equal to zero (Fy �0 and Fz=0), whereas over the double
support phase these two forces have some defined values (Fy �� 0 and Fz �� 0). These
values can be measured by applying a force plate (an external device used to measure
interaction forces between the foot and the ground).

The 6DOF model assumes that a load of the upper part of the body (a force G7

and the moment of this forceMG7) influences the stance leg. The mathematical form
of the 6DOF model is a non-linear system of six equations:
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Fig. 3 The 7DOF model
(symbols are described in the
Fig. 2) [17]
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, (1)

where: αi—the i-th angular displacement of the i-th segment (the i-th joint angle);
α̈i—the i-th angular acceleration of the i-th segment; M ′

i

(
αi , Fy, Fz

)
—the i-th seg-

ment moment of the 6DOF model; A′
i j—non-linear functional coefficient of the

6DOF model that depends on the segment mass, segment length, segment radius of
gyration, segment moment of inertia and segment angular displacements.

The 7DOF model assumes that the upper part of the body is modelled as one
segment (the seventh segment). The mathematical form of the 7DOF model is a
non-linear system of seven equations:
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where: M ′′
i

(
αi , Fy, Fz

)
—the i-th segment moment of the 7DOF model; A′′

i j—non-
linear functional coefficient of the 7DOF model that depends on the segment mass,
segment length, segment radius of gyration, segment moment of inertia and segment
angular displacements.

It isworth emphasizing that the i-th segmentmoment (M ′
i

(
αi , Fy, Fz

)
of the 6DOF

model and M ′′
i

(
αi , Fy, Fz

)
of the 7DOF model) depends on the joint moment Mij

generated between the i-th segment and j-th segment (Mij �Mji).

3 Application

Proposed inference method was applied to study the right lower limb having four
EMG electrodes fixed according to the SENIAM requirement. Investigation was per-
formed over one single support phase (that occurs after the toe-off of the left limb,
i.e. from the 10% of stride) and following one double support phase to 58% stride
period. To perform a normal gait analysis an experimental testing was conducted on
one male health person [70.2 kg body mass, 183 cm body height, moments of inertia
(Table 1)] that did five full steps (a middle step was taken into consideration). To
obtain kinematic data a motion capture system OptiTrack Flex 13 with dedicated
software was used. To measure interaction forces the Steinbichler force plate was
applied. To measure surface EMG signals the Noraxon Myotrace 400 with MyoRe-
search XP Clinical Edition software was used (four channels system). The barefoot
person walked with preferred speed in vision-on mode. It was assumed that all tests
were done in a homogenic gravity field (with constant gravity acceleration).

Kinematic datawere calculated by applyingmethod presented in [15] andmethods
of signal processing (filtering, interpolating and differentiating): relative angular
displacements are presented in Fig. 4; relative angular velocities are given in Fig. 5;
relative angular accelerations are shown in Fig. 6.

Kinetic data (joint moments) were estimated by solving an inverse dynamics task
and applying two biomechanicalmodels (the 6DOFmodel and the 7DOFmodel). For
this, kinematic data and measured interaction forces were used as input data. Kinetic
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Table 1 Moments of inertia

Moment of inertia 6DOF model (kg m2) 7DOF model (kg m2) Comment

J1 0.0060 0.0060 The moment is
calculated with
respect to the p. O

J2 0.2223 0.2223 The moment is
calculated with
respect to the p. A1

J3 1.1859 1.1859 The moment is
calculated with
respect to the p. A2

J4 0.6877 0.6877 The moment is
calculated with
respect to the p. A3

J5 0.1538 0.1538 The moment is
calculated with
respect to the p. A4

J6 0.0054 0.0054 The moment is
calculated with
respect to the p. A5

J7 – 3.5719 The moment is
calculated with
respect to the p. A3

data calculated for 6DOF are presented in Fig. 7, whereas kinetic data calculated for
7DOF are shown in Fig. 8a, b.

In order to analyze EMGdatameasured therewere rectified and normalized (to the
maximum values) and processed by applying Root Mean Square algorithm (RMS)
with the 10 ms frame (Fig. 9) and 50 ms frame (Fig. 10). The threshold of EMG was
assumed to be equal 0.2 of the normalized RMS value.

To estimate the phases of joint stiffness it was taken into consideration that the
threshold range of relative angular acceleration should be equal ±1 rad/s2 (Fig. 11).

4 Discussion

Considering kinematic data (Figs. 4, 5 and 6) and joint stiffness phases, (Fig. 11)
it was defined that over the [10; 58]% of stride the right leg, which is the stance
leg during the single support phase, was stabilized: (1) at the ankle joint over [22.5;
25.8]% of stride (stage IA) and [27.5; 38]% of stride (stage IB); (2) at the knee joint
over [23; 33]% of stride (stage II); (3) at the hip joint over [24; 29] % of stride (stage
III). It is worth noticing that given results are consistent with data described in [14].
Based on obtained results it was concluded that over the single support phase the
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Fig. 4 Kinematic data: relative angular displacements

ankle joint of the stance leg should be stabilized as the first joint, the knee joint of
this leg should be stabilized as the second joint and the hip joint of this leg should
be stabilized as the third joint. After this the releasing of these joints should be
performed in the reverse sequence: the hip joint should be released as the first joint,
the knee joint should be released as the second joint and the ankle joint should be
released as the third joint.

Analyzing kinetic data (joint moments) and joint stiffness phases (Fig. 11), it was
noticed that: (1) over the stage IA and stage IB a joint moment calculated at the ankle
joint (MjointA1) is an increasing function (for the 6DOF model) or a wavy increasing
function (for the 7DOF model); (2) over the stage II a joint moment calculated at
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Fig. 5 Kinematic data: relative angular velocities

the knee joint (MjointA2) is an increasing function (for the 6DOF model) or wavy
function that changes its sign (for the 7DOF model); (3) over the stage III a joint
moment calculated at the hip joint (MjointA3) is equal to zero (for the 6DOF model
and 7DOF model). It is worth emphasizing that calculated kinetic data only give us
information whether the considered joint is loaded or unloaded. These data do not
allow us to conclude whether the load at the joint is transmitted through antagonistic
muscle pairs (muscle co-contraction), passive tissues or joint interaction (contact
phenomena).
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Fig. 6 Kinematic data: relative angular accelerations

Considering EMG data, muscle activity state of each examined muscle was deter-
mined. This state is described by the average activation time and its sequence in
time. Analyzing normalized RMS EMG data (Figs. 9 and 10), average activation
times were calculated:

(1) for the 10 ms frame RMS the activation times are equal 0.648 ms for the first
(1), 0.293 ms for the second (2), 0.511 ms for the third (3) and 0.498 ms for the
four muscles (4), respectively;



Approach for Determination of Functioning … 433

Fig. 7 Numerical results of 6DOF model: joint moments

(2) for the 50 ms frame RMS the activation times are equal 0.924 ms for the first
(1), 0.526 ms for the second (2), 0.891 ms for the third (3) and 0.765 ms for the
four muscles (4), respectively.

It is worth noticing that due to the fact that the processing algorithm has a huge
impact on the data obtained (the 10 ms RMS method gives smaller values that the
50 ms RMS method) one should select a time frame on the base of the type of
physical activity. In this study, we used the 50 ms RMSmethod because an examined
walking performance can be treated as a moderate physical activity. Analyzing EMG
processed data (Fig. 10) and joint stiffness phases (Fig. 11) it was observed that:
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Fig. 8 A. Numerical results of 7DOFmodel: joint moments, B. Numerical results of 7DOFmodel:
joint moments
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Fig. 9 Normalized RMS EMG signal (10 ms RMS)

(1) the antagonistic muscles acting on the ankle joint (the dorsiflexormuscle (1) and
plantarflexor muscle (3)) showed similar activities over the stage IA and stage
IB; moreover, over the second part of the stage IB it was noticed an occurrence
of muscle co-contraction;

(2) the three muscles acting at the knee joint (the extensor muscle (2), the flexor
muscle (3) and the flexor muscle (4)) presented different activities without any
muscle co-contraction;

(3) the antagonistic muscles acting on the hip joint (the flexor muscle (2) and exten-
sor muscle (3)) showed different activities over the stage III without any muscle
co-contraction.

Considering the sequence of each muscle activity, it was noticed that obtained results
are consistent with results presented in [14].

5 Conclusions

The aim of this study was elaborating an approach (inference method) that can be
applied to determine functioning (activity) of lower limbmuscles that are essential for
gait performance over single support phase and double support phase by assuming
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Fig. 10 Normalized RMS EMG signal (50 ms RMS)

the model of interaction between the ground and the contact foot. The scope of
the study involved the analysis of the symmetric planar motion performing in the
sagittal plane of the body by measuring kinematic, kinetic (force plate) and EMG
data over normal gait performance. The kinetic (dynamic) analysis was performed by
applying two multibody models (the 6DOFmodel and the 7DOFmodel) and solving
an inverse dynamics task. It was assumed that activity state of each consideredmuscle
is determined by average activation time and its sequence in time.

According to the presented approach, the conditions of the joint examined (stiff-
ened or released) should be determined on the base of kinematic data by taking into
consideration the influence of gravitational field and skeletal system configuration.
After this one could consider processed EMG data and functions of examined mus-
cles to conclude whether a muscle co-contraction was occurred. It is worth noticing
that the method of EMG data processing has a huge impact on the result of muscle
co-contraction investigation.

One should keep in mind that an inverse dynamics approach does not allow pre-
dicting an occurrence of muscle co-contraction [3]. The reason of this is the fact
that during a co-contraction phase the agonist group and antagonist group produce
moments that stabilize a joint at the same time. That is why calculated joint moment
(net joint moment) does not give us any information what is the share of agonist
group, what is the share of antagonist group, what is the share of passive tissues
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Fig. 11 Joint stiffness phases

influencing this joint and what is the share of contact forces acting at the joint.
To detect a muscle co-contraction, one should measure and analyze EMG data of
the muscles acting on the examined joint and consider kinematic data. It is worth
emphasizing that information about an occurrence of muscle co-contraction is very
important for clinical gait analysis and development of external device that helps to
produce gait (e.g. exoskeleton for lower limb rehabilitation).

The future development of approach presented in this study involves: (1) analyzing
influence of all superficial muscles that are essential for gait performance and can
be measured by using surface EMG system (due to the fact that only non-invasive
method can be used in the scope of presented study); (2) analyzing clinical gait
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performance on the base of an index quantifying deviation from normal gait [12,
13]; (3) considering muscle biomechanics [16, 18] and estimation of muscle synergy
indices [5] to elaborate a method for solving the problem of redundancy [6].
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Modeling and Control of Motion Systems
for an Electro-Hydraulic Tripod
Manipulator

Piotr Wos and Ryszard Dindorf

Abstract The paper presents the results of theoretical considerations, experimental
studies and control of electro-hydraulic servo control of manipulator. The structure
of the device together with an analysis of its kinematic structure is described. The
structure of dynamic manipulator model is derived from each axis dynamic model.
The issue that has been discussed, focused on providing robust of electro-hydraulic
servo controller to change the dynamic properties. The results of simulation and
experimental tests data are presented and analyzed.

Keywords Electro-hydraulic parallel manipulator · Kinematics · Dynamic
model · Control system

1 Introduction

The development of automation and robotization causes a growing interest in multi-
axis hydraulic drives in manipulators and robots with the perpendicular kinematic
structures. This kind of structure is defined as a combination of a working platform
with a base using active elements being closed kinematic chains. Platforms based
on various flat or spatial parallel mechanisms are used, among others, in manipu-
lators, robots, machine tools, telescopes, measuring machines and car suspension
systems [9]. Parallel manipulators are mechanisms with structures of closed kine-
matic chains. The passive element (effector) is connected to a stationary base using
parallel intermediary elements called branches. The effector of such a parallel spatial
mechanism has two to six degrees of freedom (6-DoF) [6, 7]. Parallel manipulators
have been used wherever high accuracy of positioning and orientation of high-mass
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objects is required. As pioneers in the field of manipulators with a parallel structure
are considered three people, including Eric Gough, Klaus Cappel and D. Stewart [3,
12]. Their interest in this field had a significant impact on the development of new
software or inventions which are accompanied by parallel mechanisms. The main
advantage of the parallel manipulator structure is the extremely favorable load-to-
weight ratio of the mechanism due to the uniform distribution of load of the passive
element on the base by independent kinematic chains (branches). Less drive power
is required than the power in serial manipulators, as the individual branches are less
loaded. They have good dynamic properties thanks to the small mass of the elements
which allows for higher speeds and acceleration of the effector. The good stiffness
of the structure allows for high accuracy of the effector positioning. Considering the
kinematic analysis, it is important to note that the advantage of parallel manipulators
is the easy and unequivocal solution to the inverse kinematics problem and solving
the forward dynamics problem. The main disadvantage of these manipulators is pri-
marily the small working area (as compared to open-type manipulators), dependent
on the kinematic chains connecting the effector to the base and the occurrence of
peculiar configurations within the working area, i.e. those in which the impact on the
movement parameters of the effector is impeded or even impossible. Platforms based
on different flat or spatial parallel mechanisms are used, among others, in manip-
ulators, robots, machine tools, telescopes, measuring machines and car suspension
systems.

2 Test Stand Construction

The prototype of a three-axis electro-hydraulic parallel manipulator is shown in
Fig. 1.

In this manipulator, electro-hydraulic servo-drive of integrated design are used
for active drives. Each of the three servo-drive consists of a hydraulic cylinder (1),
a proportional control valve 4/3 (2) and a magnetostrictive piston rod displacement
transducer (6). The whole structure of the manipulator rests on the base (5) in the
shape of an equilateral triangle. The articulated mechanisms (4) enable the manipu-
lator base to be connected to the drives while providing themwith adequate mobility.
The mobile platform (3) is mounted on the main articulated joint (7).

The manipulator control system directly controls servo-drive mounted in the
joints. The effector trajectory is performed byminimising the difference of the current
and predetermined position of the individual joint. Signals from actuator sensors are
processed through real-time software. Direct and continuous position control with
the ability to smoothly adjust the speed of movements to a large extent improves the
dynamic properties of the drive when used for automating fast-changing technologi-
cal processes. The computer system enables data acquisition. On the other hand, large
computational capabilities allow the use of adaptive control or artificial intelligence
elements in the control process. At the same time, the use of discrete control increases
the area of application of hydraulic axes as it serves to solve complex problems with
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Fig. 1 Themanipulator prototype: 1—hydraulic cylinderwith a linearmechanism, 2—proportional
control valve, 3—platform, 4—joint connecting the actuator with the base, 5—base, 6—position
transducer, 7—effector platform

difficulties in defining rules of conduct which are computationally complicated and
require rapid responses, e.g. during parametric identification. The distributed system
was used for rapid prototyping of fluid power servo-drives in RT. On PC computes
Matlab/Simulink and xPC Target were installed. In Matlab/Simulink package it is
possible to create processing procedures for both conventional and artificial intelli-
gence controllers and to execute own control and visualization applications. PC has
the card of analog input/output and Real-Time xPC Target system which is used for
measurement data acquisition and fluid power drives control. Target PC can sim-
ulate the flow of control and measurement signals in real time by means of HIL
(Hardware-in-the-Loop) method [11].

3 Kinematic Model of the Manipulator

In a parallel manipulator, each arm can take infinitely many positions at a given
ejection of its drive. The position of the centre of the platform is at the point of inter-
section of the lines defining the available positions of the ends of the individual arms
at the drive ejections. The basic problem of kinematic structure analysis is the correct
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Fig. 2 Model and kinematic diagram of the manipulator

planning of the trajectory of the manipulator. This task is treated as the designation
of the transition path between the start and end points of the effector motion. It is
also necessary to identify movements, speeds, and acceleration for movement con-
nections. When arm drives impact directly on the platform, the dependence between
the robot tip movement and the drive extension is the distance between the start and
end attachment points of the drive. This situation occurs in the kinematics of the
examined manipulator (Fig. 2), where three identical arms directly impact on the
platform using the linear drives on them. Each of the arms forms a kinematic chain
whose origin is associated with the accepted base, and the end connection has a direct
influence on the position of the platform. The solutions of the forward and inverse
kinematics problems are necessary in the positioning and control of the manipulator
along a given curve in the Cartesian space [8].

Figure 2 shows the kinematic diagram of the manipulator. The actuator elements
consist of three electro-hydraulic servo-drive.DimensionsLi, i=1, 2, 3 are the lengths
of the ejections of the individual actuators. The servomechanisms attachment loca-
tions are marked as Ai, i=1, 2, 3. Individual manipulator arms form a closed kine-
matic chain. Simultaneous control of the Li actuators in the form of three identical
servomechanisms enables moving the platform anchored in points Bi, i=1, 2, 3.

Three identical integrated hydraulic axes from Bosch Rexroth are included in
the spatial parallel manipulator. The single integrated electrohydraulic axle con-
sists of CS hydraulic cylinder (with an internal magnetostrictive positioning sys-
tem—Novostrictive) coupled to 4/3 proportional valve (Bosch–Rexroth). Parame-
ters of CS hydraulic cylinders are as follows: piston diameterD �40 mm, piston rod
diameter d=28 mm, stroke h �220 mm, nominal pressure p �160 bar. The lengths
of the electrohydraulic axes (hydraulic cylinders, including their fixing in joints) as
the active elements (actuators) of the manipulator are:
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Li � Lsi + hi , i � 1, 2, 3 (1)

where: Lsi—the length of the actuators in the initial state at the extreme position of
the piston, taking into account the clamping length of the piston rod in the rotary
joint (Lsi=425 mm), hi—the cylinder stroke (hi =250 mm).

The amount of extraction of individual servo-drives can be determined in a vector
form Li.

Li � p + RA
B · ri −Ri (2)

where: p � ←
AB, p � [xp yp z p]T—vector of the end (center) B point of the

platform against point A based on, RA
B—rotation matrix of the reference system to

the base system, ri—the coordinates of the BB
i vector in the base space (B, X, Y , Z),

and are:

Ri—the coordinates of the AA
i vector in the reference space (A, X0, Y 0, Z0):

Ri and ri vectors are described respectively by (2):

Ri � [R · cos ϕi , R · sin ϕi , 0]
T

ri � [r · cos ϕi , r · sin ϕi , 0], i � 1, 2, 3 (3)

The position angles of the individual joints in the base and platform are: φ1 �0°,
φ2 �120°, φ3 �240°.

RA
B rotation matrix is written as follows:

RA
B

� RBx (α) · RBy(β) · RBZ (γ ) (4)

where:

RBx (α) �
⎡
⎣
1 0 0
0 cosα − sin α

0 sin α cosα

⎤
⎦ ,RBy (β)

�
⎡
⎢⎣

cosβ 0 sin β

0 1 0
− sin β 0 cosβ

⎤
⎥⎦ ,RBz (β)

�
⎡
⎢⎣
cos γ − sin γ 0

sin γ cos γ 0

0 0 1

⎤
⎥⎦

Angles: α, β, γ (RPY—roll-pitch-yaw) denote respectively the rotations of the
reference system: XYZ around the axis: transverse X (rolling), longitudinal Y (pitch-
ing), vertical Z (yawing).



444 P. Wos and R. Dindorf

Derivation of the Eq. (2) over time and the use of the rotation derivative properties
leads to the dependence:

L̇i � ṗ + ṘA
B · ri � ν + ω × RA

B · ri (5)

where ν, ω are linear and angular velocities vectors, respectively:

ν � [
vx , vy, vz

]T

ω � [
ωx , ωy, ωz

]T

The mechanism of parallel structure is a closed mechanism, so the restriction of
the mechanism movement can be defined: f (L, q)=0.

The inverse kinematics problem can be written as:

dL � J · dq (6)

where:

L � [L1 L2 L3]T—translation vector of hydraulic drive axes,
q � [

xp yp z p α β γ
]T
—position and rotation vector of the mobile manipulator

platform,
J � − J−1

L · Jq—Jacobian matrix.

The resulting position and orientation error in the forward kinematics system can
be written as follows:

δq � J−1 · δL (7)

where: δq � [	x p 	y p 	z p 	α 	β 	γ ], δL � [	L1 	L2 	L3]
A simulation experiment was conducted to determine the space in the Mat-

lab/Simulink environment by observing the P point of the working platform. The
figure shows the trajectory of motion in the form of a closed curve and the set of the
resultant points of the manipulator working area (Fig. 3).

4 Dynamic Model of the Manipulator

Finding equations describing the dynamics of a designed robot is a much more com-
plicated task. The robot has three arms, each of which rotates around two axes and
performs the translation movement resulting from the drives work. The arms are
connected by a common joint whose construction determines the position of the
robot gripper. Attempting to formulate equations describing the dynamics of such
constructions is a difficult task and often superfluous to be used in the project. In a
parallel robot, there are many elements that affect its dynamics. For each element,
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Fig. 3 Simulation charts: a trajectory in the form of a closed curve in the Cartesian space, b the
working area of the manipulator

it would be necessary to determine its temporary position and acceleration related
to its dynamics. Searching for acceleration involves assigning derivatives of func-
tions derived from transformations of equations contained in the forward and inverse
kinematics problems. It is natural that the form of such equations will be greatly
expanded. Even if you manage to find all the dependencies then you will encounter a
problem with their verification resulting from numerical errors. The sense in looking
for accurate equations describing the dynamics can be undermined by the limitations
of the computing power of the control system that will use such equations. In addi-
tion, it is important to note that often when performing robot movements, the range
of position changes in many components is small. This means that their influence
on dynamics can be also negligibly small. For example, in the described robot, the
simulationsmade using Sim-Mechanics [10] showed that the range of angular swings
in many rotary joints was not more than several degrees, and that the forces values
required for motion were lower by an order of magnitude than the forces needed to
compensate for the gravity force.

Using the orthogonal complementmethod, the dynamics of 3-DoF parallelmanip-
ulator can be described as a second-order differential Eq. (8),

M(x)Ẍ +G(x) � JTf Fp (8)

where: X ∈ R3 is a vector of the generalized coordinates, M ∈ R3×3 is the manipu-
lator mass matrix,G ∈ R3 is the vector of gravitation effects, J f ∈ R3×3 is the force
Jacobian matrix and Fp ∈ R3 is the vector of the applied force of the actuators given
by,

Fp � (Fp1, Fp2, Fp3) (9)
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Fig. 4 Scheme of the
hydraulic servo model

where Fpi, i � 1, 2, 3 are individual hydraulic forces acting on the manipulator
platform.

The end-effector position (xp, yp, zp) of the moving platform could be obtained by
substituting the elongation Li of every linear hydraulic axis into the forward motion
equation.

Using the differential kinematics mechanism were: L � J(x) · x, we can write
(10),

M+(x)L̈ +G+(x) � Fp (10)

where: L � [L1 L2 L3]T—translation vector of hydraulic drive axes,
M+(x) � [J(x)T ]−1M(x)J(x)−1—positive definite mass matrix and G+(x) �
[J(x)T ]−1G(x)—gravity forces vector.

4.1 Dynamic Model of the Hydraulic Servo System

Calculation diagram of the hydraulic servo drive model, consisting of the double-
acting cylinder with one-sided piston rod and directional control valve is presented
in the Fig. 4.

The equations relating mechanical to hydraulic variables [1, 2, 4] are described
by,

Fpi � A1i p1i − A2i p2i

Q1i � A1i L̇ i + C1 ṗ1i + Gle(p1 − p2), i � 1, 2, 3

Q2i � A2i L̇ i − C2 ṗ2i + Gle(p1 − p2)

, (11)
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Fig. 5 The controller block diagram of the 3-DoF electro-hydraulic manipulator

where: Q1i—volumetric flow rate, C1,C2—fluid capacitances in the cylinder cham-
bers Gle—coefficients of leakages in the cylinder.

Substituting (11) in the system equation of motion (10), the following equations
of motion are derived,

M+(x)L̈ +G+(x) �
⎡
⎢⎣
A11 · p11 − A21 · p21
A12 · p12 − A22 · p22
A13 · p13 − A23 · p23

⎤
⎥⎦ (12)

The hydraulic forces developed by the actuators are given by,

[p1i · A1i − p2i · A2i ] �
[
A1i · ps − A2i · pT − A3

1i + A3
2i

(K1 · u + K0.1)2
· L̇2

i

]
, i � 1, 2, 3

(13)

where: u—control input, K1, K0.1—constants factors, which correspond to the main
and leakage valve flow paths.

5 Control Design

Design of the control system for the tested manipulator was carried out in the fol-
lowing stages: selection of control laws, virtual prototyping of the control system,
simulations of the controller in real time, and implementation on the target manipu-
lator (Fig. 5).

The control analysis is based on the system dynamic and hydraulic model (10).

Fp � M+(x)
[ ¨(Ld +Kp(Ld − L) +Kv(L̇d − L̇)

]
+G+(x) (14)
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Fig. 6 The block diagram of closed loop control

where:Kp,Kv—diagonal matrices, which represent the control gains of the system,
Ld—desired cylinder displacement vector.

Initial axis controller settings were chosen in an experimental way in the process
of virtual prototyping. Axis controller gain coefficients Kp, Kv were chosen in such
a way so that the position error of the movement trajectory would be minimized.
Only after determining the correct coefficient values for the virtual control system,
it was possible to proceed to the phase of rapid prototyping [5] (Fig. 6).

6 Experimental Results

In order to show the accuracy of the control system, an experiment on a real objectwas
conducted. In order to obtain wider information about the control quality, different
trajectories ofmovementwere studied.Basedondistributedmeasurement and control
system a test stand for rapid prototyping controller of the electro-hydraulic servo-
drive was set up [10]. Figure 7 presents results of the control process for references
signals (Xd, Yd, Zd) in Cartesian coordinates.

Figure 8 presents the change effects in movement frequency of hydraulic axis on
the quality control.

For practical applications such as high positioning accuracy, the control algorithm
gives satisfactory results for the regulation of frequencies 0.8 Hz (5 rad/s).

7 Conclusions

This paper presents the prototype of a spatial 3-DoF hydraulic parallel manipulator
consisting of a stationary base and amobile platform that are connected to joints hav-
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ing three integrated electro-hydraulic axes. A general kinematicmodel and a dynamic
model of a parallel 6-DoF manipulator are presented but they can be simplified by
describing the researched spatial 3-DoF hydraulic manipulator. The adjustment sys-
tem adapting dynamic changes of the forces impacting on the manipulator, ensuring
smoothness and uniformity as well as the most accurate reproduction of the trajec-
tory of motion, was the subject of research. The benefits of improving the dynamics
of mechanisms and the ability to automate control and regulation processes using
proportional technologies cause the increased use of these technologies in electro-
hydraulic drives.
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Support Reaction in the Brachistochrone
Problem in a Resistant Medium

Alena Zarodnyuk and Oleg Cherkasov

Abstract The horizontal coordinate’s maximization problem as well as related the
brachistochrone problem are considered. The particle is moving in the vertical plane
under influence of gravity, viscous drag that proportional to n-th degree of the veloc-
ity. The reaction of the basement is considered as a control. The optimal control
problem is reduced to the boundary value problem for the system of two nonlinear
equations. It was established that the reaction force of the basement could change
its sign no more than one time, moreover, it changes only from the negative value to
the positive value. The qualitative features of the optimal control allows to elaborate
the results obtained in other studies.

Keywords Brachistochrone problem · Viscous drag · Optimal control

1 Introduction

A mass-point’s motion in the vertical plane is considered. The point moves in a
homogeneous field of the gravity and in a uniform resisting medium. The problem
is to determine the qualitative features of the base-curve reaction that maximizes
the horizontal coordinate of the point during its motion from the given point for the
fixed time interval. The rangemaximization problem is interrelatedwith themodified
brachistochrone problem – the choice of the minimum-time curve from the given
initial point to the given final vertical line [11].
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Various generalizations of the brachistochrone problem are included in universi-
ties’ lectures and practices on the control theory and have not only of methodical
interest. Minimum-time and maximum-range problems may be of interest for an
aircrafts trajectory optimization, if the lifting force is controlled without the change
of the resisting force; for designing a profile rail marshaling yards, escape ladders
form, and attractions of roller-coaster-type as well. The known shape of the trajec-
tory will allow us to calculate the acceleration when driving on them for subsequent
simulation of these processes on a dynamic simulator. The conception of optimal
trajectories is important for constructing the programmed paths which applied in
developing the software for flight simulators. These simulators are used for training
and testing of pilots and operators that control the various moving objects, in partic-
ular, aircraft. One of the pilot’s tasks is to control the moving object on the desired
trajectory. Once found the program trajectory, the characteristic overload acting on
the pilot during aircraft movement on the programmed trajectory should be deter-
mined. These overloads as a time-functions should be reproduced in the simulator
dynamic motion simulation. With the active participation of the pilot who operates
the object, the computer simulator using the information from the actuator integrates
the equations of motion of the object and obtains the program trajectory. According
to the parameters of the trajectory the control signals for the actuators of simulator
are generated.

The brachistochrone problems with the dry friction with support reaction consid-
ered as a control were studied in detail. In [8] it was assumed that vertical component
of the reaction force along the trajectory is of constant sign and directed opposite to
the gravity force, and extremals are presumed to be concave. For the nonzero initial
velocity it was shown that the motion should starts with the zero reaction force,
and then it switched on the positive definite time-function. The same conclusions
about non-negativity of the reaction force are reflected in [3] for a peculiar class of
extremals, i.e., the optimal trajectory between the initial point and the terminal point
was taken such that the time needed to reach each internal point is minimal for this
point.

Present paper is dedicated to an analytical research of the sign of the reaction force
of base-curve along an extremal for range-maximization problem and the brachis-
tochrone one for the nonzero initial velocity and non-linear viscous drag.

2 Problem Formulation

The motion of a particle of the massm in the vertical plane in a uniform gravitational
field under the influence of a resisting force is considered. The resisting force is
supposed to be proportional to real n-th power of the velocity, n > 0.

The equations of the motion for dimensionless variables are as follows [7]:
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⎧
⎪⎪⎨

⎪⎪⎩

ẋ = v cos θ,

ẏ = v sin θ,

v̇ = −vn − sin θ,

θ̇ = u − cos θ
v .

(1)

Here x, y are the horizontal and vertical coordinates of the particle, correspondingly,
v is the absolute value of the velocity (let v > 0) , θ is the slope angle, u = N

mv is a
control, linked with a normal component of the reaction force of the curve N . The
control is supposed to has no constraints.The dot denotes the differentiation with the
respect to the dimensionless time τ .

The initial and final conditions for the system (1) are as follows:

x(0) = x0, y(0) = y0, v(0) = V0,

θ(0), θ(T ), y(T ), v(T ) − are free,
. (2)

where V0 - the absolute value of the initial velocity, (x0, y0) - the initial coordinates
of the particle.

The goal function is
J = −x(T ) → min

u∈U , (3)

where U is the set of piecewise continuous functions. In other words, it is the same
as to maximize the horizontal distance, while the duration T of the process is fixed.

The problem (1)–(3) is a singular optimal control problem [4], for which nec-
essary optimal conditions in the form of the Maximum Principle satisfied trivially.
One of the common approaches of research of such problems is replacement of the
degenerate irregular problems to a regular problem that includes all the elements for
the subsequent construction of the desired solution [6].

Note that only the last equation of the system (1) has an explicit form of u. Thus,
this equation of the system might be omitted and the system (1) could be reduced to
the system of the third-order:

⎧
⎨

⎩

ẋ = v cos θ,

ẏ = v sin θ,

v̇ = −vn − sin θ.

(4)

The goal function (3) could be rewritten as follows:

J = −x(T ) → min
θ∈U , (5)

where θ – new control variable.
The problem (2), (4), (5) is regular and could be analyzed due to Maximum

Principle. When this problem is solved the extremal control u could be calculated
from the fourth equation of the system (1).
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3 The Study of the Reaction’s Sign

Application of Pontryagin’s maximum principle to the optimal control problem (2),
(4), (5) allows us to reduced it to the following boundary-value problem for the
system of two nonlinear differential equations [11]:

{
v̇ = −vn − sin θ, v(0) = V0,

θ̇ = cos θ
v

(
1 + (n + 1)vn sin θ

)
, θ(T ) = 0,

(6)

with an additional condition cos θ > 0. A similar approach that allows to reduce the
optimal problem with nonlinear control to a boundary-value problem for the system
of differential equations in the original variables and controls, was used in [1, 2] for
optimal navigation problems analysis.

The control related with the support reaction of the curve considering the fourth
equation of the the system (1) has a form:

u = θ̇ + cos θ

v
,

Substituted to this formula the expression for θ̇ from the system (6) we obtain the
expression for the control with the respect to v and θ :

u(v, θ) = cos θ

v

(
2 + (n + 1)vn sin θ

)
.

While Pontryagin’s function is constant H = C on the optimal control then the
first integral of the system (6) is

H = v

cos θ

(
1 + vn sin θ

)
= C.

The phase portrait of the system (6) for n = 1 (see Fig. 1). For n �= 1 phase
portrait becomes topologically equivalent to the one showed. The darkened area on
the picture (see Fig. 1) is the area of various possible initial conditions of the system
(6) that satisfy to boundary conditions of the problem considered.

Different values of the constant C correspond to various trajectories in the plane
of (v, θ ). Moreover, there is a bijection between trajectories and corresponding them
values of C in the the area of valid initial conditions on v and θ . Thus, choosing
the value of C , in fact, we choose the specific trajectory. Note, that for all possible
trajectories the boundary condition C = v(T ) > 0 is fulfilled.

Let us investigate the type of the reaction normal component’s sign changing. As
much as there is existing explicit link between N and the control u which is given as
u = N

mv , then to explore the sign changing of N it is needed to keep track of control’s
u sign changing. To find the quantity of intersections of the integral curve of the
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Fig. 1 The phase portrait of the system (6) for n = 1

system (6) with boundary of the constant sign area of the control function u(v, θ) it
is needed to find the quantity of solutions of the system

⎧
⎨

⎩

u = cos θ
v

(
2 + (n + 1)vn sin θ

)
= 0,

H = v
cos θ

(
1 + vn sin θ

)
= C,

(7)

cos θ > 0, v > 0,

with the dependence on C .
Let n �= 1. Extracting sin θ from the first equation of the system and substituting

to the second one we obtain the following equation:

P(v) = (n − 1)2v2n+2 − C2(n + 1)2v2n + 4C2, n �= 1.

Taking into account the constrain | sin θ | < 1 we could obtain that P(v) could be

considered for value v ≥ v̂, where v̂ = n

√
2

n+1 .

Let us estimate the quantity of roots of the polynomial P(v). Investigate the
monotonic of function P(v). Critical points of P(v) could be found from the equation
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P ′(v) = 2(n + 1)v2n−1
(
(n − 1)2v2 − (n + 1)nC2

)
= 0.

Solution of this equation is

v1 = C

√
n(n + 1)

(n − 1)2
.

Then the function P(v) decreases if v ∈ (0; v1) and P(v) increases if v ∈ (v1;+∞).
Thus, argmin

(
P(v)

)
= v1 . To understand if these intervals have the roots of the P(v)

let us consider the value of P(v) in the minimum point and in the infinity:

P(+∞) = +∞ > 0,

P(v̂) = (n − 1)2(
2

n + 1
)(2n+2)/n > 0, n �= 1,

P(v1) = C2

(

4 − (n + 1)
(
C

√
n(n + 1)

(n − 1)2

)2n
)

.

It was obtained that if v1 ≤ v̂ then P(v) is strictly positive therefore no change of
sign may be occur. If v1 > v̂ then there are three cases could be:

1. P(v1) > 0. Then P(v) �= 0 for v ∈ (v̂,+∞), no roots exist, consequently, no
switch of sign of the control along the trajectory;

2. P(v1) = 0. Then only one root exists;
Here it should be cleared that for the specific value of constant C in phase
plane two trajectories correspond that situated on the opposite sides of separatrix
and the saddle-point but the only one curve of each pair satisfies the boundary
condition of the problem (6). Due to mutual position of these trajectories and the
curve u = 0 it is possible to ascertain that if the intersection exists and is unique
then it is located out of the domain considered, consequently, in this case there
are no switches of the control function along the extremal trajectory (see Fig. 2).

3. P(v1) < 0. Then P(v) = 0 at two points, which means two roots exist;
In this case there is the intersection with the second trajectory corresponded to
the constantC , it means that the control changes its sign during the motion along
the extremal trajectory, and besides, only ones during thewhole time. Since in the
final moment the control u(T ) = 2

C > 0, where C = v(T ), it might be obtained
that the change of the sign could be only from minus to plus.

The constant C for which P(v1) = 0 is denoted by C̃ , that is

C̃ =
√

41/n(n − 1)2

n(n + 1)1+1/n
.
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Fig. 2 The sign of the reaction

It was obtained that for all values of C ≤ C̃ inequality P(v1) ≥ 0 satisfies and
there are no switches of the control, and no more than one switching for C > C̃ .
The constant that corresponds to separatrix is denoted by the C∗:

C∗ =
√

n

(n + 1)1+1/n
.

The following equality is evident:
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C̃ = C∗
√
41/n(n − 1)2

n2
.

To define the mutual location of the separatrix and the trajectory corresponded to
the C∗, it is necessary to compare the values of C̃ and C∗, or, that is the same

√
41/n(n − 1)2

n2
∨ 1 ⇐⇒

(

1 − 1

n

)2

∨ 4− 1
n .

Denote the left part of inequality as l(n), l(n) → +∞ for n → +0 and l(1) = 0.
Then l ′(n) = 2(1 − 1

n )
1
n2 . The derivation is equal to zero only if n = 1, that is why

the function l(n) decreases for n ∈ (0, 1) and increases for all n > 1.
Let us study the right-hand of the function r(n) = 4− 1

n . It is obviously that
r(n) → 0 for n → +0 and r(1) = 0.25. As r ′(n) = ln 4

n√4n2
> 0 for all n > 0, so the

function r(n) increases for all n > 0. Since the function l(n) decreases on the inter-
val n ∈ (0, 1), and the function r(n) increases on the same set, the unique value of
n = n∗ exists such that l(n∗) = r(n∗), and l(n) > r(n) forn < n∗ and l(n) < r(n) for
n∗ < n < 1. So it is obtained that C̃ > C∗ for n < n∗ and C̃ < C∗ for all n∗ < n < 1.

The case of n > 1, where both functions monotonically increases requires a con-
sideration. To clarify it let us power l(n) and r(n) to the n

2 -th degree:

(1 − 1

n
)n ∨ 1

2
,

further it might be transformed to the form

2 ∨ (1 + 1

n − 1
)n.

The generalization of the Bernoulli’s inequality is used for the right-hand expression

(1 + 1

n − 1
)n ≥ 1 + n

n − 1
= 2 + 1

n − 1
> 2.

It is obtained that C̃ > C∗ for all n > 1.
Finally, it was obtained that for n < n∗ there is no switch of sign of the control for

each phase trajectories laying under the separatrix entered to the saddle-point, and
there is no more than one switching from the minus to plus on those which laying
above. In the case of n ∈ (n∗, 1) ∪ (1,+∞) it was derived that there is no switching
of sign of the control for each phase trajectories located under the trajectory that
corresponded to the constant C̃ , and for those that above - no more than once and
from minus to plus.

Note that at the point θ∗, corresponded to the abscissa of the saddle-point, the curve
u = 0 is above the saddle-point for every n. Rewriting the condition u(v, θ) = 0 as

v(θ) =
(

−2
(n+1) sin θ

)1/n
(along the solutions of the boundary value problem (6) the
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Fig. 3 Trajectory of the motion in the vertical plane (solid line) and the control along it (dashed
line)

relation sin θ < 0 is fulfilled). Since the function v(θ) increases monotonically and
at the point θ = −π / 2 takes the value of v = v̂, then the motion of the phase-point
on any of the paths located below the line V0 = v̂ in the considerable area has no
switching of control and the sign of reaction is positive.

Let us consider the case n = 1. Then the polynomial P(v) has a form:

P(v) = 4C2(1 − v4).

The permitted area for function P(v), the ray [v̂,+∞), is converted to the [1,+∞)

and P(1) = 0. It is obtained that in the considered area P(v) ≥ 0 is satisfied, con-
sequently, there is no change of the control’s and reaction’s sign along the extremal
trajectory.

The results of computer simulating are presented in Fig. 3 for v(0) = 0.5 and
T = 5. The punctured line is the chart of function u(v, θ) along the extremal trajec-
tory, and the solid line is the extremal trajectory of the motion in the vertical plane
(x, y).

4 Conclusions

It was derived that in the case of linear viscous drag the sign of the reaction force
along the extremal trajectory is positive. In the case of nonlinear viscous drag that
proportional to n-th power of the velocity, the threshold exists. This threshold is such
that the reaction’s sign is positive if the initial velocity is less than the threshold. If
the velocity is more than the limit value than the change of sign is possible no more
than once, and the switching could be only from the negative value to the positive
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one. The conclusions obtained are in agreement with results of computer simulation
presented in [11], [5], where the range maximization and minimal-time problems for
a nonzero initial velocity were studied, as well as results of [3], [9], where the initial
velocity was supposed to be zero. The behavior of the sign in the case of simultaneous
action of dry and viscous friction [10] is difficult problem, that required additional
study.
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References

1. Bryson, A., Ho, Y.: Applied Optimal Control. Blaisdell Publishing Company, Waltham, Mas-
sachusetts (1968)

2. Cherkasov, O., Yakushev, A.: Singular arcs in the optimal evasion against a proportional navi-
gation vehicle. JOTA 113, 211–226 (2002)

3. Golubev, Y.: Brachistochrone with friction. J. Comput. Syst. Sci. Int. 5, 41–52 (2010)
4. Gurman, V., Kang, N.M.: Degenerate problems of optimal control. I. Autom. Remote Control

72, 497–511 (2011)
5. Jeremic, O., Salinic, S., Obradovic, A., Mitrovic, Z.: On the brachistochrone of a variable mass

particle in general force fields. Math. Comput. Model. 54, 2900–2912 (2011)
6. Kelley, H.: A transformation approach to singular subarcs in optimal trajectory and control

problems. SIAM J. Control 2, 234–240 (1964)
7. Lokshin, B., Cherkasov O.: On the structure of optimal trajectories of a rotating rigid body in

resistant medium. Vest. Mosk. Univ. Ser. 1 Matem. Mekh. 2, 63–67 (1990)
8. Salinic, S.: Contribution to the brachistochrone problem with coulomb friction. Acta Mech.

208, 97–115 (2009)
9. Vratanar, B., Saje, M.: On the analytical solution of the brachistochrone problem in a non-

conservative field. Int. J. Non-Linear Mech. 33, 489–505 (1998)
10. Zarodnyuk, A., Cherkasov, O.: Brachistochrone problem with coulomb friction and viscous

drag: qualitative analysis. IFAC-PapersOnLine 48, 1018–1023 (2015)
11. Zarodnyuk, A., Cherkasov, O.: Qualitative analysis of optimal trajectories of the point mass

motion in a resisting medium and the brachistochrone problem. J. Compt. Syst. Sci. Int. 54,
39–47 (2015)



Free Vibration of Cantilever Bars Having
a Shape of Solid and Hollow Curvilinear
Truncated Cone

Olga Szlachetka, Jacek Jaworski and Marek Chalecki

Abstract In calculations of first natural frequency of transversal vibrations of
clamped-free bars with variable cross section, one can use an energetic method.
The aim of this paper is an analysis of vibrations of solid and hollow slender posts
having the shape of solid of revolution with the generatrix described by an expo-
nential curve. The authors used the Rayleigh’s method with the assumption that the
shape of the post axis deflected during vibration is the same as a shape of the axis of a
beam deflected by a uniform continuous static load. It was also assumed that the bars
are made of an elastic and continuously distributed material what required numerous
integrations of complicated expressions, therefore the calculations were carried out
using the MATHEMATICA environment. Apart of the elastic energy of the bar, the
authors considered also the potential energy connected to changes of location of the
gravity center of elementary material slices during the post axis deflection. It was
considered both the kinetic energy resulting from the replacement of the material
slices perpendicular to the post axis as well as the energy connected to their rotation.
The obtained results are very close to those obtained in FEM.

Keywords First natural frequency · Cantilever bar · Variable cross section

1 Introduction

For many cantilever constructions (posts, towers, chimneys) it is necessary to check
the construction susceptibility to dynamic influences of wind gusts. Thus, it is useful
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to have a possibility of calculation of an approximated value of the first natural fre-
quency of transverse vibrations of variably shaped bar elements with non-uniform
cross-sections. To achieve this, various methods are used—one of them is an integra-
tion of the differential equation of Bernoulli-Euler’s beam. Exact solutions are known
here only for special cases. One of them is the benchmark solution for a wedge bar
and truncated cone bar [4] obtained in the form of Bessel functions, replaced for the
numerical calculations by polynomial equivalents. Caruntu [3] presented the solution
for a curvilinear solid of revolution with sharp free end and parabolic generatrices.
Other authors (e.g. [1, 5, 12, 13]) also analyzed the truncated cone bar problem using
various methods. Some investigations concerned bars with rectangular cross-section
where one of the cross-section dimensions is constant and the second one changed
linearly [6], parabolically [2] or exponentially [7].

However, similar solutions for non-prismatic bars having the shape of conical
pipes (solids of revolution with the recti- or curvilinear generatrices of the internal
and external cone) are very hard to obtain. There are several papers concerning hollow
truncated cones—solids of revolution with recti- or curvilinear generatrices—and
their authors consider only selected, special geometrical cases of hollow bars (cf. e.g.
[11, 15]). Two cases of “exponential” posts having very special shapes for which the
integrated expressions fundamentally reduce themselves, are presented and solved
in [14].

The authors of this paper have applied the Rayleigh’s method consisting in com-
parison of the kinetic and potential energies with the assumption that the shape of
the bar axis deflected during vibration is the same as a shape of the axis of a beam
deflected by a uniform continuous static load. Such approach turned out to be use-
ful to determine the first natural frequency of transversal vibrations both of solid
and hollow truncated cone bars having various shapes of generatrix: rectilinear [9]
and parabolic where the parabola is concave [8] or convex [10] in relation to the
longitudinal cone axis.

In this paper, the authors have analyzed cantilever bars having the shape of solid of
revolutionwith the generatrix described by an exponential curve. It has been assumed
that the vibration amplitude is small, the material is homogeneous, isotropic and
ideally elastic, the bars are slender, their mass is distributed continuously. In aim to
carry out calculations, theMathematica environment was used. As the authors did not
find exact solutions for the “exponential” post in the literature, the obtained results
have been compared to those obtained using Finite Element Method (in ANSYS).

2 Cantilever Bar Having the Shape of Solid of Revolution
with the Generatrix Described by an Exponential Curve

Consider a post—cantilever bar with the shape of a curvilinear solid truncated cone
as in Fig. 1 whose generatrices are described by an exponential function according
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Fig. 1 Uniformly loaded
“exponential” post

dx

L

d

y

x

q

Δ(x)

Form. (1). This formula is a dependence of a bar diameter Δ in any cross-section on
a coordinate x of localization of this cross-section:

Δ(x) � Dη− x
L � Debx (1)

where L—post height; D, d—bar diameters at the clamp and at the free end, respec-
tively; η—the quotient of the diameters describing a convergence ratio of external
walls of the solid. Following denotations have been introduced:

η � D

d
, (2)

b � − ln η

L
. (3)

The cross-section area and second area moment equal, respectively:

A(x) � πΔ2(x)

4
� π

4
D2e2bx , (4)

J (x) � πΔ4(x)

64
� π

64
D4e4bx . (5)

The bar deflection by a uniform continuous static load q has been calculated
through the integration of the differential equation of bar elastic deflection curve:

E J (x)
d2u(x)

dx2
� q

2

(
x2 − 2Lx + L2

)
,
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πED4

32q

d2u(x)

dx2
� (

x2 − 2Lx + L2
)
eax (6)

where u(x)—deflection, E—the longitudinal modulus of elasticity.
It has been denoted:

a � −4b � 4
ln η

L
. (7)

After the first and second integration of Eq. (6) it has been obtained, respectively:

πED4

32q

du(x)

dx
� P(x), (8)

πED4

32q
u(x) � R(x). (9)

The integration constants have been determined from the boundary conditions for
clamped-free bar and the expressions denoted as P(x) and R(x) equal, respectively:

P(x) � − L2a2 + 2La + 2

a3

+
eax

a

[
x2 − 2x

(
L +

1

a

)
+
L2a2 + 2La + 2

a2

]
, (10)

R(x) � − L2a2 + 2La + 2

a3
x − L2a2 + 4La + 6

a4

+
eax

a2

[
x2 − 2x

(
L +

2

a

)
+
L2a2 + 4La + 6

a2

]
(11)

Then, the elastic potential energy in a deflected position and the kinetic energy
connected to the velocity of passing of each slice through the position of equilibrium
can be calculated. The potential energy equals:

Ep �
L∫

0

1

2
qu(x)dx � 1

2

32q2

π ED4

L∫

0

R(x)dx . (12)

If the mass of a material slice with a thickness dx is denoted as m(x), i.e.:

dm(x) � ρπ

4
Δ2(x) dx � ρπ

4
D2e2bxdx (13)

then the kinetic energy is determined as:

Ek �
L∫

0

1

2
dm(x)ω2u2(x) � 1

2

ρπ

4
D2ω2

(
32q

π ED4

)2
L∫

0

e2bx R2(x)dx (14)
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where ρ is the mass density and ω is the vibration frequency.
The energy comparison enables to determine the vibration frequencyω and period

T :

ω2 � D2

8

E

ρ

∫ L
0 R(x)dx

∫ L
0 e2bx R2(x)dx

, (15)

T � 2π

ω
� 4π

D

√
2ρ

E

√√√√
∫ L
0 e2bx R2(x)dx
∫ L
0 R(x)dx

. (16)

Additionally, a possibility of consideration of two corrections in the energy bal-
ance is presented below. The potential energy connected to the changes of height of
the gravity center of elementary material slices during the post axis deflection has
been calculated with use of Fig. 2a. If one assumes the approximation of cosϕ by two
first terms of the MacLaurin series, then an elementary segment, having the length
dx and subjected to the deflection angle ϕ, changes its height over the post base by
a quantity �l which can be expressed as:

�l � [1 − cosϕ(x)]dx � 1

2
ϕ2(x)dx . (17)

To calculate the sought component of the potential energy, onemust count the sum
of the changes �l of height coordinate of all elementary segments of the post—here
denoted as �L . It can be achieved using Forms. (8) and (10):

�L(x) �
x∫

0

1

2
ϕ2(ξ )dξ � 1

2

(
32q

πED4

)2
x∫

0

P2(ξ )dξ . (18)

The component of the potential energy being calculated can be expressed as:

Fig. 2 a Scheme to
determine the changes of
location of the gravity center
of an elementary material
slice as the effect of the post
axis deflection. b Scheme to
determine a trajectory of the
point A during deflection of
the post axis

(a) (b)
Δl

dx
dx

ϕ

ψ

χ

ΗL

A

r
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E�h
p �

L∫

0

ρ g A(x)�L(x)dx � πD2

4
ρg

L∫

0

e2bx�L(x)dx (19)

where g—the gravitational acceleration.
The kinetic energy, connected to the rotation of the material slices during deflec-

tion of the post axis has been calculated as follows: After the deformation of the
post axis, a point A, placed in the distance H from the clamp (Fig. 2b), changes its
position. The trajectory of this point can be described in a new coordination system
χ, ψ . The coordinates of the point A in its certain new position are—according to
the Forms. (9) and (18)—respectively:

χ � 32q

πED4
R(x), (20)

ψ � 1

2

(
32q

πED4

)2
x∫

0

P2(ξ)dξ. (21)

Calculation of the load q from the Form. (20) and its substitution into Form. (21)
yields in the trajectory equation:

ψ � 1

2

∫ x
0 P2(ξ)dξ

R2(x)
χ2. (22)

The curvature radius r of this trajectory in the non-deflected position of the bar is
described as:

r �
(
1 + ψ ′2

0

)3/2
∣
∣ψ ′′

0

∣
∣ �

(
1 + 02

)3/2
R2(x)

∫ x
0 P2(ξ)dξ

� R2(x)
∫ x
0 P2(ξ)dξ

. (23)

The velocity of the point A in this position can be expressed as:

Ω � ω
y(x)

r(x)
, (24)

thus the kinetic energy connected to the rotation of an elementary material slice is:

�Erot
k � 1

2
J (x)Ω2ρdx . (25)

Using Forms. (5) and (7) it can be expressed as:

�Erot
k � 1

2

πD4

64
e−axρω2

(
y(x)

r (x)

)2

dx . (26)

After the integration of the Form. (26) along the whole bar and considering that
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y(x)

r(x)
� 32q

πED4

∫ x
0 P2(ξ)dξ

R(x)
(27)

one obtains the formula for the kinetic energy connected to the rotation of thematerial
slices during deflection of the post axis:

Erot
k � 1

2
ρ

16

πD4

q2

E2
ω2

L∫

0

e−ax

(∫ x
0 P2(ξ)dξ

R(x)

)2

dx . (28)

Both corrections (19) and (28) have very small value in comparison with the
elastic potential energy expressed by (12) and the kinetic energy expressed by (14).

3 Computational Examples, Accuracy and Comparison
of Results

Figure 3 presents the results obtained with use of the Rayleigh’s method—the vibra-
tion period, calculated from Form. (16) and corresponding to the first natural fre-
quency of transversal vibrations for a steel curvilinear truncated cone post with the
generatrix described by an exponential curve. The vibration period for the analyzed
post has been compared to the periods of posts with rectilinear and parabolic gener-
atrices—using the results printed in [8, 9]. The following data have been assumed:
E � 205GPa, ρ � 7850 kgm−3, post height L � 6m, diameter in the base
D � 0.2m. Various values of the parameter η have been considered, what corre-
sponds to various values of diameters by the post top. One can notice that even small
shape differences between the “parabolic” and “exponential” posts evoke significant
differences in vibration periods, especially for η > 8.

The results obtained in this paper have been compared to those achieved in FEM
(ANSYS). High conformity has been stated—the differences between the vibration
periods for η ≤ 4 do not exceed 0.35%, whereas within the range η ≥ 8 the dif-
ferences between the vibration periods do not exceed 3% in average for the three
examined cases.

The calculations in FEM for the hollow curvilinear cones were carried out in the
following way: Firstly, the height was divided into 12 equal sections and the post
diameters in 13 points were calculated according to the curve equation. Each pair of
the adjacent points was joined with one straight segment and 12 such segments made
a generatrix which in turnmade a solid of revolution. Then, using 3D solids, a regular
mesh was created in such way that 5 elements were distributed in the height of one
section and 40 elements—on the circumference. There were ca. 30,000 elements in
total and 60 elements along the post’s height.

The paper [8] contains the comparison of results obtained from themethod applied
by the authors and results of FEM calculations to the results of exact solutions of a
Bernoulli-Euler’s beam for a truncated cone bar presented in [12] and obtained in the
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Fig. 3 Vibration periods for solid posts with different shapes of generatrix. Comparison of the own
results to those obtained in FEM

form of Bessel functions (as in [4]). For the analyzed truncated cone, the vibration
period calculated in FEM (ANSYS) was by 0.2% higher in average and the vibration
period obtained by the authors was by 0.4% lower in average than in [12]. It can
be concluded that the method applied by the authors allows to obtain results with
accuracy sufficient for practical calculations.

Table 1 presents the percentage increase of the vibration period resulting from
considering the two corrections: E�h

p —connected to the changes of height of the
gravity center of elementary material slices during the post axis deflection and
Erot
k —connected to the rotation of the material slices.
The solid “exponential” posts of two types are compared—made of steel

(ρ � 7850 kgm−3,
√

ρ/E � 1.95685 × 10−4 sm−1) and of ferroconcrete (ρ �
2400 kgm−3,

√
ρ/E � 3.5 × 10−4 sm−1)—having the diameter by the base D �

1m, various convergence ratios of the external walls (η � 1, 4
/
3, 2, 4) correspond-

ing to the diameters by the top d � 1, 0.75, 0.5, 0.25m as well as various slender-
nesses λ � 2, 4, 8, 16, 32 corresponding to the heights L � 2, 4, 8, 16, 32m.
The slenderness is defined here as the quotient of the height and greater diameter
λ � L/D.

As one can see from the data presented in Table 1, these both corrections increase
the vibration period but their influence for the posts with medium slenderness is
small. The influence of the correction connected to the rotation of the material slices
is important for the posts with very small slenderness, whereas the influence of
the correction connected to the changes of height of the gravity center of material
slices—for the posts with high slenderness. It is visible that the quantity of the
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correction Erot
k does not depend on material properties whereas the quantity of the

correction E�h
p depends on the material parameters ρ and E.

Themethod presented in the paper can be also applied for variously shaped hollow
solids of revolution. It is illustrated by another example where ferroconcrete towers
have been analyzed, having the shape of a hollow truncated cone, of which external
generatrix is an exponential function. The tower parameters are:

√
ρ/E � 3.5 ×

10−4 sm−1, height L � 18m, external diameter by the base D � 3m, various
external diameters by the top changing from d � 0.9m to d � 3m,what corresponds
to the values of the parameter η shown in Fig. 4. As it concerns medium slenderness
bars, the corrections Erot

k and E�h
p have not been considered in the calculations.

The curves 1–5 in Fig. 4 show the vibration periods of the towers in which the wall
thickness (horizontallymeasured) is equal to t2 � 0.2mby thebase and t1 � 0.1mby
the top and their internal surfaces are variously shaped. Ford � 3mwhat corresponds
to η � 1, the external generatrix, described by an exponential function, becomes a
straight line and the internal diameter by the post top is equal d � 2.8m, so it is
greater than the diameter by the post base equal 2.6m. The differences between the
vibration periods for the tower with the exponential internal generatrix (curve 3)
and for the tower with the wall thickness changing linearly (curve 4) are lower than
0.3%—the curves practically cover each other.

The curves 6 and 7, marked with dashed lines, consist the vibration periods of
the towers of a similar type—with the wall having a constant thickness (measured
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Fig. 4 Vibration period for variously shaped hollow “exponential” ferroconcrete towers: 1—the
internal generatrix is a parabola, 2—the internal generatrix is a straight line, 3—the internal gen-
eratrix is an exponential curve, 4—the wall thickness changes linearly from t2 to t1, 5—the wall
thickness changes parabolically from t2 to t1, 6—the wall thickness is constant t � 0.1m, 7—the
wall thickness is constant t � 0.2m
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horizontally): t � 0.1m and t � 0.2m. The above-mentioned example proves that
the method applied by the authors allows to calculate the first frequency / period
of transverse vibrations of slender shell constructions having the shape of solid of
revolution—curvilinear hollow truncated cones.

4 Summary and Conclusions

The Rayleigh’s method can be effectively applied for calculations of first natural fre-
quency of (transversal) free vibrations of non-prismatic cantilever bars with solid and
hollow (tubular) cross-section, providing sufficient accuracy for practical engineering
applications. However, the condition must be fulfilled that the external (and internal,
if necessary) diameter of a hollow bar being a solid of revolution is describable by
a continuous and smooth function of a coordinate x and the functions describing
vibration period T are integrable. In some cases one obtains a solution in form of
elementary functions, in others the numerical integration is inevitable. The compli-
cation degree of such calculations causes that it is necessary to apply a professional
computer program. It can be stated that it is possible to use a computational pro-
gram (like e.g. Mathematica, Maple) instead of FEM environments to count the first
natural frequency of a post.

For posts of very small and high slenderness, the accuracy of solutions described
by Form. (16) can be increased by introduction of appropriate corrections connected
to certain additional energy components, while for medium slenderness posts the
influence of these corrections is insignificant.

Acknowledgements The authors would like to express their sincere thanks to Jan Grudziński,
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Four-Bar Mechanism Substitution
for Balance Board Experiments:
A Parametric Study

Ambrus Zelei, Csenge A. Molnár and Tamás Insperger

Abstract Our research aims the study of balancing on a rolling balance board with
respect to dynamic properties such as stability and stabilizability. The goal is to
identify the parameter regions where human subjects are able to keep themselves
stable in the upright position for at least 60 s. The radius of the balance board and
the height of the foot platform are adjusted for each individual test, which is a
time demanding process. We give a preliminary design of a substituting four-bar
mechanism in order to speed up the balance board experiments and to extend the
limits of the parameter study. The mechanism is tunable quickly in order to imitate
the motion of the balance board with different radii and platform heights; whilst
the agreement of the kinematic behaviour is almost perfect for tilt angles within the
region of ±30◦. The dynamic behaviour of the mechanism and the balance board
are compared based on theoretically derived stability diagrams associated with the
underlyingmechanical models. The balancing process ismodelled by a proportional-
derivative delayed feedback controller in order to accountwith the reaction time delay
of the subject. We show that the stable parameter regions of the balance board and
the mechanism are in good agreement, therefore the mechanism can be used as a
substituting device for balance board.
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1 Introduction

Understanding the mechanism of keeping balance during everyday activities is an
important task for physiologists and neuroscientists. Balance disorders often leads
to falls, which may result in fatal injuries, especially in the elderly, therefore the
development of techniques and biomechanical devices to prevent falling is of high
importance [14, 15]. A key element of human balance research is to find an appropri-
ate mechanical model with some adjustable characteristic parameters, which reflects
balancing abilities of human subjects. For example, in stick balancing on the finger-
tip, the mechanical model is an inverted pendulum and the characteristic parameter
is the smallest length of the stick that a subject is able to balance for certain time
[2, 5, 6, 10, 18]. Typically, human subjects cannot balance stick of shorter than
30cm [11]. For quiet standing, the mechanical model is again an inverted pendulum
[7, 16], however, the length of the pendulum, i.e., the height of the subject, is fixed
and cannot be considered as an adjustable parameter. The advantage of the controlled
inverted pendulum model is its publicity in the literature, e.g. [1, 4]. Balancing on a
balance board is a generalized version of quiet standing, where some parameters of
the balance board (e.g., the geometry or the mass) can be adjusted [3, 12]. Signals
of balancing trials with different balance board geometry can be analyzed and quan-
tified using the method of stabilometry [13, 17]. This way the ability of balancing
in standing position can be analyzed as a function of some well defined parameters
[12]. A drawback of such analysis is that the configuration of the balance board
should be modified before each balancing trial, which, in case of systematic series of
measurements, may be time-consuming. This motivates the idea of creating a simply
adjustable mechanism, which provides the same motion as the balance board.

The concept of a four-bar mechanism substitution of a rolling balance board is
proposed, which can speed up the balance board laboratory measurement process.
The adjustment of the parameters of the balance board for different balancing trials
takes considerable time. Especially the interchange of the arcs is time consuming,
because in this case the balance board have to be completely disassembled (see
Fig. 1c). In addition to the quick adjustment, another advantage of the substituting
mechanism is that the parameters can be adjusted continuously. The first goal of this
work is to find the four-bar mechanism for which any point of the coupler link has
the same trajectory as the corresponding point of the balance board. This ensures
the same kinematic behavior. Secondly, it is shown that the dynamic behavior of the
balance board and the mechanism under delayed feedback control is similar.

2 Kinematic Analysis

Themain criteria to themechanism is that the ankle joint position of the balance board
(see point A in Fig. 1d) and the ankle joint position of the substituting mechanism
(see point E in Fig. 2) must have the same trajectory when the tilt angle ϑ is varied.
This results the same rigid body motion for the balance board and the coupler link
of the mechanism.
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(a) (b) (c)

(d)

Fig. 1 Balance board experiment set-up (a), simplified mechanical model (b), balance board with
interchangeable arcs (c), geometry (d)

Fig. 2 Substituting four-bar
mechanism

2.1 Balance Board

A rolling balance board shown in Fig. 1 is tilted by angle ϑ with respect to the
horizontal line. The subject’s feet are placed on the balance board. The geometric
parameters of the balance board are the radius R, the sole depth v and the parallel
shift e. The location of the foot is given by e, which is a fix parameter for each
subject, while R and v are tuned during balance experiments. Note that R and v can
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be adjusted to discrete values only. The human body is modeled by a rigid body of
which the tilt angle ϕ is measured from the vertical.

Figure 1d introduces a global frame of reference denoted by 0 and a local frame B
that is fixed to the balance board. The following position vector and rotation matrix
provides the transformation between frames 0 and B:

0pB =
⎡
⎣

−Rϑ

R
0

⎤
⎦ , 0RB =

⎡
⎣
cϑ −sϑ 0
sϑ cϑ 0
0 0 1

⎤
⎦ . (1)

The position of the ankle joint A in the local and global systemwith the simplified
notations sϑ = sin ϑ and cϑ = cosϑ are given by:

BrA =
⎡
⎣

−e
−v
0

⎤
⎦ , 0rA =0 RB

BrA +0 pB =
⎡
⎣

−Rϑ + v sϑ − e cϑ

R − v cϑ − e sϑ
0

⎤
⎦ . (2)

2.2 Substituting Mechanism

The geometric parameters of the four-bar mechanism shown in Fig. 2 are the distance
d and the depth a of the pivot points, the crank lengths l, the coupler length c and
the horizontal shift e of ankle joint E. The coupler link is tilted by angle ϑ , which
angle corresponds to the tilt angle of the balance board. The foot is kept parallel to
the coupler bar such that the elevation of the ankle joint is h.

2.2.1 Closed Form Solution for the Crank Angles

In order to express the ankle joint position, we need to determine the crank angles
α1 and α2. The goal is to find α1 and α2 as functions of tilt angle ϑ such that the
following vector-loop equations satisfy:

c1 + c2 = d

l
+ c

l
cϑ (3)

s1 − s2 = c

l
sϑ , (4)

where s1 = sin α1, c1 = cosα1, s2 = sin α2 and c2 = cosα2. The following identities
are applied to reorganize the vector-loop equations:

c1 + c2 = 2cpcm and s1 − s2 = 2smcp , (5)

where sp = sin γp, cp = cos γp, sm = sin γm, cm = cos γm and the new variables
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γp = α1 + α2

2
, and γm = α1 − α2

2
. (6)

Applying the identities (5) and the newly introduced variables (6), the vector-loop
equations (3) and (4) can be reformulated again in the form

2cpcm = d

l
+ c

l
cϑ , (7)

2smcp = c

l
sϑ . (8)

By dividing (8) and (7) the solution for γm and γp can be expressed as

γp = arccos

(
c

2l

sϑ
sm

)
and γm = arctan

(
c sϑ

d + c cϑ

)
. (9)

Finally, the crank angles are expressed using Eq. (6) as direct functions of the tilt
angle ϑ :

α1 = γp + γm and α2 = γp − γm. (10)

2.2.2 Position of the Ankle Joint in the Global Frame of Reference

The position vector of the local frame of reference M can be written based on Fig. 2.
Since the origin is in the middle of the coupler bar, the average of the endpoint
positions of the cranks are used.

0pM =
⎡
⎣

0xM
0yM
0

⎤
⎦ =

⎡
⎣

1
2 (−d + l c1) + 1

2 (d − l c2)
−a + 1

2 l s1 + 1
2 l s2

0

⎤
⎦ =

⎡
⎣

l
2 (c1 − c2)

−a + l
2 (s1 + s2)
0

⎤
⎦ .(11)

The fully expanded expressions for the position of the origin of frameM as functions
of ϑ are

0xM = − cA sϑ
2(d + c cϑ)B

, and 0yM = −a + A

2B
, (12)

where

A =
√
4l2 − c2 − d2 − 2cd cϑ and B =

√
1 + c2 s2ϑ

(d + c cϑ)2
. (13)

Since the tilt angle ϑ are the same, the rotation matrix of reference frames 0 and M
is the same as in the case of the balance board:
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0RM =0 RB . (14)

Finally, the ankle joint E position in the local and the global frames are expressed as

MrE =
⎡
⎣

−e
h
0

⎤
⎦ , 0rE =0 RM

MrE + 0pM =
⎡
⎣

0xM − h sϑ − e cϑ
0yM + h cϑ − e sϑ

0

⎤
⎦ . (15)

2.3 Optimization of the Substituting Mechanism

The cost function below expresses the integral of the error between the balance board
and the substituting mechanism ankle positions, which have to be minimized:

ϑmax∫

−ϑmax

∣∣0rE − 0rA
∣∣2 dϑ = min! (16)

The set of parameters {c, d , a, l, h} of the substituting mechanism has to be found
for which the cost function (16) is minimal in case of a certain set of parameters
{R, v} of the balance board. The number of unknown parameters is reduced by con-
sidering ϑ = 0 horizontal position. Based on Eqs. (2), (12), (13) and (15), expression
0yE = 0yA reads:

R − v cϑ − e sϑ = −a + A

2B
+ h cϑ − e sϑ , (17)

which simplifies after canceling the term e sϑ and substituting ϑ = 0. Substituting
expressions B(ϑ = 0) = 1 and A(ϑ = 0) = A0 we obtain an expression for a:

a = v + A0

2
+ h − R, with A0 =

√
4l2 − c2 − d2 − 2cd . (18)

Parameter c can be fixed too by setting its value in a certain region found by
trial-and-error method. Out of this region there is no solution that results close to
zero cost function (16). We set c = 1.4R.

After fixing parameters a and c, the remaining unknown parameters are d , l and
h. The minimum cost function have to be found in the three dimensional parameter
space (d , l, h). By means of a well chosen initial guess and a local minimum search
algorithmwe construct generally applicable formulae for the substitutingmechanism
geometric parameters:

c = 1.4R ; d = 2.956R ; a = 0.8786R ; l = 2.530R ; h = 0.5896R − v .

(19)
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Table 1 Some examples for optimal parameters of the substituting mechanism (the parameter
values used in the dynamic analysis in Sect. 3 are indicated by boldface)

Balance board radius R = 0.1m R = 0.25m

Parameter set for any v value

Coupler length c = 0.14m c = 0.35m

Pivot points distance d = 0.2956m d = 0.739m

(Pivot points depth) (a = 0.08786m) (a = 0.21965m)

Crank length l = 0.253m l = 0.6325m

Sole elevation for v = −0.1m h = 0.15896m h = 0.2474m

Sole elevation for v = 0m h = 0.05896m h = 0.1474m

Sole elevation for v = 0.1m h = −0.04104m h = 0.0474m

Fig. 3 Balance board and four bar mechanism together with parameters R = 0.1m, R = 0.25m
and v = −0.1m, v = 0m, v = 0.1m

The above parameters of the substituting mechanism can be set according to the
desired R and v values of the equivalent balance board. A few examples are collected
in Table 1 and in Fig. 3. Note that parameter a does not play any role in a real
application, because it induces a shift only of the ankle joint path and hence neither
the gradient of the potential function nor the stability properties change. Figure 3
shows that the ankle joint paths for the balance board and the mechanism overlap
each other with a difference smaller than 1mm.

3 Dynamic Analysis

We construct the dynamic model both for the balance board and the mechanism. The
dynamic behaviour is compared via the mass and stiffness matrices and the stability
properties. Since the kinematics (i.e. the motion of the ankle joint as the function of
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the tilt angle) are the same in case of both equipments, it is obvious that the dynamic
behaviour is the same when the inertial parameters of the equipments are neglected
(see Sect. 3.5). We observed that when considering the inertial parameters of the
equipments, the mass and stiffness matrix and the stability behavior are still similar.

3.1 Dynamic Model of a Human Standing
on the Balance Board

The mechanical model depicted in Fig. 1a is applied. We consider undeformable
bodies and ground, therefore rolling resistance does not appear in the model. This is
an acceptable simplification, since the balance board is placed on hard surface and
the wooden made balance board itself is also stiff.

We apply the Lagrange equation of motion for which the kinetic energy T , the
potential function U and the generalized force Q of the ankle control torque M are
expressed as:

T = 1

2
mH |ṙCH |2 + 1

2
mB |ṙCB |2 + 1

2
JHϕ̇2 + 1

2
JBϑ̇2 , (20)

U = mH g yCH + mB g yCB + 1

2
kA (ϑ − ϕ + ϕ0)

2 , (21)

Q = [−M , M ]T , (22)

wheremH andmB are themass and JH and JB are themassmoment inertia of the human
body and the balance board respectively, kA is the stiffness of the ankle and ϕ0 =
arcsin(e/lH) is the equilibrium angle of the human (Fig. 1a shows the tilted human
body near equilibrium). The human body and balance board centre of mass positions
are simply given by rCH = rA + lH

[−sϕ, cϕ, 0
]T

and rCB = pB − cB [−sϑ , cϑ , 0]T

respectively.
Using the generalized coordinates q = [ϕ(t), ϑ(t)], the following form of the

Lagrange equation of motion is used:

d

dt

∂T

∂ q̇i
− ∂T

∂qi
+ ∂U

∂qi
= Qi ; i = 1, 2 . (23)

3.2 Dynamic Model of a Human Standing
on the Substituting Mechanism

The mechanical model in Fig. 2 is applied with frictionless joints and undeformable
bodies. The kinetic energy and potential function of the substituting mechanism
reads
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T = 1

2
mH |ṙCH |2 + 1

2
mc|ṗM|2 + 1

2
JHϕ̇2 + 1

2
Jcϑ̇

2 + 1

2
Jl α̇

2
1 + 1

2
Jl α̇

2
2 , (24)

U = mH g yCH + ml g
l

2
s1 + ml g

l

2
s2 + mcgyM + 1

2
kA (ϑ − ϕ + ϕ0)

2 , (25)

where mc is the mass and Jc is the mass moment of inertia with respect to the centre
of mass of the coupler link. The crank mass isml and Jl is the mass moment of inertia
of one crank with respect to the pivot point. The centre of mass of the human body is
rCH = rE + lH

[−sϕ, cϕ, 0
]T
. The generalized force vectorQ is the same as in (22).

3.3 Computation of Ankle Torques During Human Balancing

During the balancing process the brain collects information from the environment via
the sensory organs and after processing sends signals to the muscles. This process
takes a certain time, which is modeled as a delay in the feedback loop. Here, we
assume a delayed linear feedback controller [16]. The ankle torque is calculated
based on the deviation from the equilibrium state q0 = [ϕ0, 0] as follows

M = Pϕ (ϕ(t − τ) − ϕ0) + Pϑ ϑ(t − τ) + Dϕ ϕ̇(t − τ) + Dϑ ϑ̇(t − τ) . (26)

3.4 Stability Diagrams

The linearized equation of motion reads:

Mq̈(t) + Kq̇(t) + Sq(t) = Pq(t − τ) + Dq̇(t − τ) . (27)

The stability of (27) can be determined by the semidiscretisation method [8]. The
stability of the system is represented in the space of the four control gains Pϕ , Dϕ ,
Pϑ and Dϑ . A projection of the stability diagrams to a fixed pair of Pϕ and Dϕ is
shown in Fig. 4.

3.5 Comparison of Stability Properties
in an Illustrative Example

The coefficient matrices and the stable region are compared in four cases:

• case BB0: balance board dynamic model, b. board inertia neglected (mB = 0,
JB = 0)
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• case Me0: mechanism dynamic model, mechanism inertia neglected (mc = 0,
ml = 0),

• case BB: complete balance board dynamic model,
• case Me: complete substituting mechanism dynamic model.

It is important to note, that the dynamic models are still not singular, even in the
case when we neglect the inertia of the balancing equipments. If the balance board
kinematics were imitated by the mechanism exactly, cases BB0 and Me0 would
provide exactly the same dynamic behaviour. When the inertia of the balancing
equipment is also considered, then a slightlymodifieddynamic behaviour is expected,
which is detailed in this section.

The balance board parameters were set to R = 0.25m and v = −0.1m and the
corresponding geometric parameters of the substituting mechanism are collected in
Table 1. The horizontal shift of the ankle joint is e = 0.1m. The inertial param-
eters of the balance board are: mB = 3.42 kg and JB = 0.0298 kg/m2. The centre
of mass position is given by cB = 0.136m. The inertial parameters of the substi-
tuting mechanism are: mc = 2 kg, ml = 1.5 kg and the mass moments of inertia Jc
and Jl are calculated by considering homogeneous and prismatic bars. The param-
eters of the bar that represents the human body are body mass mH = 65 kg, centre
of mass distance from the ankle lH = 1m, estimated mass moment of inertia with
respect to the centre of mass JH ≈ 1/12mH n2 = 16.21 kgm2, where n = 1.73m is
the height of the subject. Ankle stiffness is kA ≈ 0.91mH g n/2 = 501.9Nm/rad [9].
The damping matrix and the coefficient matrices of the delayed terms are the same
in all cases:

K =
[
0 0
0 0

]
; P =

[−Pϕ −Pϑ

Pϕ Pϑ

]
; D =

[−Dϕ −Dϑ

Dϕ Dϑ

]
. (28)

The mass and stiffness matrices in cases BB0 and Me0 respectively are:

M =
[
81.211 21.986
21.986 8.6125

]
kgm2 ; S =

[−132.53 −501.93
−501.93 438.16

]
Nm/rad . (29)

M =
[
81.211 22.040
22.040 8.6506

]
kgm2 ; S =

[−132.53 −501.93
−501.93 451.09

]
Nm/rad . (30)

In cases BB0 andMe0, the difference between the elements of the mass matrices
of are less than 0.5% and less than 3% for the stiffness matrices. This difference is
because the mechanism can not imitate exactly the balance board motion. The mass
and stiffness matrices in cases BB and Me respectively are:
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Fig. 4 Stability maps for the balance board and the substituting mechanism with and without
neglecting the inertia of the balancing equipments (cases BB0,Me0, BB and Me)

M =
[
81.211 21.986
21.986 8.6870

]
kgm2 ; S =

[−132.53 −501.93
−501.93 442.71

]
Nm/rad . (31)

M =
[
81.211 22.040
22.040 8.7337

]
kgm2 ; S =

[−132.53 −501.93
−501.93 456.85

]
Nm/rad . (32)

Comparing cases BB0 and BB one can notice that M22 and S22 changes only
with �M B

22 = 0.0745 kgm2 and �SB
22 = 4.55Nm/rad. Comparing cases Me0 and

Me one can notice that M22 and S22 changes only with �MM
22 = 0.0831 kgm2 and

�SM
22 = 5.76Nm/rad. Since �M B

22 ≈ �MM
22 and �SB

22 ≈ �SM
22, we can conclude

that adding the inertia of the balancing equipments changes the dynamic behaviour
similarly. Therefore the mechanism is suitable for the substitution of the original
balance board.

Figure 4 shows the stability maps generated by the method explained in Sect. 3.4
for cases BB0, Me0, BB and Me. The stability maps differ slightly which leads
to the conclusion again that the substituting mechanism can be used in laboratory
experiments instead of the balance board.

4 Conclusions

We proposed the idea of a substituting mechanism that makes the balance board
laboratory experiments faster and easier. The mechanism avoids the reassemble of
the balance board in each measurement point regarding different parameter setting,
like arc radius. Furthermore, the substitution mechanism can imitate the feeling of
other balancing experimental equipments.

We have presented the geometric parameters of the mechanism that results the
approximately the same kinematic behaviour as the balance board in the relevant tilt
angle region. We showed that the dynamic properties of the balance board and the
substituting mechanism are very close to each other so that the measurement result
are not affected. The coefficients in the linearised equation of motion and the stable
region of a controlled dynamic model were compared considering realistic inertial
properties. We conclude that the application of a substituting mechanism is feasible.
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Numerical and Experimental Modal
Analysis of Laminated Glass Beams

Alena Zemanová , Tomáš Plachý, Jaroslav Schmidt, Tomáš Janda,
Jan Zeman and Michal Šejnoha

Abstract This paper presents a numerical and experimental modal analysis of
laminated glass beams, i.e. a multilayer composite structure made of glass panes
bonded to an interlayer foil. These polymer foils provide shear coupling of glass
layers, damping of vibrations, and play a key role in post-breakage performance.
In this contribution, three-layer beams with ethylene-vinyl acetate interlayer are
investigated. Using a finite element discretization and the Newton method, we
solve numerically a complex eigenvalue problem which is nonlinear due to the
frequency/temperature-sensitive viscoelastic behavior of the interlayer. In our exper-
imental investigations, a roving hammer test was carried out to identify the mode
shapes, natural frequencies, and modal damping. The validation shows that there is a
good agreement between the numerical predictions and experimental data in natural
frequencies. However, the errors in loss factors can be high, because these values
are very sensitive to the material properties of polymer, frequency, temperature, and
boundary conditions. These effects are discussed in the concluding part of our study.

Keywords Laminated glass · Ethylen-vinyl acetate · Generalized Maxwell
model · Complex shear modulus ·Modal analysis · Natural frequency · Loss factor
1 Introduction

Laminated glass is widely used for transparent load-bearing, fail-safe structures. The
glass layers are connected with plastic interlayers, which provide shear coupling of
glass layers, damping of noise and vibrations, hold the broken glass layer together,
and can have also other functions such as UV control or aesthetics. Therefore, these
foils improve the behavior of brittle glass elements, but also complicate the simulation
of their response because of the viscoelastic nature of polymers [2].
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The overview of approaches to static and dynamic analyses of multi-layer beams
can be found, e.g., in [1, 3, 6, 8]. In this study, we focus on numerical and exper-
imental modal analysis of laminated glass beams. The geometrical and material
parameters of laminated glass specimens are introduced in Sect. 2. In Sect. 3, the
Newton-method-based finite element solver for free vibration analysis of laminated
glass beams is proposed and the results in terms of natural frequencies and loss fac-
tors are derived from the complex-valued eigenvalues. In Sect. 4, we describe the
experimental setup and report the measured values of natural frequencies and damp-
ing ratios. The numerical model is validated against the experiment and the errors
are compared and discussed in Sect. 5. The main findings are finally summarized
in Sect. 6.

2 Properties of Laminated Glass Specimens

Two samples of three-layer laminated glass beams with two different types of glass
were tested and analyzed, see Table 1.

The dimensions of all samples were as follows (see Fig. 1): the length l = 1.1 m,
the width b = 0.36 m, and the thicknesses h1/h2/h3 = 10/0.76/10 mm.

For both types of glass, the physical and mechanical properties for the description
of the linear elastic behavior are listed in Table 2. These values stay unaffected by the
tempering process. The Young modulus was measured by indentation using T750

Table 1 The material composition of the layers in the tested specimens

Name Interlayer Glass

EVA-HS Ethylen-vinyl acetate (EVA) Heat strengthened glass

EVA-AN Ethylen-vinyl acetate (EVA) Annealed glass

glass

polymer
glass

y

zz

x

l b

h1

h3
h2

Fig. 1 The geometry of a three-layer laminated glass sample

Table 2 Material parameters for the description of elastic behavior of glass (the same values for
the annealed and heat strengthened glass)

Glass

Density ρ1 = ρ3 2500 kgm−3

Young’s modulus of elasticity E1 = E3 76.6 GPa

Poisson’s ratio ν1 = ν3 0.22 –
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Hysitron TriboIndenter in the Centre of Excellence Telč, and the other values were
set according to the data provided in the draft prEN 16612 standard [4].

The polymer behavior shows frequency and temperature sensitivity. To capture
this fact, we use a generalized Maxwell model for the description of viscoelastic
response of polymer behavior, yielding the frequency-dependent complex-valued
shear modulus in the form

G2(ω) = G2,0 + G2,ω(ω), (1)

where the initial shear modulus G2,0 = G2,∞ + ∑P
p=1 G2,p is a real constant cor-

responding to the sum of a long-term modulus G2,∞ and all moduli of individual
Maxwell cells G2,p. On the other hand, the second part,

G2,ω(ω) = −
∑

p

G2,p
1

ω2θ2
p + 1

+ i
∑

p

G2,p
ωθp

ω2θ2
p + 1

, (2)

is complex-valued and depends on an angular frequency ω. The relaxation times θp
are related to the viscosity of each unit. To capture also the temperature-dependency,
these times are shifted using the factor aT from the Williams-Landel-Ferry equa-
tion [11]

log aT = − C1(T − T0)

C2 + T − T0
, (3)

where T and T0 are the given and reference temperatures, respectively, and the
parameters C1 and C2 are to be determined from the experimental data.

The frequency/temperature characteristics of polymer interlayers were obtained
by dynamic torsion tests in the HAAKEMARS rheometer with the frequency range
up to 100 Hz. More details about the experimental measurement and the subsequent
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Fig. 2 The frequency/temperature-dependence of the real and imaginary part (storage and loss
moduli) of the complex-valued shear modulus G2(ω) for the EVA interlayer according to Table 3
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Table 3 Material parameters for the description of linear viscoelastic behavior of ethylen-vinyl
acetate (EVA) interlayer

Polymer EVA

Density ρ2 950 kgm−3

Long-term shear
modulus

G2,∞ 1009 kPa

Poisson’s ratio ν2 0.49 –

Reference temperature T0 20 ◦C
Parameters C1 113 –

C2 404 ◦C

Table 4 Prony series for spring-dashpot Maxwell elements of ethylen-vinyl acetate (EVA) inter-
layer

p θp (s) G2,p (kPa) p θp (s) G2,p (kPa)

1 10−3 1177 8 104 126

2 10−2 447 9 105 425

3 10−1 265 10 106 203

4 100 323 11 107 224

5 101 267 12 108 206

6 102 350 13 109 133

7 103 411 14 1010 278

determination of the parameters for the generalized Maxwell model can be found
in [10] or [7]. The data were measured in the frequency range 0.001–100 Hz and
temperatures 20–60 ◦C. However, the measurements of the storage and loss mod-
uli for the frequencies over 50 Hz exhibited high scatter. In addition an unreliable
rapid decrease in the storage modulus was observed. The data beyond 50 Hz were
therefore excluded from further consideration. The complex shear modulus of EVA
foil is shown for two temperatures in Fig. 2, and the corresponding parameters are
summarized in Tables 3 and 4. The data for higher frequencies were obtained by
shifting values for lower temperatures according to Eq. 3.

3 Finite Element Solver for Complex-Eigenvalue Analysis

In our numerical simulation, we rely on the finite element method and use refined
beam elements with 9 unknowns per cross-section related to bending, shear and
membrane effects in each layer. Due to the perfect bond of polymer and glass on
inter-layer surfaces, only 5 unknowns are independent, see Fig. 3.

After discretization, we solve a problem described by the system of equations [6],
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Fig. 3 The refined beam element and its degrees of freedom for the cross-section related to the
n-th node

(
K(ω) − ω2M

)
U = 0,

U0
T(U − U0) = 0, (4)

with the unknown natural angular frequencies ω, the corresponding mode shapes U,
the stiffness matrixK(ω), themassmatrixM, and an initial value of mode shapesU0.
The first equation is a classical eigenvalue problem which is complex and nonlinear
due to the frequency-dependency complex-valued stiffness matrix K. The second
equation corresponds to a normalization condition to obtain a well-posed problem.

The stiffnessmatrix can be decomposed into a constant and a frequency-dependent
part

K(ω) = K0 + G2,ω(ω)Kc, (5)

where the constant componentK0 contains the stiffnesses of glass layers and the part
of the interlayer stiffness matrix corresponding to the initial shear modulus G2,0,

1

and the frequency-dependent member G2,ω(ω)Kc, where the frequency-dependent
shear modulus G2,ω(ω) is extracted from the matrix, recall Eq. 1.

In the numerical analysis, we use the following linearization of the unknowns

k+1ω = kω + δω,
k+1U = kU + δU, (6)

where the quantities for the (k + 1)-th step are computed from the previous ones
for the k-th iteration and their increments. Using the Newton method, the nonlinear
system Eq. 4 is converted to the linear system

⎡

⎣K(kω) − kω2M
(

∂G2,ω

∂ω
(kω)Kc − kω2M

)
kU

U0
T 0

⎤

⎦
[
k+1U
δω

]

=
[

0
U0

TU0

]

. (7)

1The initial shear modulus G2,0 was selected as a starting point of a solver, because its value is
always nonzero, unlike the long-term modulus G2,∞.
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Then, the algorithm based on the Newton method is schematically summarized in
Algorithm 1. At the beginning, we solve only the eigenvalue problem fromEq. 4 with
the constant stiffness matrix K0 to obtain the initial values of frequencies and mode
shapes, ω0 and U0. The complex-valued natural angular frequency ω is obtained by
the iterative procedure for each searchedmode independently. Finally, the real-valued
natural frequency fHz and the loss factor η are extracted according to

ω2 = (2π fHz)
2 (1 + iη) , (8)

which corresponds to the last two lines of Algorithm 1.

Algorithm 1: Newton method-based eigenvalue solver
Data and initial values:
set tolerance εtol
assemble K0, Kc, andM
get ω0, U0 solving

(
K0 − ω2

0M
)
U0 = 0

for GIVEN MODE do
initialization: k ← 0, 0ω = ω0, 0U = U0, 0εres = 10εtol
while kεres > εtol do

evaluate G2,ω(kω),
∂G2,ω

∂ω
(kω)

get δω, k+1U solving system Eq. 7
update k+1ω ← kω + δω

residual k+1εres = ‖(K(k+1ω) − k+1ω2M)k+1U‖
‖k+1U‖

k ← k + 1

ω ← k+1ω, U ← k+1U

� natural frequency fHz =
√
Re[ω2]
2π

� loss factor η = Im[ω2]
Re[ω2]

In Table 5, the values obtained by the proposed solver, Algorithm 1, are summa-
rized in terms of natural frequencies and loss factors derived from Eq. 8. Let us note

Table 5 Numerical predictions of natural frequencies and loss factors for samples with ethylen-
vinyl acetate interlayer (EVA) and analytically obtained natural frequencies for free-free beams
made of monolithic glass (MG) for first three bending modes [5]

Mode Natural frequency (Hz) Loss factor (%)

EVA 26 ◦C MG 20.76 mm MG 10 mm EVA 26 ◦C
1st bending 82.26 97.62 47.02 1.40

2nd bending 182.37 269.10 129.62 1.99

3rd bending 317.05 527.58 254.13 1.92
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that the modes related to the rigid body motion of a free-free beam were excluded
from our consideration. To gain an insight into the level of shear coupling provided
by the interlayers, we show also the natural frequencies of the monolithic glass beam
with the thickness of 20.76 mm (the whole thickness of laminated glass beam) and
the natural frequency of one independent glass layer (10 mm thick) in the third and
fourth column in Table 5. It is obvious that this range is quite wide. The values corre-
sponding to no shear interaction in the interlayer are one half of those corresponding
to the perfect bond in the interlayer.

4 Experimental Testing

In our experiment, two samples of laminated glass beams, recall Table 1 and Fig. 1,
were analyzed. Each beam was suspended in such a way as to simulate free-free
boundary conditions.We tested two options: first, the glass pane wasmounted on soft
pads made of a flexible sponge substrate, and second, the specimen was suspended
on a pair of soft strings as shown in Fig. 4. The data presented here correspond to the
second experimental setup as it delivered smaller values of damping and therefore it
better represents the unsuspended (free-free) beam.

Experimental modal parameters (in our case the natural frequencies, damping in
terms of damping ratios, and mode shapes) were obtained from a set of frequency
response function measurements with a frequency step of 1 Hz.We used a measuring
device (Brüel and Kjaer) consisting of a data acquisition unit type 3560-B-120, an
impact hammer type 8206, and a miniature piezoelectric accelerometer type 4519-
003 placed at a corner of a laminated glass plate. The sample was impacted at
27 points in a 3 × 9 grid to define the mode shapes of the structure. The software
Pulse (Brüel and Kjaer) was used for the signal acquisition and processing. Then the
obtained frequency response functions were exported to a post-processing software
MEscopeVES (Vibrant Technology) where the modal parameters were extracted.
The ambient temperature during the experiment was 26 ◦C.

Fig. 4 A tested sample of a three-layer laminated glass beam (left) and the experimental setup for
the simulation of free-free boundary conditions in the modal analysis of a laminated glass beam
(right)
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Table 6 Experimentally determined natural frequencies and damping ratios for both tested samples
for first three bending and torsional mode shapes

Mode Frequency (Hz) Damping ratio (%)

EVA-HS EVA-AN EVA-HS EVA-AN

1st bending 80.32 81.08 1.298 1.286

1st torsional 120.8 122.0 2.016 1.957

2nd bending 182.4 183.8 2.298 2.252

2nd torsional 241.1 243.2 2.157 2.106

3rd bending 318.0 320.3 2.302 2.218

3rd torsional 365.2 368.4 2.238 2.195

The natural frequencies and damping ratios from our experimental modal analysis
are summarized for the first three bending and torsionalmodes inTable 6. It is obvious
that the response is almost the same for both the heat strengthened and annealed
glasses owing to the same Young modulus and density, recall Table 2.

5 Validation and Discussion

In this section, we validate our numerical predictions of natural frequencies and loss
factors against the experimental data and discuss the results and errors.

5.1 Natural Frequencies

Let us start with the comparison of the numerical predictions and experimental values
of the first three natural frequencies. Figure 5 (left) shows quantile-quantile plots for
these values. There are two plots in each graph: the numerical prediction against the
experimental data for heat strengthened or annealed glass. However, they overlap,
and only a very small difference can be seen for the samples with different glasses.
The dashed line indicates a perfect match with the experiment.

The corresponding errors can be found in Fig. 5 (right). For the EVA foil, we
predicted the values of the first three natural frequencies with errors below 2.5%.

5.2 Loss Factors

Until now we have used two parameters characterizing damping: the loss factor in
our numerical simulations and the damping ratio from experimental measurement.
Therefore, the essential step is to specify a formula for the transfer of these two



Numerical and Experimental Modal Analysis … 493

0 100 200 300 400

EXPERIMENTAL FREQUENCY [Hz]

0

100

200

300

400

N
U

M
E

R
IC

A
L 

F
R

E
Q

U
E

N
C

Y
 [H

z]
EVA-HS
EVA-AN

1 2 3

MODE

-3

-2

-1

0

1

2

3

E
R

R
O

R
 IN

 F
R

E
Q

U
E

N
C

Y
 [%

] EVA-HS
EVA-AN

Fig. 5 Comparison of numerical and experimental natural frequencies for first three modes
expressed by quantile-quantile plot (left) and errors of numerical predictions against experimental
data (right)

0 2 4 6 8

EXPERIMENTAL LOSS FACTOR [%]

0

2

4

6

8

N
U

M
E

R
IC

A
L 

LO
S

S
 F

A
C

T
O

R
 [%

]

EVA-HS
EVA-AN

1 2 3

MODE

-80

-60

-40

-20

0

E
R

R
O

R
 IN

 L
O

S
S

 F
A

C
T

O
R

 [%
] EVA-HS

EVA-AN

Fig. 6 Comparison of numerical and experimental loss factors for first three modes expressed by
quantile-quantile plot (left) and errors of numerical predictions against experimental data (right)

quantities. Because the damping ratios are small, up to 3% for EVA, we use the
approximation [1]

η ≈ 2ζ, (9)

where ζ is the measured damping ratio and η is the numerically evaluated loss factor.
This formula is accurate within the error of 0.2% for damping ratios ζ < 5% (which
is our case). A more accurate relation is available in [9].

The validation of the loss factors from our numerical simulation against the cor-
responding properties from the experimental measurements is shown in Fig. 6 rep-
resenting again the quantile-quantile plot of the numerical and experimental loss
factors (left) and the errors of our numerical predictions against the experimental
data (right). It is obvious that the agreement of the numerical prediction of the loss



494 A. Zemanová et al.

10-1 100 101 102 103

FREQUENCY [Hz]

0

2

4

6

8

S
T

O
R

A
G

E
 M

O
D

U
LU

S
 [M

P
a] PS

EX

10-1 100 101 102 103

FREQUENCY [Hz]

0

0.2

0.4

0.6

0.8

1

LO
S

S
 M

O
D

U
LU

S
 [M

P
a]

PS
EX

Fig. 7 Storage and loss moduli for EVA interlayer at 26 ◦C: fitted curve according to Prony series
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factor with the experimental data is substantially worse than for natural frequencies.
In particular, the predicted damping is underestimated in all cases.

The errors in loss factors are about 45% for the loss factor related to the first mode
shape, 55% for the second mode, and up to 58% for the third mode. The reasons for
these high errors can be divided into two categories: (i) a non-optimal fit of the loss
modulus for this frequency range or (ii) some additional damping which is omitted in
our model. To gain an insight into the level of damping of glass layers, air damping,
or the influence of the soft wires, we also plan to perform the experimental modal
analysis of a single monolithic glass plate under the same boundary conditions. In
our discussion, we will focus on the possible effect of the loss modulus on the errors,
because the validation of the fitted Prony series for the two interlayers was the main
aim of this study.

It can be seen from Eq. 8 and Algorithm 1 that the loss factor η is the ratio of the
imaginary and real part of the second power of the complex-valued natural angular
frequency. Therefore, it is strongly influenced by the imaginary and real part of the
complex-valued shear modulus of the interlayer.

In Fig. 7, the comparison of the measured data from the rheometer (EX) and the
fitted curve (PS) according to Table 3 is shown for both moduli. The fitted curve
was plotted for the ambient temperature 26 ◦C and the frequency up to 50 Hz (due
to the frequency limit of the rheometer) and shifted using the factor from Eq. 3 for
the measurements at 20 and 30 ◦C. In case of the loss modulus, there is an increase
in measured values. However, this increase is not reflected in the fitted curve.

This corresponds to the fact that our prediction of loss factors always underesti-
mated the measured values. Moreover, the damping of laminated glass members in
this study is quite small – the values of the loss factors are under 5%, and they are
strongly sensitive to temperature and boundary conditions.
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6 Conclusions

We performed a numerical and experimental modal analysis of laminated glass
beams. The aim of this study was to verify and validate the material data for the
EVA interlayer, which were obtained by fitting from the dynamic torsion tests in
the HAAKE MARS rheometer. It follows from our analysis that we can predict the
natural frequencies of laminated glass elements very well using the fitted material
parameters of the generalized Maxwell model. On the other hand, the estimation of
damping in the laminated glass structures is only rough. One of the reasons can be
non-optimal fit of the loss modulus for the EVA interlayer. On the basis of this study,
we plan to develop an approach based on an inverse finite element analysis, which
could solve this issue.
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Methods of Simulation Investigations
of Non-linear Vibrations in the Steering
System of a Motorcycle

Dariusz Żardecki and Andrzej Dębowski

Abstract The paper presents special methods of modeling and simulation based
sensitivity analysis of torsional vibrations in the motorcycle steering system. The
vibrations generated in the motorcycle steering system in the presence of freeplay
and friction phenomena have a strong non-linear nature because of stick-slip pro-
cesses. Due to the threshold character of these nonlinearities and the variability of
the model structure, simulation-type investigations of such vibrations are difficult
and still require extensive research. For solution these difficult problems, special
methods of modeling and special methods of simulation analysis have been applied.
The luz(…) and tar(…) projections with their original mathematical apparatus give
new facilities for modeling and analysis strong non-linear vibrations. Among other,
they can be used for synthesis substitutive formulas expressing time lag phenomena
in such systems, they are very useful also when the model of the system is reduced
parametrically. Application of Lissajou portraits and Poincare maps seems to be
attractive methods not only for visualization of the non-linear vibrations, but also
effective methods for analysis these spectacular signals what has been done in a
simulation software.

Keywords Systems with freeplay and friction · Simulation of vibrations ·
Sensitivity analysis · Computational procedures · Matlab-Simulink

1 Introduction

Torsional vibrations observed in motorcycle steering systems are a significant prob-
lem for the handling quality and active safety as well as for the comfort of riders.
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These vibrations are especially evident in motorcycles operated at high dynamic
loads and high speeds. The physical nature of the vibrations can be different and very
complicated. Two groups of reasons are visible: the first one—direct excitations (by
wheel’s unbalance, road surface’s unevents), and the second one—structural dynam-
ical effects even instabilities (caused by improper design of the vehicle and wear of
steering mechanism and suspension) [1, 2]. Note, that vibrations generated in the
motorcycle steering system in the presence of mechanical backlash and friction may
have a strong non-linear nature because of stick-slip processes and other strange
dynamical effects [3]. It is well known, that due to the threshold character of these
nonlinearities and the variability of the model structure, simulation investigations of
such vibrations are especially difficult and still require extensive research [4–6].

For solution these difficult problems, special methods of modeling (based on
piecewise linear luz(…) and tar(…) projections) and special methods of simulation-
based sensitivity analysis (with phase-type and Lissajou plots, Poincare maps) have
been elaborated and applied [7, 8]. In this paper this methods are briefly described
and illustrated by several examples of investigations. The reported study is related
to Dębowski’s doctoral thesis on automatic damping of vibrations in motorcycle
steering system.

The paper is organized as follows. In Sect. 2 the main information on the math-
ematical model and on the luz(…) and tar(…) mathematical apparatus is given.
Section 3 presents information on the simulation software and method of analysis.
Section 4 presents examples of simulation investigations for several sets of the model
data. Section 5 contains recapitulation and conclusion.

2 Modeling of Torsional Vibrations with Using Luz(…)
and Tar(…) Projections

Elaborationof simulation-basedmethods of analysis of nonlinear vibrations inmotor-
cycle steering systems requires rather simple mathematical models which express
only main attributes of the system’s nonlinear dynamics and main attributes of exter-
nal excitations. Such a model should express dynamic effects of inertia, damping
(with friction) and elasticity (with freeplay). For testing simulation-based methods
of analysis nonlinear vibrations in the steering system, its substitute physical structure
can be simplified to the one-mass system (Fig. 1).

This physical model corresponds with a situation where the motorcycle’s handle-
bar is fixed and torsional vibrations of the wheel may be caused by the application
of a variable external torque (e.g. due to wheel unbalance) or by twisting the system
to move the wheel out of its angular position of equilibrium and then releasing it
free. This equivalent of the steering system is actually a torsional pendulum where a
twisted rigid inert element (themotorcycle’swheel) is coupledwith aweightless elas-
tic shaft (linear elasticity) mounted with a freeplay in a housing [9]. The shaft of the
inert element is placed in a housing bearing. The bearing acts on the twisting motion
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Fig. 1 Idea of physical
substitute model for testing
methods of simulation
investigations of nonlinear
vibrations in the motorcycle
steering system

through viscous friction forces (linear damping) and dry friction forces (dry kinetic
and dry static friction, which causes the stick-slip phenomenon). Such a single-mass
object reflects the most important attributes of the steering system dynamics and
simultaneously makes it possible to analyse torsional vibrations in the presence of
“sharp” non-linearities arising from the freeplay and friction actions. Note, that the
aspect of tyre-road interaction is disregarded here. Otherwise, the model would be
more complicated unnecessarily (without any impact on the analysis method).

The mathematical model that describes torsional vibrations of the wheel (non-
linear because of the freeplay and friction effects) is given by the second-order
differential equation with a variable structure [6]:

J α̈(t) �
⎧
⎨

⎩

Mw(t) − k · luz(α(t), α0) − μ · tar
(
α̇(t), MT K0

μ

)
, i f α̇(t) �� 0

luz(Mw(t) − k · luz(α(t), α0), MT S0), i f α̇(t) � 0
(1)

Notation:
J—moment of inertia; μ—damping coefficient (for viscous friction);

MTK0—moment of dry kinetic friction force; MTS0—maximum value of the moment
of dry static friction force; k—stiffness coefficient; α0—angular freeplay (“dead
zone”) parameter; α—angle of torsion; Mw—moment of the external input force;
t—time.

The luz(…) and tar(…) are piecewise-linear mutually inverse projections (Fig. 2)
and have analytical description:

luz(x, a1) � x +
|x − a1| − |x + a1|

2
(2)

tar(x, a2) � x + a2s∗, where s∗ ∈ [−1, 1], a2 > 0 (3)

Two different structures of the model (1) for the conditions α̇(t) �� 0/α̇(t) � 0
express a dry friction action for dynamic and static states. In this model, the tar(…) is
used to describe the classic Coulomb function expressing the kinetic friction force,
and the luz(…)—todescribe the stiffness forcewith the freeplay (backlash), aswell us
to express action of the static dry friction force when the mass has a speed equal zero.
Note, that in the state α̇(t) � 0 when |MW(t) − k·luz(α(t), α0)|≤ MTS0, one obtains
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Fig. 2 Topological
interpretation of luz(…) and
tar(…) projections

also the zeroing of the second derivative of the α(t) and finally the stiction. This
state is finished when |MW(t)− k·luz(α(t), α0)|> MTS0. In numerical calculations, the
controlling of variability of themodel structure is operated by adopting the conditions
|α̇(t)|> ε and |α̇(t)|≤ ε, where ε is a “small parameter” (as in the Karnopp model of
stick-slip [10]).

The luz(…) and tar(…) projections with their original simple mathematical appa-
ratus (developed in Żardecki’s papers [6, 11, 12]) give new facilities for modeling
and analysis vibrations in such strongly non-linear systems. This is because luz(…)
and tar(…) have surprisingly simple properties. Example analytical formulas (here
for tar(…) and non-negative parameters) are presented below:

k · tar(x, a) � tar(k · x, k · a) (4)

k1 · tar(x, a1) + k2 · tar(x, a2) � (k1 + k2) · tar

(

x,
k1 · a1 + k2 · a2

k1 + k2

)

(5)

tar(. . .) � luz(. . .)−1 (6)

Because of inversity (6), luz(…) and tar(…) are very useful to unravel degenerated
Eq. (1), when the model is reduced parametrically by zeroing of the small inertia
parameter. Finally, in such case when J → 0 the model reduces to the first order
differential equation [6].

In the absence of freeplay (α0 � 0) and dry friction (MTK0 � MTS0 � 0), the
non-linear Eq. (1) reduces to the well known linear form:

J α̈(t) + μα̇(t) + kα(t) � Mw(t) (7)

This linear differential equation canbe presented in theLaplace or Fourier operator
form which are very useful in the classic frequency analysis of the vibrations. At
zero initial conditions, the Laplace operator Eq. (8) with the transfer function (9) is
obtained:

α̃(s) � G(s)M̃w(s) (8)

G(s) � G0
(

s
ω0

)2
+ 2ξ s

ω0
+ 1

(9)

where the transmittance parameters are:
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G0 � 1

k
system gain factor (10)

ω0 �
√

k

J
characteristic frequency of the

breakpoint in the spectral-response curve (11)

ξ � 0.5
μ√
Jk

system damping coefficient

(when ξ ≥ 1, the system does not oscillate) (12)

The transmittance parameters makes easier the scaling of Eq. (1) in a simulation
program.

3 Research Software for the Simulation and Analyses
of Non-linear Vibrations

The luz(…) and tar(…) mathematical apparatus has been applied in simulation pro-
grams written in Matlab-Simulink environment. Details about this software and its
testing with using different numerical algorithms (difficult problems of simulation
of stick-slip processes in the neighbourhood of zero velocity) are shown in articles
[7, 8]. The presented paper supplements and develops previous authors publications
on simulation of torsional vibrations.

The first part of the software is an M-file prepared in the Matlab language and
the second one is a simulation model defined in the form of block diagrams imple-
mented in the Simulink graphic environment. The M-file organizes the simulation
calculations and their visualization; moreover, the variables and parameters are also
defined in it. The model may be downloaded from the Internet [13].

The general structure of simulation model in the Simulink is presented in Fig. 3.
The macro-block includes a detailed schematic diagram of the simulation model.
The other blocks represent virtual oscilloscope, clock unit, generator block (also
for nonlinearly modified input excitations), and blocks of the “To-Workspace” type,
making it possible to export the computation results to theM-file level. The extended
simulation model also includes generators of disturbances (white noise) of signals.

The schematic diagrams in Figs. 4 and 5 depict the essence of functioning of
the computational model. This model has so called “hard zeroing mechanism”. For
the whole reset signal duration time, the integrator remains in its initial state. The
reset signal is generated by the detector block in a closed loop system, based on
the velocity state output signal. This signal becomes available earlier than the signal
at the integrator output, thanks to which an algebraic loop is avoided. The control
condition (α̇(t) �� 0/α̇(t) � 0 or |α̇(t)| > ε and |α̇(t)| ≤ ε) is defined in the detector.

The visualization of simulation results contains standard presentation of wave-
forms Mw(t), α(t), phase portraits α̇(α), Lissajou figures α(Mw), stroboscopic
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Fig. 3 Schematic diagram of the basic model structure

Fig. 4 Simulation model with a “hard zeroing mechanism”

Fig. 5 Singular state detector model

Poincare maps. Two representative examples for the system with freeplay and dry
friction are in Fig. 6 [8].

The latest version of the software (used in this paper) introduces new visualization
procedures that facilitate the sensitivity analysis. They enable 3D presentation for
changed values of the selected parameters.

4 Example Results of Simulation Tests and Vibration
Analyses

The simulation investigations described in this paper present the essence of sensitivity
methods. These studies are an extension of the research described in the paper [8].
Because of editorial limitations, the presented results (Fig. 7) are limited only to the
new 3D visualization procedures.
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Fig. 6 Results of testing free and induced vibrations

The research concept of the presented studies is as follows:

– The initial conditions of variables are zero, and the input signal has a form Mw(t) �
Mw0sin(ωt).

– The assumed values of the model parameters concern a scaled model, previously
used at the testing of numerical and graphical procedures [7, 8]. They are given in
the Table 1.

The computations are carried out for data sets, with variations of compliance-type
parameters

(K � 100, 200, . . . 1000,Luz � 0, 0.01, . . . 0.1)

– Variant 1: Linear model (Luz_0 � 0, T_kin � 0, T_stat � 0). Here, only K is
changed;

– Variant 2: Non-linear model, with freeplay but without dry friction (T_kin � 0,
T_stat � 0);
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Variant 1: linear model (with neither freeplay nor dry friction). K is changed

Variant 2: non-linear model (with freeplay but without dry friction). 

K and Luz are changed

Variant 3: non-linear model (without freeplay but with dry friction). K is changed

Variant 4: non-linear model (with freeplay and dry friction). K and Luz are changed

Fig. 7 Results of testing forced vibration in the absence of measurement disturbances
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Table 1 List of parameters of the simulation model

Notation used Value Description

Alfa 0 Initial angle of torsion of the
torsional pendulum

Ampl 1 Amplitude of the input signal

Omega 1 Angular frequency of the input
signal

K 100–1000 Stiffness parameter

T_stat 0.2 Maximum moment of static
friction forces

T_kin 0.2 Moment of dry kinetic friction
forces

J 0.5 Moment of inertia

Tlum 0.5 Damping coefficient (for
viscous friction)

Luz 0–0.1 Angular freeplay parameter

Luz_gen 0 Freeplay parameter of the
external input generator

e 0.0001 “Hard zeroing” parameter

np 0 Amplitude parameter of the
measurement noise

Their values are in SI system

– Variant 3: Non-linear model without freeplay but with dry friction (Luz_0 � 0).
Here only K is changed;

– Variant 4: Non-linear model, with freeplay and dry friction.

– Calculation of sensitivity curves is performed for fixed vibration conditions (when
t > 35 s).

5 Conclusions

This paper has presented themethods of simulation-based sensitivity investigations of
non-linear torsional vibrations in the steering system of a motorcycle. The examples
of the studies have been based on the substitute one-massmodel (torsional pendulum)
taking into consideration non-smooth non-linearities—the freeplay and dry friction
with stiction. The vibrations analyzed in the paper were caused by external sinusoidal
excitations. Simulation processes have been executed with using special numerical
procedures in Matlab-Simulink environment. Visualization of the results has been
done not only in standard way but also with using 3D charts of Lissajou figures.
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The presented methods of investigations are based solely on time-domain simu-
lations and do not require frequency analysis, which is known to be unreliable in the
case of dynamic studies of strongly nonlinear systems.

Of course, the use of these methods in the analysis of torsional vibrations in the
motorcycle steering systems requires multiple simulations to be carried out on a
model having a more complicated structure with respecting road-wheel interactions.
But the methodology of this research will be the same.

References

1. Cossalter, V.: Motorcycle Dynamics. United Kingdom (2006)
2. Pacejka, H.B.: Tyre and Vehicle Dynamics. Elsevier, Oxford (2012)
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