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Preface

Nowadays, the exploitation of ICT technologies in urban environments is enabling
the realization of smart infrastructures that provide enhanced digital services
improving the quality-of-life of citizens and the cities’ efficiency.

In this field, significant smart applications include but are not limited to smart
parking, traffic management, smart lighting, structural health monitoring, air quality
and pollution monitoring, health monitoring, waste management, smart grids and
city energy optimization, smart urban drainage networks, building automation, and
emergency detection and management.

Since all these applications share a common urban environment and common
goals, they need to interact with each other and with citizens, creating a Smart
Urban Ecosystem (SUE).

An SUE is a people-centric system of systems needing a tight integration
between cyber and physical components for sensing, reasoning, and controlling the
urban environment. In this context, The Internet of Things (IoT) constitutes an
enabling technology as it bridges the gap between physical things and software
components and empowers the cooperation among distributed, pervasive, and
heterogeneous entities.

The development of an SUE introduces several challenges, which include
heterogeneous system integration, interoperability among different technologies,
fault tolerance, scalability, system maintenance, geographical and functional
extensibility, social networking, mobile computing, context-aware applications and
services, human-in-the-loop modeling and simulation, big data analysis, cloud- and
edge-based IoT frameworks and environments, field experiments and testbeds.
Moreover, the realization of an SUE requires cross-domain knowledge expertise
spanning from computer science to electronic, electrical, civil, hydraulic, and
energy engineering.

The main objective of this book is to provide a multidisciplinary overview of
methodological approaches, architectures, platforms, algorithms, and applications
for the realization of Smart Urban Ecosystems.
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The book includes 15 chapters covering three main topics: (i) software archi-
tectures and platforms for SUEs, (ii) development approaches and algorithms for
SUEs implementation, and (iii) applications and case studies related to specific
smart infrastructures and smart cities. A short introduction to the chapters is pro-
vided below.

The Chapter “A Social and Pervasive IoT Platform for Developing Smart
Environments”, by Orazio Briante, Franco Cicirelli, Antonio Guerrieri,
Antonio Iera, Alessandro Mercuri, Giuseppe Ruggeri, Giandomenico Spezzano,
and Andrea Vinci, gives an overview of the iSapiens platform, which is a
Java-based platform specifically designed for the development and implementation
of Smart Environments (SEs). iSapiens exploits the Social Internet of Things
paradigm that allows to dynamically discover “things” without requiring inter-
vention from humans. iSapiens provides tools for the realization of pervasive SEs
and relies on the edge computing paradigm. Moreover, the chapter reviews some
SE applications built by leveraging iSapiens features.

The Chapter “Smart City Platform Specification: A Modular Approach to
Achieve Interoperability in Smart Cities”, by Arianna Brutti, Piero De Sabbata,
Angelo Frascella, Nicola Gessa, Raffaele Ianniello, Cristiano Novelli,
Stefano Pizzuti, Giovanni Ponti, proposes a development methodology and a
modular and scalable multilayered ICT platform to address the problem of
cross-domain interoperability in the context of smart city applications. As a distinct
feature, the chapter tackles issues about interoperability on the Information and
Semantic levels and provides an approach for finding the correct balance between
prescriptive and elastic specifications.

The Chapter “Integrated Cyber Physical Assessment and Response for Improved
Resiliency”, by P. Sivils, C. Rieger, K. Amarasinghe, and M. Manic, provides a
summary and analysis of crucial concepts and challenges in assessing
cyber-physical degradation, heterogeneous data fusion, and visualization under a
smart city IoT architecture. The main objective is to provide a basis for enhancing
the effectiveness of human response to physical and cyber events.

The Chapter “On the Integration of Information Centric Networking and Fog
Computing for Smart Home Services”, by Marica Amadeo, Andrea Giordano,
Carlo Mastroianni and Antonella Molinaro, focuses on the role that can be assumed
by the Information Centric Networking (ICN) paradigm to support future Internet
communications and data delivery in smart urban ecosystems, including smart
home/building services. The integration of ICN with Cloud/Fog resources is also
discussed in the chapter, and a reference architecture is presented as a
proof-of-concept, together with a preliminary testbed.

The Chapter “Optimal Placement of Security Resources for the Internet of
Things”, by Antonino Rullo, Edoardo Serra, Elisa Bertino, and Jorge Lobo, deals
with the problem of efficiently and effectively securing IoT networks by carefully
allocating security resources in the networked area. The problem is modeled
according to the game theory, and a Pareto-optimal solution is provided, in which
the cost of the security infrastructure and the probability of a successful attack are
minimized. In the chapter, authors make a distinction between static and mobile
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networks, and address the problem of computing the best allocation plan with
different approaches.

The Chapter “Embedding Internet-of-Things in Large-Scale Socio-technical
Systems: A Community-Oriented Design in Future Smart Grids”, by Yilin Huang,
Giacomo Poderi, Sanja Šćepanović, Hanna Hasselqvist, Martijn Warnier, and
Frances Brazier, focuses on the design of large-scale Socio-technical Systems
(STS) relying on Internet of Things technologies. The design of such systems,
especially in a complex social context like that of Urban Ecosystems, requires the
use of suitable methodological approaches that have not yet entered into the
mainstream of design practice. The chapter reviews the literature and presents some
lessons learned in adopting an STS-based approach for the design of a
community-oriented smart grid application.

The Chapter “Aggregation Techniques for the Internet of Things: An
Overview”, by Barbara Guidi and Laura Ricci, starts from the consideration that
an Internet of Things environment can connect a very large number of sensors, so
generating a huge amount of data. Aggregation techniques are required to reduce
the size of data to be transmitted and stored, while maintaining a reasonable level of
approximation. The chapter offers an overview of a set of aggregation techniques
that can be exploited in the IoT, ranging from Space-Filling Curves to Q-digest,
Wavelets, Gossip aggregation, and Compressive Sensing.

The Chapter “Swarm Intelligence and IoT-Based Smart Cities: A Review”, by
Ouarda Zedadra, Antonio Guerrieri, Nicolas Jouandeau, Giandomenico Spezzano,
Hamid Seridi, and Giancarlo Fortino, reviews swarm intelligence-based algorithms
and related smart city solutions. A swarm intelligence-based framework for smart
cities is presented that uses a decentralized control over its components in order to
build scalable and flexible smart cities. In addition, a set of trends on how to use
swarm intelligence in smart cities, in order to make them flexible and scalable, is
investigated.

The Chapter “Cost Saving and Ancillary Service Provisioning in Green Mobile
Networks”, by Muhammad Ali, Michela Meo, and Daniela Renga, discusses how
mobile network operators are required to face huge operational costs, due to the
staggering increase in mobile traffic and substantial bandwidth reliability require-
ments in Smart Urban Ecosystems. The chapter analyzes, for a real scenario, the
notable benefits that can be achieved by combining the WiFi offloading approach,
the techniques for dynamic adaptation load in a Demand Response context, and the
usage of renewable energy sources.

The Chapter “Structural Health Monitoring (SHM)”, by Raffaele Zinno,
Serena Artese, Gabriele Clausi, Floriana Magarò, Sebastiano Meduri, Angela Miceli,
and Assunta Venneri, aims at fitting the structural health monitoring into the
Internet of Things. For this purpose, the chapter extensively details, through the
description of a real application scenario, all the phases required for developing an
effective online and real-time assessment of the structural health of a building.

The Chapter “A Smart Air-Conditioning Plant for Efficient Energy Buildings”,
by Roberto Bruno, Natale Arcuri, and Giorgio Cuconati, focuses on the correct
management of energy fluxes in the context of prosumer systems. The goal is to
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make effective the process of producing, storing and consuming energy, and
increasing users’ remuneration. The chapter describes a smart air conditioning
system and the correspondent control strategies adopted for its management. The
system is based on the employment of photovoltaic-driven heat pumps with thermal
storage connected to a radiant emission system.

The Chapter “A Comprehensive Approach to Stormwater Management
Problems in the Next Generation Drainage Networks”, by Patrizia Piro,
Michele Turco, Stefania Anna Palermo, Francesca Principato and Giuseppe
Brunetti, shows how the next generation of urban drainage networks can benefit
from Internet of Things and ICT technologies. The chapter describes two innovative
approaches for managing drainage networks, exploiting a decentralized real-time
control system and low-impact development techniques.

The Chapter “Cooperative Video-Surveillance Framework in Internet of Things
(IoT) Domain”, by A. F. Santamaria, P. Raimondo, N. Palmieri, M. Tropea, and
F. De Rango, presents the main issues related to the design of an architecture for a
smart cooperative video-surveillance system. The chapter shows a surveillance
system based on a cooperative tracking among cameras and involves advanced
techniques of detection and tracking. In addition, the chapter presents a significant
use case showing how an anomaly can be detected, followed by a set of cameras,
and managed by generating alerts and messages without human intervention.

The Chapter “Personal Connected Devices for Healthcare”, by Adina
Riposan-Taylor and Ian J. Taylor, offers a comprehensive survey on personal
connected health technologies, which are fast becoming integral in a person’s daily
life to help improve their health and well-being. The chapter provides a broad
overview of a range of devices that allow people to monitor their own health and/or
provide self-therapeutic benefits using biofeedback or neurofeedback to control
their own physiologic functions. Specific focus is given to the techniques adopted to
provide access to data, to the software used for data integration, to connectivity
issues, and to user interfaces.

The Chapter “Evacuation and Smart Exit Sign System”, by V. Ferraro and
J. Settino, exploits the Internet of Things for the realization of emergency evacu-
ation systems. The chapter proposes a smart system that relies on a set of sensors
and smart exit signs which are coordinated by a reliable and dynamic evacuation
algorithm, which is capable of fast adapting to changing conditions during the
evolution of an emergency.

We would like to thank all the book contributors, the anonymous reviewers, and
Prasanna Kumar Narayanasamy from Springer for his precious support during the
publication process.

Rende (CS), Italy Franco Cicirelli
Antonio Guerrieri
Carlo Mastroianni

Giandomenico Spezzano
Andrea Vinci
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A Social and Pervasive IoT Platform
for Developing Smart Environments

Orazio Briante, Franco Cicirelli, Antonio Guerrieri, Antonio Iera,
Alessandro Mercuri, Giuseppe Ruggeri, Giandomenico Spezzano
and Andrea Vinci

Abstract Nowadays, the increasing in the use of Internet of Things (IoT) devices
is growing the realization of pervasive Smart Environments (SEs) and Smart Urban
Ecosystems, where all the data gathered by the “Things” can be elaborated and
used to improve the livability, the safety and the security of the environment, and to
make inhabitants lives easier. Many efforts have been already done in the direction
of SEs development and in the implementation of platforms specifically designed
for SE realization. Anyway, such efforts miss of solutions regarding the interoper-
ability among the realized SEs and other third-part “Things”. This chapter gives an
overview of iSapiens, which is a Java-based platform specifically designed for the
development and implementation of SEs. iSapiens tries to overcome the interoper-
ability issue by leveraging the Social Internet of Things (SIoT) paradigm that allows
to dynamically include in an SE the new “Things” that can appear in an environ-
ment without requiring interventions from humans. iSapiens provides tools for the
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2 O. Briante et al.

realization of pervasive SEs and relies on the edge computing paradigm. Such
paradigm is extremely important in a distributed system since it allows to use dis-
tributed storage and computation at the edge of a network, so reducing latencies with
respect to move all the executions and storages in the cloud. Moreover, the chapter
will review some SE applications realized by exploiting iSapiens concepts.

Keywords Smart environments · Social internet of things
Edge computing · Multi agent systems · IoT development platforms · IoT-based
applications

1 Introduction

Smart Environments (SEs) are pervasive and highly dynamic systems involving a
set (possibly huge) of devices which can interact each other, and which can be
dynamically added to and removed from the system itself. SEs usually exploit the
IoT paradigm for orchestrating heterogeneous devices [1, 2]. SEs final aim is to
furnish advanced cyber-physical services to their inhabitants and administrators.
Besides being dynamical in terms of physical things, such systems are required to be
also dynamic regarding their functionalities, that should evolve according to changes
in the SEs finalities. As a consequence, an SE system should have the capability of
adding, updating, and removing functionalities depending on the goals and on the
updates in the available devices. Among SEs, Smart Urban Ecosystems are gaining
importance as a new research topic, involving the same issues presented for the SEs,
but typically on a larger geographical scale, involving a wider number of users, and
having a greater impact on people lifestyle.

Moreover, Smart Urban Ecosystem development requires to address issues related
to dynamic and open scenarios, such as entity discovery, trustworthiness, interoper-
ability, data processing andmanagement. Furthermore, it is of paramount importance
to have methodological guidelines and tools to foster the development of such sys-
tems by dealing with their complexity [3, 4].

This chapter is devoted to the review of iSapiens [5], which is an agent-based
platform taking into account the above mentioned issues. This platform addresses
datamanagement and processing by coupling the cloud computing paradigm [6]with
the edge computing one [7, 8], leveraging the agent metaphor [9], thus providing
systems with both high computational power, exploitable for high-demanding tasks,
and distributed elaboration capabilities supporting reactive and location-dependent
processing. Entity discovery, trustworthiness, and interoperability are realized by
integrating the Social Internet of Things (SIoT) computing paradigm [4, 10] with
the iSapiens platform. Finally, device heterogeneity is reached by the introduction
of specifically designed abstractions, namely Virtual Objects.

Besides providing details about the platform, the chapter also reviews a set of
applications and case studies which involve the exploitation of the concepts, the
features and the capabilities that are at the basis of the iSapiens platform.
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The chapter is organized as follows. Section2 introduces some related work,
Sect. 3 provides details about the whole iSapiens platform, comprehending its archi-
tecture, abstractions and SIOT component. Section4 reviews a set of application built
on top of the iSapiens concepts. Finally, some conclusions are given to the reader.

2 Related Work

Smart Environments, IoT-based approaches, and the recent Social IoT para-digm
are all based on the pervasive presence of a possibly huge number of heterogeneous
smart objects, which are capable to interact and cooperate each other so as to create
novel application or services for the user, and reach shared goals. In this direction, the
research and industry communities are putting strong efforts, in particular for both the
creation of IoT-based platforms for SEs [11–14], and the development and integration
of social capabilities in the IoT [15, 16], which can help in the discovery/use of new
devices that can enter, move inside, or leave an SE. Furthermore, such technologies
and efforts have given a boost in the development of Smart City and, in general,
Smart Urban Ecosystems applications.

2.1 IoT and Smart Environments Platforms

Nowadays, several SEs [17] and platforms/middlewares for their creation [18–21]
have been introduced with the aim of tackling specific issues of these complex sys-
tems.Most of these platforms lack in interoperability and scalabilitywhich are impor-
tant for the realization of comprehensive Smart Urban Ecosystems which use several
enabling technologies such as cloud [6] and/or edge computing, and social capabil-
ities [10, 22].

Actually, literature presents many approaches for implementing SEs. A selection
of them is presented in the following. In [23] interactions among several bluetooth
mobile devices are at the basis of a frameworkdesigned for implementingSEs capable
of dynamically discover and exploit available bluetooth devices.

In [24], authors focused on system extensibility by introducing a frameworkwhich
has been created for the support in the creation of context-aware applications.

The authors of [25] introduced a distributed middleware, based on the concept
of active spaces, aimed at managing resources placed in physical environments.
Active spaces are programmable environments where the involved SE devices are
connected.

The development of context-sensing and context-aware applications is the aim
of the work presented in [26], where they defined a framework providing a set of
abstractions suitable for modeling different kinds of SEs.
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A middleware for context-aware smart homes has been presented in [19], with
the aim of foster the development of smart homes based on the sharing of contextual
information among the smart home entities.

The well known Syndesi framework [18] has been developed for gathering data to
profile users and make available to them customized services which exploit wireless
sensor networks for both sensing and actuation purposes.

2.2 Smart Cities and Smart Urban Ecosystems

Regarding smart cities and smart urban ecosystems, which are hot topics for the
research community, several works have been presented so far and several platforms
implemented [27].

In [28] authors have presented an open source IoT platform for the pervasive use
of actuators and sensors in smart cities. Such platform, called Sentilo, exploits both
Big Data tools and cloud computing to gather, save, and analyze data coming from
distributed sensors.

The work in [29] shows an IoT middleware that was developed for the EPIC
(European Platform for Intelligent Cities) project. Issues such as heterogeneity, inter-
operability, extensibility, and (re)configurability were at the basis of the design and
development of the middleware.

Aplatform for the realization of smart city is proposed in [30]. Such platform relies
on Big Data analysis for achieving extensibility. Its architecture presents three layers
that have been designed for (i) collecting and analyzing information, (ii) aggregating
data in order to infer some knowledge, (iii) offering to the users instruments to take
computed data.

Authors of [31] have introduced Smart Connected Communities in order to extend
the concept of smart city considering also livability, preservation, revitalization, and
sustainability of the areas in the city to improve. Smart Connected Community is
thought as comprehending not only a specific city area but all its neighborhood. Smart
Connected Community is based on a multi-layer architecture in which is specifically
taken in consideration the importance of exploiting social capabilities.

2.3 The Social IoT

Recently, the Social Internet of Things (SIoT) paradigm risen to the attention of the
the IoT research community by fostering the convergence between typical technolo-
gies and solutions of the Social Networks domain and the IoT [10]. The idea behind
this paradigm is as simple as tremendously powerful: similarly towhat happens in the
human communities, the IoT objects are enhanced so to become Social IoT objects
capable of establishing mutual social relationships in an autonomous way according
to rules set by their owner. The insurgence of such a social network [32] has proven to
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facilitate resource visibility, service discovery, object reputation assessment, source
crowding, and service composition in the IoT [10]. Let’s consider as an example, the
case of an object dealing with the likely overwhelming task of seeking an informa-
tion provided by the multitude of its peers, might use its social connection to drive
the research process by limiting the scope only to those nodes with mutual social
relations, exactly in the same way as humans search over their Social Network plat-
forms, then the complexity and the time duration of the search could be drastically
reduced [10]. Also, social objects might asses their reciprocal trustworthiness and
reputation based on their mutual social relationships just as human beings mostly
do [33–36]. It has been proven that such an approach allows isolating almost any
malicious device in a network [37].

So far, five types of relationships have been defined for this new paradigm [10]:

1. Ownership Object Relationship (OOR): that is created among objects belonging
to the same user;

2. Parental Objects Relationship (POR): that is created among objects produced by
the same manufacturer and belonging to the same production batch;

3. Co-Work Objects Relationship (C-WOR): that is created among objects cooper-
ating towards the provision of the same IoT application;

4. Co-Location Objects Relationship (C-LOR): that bounds objects that are always
used in the same place;

5. Social Object Relationship (SOR): that connects objects that come into contact,
either sporadically or continuously, because their owners come in touch each
other.

It is also possible to go beyond the types of relationships so far defined by specif-
ically define special groups to include devices bounded by some common features
or finalities. Following the interest the SIoT paradigm has attracted, an open source
platform called SIoT Platform1 was developed.

3 iSapiens: A Platform for Smart Environments

The iSapiens platform has been developed with the aim of providing a useful tool
to developers and researcher for developing and implementing distributed cyber-
physical systems [38–40] and smart environments [20, 41–44], even at large scale,
thus enabling the creation of Smart Urban Ecosystems.

iSapiens is an IoT [15, 45] enabling, agent-based platform which exploits the
edge computing paradigm [7] for its main operations, and permits the exploitation
of the cloud for operations that are high-demanding in terms of storage, memory
and computation requirement or that cannot be affordably executed in a distributed
environment. The platform tackles with the heterogeneity of physical devices and

1Social Internet of Things (SIoT), https://www.social-iot.org.

https://www.social-iot.org
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protocols, which is a common issue of IoT application, by providing specific abstrac-
tions, namely Virtual Objects, so as to permit to focus on the functionalities/services
that need to be realized in order to enhance the behavior of a specific environment.

Agents are used to implement the functionalities of the system under develop-
ment. Agents, which suits well with the distributed and pervasive nature of smart
environments, are deployed and run on a set of networked computational nodes,
located close to the physical devices they have to manage and control. The network
of computational nodes implements the edge computing paradigm and enables real-
time analysis and a fast sensing-decision-actuation cycle. In addition, agents can
also exploit out-of-the-edge services, purposely developed or third-party provided.
Such out-of-the-edge services can be cloud-based and include predictive analysis,
machine learning, data mining and other services that can take advantage of features
and benefits of the cloud. Interoperability issues are dealt with by specific compo-
nents devoted to integrating agents and virtual objects with the Social Internet of
Things.

Figure1 depicts the three layer of the iSapiens architecture, which are: (i) the
physical device layer, (ii) the in-network computing layer, and (iii) the off-network
computing layer.

The physical devices layer is populated by physical objects. As stated before, such
objects canbeheterogeneous in termsof communicationprotocols and computational
capabilities, and span from simple sensors/actuators to more complex smart objects.
A physical object offers a one or more physical functionalities, which regard on how
it interacts with the environment, and can expose a Social Senser, that enables the
object to integrate and exploit the social Internet of Things.

The In-network computation layer is composed of a set of computing nodes spread
into the environment, each running an iSapiens server consisting of a Virtual Object
Container and an Agent Server. The Virtual Object Container is devoted to the man-
agement ofVirtualObjects, which abstract the physical object in order to hide devices
heterogeneity. The functionalities offered by the Virtual Objects are exploited by the
agents running on the Agent Server for doing the application business. Agents can
directly interact with the Virtual Objects which are co-located in the same iSapiens
server. A computational node hosting an iSapiens server is called iSapiens node.
Social Object Containers, hosted by an iSapiens node or other computational nodes,
provide functionalities enabling the integration of physical objects with the SIoT. In
particular, the Social Object Container manages Social Objects, which are the social
counterpart of the Virtual Objects.

The Off-network computation layer hosts cloud/internet services, which can pro-
vide storage, computation or specific information, e.g., weather forecasting. This
layer also hosts the SIoT platform, which is the core of the social infrastructure.
Through such component, iSapiens agents and iSapiens physical objects can inter-
operate with entities belonging to other platforms, provided that these entities are
SIoT compliant.

All the iSapiens components, i.e., devices, VOs, agents or computing nodes,
can be dynamically removed from, added into or updated to a system at runtime.
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This important feature fosters application scalability and extendibility. The current
implementation of iSapiens relies on the Java technology.

Table1 highlights the main benefits provided by iSapiens for the development of
smart systems, and relates them with the features offered by the platform.

In the following, we further describe the main entities and mechanisms of the
iSapiens platform, that are VOs, Agents, dynamic deployment and SIoT integration.

3.1 Virtual Object Features

Virtual Objects (VOs) have been appositely created in order to offer an instrument
for the devices heterogeneity management. For this purpose, VOs allow agents to
interface with hardware transparently, through APIs provided as common interfaces.
Any agent, thanks to VOs, can be connected to a particular device without caring of
specific drivers or tackling specific technical issues. VO aim is that of decoupling
(both for sensing and actuation) the specific devices from the functionalities offered
by such devices. By using VOs, an update or a change of the devices or of the com-
munication protocol used, will concern only the VOs themselves. The Virtual Object
Container is the entity devoted to the VOs management. It allows to dynamically
deploy newVOs and permits them to be addressed by the agents from the agent layer.
Asynchronous and synchronous reading of data is supported by VOs. In particular,
the publish/subscribe pattern is at the basis of the asynchronous one. Summarizing,
VOs expose the features of the physical objects deployed in the environment. Such
features are exported into iSapiens and named as virtual object functionalities and
are connected to actuation and sensing. As an example, through a VO, a smart desk
can expose a functionality called isUsed that allows agents to understand if someone
is sit at the desk.

3.2 Agent Services and Features

An Agent [46] is defined ad an entity which autonomously is executed on an Agent
Server and which runs its tasks also interacting with other agents that can be both
local or remote. An agent residing on an iSapiens Agent Server can use all the
functionalities that are exposed by the VOs on the same server. The Agent Server
is devoted to support the life cycle of all the agents running on the server itself.
Moreover, it permits, also at runtime, the creation of agents.

Agents can communicate through asynchronous messages, that can be both
untimed or timed. These last timed messages hold an information on the time that
specifies the time (absolute) in which the information must be given to the recipient
agent. Direct acquaintance relationship can be set between agents by using acquain-
tance messages. An acquaintance message can provide information on the role and
the identity of a specific agent. These messages are important since they allow to
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dynamically configure/reconfigure the relations among agents when a fault occurs
or if new agents are introduced in the system or if agents are deleted. In order to
dynamically discover agents, iSapiens allows the use of a distributed service of yel-
low pageswhich favors relationships establishment. Each agent can accede to yellow
pages and register itself by entering its roles and its properties (i.e., a set of couples
formed as <key,value>). Once an agent is registered, it can be found/discovered by
other agents through the yellow pages (which can be queried).

3.3 SIoT Features

iSapiens implements the Social Internet of Things paradigm by leveraging the fea-
tures offered by the SIoT Platform that is a cloud-based system that allows objects to
autonomously establish social relationships [47]. Social relations between objects are
based either on intrinsic properties of the objects such as their location, their producer
and their owner, or on number and duration of mutual contacts. Like most human
social networking platforms, the SIoT Platform offers the opportunity to define spe-
cial groups including devices bounded by some common features or finalities. Its
main features include: (i) the “Relationship management” to start, update, and termi-
nate relationships among objects, (ii) the “Service discovery” that is finalized to find
which objects can provide the required service, (iii) the “Service composition” that
enables the interaction among objects and, (iv) the “Trustworthiness management”
to understand how the information provided by other members has to be processed.
Whenever an object is associated to iSapiens, it is also registered to the SIoT platform
and its social profile is created.

The devices connected to an iSapiens node are abstracted as the union of Virtual
Objects (VOs) (see Sect. 3.1) and Social Objects (SOs). All the SOs residing in a
specific node are managed by a Social Object Container. The SO is responsible to
manage all the interactions with the SIoT Platform on behalf of its real counterpart.
More in detail, a SO is responsible to constantly update the object profile on SIoT
by periodically updating all the relevant information about the object it represents.
To carry out its tasks, a SO exploits the information provided by the Social Senser,
which is installed on the real device and periodically overhears the transmission over
theWi-Fi and Bluetooth interfaces to search for other nearby social-enabled devices.
This information, once forwarded by the social object to the SIoT Platform, is used to
determine mutual contacts between social objects and, eventually, to create a social
tie between those objects [48]. A SO is also responsible to search for a given data by
analyzing all the information published by friend objects in the social object graph
and to send queries to the SIoT platform or answering specific data requests. A SO
can be requested to accomplish those functions by an external entity through a set of
APIs called the Social Hook.
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3.4 Application Deployment

As introduced above, the iSapiens platform allows the dynamic deployment of VOs
and Agents during system runtime. Given a running set of iSapiens servers, an appli-
cation can be deployed in all its software parts, by exploiting a Deployer entity,
which is capable of sending agents and VOs code on the involved set of nodes and
of instantiating and starting them. The Deployer is also responsible for the starting
configuration of the application, made by establishing acquaintance relationships
among agents and sending application-dependant configuration messages.

4 Application Domains and Examples

This section summarizes and overviews some carried out research activities and
some significant applications realized by exploiting the concepts, the features and
the capabilities that are at the basis of the iSapiens platform. All the reported appli-
cations fall in the domain of Smart Urban Ecosystems. They range from smart city
applications [5] and smart offices [44] to smart drainage networks [49] and power
cloud applications [50].

4.1 The Smart Street Cosenza Project

The project [5] was developed in the city of Cosenza (Italy) and it was devoted to
the realization of a Smart Environment named Smart Street Cosenza. The target city
area involved in the project is shown in Fig. 2a. Such area is located in the centre
of Cosenza and cover: (i) a Bus Station, (ii) a square, (iii) the main commercial
street of the city, (iv) part of one of the main driveways and (v) the area around a
commercial centre. The goal is that of furnishing an IT infrastructure which provides
services devoted to the real-time monitoring of the status of the involved areas. The
infrastructure was designed so as to be further extended over time, either in terms of
covered area or in term of provided features and offered functionalities.

The chosen areawas instrumentedbydeploying in it a set of thirteen computational
nodes (Fig. 2b) and seventy wireless sensors nodes (Fig. 2c). Each computational
node is mains powered and consists of a Raspberry Pi mod.2 board hosting the
iSapiens platform. Each sensor node is equipped with a battery embedded and is
powered by a solar panel. Two types of sensors exist namely type A and type B. The
former comprises noise, temperature, relative humidity and luminosity sensors. The
latter comprise air quality sensors, measuring the concentration of CO, CO2, NO
andO3. Sensors and computational nodes are connected by using a wireless network
infrastructure.
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Fig. 2 Smart Street Cosenza. a Target areas; b Computational Nodes; c Sensors nodes. Green
locations host one type A node and one type B node, blue locations hosts only a type A node

Raw measures are collected by the computational nodes, then filtered and aggre-
gated. Final data are sent to a remote server that stores them in a DBMS. The geo-
referenced sensor measures as well as the aggregated information indexes such as
Simmer Summer Index (SSI), Humidex and Air Quality Index (AQI) are made avail-
able to citizens through a web-based application. Such information can be used to
determine if a given monitored area is comfortable and healthy. Moreover, the city
administrators canmonitor critical climatic or pollution events, and the research com-
munity, can use gathered data for further investigations and analysis. The realized
system are up and running since December 2015, with only a few sensors failures.

4.2 Enhancing Smart Objects with Social Capabilities

The use and availability of Smart Objects within our cities is ever increasing. Such
objects are often the basic building blocks used to realize Smart Environments
devoted to improving our quality of life by offering advanced services and inno-
vative applications. However, we are still far from permitting a fully exploitation of
the potentialities and features of such objects. In fact, usually they have different
roles and are usually deployed and managed by a multitude of different players.
They fulfill specific goals in isolation and, very rarely, devices belonging to different
administrative entities are able to cooperate and/or share information even if they
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coexist in the same physical space and/or produce very correlate informations. Given
a specific smart environment, smart objects might be classified as follows [2, 4]:

• Native objects: are the objects purposely deployed for the creation of an applica-
tion. They communicate by using a dedicated infrastructure, and it is assumed that
they are managed by a single administrative entity, thus they are implicitly trusted.

• Foreign objects: are independently conceived and deployed with respect to the
creation of a given application. Anyway, they share (either permanently or occa-
sionally) their location with the native objects. Example of such objects are traffic
monitoring cameras, Smart-meters, pollution sensors and the occasionally passing
smart-vehicles.

• External objects are independently conceived and deployed with respect to the
creation of a given application, but never share their location never get in touch
with native objects. Some examples of such objects are: smart meteorological sta-
tions located outside the city, the components of the national railways monitoring
system, the stations for earthquakes monitoring.

The social components of the iSapiens platform are exploitable to deal with the
segregation among those categories of objects. More in particular, Native objects
become able to opportunistically discover and access the Foreign and External
objects. The social components of iSapiens are inspired to the Social Internet of
Things (SIoT) which permits to build a social network connecting smart-objects.
Social relations are created according the characteristics of the objects such as their
model, location, movement pattern and purpose (see Sect. 2.3). The iSapiens plat-
forms leverages that social network by enabling: (i) information sharing between
Native, Foreign and External objects, (ii) service discovery for finding objects pro-
viding some given services, (iii) service composition and, (iv) trustworthiness man-
agement.

In order to give evidence about the effectiveness of the social components of
iSapiens we consider a city block of 2Km2 and a reference application which is
based on 4 smart objects placed at fixed positions in the area. The SWIM software
[51] was used to simulate N , N ∈ [100, 300], people moving within the considered
area. Each person bring with him his own personal mobile device. All together,
the devices represent the foreign objects. While people move, their carried personal
devices enter in contact (we assumed a sensing range of 10 [m]) and begin to create
their SIoT network. By post-processing the output of SWIM through custom software
written in MATLAB®, we asses how the social network between the Native, the
External, andForeign objects evolved after [10, 12, 24, 36] hours from the simulation
beginning. Specifically, according to [32] we consider that two objects establish a
Social Object Relationship (SOR) [10] after having experienced one ormore contacts
for a cumulative contact time of at least 10 [min].We further considered all theNative
objects connected by a Co-work objects relationship (C-WOR) [10]. Figure3 shows
the cumulative distribution function of the distance, in terms of hops, between native
and non native objects in the social network.
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(a) (b)

Fig. 3 Cumulative distribution function of the distance between Native and Foreign objects in the
social network: a 100 nodes; b 300 nodes

From Fig. 3 it emerges that all the Foreign objects are included in the social
network of the Native objects. As the time passes, the average distance in terms
of hops between the Natives and the Foreigners get smaller, and, a shorter average
distance in the social networks corresponds to a faster propagation and to a quick
interaction between the objects. By comparing Fig. 3a, b it follows that the higher is
the number of Foreign objects the faster is the inclusion process. Moreover, within
24h, 36h, 48h the inclusion process completed despite the number of the considered
objects. As a final remark, we conclude observing that the iSapiens platform is really
able in breaking down the segregation between smart objects belonging to different
categories. More extensive results can be found in [4].

4.3 Urban Drainage Network

Urban floods are becoming more frequent as a result of the increase of impervious
areas and of the occurrence of extreme weather conditions due to climate change.
Moreover, obstructions and blockages, due to a poor maintenance of pipes and catch
basins, may impair the hydraulic efficiency of an urban drainage system. Centralized
stormwater measures [52], like the use of detention tanks and retention basins, can
be exploited for managing urban flooding. However, those solutions are not easily
applicable due to the lack of space, especially in densely populated areas.

The solution here considered [49], relies on a CPS which exploits the iSapiens
architecture and its related concepts. The proposal consist in spreading in the drainage
network a set of water level sensors along with some smart gates. Such devices are
directly linked with a set of interconnected computing nodes. Computing nodes host
a distributed and decentralized application based on cooperating agents whose aim
is that of adjusting the gates in order to dynamically optimize the water load in all
the conduits of the drainage network. The optimization of the water load makes the
network able to fully exploit the storage capacity of the pipeline. In such a way, the
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(a)

(b)

Fig. 4 Comparison ofwater loads (degree of filling) in different conduits, representedwith different
colors: base-line a versus controlled b scenarios. The areas above 1 and under the dashed lines
represents the flooding volume of each conduit

exceeding stormwater volume is accumulated and hold within the pipeline itself thus
avoiding (or limiting) a water overflow on the side-walks and street paving. Agents
coordinate each other by running a gossip-based algorithm [53] devoted to compute
the average of the water load. Such average value is then used by each gate-agent
for tuning its gate so as to bring water loads closer to that average. This approach
permits the systems to dynamically adapt also to unforeseen events occurring in the
drainage network like damage, occlusions and so on.

The behavior of the systemwas assessed trough simulation. In particular, the EPA
SWMM software [54], which is widely used in the hydraulic scientific community,
was exploited in order to simulate the behavior of realistic urban drainage networks
which include gates during severe rain events.

Simulation results proved that our algorithm, used as a real time controller for
an urban drainage system equipped with a series of movable gates, is really able to
manage flooding by exploiting the storage capacity of the less overwhelmed conduits
of the system. Results are shown in Fig. 4. They demonstrate that the approach
significantly reduces the flooding volume (the area between 1 and the dashed lines)
in an urban drainage network during a heavy rainfall event. Other results can be
found in [39].



A Social and Pervasive IoT Platform for Developing Smart Environments 15

4.4 An Open-Air Smart Museum

The iSapiens platform and related concepts were also exploited for the the realization
of a smart museum in the city of Cosenza (Italy) [45]. The realized smart museum,
namely the e-MAB smart museum, was developed by instrumenting and enhancing
the MAB (Museo all’Aperto Bilotti) open-air museum.

TheMAB is a permanent open-air museumwhich is located in the main commer-
cial thoroughfare of Cosenza. The museum is located on the pedestrian area of Corso
Mazzini, which is the main commercial street in the town comprehending shops,
historical buildings, and cafes. The museum collects some prestigious sculptures of
artists like Salvador Dalí, Giacomo Manzú, Sasha Sosno, Giorgio De Chirico, and
by some other Calabrian artists. It was born thanks to the donation of Carlo Bilotti, a
wealthy collector native of Cosenza but immigrant to America. Figure5 reports the
location of the MAB along with the displacement of the artworks in it.

The primary objective of the e-MAB is that of strengthening both safety and
security of the artworks. The basic idea behind the smart museum is equipping
the statues with “virtual senses” and turning them into cognitive entities which are
aware of what is happening in their neighborhood so as to discover/recognize/react
to potentially dangerous situations. Each statue has been purposely enhanced with a
set of sensor/elaboration/actuator devices enabling the perception of the surrounding
environment and the execution of deterrent actions (e.g., asking for help). Physical
devices have been deployed in safe places close to the statues in order to avoid
artwork damages. More in particular, the virtual sight has been implemented through
cameras, the virtual hearing through microphones, the virtual touch through IR
proximity sensors, and the virtual speech through speakers. Virtual senses were used
to infer when a situation become dangerous. For instance, a situation is considered
as dangerous when a statue is hit or when too many visitors are close to the artwork.
Deterrent actions comprehends light flashing at the statue and the start of recorded
alert messages on the speakers.

The second objective of the e-MAB is to augment its attractiveness and enjoya-
bility with respect to visitors. Some services were developed for (i) enabling visitors
to automatically take a “selfy” with an artwork, (ii) obtaining detailed info of an art-
work, (iii) gathering andmaking it available information about the “comfort” level of

Fig. 5 The MAB location and a map of its artworks
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the museum (in terms of crowding and climatic wellness), (iv) promoting informa-
tion exchange among the town administrators and visitors (alert about strikes, public
service interruption and so forth), commercial activities and visitors (for advertise-
ments and promotions), and visitors and visitors (virtual post-it service). For this
second purpose, a web-based application has been developed.

4.5 A Smart Office Implementation

A smart office prototype [44], with the aim of monitoring environmental conditions
and applying some simple actuation rules in order to avoid waste in energy consump-
tion, was implemented at ICAR-CNR.2 The instrumented office room contains (i)
three working desks having some computers and lamps on them (ii) one chair for
each desk and another set of chairs for meetings (iii) a big window on the east side
of the room. The fundamental features of the isapiens platform were exploited for
the realization of the prototype.

From a design point of view, a first step in developing the system was devoted
to defining the functionalities of the smart office. Subsequently, such functionalities
were related to the physical devices needed to support them. From Fig. 6 it follows
that three main functionalities were considered: (i) Monitoring RoomCondition, (ii)
Monitoring DeskCondition, and (iii) Controlling DeskCondition. The latter is in
charge of recognizing energy waste at the desk (e.g., if no one is at the desk and the
lamp is on) and turn off the lamp if required. In the figure, the basic functionalities
used to offer the main ones are listed. Moreover, for each basic functionality, the
required physical devices are shown. The DeviceAbstractor is an associative class,
which mirrors the use of virtual objects required for managing heterogeneity issues.

For implementation purposes, a set of three physical sensor nodes consisting in
Waspmote nodes3 (see Fig. 7) were deployed in the office: one for the desk, one for
the lamp, and one for the room environment. The sensor node at desk hosts a Presence
Infrared (PIR) sensor coupled with a sound sensor (for monitoring the activity at the
desk), and a luminosity sensor. The lamp is instrumented with a smart plug sensor
node, having an electricity sensor and a relay actuator, for monitoring and controlling
the status of the lamp. The room sensor node hosts a PIR, a sound, a luminosity, a
temperature, and a humidity sensor. Each sensor node sends every 30s the average
of sensed data with respect to a 30s time window.

Two iSapiens servers were deployed in the office on two dedicated Raspberry
Pi4 single-board computer. One server was for the desk (linked to the desk and
the lamp sensor nodes) and one was for the room (linked to the room sensor nodes).
Communication among sensor nodes andVirtualObjects relies on the zigbee protocol
stack.

2ICAR-CNR, via P.Bucci, cubo 7-11C, 87036 Rende, Italy.
3http://www.libelium.com/products/waspmote/.
4https://www.raspberrypi.org/.

http://www.libelium.com/products/waspmote/
https://www.raspberrypi.org/
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Fig. 6 A UML class diagram modelling the smart office

Fig. 7 The room sensor node (left) and the smart plug sensor node (right)
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Accordingly to the iSapiens features, for each functionality a dedicated agent
was developed for implementing it. The agents are deployed on the iSapiens server
according to the closeness to the physical devices an agent has to manage. Some
further Off-network services were also implemented to realize the persistence of
gathered data and to signal alerts on energy waste to user clients.

The realized system is extensible as the agent servers can be further added and
populated so as to furnish new functionalities which can also be obtained by com-
posing the exiting ones. Scalability is supported, as new nodes can be deployed in the
same or other offices. Fault tolerance is fostered because the computation is carried
out locally in each node, and the crash of a single node does not compromise the
other ones. The system is running since the middle of 2016.

4.6 Implementing e-Health Personal Services

The population of the most developed countries is constantly aging. As a conse-
quence, it becomes of utmost importance the development of e-Health systems
devoted to improve the Quality of Life of suffering/elder people. In this context,
the Internet of Things (IoT) paradigm [55], proved to be effective in determining a
sort of evolutionary leap in e-Health systems [56].

Despite the huge potentialities arising from the exploitation of IoT-based tech-
nologies in the domain of e-Health systems, the full integration between IoT and
E-Health systems is still far from an actual implementation. Iot-based systems are
usually made by a multitude of devices which are extremely heterogeneous and are
deployed by single and specific users and companies. As a consequence, it becomes
very difficult to estimate howmany objects are available in a given area, what are their
capabilities, and how they can jointly be used to solve a given problem. Moreover,
as an additional constraint, the managing of integrated IoT and e-Health systems
should be as transparent as possible with respect to the patients that should use them.
In fact, a patient is usually a suffering person who is not to be troubled with any
further complications related to the use of e-Health systems. The failing of this lat-
ter requirement could paradoxically cause a reduction in the Quality of Life of the
patients.

The social components of the iSapiens platform give us the abilities to develop
a Personal Health Gateway (PHG) (see Fig. 8) able to become the link between the
IoT and e-Health domains. According to similar approaches in the literature [57], the
PHG is a portable device usually carried by the patient having the task of collecting
Health related measures from the patient and to make that information available
for the Health related applications, which, in our case are implemented as iSapiens
agents. A PHD is equipped with two interfaces: (i) an E-Health interface devoted
to collect measures coming from the biomedical sensors worn by a patient, (ii) a
IoT interface toward the iSapiens platform. While the latter interface is specific of
the iSapiens platform, the E-Health interface is based on the specification of the
Continua Health alliance [58] and hence there are no compatibility issues with the
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Fig. 8 The Personal Health Gateway (PHG), some snapshots of the user interface and a sample
log of the correspondent Virtual Object on the iSapiens Platform

legacy E-Health devices. The PHG, as an iSapiens object, is able to discover other
similar objects surrounding the patient and to create with them social ties according
the rules of SIoT [10]. Hence, the medical applications running on the iSapiens
platform might therefore access and process all the information made available by
objects in the social network of the PHG.

As a case study, we implemented a prototype PHG on the basis of a commercial
Android smartphone (see Fig. 8). We connected the smartphone to a BITalino board5

through its Bluetooth interface in order to collect and acquire biometric data from
a patient. Moreover, the PHG has been retrofitted with two customized software
modules in order for it to become connected to the iSapiens platform. Thefirstmodule
encloses the acquired data from theBitalino on-board sensors into properly formatted
JSONmessages, and forwards them to the iSapiens platform. The secondmodule, the
Social Senser, periodically overhears the transmission over the Wi-Fi and Bluetooth
interfaces to search for other nearby social-enabled devices. This information, once
forwarded to the iSapiens platform, is used to determine mutual contacts between
social objects and, eventually, to create a social tie between those objects. Simulations
confirmed the effectiveness of the social approach in dynamically discovering new

5http://www.bitalino.com/.

http://www.bitalino.com/
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devices and in acquiring the information produced by those devices. More extensive
results can be find in [59].

4.7 The Power Cloud Solution for an Energy District

The increasing decentralization in energy production, fostered in the last few years
by the adoption of small renewable energy plants directly connected to the grid, has
been placing the end user at the center of the management of electrical systems. In
fact, the end user has becoming to be a prosumer, i.e., it is becoming to be at the same
time both producer and consumer of electricity. Furthermore, groups of end users
are encouraged to form the so-called energy districts in which the energy is locally
exchanged and negotiated without intermediaries. In [50, 60] the iSapiens platform
and related concepts were used to realize Power Cloud, which is a IoT-based solution
for energy districts. Power Cloud makes smart the management of an energy district
by supplying a distributed computing layer that controls the physical devices of the
end users, and interacts with a centralized cloud component that manages the whole
district. In particular, each end user dwelling is equipped with a Smart Energy Aware
Gateway (SEAG), which monitors and controls a nanogrid and a home automation
system. The SEAG enforces an optimal energy strategy for the local dwelling. This
is achieved by means of complex prediction algorithms that are purposely executed
on the cloud.

5 Conclusions

This chapter has been devoted to the review of iSapiens, an agent-based platform
for the development of Smart Environments and Smart Urban Ecosystems. The
platform favors functional and geographical extendibility, support online/offline
processing, fault tolerance and software/hardware maintenance, and allows inter-
operability among different systems and device heterogeneity management. These
features are provided by a proper combination of edge/cloud computing paradigm,
agentmetaphor and the Social Internet of Things.Moreover, the chapter has reviewed
a significant set of case studies and applications, related to Smart City, Smart Water
Infrastructure, Smart Healthcare, Smart Grid, and Smart Office. Such examples
involve the exploitation of the concepts and the features of the platform, thus prov-
ing the effectiveness of iSapiens in developing Smart Environment and Smart Urban
Ecosystem applications.
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A Modular Approach to Achieve
Interoperability in Smart Cities
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Abstract The development of our cities towards the Smart City paradigm is one of
the challenges facing today’s society. This means, among other things, continuously
developing and adopting ICT technologies in order to create platforms onwhich gov-
ernments, businesses and citizens can communicate and work together and providing
the necessary connections between the networks (of people, businesses, technolo-
gies, infrastructures, energy and spaces) that are the base for the services of the city.
The incredible vastness and diversity of applications that are emerging in this context
generates an enormous amount of data of different types and from heterogeneous
sources to be shared and exchanged. In this article we propose an approach and
describe a methodology and a modular and scalable multi-layered ICT platform to
address the problem of cross-domain interoperability in the context of Smart City
applications.

Keywords Smart city · Interoperability · Specifications

1 Introduction

The world’s urban population is expected to double by 2050, by 2030, six out of
every ten people will live in a city and by 2050 this figure will run to seven out of ten.
In real terms, the number of urban residents is growing by nearly 60 million people
every year. As the planet becomes more urban, cities need to become smarter. Major
urbanisation requires new and innovative ways to manage the complexity of urban
living; it demands new ways to target problems of overcrowding, energy consump-
tion, resource management and environmental protection; thus there is an increased
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demand for intelligent, sustainable environments that offer citizens a high quality of
life. This is typically characterized as the evolution to Smart Cities as a key strategy
to tackle poverty and inequality, unemployment and energy management. At its core,
the idea of Smart Cities is rooted in the creation and connection of human capital,
social capital and information and communication technology (ICT) infrastructure
in order to generate greater and more sustainable economic development and a better
quality of life; in this scenario, the Internet of Things (IoT) is a vital enabler of Smart
Cities. As nodes of such a vast network get more and more intelligent, IoT becomes
the backbone of smartification and the grounds of innovation. However, managing
a plethora of heterogeneous connected devices is a laborious task that poses rele-
vant challenges, demanding appropriate attention from industry, practitioners, and
the scientific community alike.

Smart Cities have been further defined along six axes or dimensions [1, 2]: smart
economy, smart energy, smart mobility, smart environment, smart living and smart
governance. The linkages between economic, societal and environmental develop-
ment are not scalable as cities expand and are difficult to predict precisely. Their
beneficial evolution must therefore be facilitated by a combination of framework
conditions and information and communications infrastructures. In this way a plat-
form is provided on which governments, businesses and citizens can communicate
and work together, and track the evolution of the city. We have seen that what makes
a city a Smart City is the use of ICTs, which are used to optimise the efficiency
and effectiveness of useful and necessary city processes, activities and services. This
optimisation is typically achieved by joining up different elements and actors into a
more or less seamlessly interactive intelligent system. In this sense, the concept of
a Smart City can be viewed as recognising the growing and indeed critical impor-
tance of technologies (especially ICT) for improving a city’s competitiveness, as
well as ensuring a more sustainable future, across networks of people, businesses,
technologies, infrastructures, consumption, energy and spaces. In a Smart City, these
networks are linked together, supporting and positively feeding off each other. The
technology and data gathering used in Smart Cities, should be able:

• constantly to collect, analyse and distribute data about the city to optimise effi-
ciency and effectiveness in the pursuit of competitiveness and sustainability

• to communicate and share such data and information around the city using common
definitions and standards so they can be easily re-used

• to act multi-functionally, providing solutions to multiple problems from a holistic
city perspective.

Overall, ICT enables a Smart City to:

• make data, information, people and organisations smart
• redesign the relationships between government, private sector, non-profits, com-
munities and citizens

• ensure there are synergies and interoperability within and across-city policy
domains and systems (e.g. transportation, energy, education, health and care,
utilities, etc.)
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• drive innovation, for example through so-called open data, living labs and tech
hubs.

ICT initiatives based on these characteristics aim to connect existing and improved
infrastructure to enhance the services available to stakeholders (citizens, businesses,
communities) within a city, thus IoT naturally becomes the nerve centre giving life
to Smart Cities and opens up a vast road of promising potentials for innovation.

Nowadays, each city mainly carries out a multitude of heterogeneous solutions
related to the different vertical application domains (e.g. Mobility, Buildings, Energy
Grids) and the most common approach is that where each solution is a closed propri-
etary implementation not able to communicate neither with other solutions nor with
the other city stakeholders (municipality, citizens).

Therefore, in order to exploit the Smart City vision potentials, we need to drive
the solutions towards two fundamental concepts: open data and interoperability.

Open data is definitely an important enabler of urban smartification contributing
to innovationwith citizen and business value-added applications and services. Recent
developments towards [3] opening up data in the process of urban “smartification”
have demonstrated that making machine-readable information freely available can
foster citizen empowerment, enhance public services through participation, leverage
new business models, and ultimately change the paradigm on which governments
operate. However, many issues still remain to be appropriately addressed so that
open data can be explored to their full potential. Most infrastructure data in a city
is still locked away and incompatible data formats and access methods, and various
semantic interpretations of data consequently prevent open-data stakeholders to offer
citizens and business value-added applications and services.

Interoperability is still at a very early stage.Most technology waves go through a
similar innovation cycle—often referred to as the innovation S curve. There is a rapid
explosion of innovation, many new systems and solutions appear on the market, and
companies scramble to promote their approach. During this phase, standardization
is hard and often gets overtaken by events. As the rate of innovation levels off (top of
the S curve) standardization efforts are possible—they are usually led by companies
with strong market positions as they try to impose their own proprietary solution. At
the moment, the IoT space is still somewhat chaotic but there is a possibility for high
level frameworks that provide some degree of standardization.

In this scenario the work described in this article is going to tackle the issues
related to the two concepts mentioned above by providing a reference framework of
modular specifications for stakeholders willing to implement ICT platforms with the
aim of exploiting the Smart City vision potentials and therefore provide new services
for citizens.

The most innovative aspects of the proposed approach are related to the Informa-
tion and the Semantic interoperability levels. The usual issue, speaking of interop-
erability by use of shared data formats, is how to find the correct balance between
too prescriptive specifications (which guarantee interoperability, but risk to inhibit
innovation) and more elastic specifications (which have a lot of potential deficit with
respect to real interoperability). This problem becomes more urgent in a context, like
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Smart City, with a lot of interacting heterogeneous systems. In order to overcome
it, the approach proposed by the chapter is to have a very light and elastic format
(at Information Level) able to represent a very large set of data, moving at Semantic
Level the strict definition of the data. The underlying idea is that this light approach
can be easily applied also on existing systems with just small intervention on them.

Thus, the work is structured as follows. Section 2 describes the state of the art
as well as the general background of interoperability and the replicability view for
Smart Cities, Sect. 3 briefly outlines the reference model, the methodology and some
aspects about use case definition, the following sections go in details about the differ-
ent levels of the interoperability stack (Functional, Collaboration, Communication,
Information, Semantics) od the reference model, highlighting the main original con-
tributions of the proposed approach; the conclusion section sums up the main pillars
and concepts of the proposed approach and outline future directions.

2 Problem Definition and Research Context

2.1 The Interoperability Problem in the (Smart) Cities

The Smart City paradigm is gaining momentum in the recent years as a holistic
approach to the digitalization and convergence of the complexity of services and
infrastructures resting on the same territory; for this reason, the Smart City is often
thought as a system of systems.

Furthermore there are evidences [4, 5] that in recent years many investments have
been implemented, for example by multi-utilities operating in the cities, for cre-
ating digital infrastructures while many Smart City projects have been developed
with the aim of the vertical integration within existing services with the result of
improving digitalisation, collecting more data through new IoT technologies and
offering new services [6] to the citizens. The result is a lack of horizontal data flows,
between vertical applications and between service suppliers and the city administra-
tion and citizens: in short interoperability is lacking between applications that have
been developed like self-consistent silos, able to exchange data from the field up
to the decision support systems and the dedicated control dashboards but unable to
interoperate with other systems.

Two kinds of barriers should be broken in order to favour interoperability: barriers
between the higher levels of the silos that hamper the monitoring and the exchange
of the data between the top of different systems (e.g. global indicators about traffic,
parking, public transportation andurbanplanning related to an area); barriers between
the field level of the silos, that hamper the possibility of fully reuse existing data
collection infrastructures for different services (e.g. the same sensors for parking,
traffic, security, environmental monitoring). This chapter has its main focus on the
first group of barriers.
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2.2 Interoperability, Definition and Researches

Even though there is a general agreement on the need for enabling horizontal data
flows it is less clear how this objective can be realistically pursued.

In literature the discussion about how the integrationbetween independent systems
can be achieved has been largely addressed since 1990 in the domain of Enterprise
Interoperability (see [7] for an overview), and, the theme of interoperability was
dealt with by a large number of successive European projects, starting from the
IDEAS project (2002), then continuing in the INTEROP (2002), ATHENA (2004),
Abilities (2006), COIN (2008) projects, just to name a few of the most important
ones; [8] summarizes some of the main points that have been identified during these
research activities. These efforts have also led to the drafting of a European document
for interoperability between digital public services [9]. Coming from the world of
enterprise systems, the interoperability concept has been adopted in the domain of
public infrastructures and Smart Cities with the same definition: “the capability of
two or more networks, systems, devices, applications, or components to exchange
and readily use information, securely, effectively, and with little or no inconvenience
to the user” [10].

In the field of Enterprise Interoperability, characterized by the continuous evo-
lution of the business processes and products, the research focus is addressing the
means for enabling interoperability and the concept of sustainable interoperability:
the crucial point, in fact, is assuring the capability of the systems to interact while they
and the external ecosystem evolve over time, with new technologies, new services,
new requirements, new categories of data and applications [11].

Meantime the Smart Cities seem growing thanks to both digitization of existing
services and composition of new services upon the existing ones; the number of
potential new applications and services (and data flows to deploy) is rapidly increas-
ing [12, 13]. Thus, in this case, the interoperability hampering factors seem to be
the number of already existing solutions with different institution and organisations
in charge, architectures in concurrence with the lack of convergence in the field of
standardization initiatives.

2.3 Approaches and Means for Achieving Interoperability

A look at the landscape of existing initiatives can give the sense of the strength of the
feeling that exists on this subject in the Smart City community. Thewide landscape of
the initiatives can be split into the following categories: Models, Tools (technologies
and platforms), and Standards.

With theword “models”wemeananalysis frameworks defininghigh level require-
ments for Smart City Platforms. Such kind of frameworks aims at providing shared
languages for describing system basics and interoperability levels, for categorizing
platform and comparing different architectures.
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Some examples of such frameworks are:

1. The SGAM [14] (Smart City Architecture Model): an interoperability oriented
analysis framework in the smart grid context, built by the Smart Grid Coordina-
tion Group (which join CEN, CENELEC and ETSI). It enables identification of
data exchange interfaces, standard classification and mapping of different archi-
tectures on the same reference model. Even if it is thought for a different field,
smart grids—similarly to Smart Cities- are made of complex ecosystems of inho-
mogeneous and independently born applications and services, as a consequence
they present similar interoperability issues.

2. The SCIAM [15] (Smart City Infrastructure Model): it uses the same SGAM
interoperability levels, changing the set of application domains. At the moment
it is a proposal and needs to be consolidated.

3. GSCAM [16] is another proposal for extending the SGAM to the Smart City
context (Generic Smart City Architecture Model), which adds to the SGAM new
dimensions applicable to the domain.

4. Moreover, the main European SDOs are trying to replicating the success of
the SGAM with a similar initiative: the SF-SSCC (Sector Forum on Smart and
Sustainable Cities and Communities) [17], built on the previous Smart and Sus-
tainable Coordination Group.

Other interesting models are presented within initiatives with more operative
objectives, like those at the base of:

• SMArc [18] (Smart, Semantic Middleware Architecture Focused on Smart City
Energy Management), a middleware proposal for Smart Grids

• U-City (Ubiquitous Eco-City Planning, in Korea), a project aiming to create a
ubiquitous city model [19]

• ITU-T, a proposal about the Smart Sustainable Cities [20].

If the previousmodels give us the language,more technological tools are available.
Let us give a look just at some of them, choosing only among existing open tools
and splitting them into three main categories:

1. General purpose development framework. One of them, very active in the Smart
City application context is FIWARE [21], managed by an open community, it
provides public and royalty-free set of APIs and the related open source reference
implementations.

2. Smart City Platforms. For examples Open City Platform [22] is a cloud platform
aiming to sustain cloud service offer by public administration; KM4City [23] is
an open source system providing customizable dashboards formanaging the city;
E015 [24] has a different approach and presents a set of guidelines for enabling
the definition of interoperable Smart City services.

3. IoT Middleware platforms. Some examples: Kaa IoT Development Platform
[25] is a middleware platform which allows building complete end-to-end IoT
solutions; OM2M [26] is an autonomic ETSI-compliant M2M service platform;
OpenIoT [27] is a middleware open source platform for getting data from a cloud
of sensors.
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But, in order to have the sense of the incredible complexity of the situation, a
look at the landscape of Internet of Things technologies (so just the third point of the
previous set) made by Matt Turk is really instructive. The conclusion of the author,
looking at this landscape, is that “there is no dominant horizontal platform and not
enough mature, cheap and fully reliable components just yet” [28].

The last important point about Smart City interoperability is the set of standards.
A really interesting work about the categorization of Smart City related standards
was made by the British Standard Institution (BSI) [29]. In its report BSI identified
100 Smart City standards (only considering inter-domain standards) split into three
levels (technical, process and strategic standards).

Because of the previous complexity, NIST set up the IES-City (Internet of Things-
Enabled Smart City Framework) initiative, involving ENEA and other international
organisations. The aim is to distil a common set of architectural principles (Pivotal
Points of Interoperability—PPI) from the comparison of existing architectures. PPI
are very basic (e.g. to convert XML to JSON, to use REST APIs, etc.), but they
show a way for facing the problem: finding common principles upon which new
architectures should be designed.

2.4 The Still Open Issues

The work conducted by IES-City initiative [30] is a first important step to create
environments facilitating the reuse and the automated and interoperable interaction
between different systems and applications; nevertheless it is not enough. If we state
that the public administrations can play a key role in breaking the barriers between
the Smart City subsystems, they should be provided with a common global set of
standards and guidelines to be used in their call for tender.

This chapter presents an approach to this issue: concretely it consists in the defini-
tion of a set of modular, general specification (the Smart City Platform Specification)
for implementing horizontal ICT platforms, in order to enable interoperability among
the vertical silos.

The idea of specifications comes from the need of the city administrations for
avoiding the “vendor lock-in” and to clearly state the data that the public service
providers are required to supply.

In parallel, an ICT platform would allow to get and monitor data from different
utilities and urban service providers (Fig. 1).

The specifications consider also the following requirements:

• split in modules, according to interoperability levels (Functional, Communication,
Information, Semantic, Collaboration levels) [31];

• focus on the interfaces;
• the city viewed as system of heterogeneous systems (building, lighting, …) with
different aggregation levels (sources, local platforms, Smart City Platform);
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Fig. 1 Breaking down the silos barriers for creating smart cities, from [13]

• scalability and composability: the specification modules have been thought to be
used also separately and to be adaptable to contexts and domains not known at
their design time.

3 The Reference Model for the Smart City Platform
Specification

The starting point for solving the “silo” problem, explained in the previous section,
is a close look to real world applications and the consequent identification of a
clear methodology. For this purpose, a reference model was defined based on a
“customization” of the SGAM, considering also the SCIAM proposal and the other
examined models.

All these models present some common elements:

1. At their base there is a data acquisition layer, made of sensors plus the physical
infrastructure for connecting them.

2. Over the acquisition layer there is a layer where data are aggregated, inserted in
(often distributed) databases and some elaborations (e.g. data fusion, statistical
analyses, decision support) are performed.

3. On the top there are the Applications that exploit the collected and elaborated
data for offering services to the users.

The previous scheme represents the usual data cycle in a single domain appli-
cation: the application gets the data from the field, collects and elaborates them
and uses the results for providing applications to the users. But, in order to get
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Fig. 2 Reference model for the smart city platform specification

inter-application interoperability, a higher layer has to be added, enabling data
exchange between domain centric applications (i.e. the aforementioned silos). Con-
sidering a SGAM-like vision, the ICT layers of our model (the z-axis) are the fol-
lowing (see Fig. 2): Sources/Field (sensors and related infrastructure, layer 1), Local
Platform/Solution (collection, elaboration and user services, it joins layer 2 and 3
of the previous list) and Smart City Platform (the inter-application interoperability
layer we add).

The y-axis of the SGAM-like model represents the interoperability levels. Re-
elaborating these levels on the base of the Enterprise Interoperability Framework
[8], the levels that have to be addressed for answering to interoperability issues are:

• Functional: key concepts, actors, architectural model, component and function-
alities;

• Collaboration: information expressing the collaborations among the different
actors and the configuration of the interoperable communications;

• Semantic: semantic of the common language, for sharing the datameaning, avoid-
ing ambiguity;

• Information: the common language data format, involving both data models and
syntaxes;

• Communication: definition of data exchange interfaces, including transport pro-
tocols.

We adopted these levels for the definition and organization of the Smart City
Platform Specification (SCPS).

The last axis (the x-axis) represents the application domains and it has to be
intended as an “elastic” axis, since the domains can change depending on the city
context.
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The resulting model is represented in the following figure.
We firstly used this reference model to deeply analyse (by UML diagrams and

textual description) different use cases, intended as a set of smart applications from
city (e.g. smart lighting, smart building, waste water treatment plant) in order to
identify: actors, exchanged data and the related processes and, at the end of the anal-
ysis, requirements for SCPS definitions. Then Functional, Collaboration, Semantic,
Information andCommunication aspects of the use cases have been clearly described,
helping in identifying the specification requirements.

Together with the reference model, the methodology and the template defined by
the IEC 62559 [32] were used for use case analysis. The template, which contains
the fields for describing the use cases, was filled by domain experts with the informa-
tion about the identified applications (e.g. including smart building, smart lighting,
smart home, and smart waste water treatment). On this basis inter-application data
exchanges were modelled allowing us to recognize recurrent data structures and to
fix specification requirements.

In particular, some common points emerged:

1. The different spatial data can be aggregated, in one of the following levels:

• Items: punctual data (e.g. at single sensor level);
• Facility: data related to the whole monitored facility (an entire building, street,
…);

• Aggregation of facilities: data from an application that collects them from a
group of facilities;

• City: monitoring data from the whole city;
• Region: data related to infrastructures extended beyond a city (e.g. energy
infrastructures).

2. Similarly, the different data can be aggregated, at spatial level, in one of the
following way:

• Static: anagraphic data (e.g. geographical localization of a facility);
• Instantaneous: instantaneous measurements from sensors;
• Average: average data, elaborated starting from instantaneous ones, in a fixed
time range;

• Total: sum of instantaneous data in a fixed time range
• Forecast: forecast (future) values (e.g. weather forecast).

3. The exchanged data present a set of common properties that can be shared at
data model level (e.g. the timestamp, the spatial coordinates, the reference time
period, the updating frequency, etc.).

In the following section we detail the five levels of the SCP Specification.
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Fig. 3 SCP reference architecture

3.1 The Functional Level and the Architecture

The core of the Functional Level is the description of the Smart City Platform Archi-
tecture, its components and functionalities, and the interactions with the connected
solutions: Fig. 3 depicts its schematic representation that includes:

• a horizontal Smart City Platform;
• a series of vertical Solutions (i.e. local platforms for the management of a single
application context);

where, ideally, the data collected by the city will “rise” vertically, from the solu-
tion management in its own application context, up to the integrated ICT platform.
In the figure, we represent in blue the basic components that must adhere to the pro-
posed Smart City Platform Specification: these components will be described later
in this chapter. We defined the components with a modular approach: each of them
is independent from the others, and the adoption of the specifications can be carried
out gradually, choosing step by step what to implement. For example it is possible to
start adopting only the data format, and only afterwards adding the other components
according to own priorities.

The Architecture shown in Fig. 3 depicts how each vertical Solution, managing
specific application contexts, exports, from its local database, the information in the
“Urban Dataset” JSON/XML format and sends them to the horizontal Smart City
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Fig. 4 Schema E-R registry

Platform through the transport service “Urban Dataset Gateway”. The Smart City
Platform has to handle the dataset production and access (Fig. 4).

Moreover, the Functional Level provides a description of:

• key concepts and the Components (there is a 1–1 correspondence between the key
concepts and the main Components of the Architecture);

• users;
• macro-functionalities (through Use Case Diagrams).

The following are some Key Concepts:
An Urban Dataset (UD) is a set of data exchanged between the city’s vertical

solutions and the Smart City Platform, according to the SCPS, characterized by
a univocal and centralized semantic description (the Ontology component), and by
common formats definedby theAbstractDataModel andSyntactical Implementation
(JSON and XML).

The Ontology is the component defining the semantic structures of the Urban
Datasets, aswell as classifying them into categories and sub-categories. TheOntology
is an independent component, external to the Smart City Platform, to allow a shared
use with other SCPS-based platforms, in the way that a process of convergence is at
the base of every communication.

The data Transport Service allows to send and receive Urban Datasets, and
it is defined in the SCPS by defining a single Web Service: Urban Dataset Gate-
way. The Web Service is provided with three patterns (push, request/response, pub-
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lish/subscribe), a common definition of service interface and two implementations
(REST and SOAP) based on the same interface.

The Registry is a database that manages the information related to the collabo-
rations between Smart City Platform and Solutions, from the point of view of who
produces and accesses the Urban Datasets.

There are four kinds of Users defined for the Smart City Platform:

1. Developer: it deals with administering the platform from the technical point of
view and the software components that implement the platform;

2. Administrator: it manages the horizontal platform (typically it is a representative
of the municipality or multi-utilities that manages the city/district) handling the
collaborations between Smart City Platform and the different vertical Solutions;

3. Solution Manager: responsible for the vertical Solution platform connecting to
the Smart City Platform; it accesses to the data describing the situation of its
Solution (personal data, web services access credentials and parameters, Urban
Datasets to be produced or accessed and data sent view);

4. Citizen: unregistered generic citizen user who accesses the services offered by
the platform.

These four kinds of users can access to the functions of the SCP. The SCPS
Functional Level provides also four use case diagrams to describe the main steps for
the set-up, instantiation and use of the SCP:

1. SCP configuration for City/District;
2. Solution configuration;
3. Interoperable Communication;
4. Solution deleting.

3.2 The Collaboration Level

The dialogue between the horizontal Smart City Platform and vertical Solutions,
through the datasets exchange, implies the management of a remarkable set of infor-
mation (e.g. the produced datasets, who produce them, who will access them, in
which format the information will be represented, which data transport protocol will
be adopted, etc.).

The SCPS Collaboration Level provides an approach to manage this set of
information, through the description of:

• the definition of proper roles for each user of the Smart City Platform (developer,
administrator, solution manager, citizen) and the way each of them interacts with
the Platform through the Graphical User Interface (GUI);

• the Registry database, which allows recording and storing information about the
Solution and the managed Urban Datasets, as well as the information regarding
their production.
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The collaborations are handled, in the Registry, defining four groups of informa-
tion about:

1. Smart City Administration: administration of the Smart City Platform;
2. Vertical Solutions: registered Solution, reference contacts and credentials for the

access to the transport data services (for the Smart City Platform that has to
access to the vertical Solutions, and for the vertical Solutions that has to access
to the Smart City Platform too);

3. Urban Datasets: declarations of which dataset (registered in the Ontology) will
be produced by the vertical Solutions in a given collaboration, as well as the
ownership of that datasets;

4. Complementary aspects: complementary information to the collaborations, such
as the production frequency of an Urban Dataset, the related ownership and
the access by other Solutions (if the UD is declared as OPENDATA, it will be
accessed by everyone), the transport protocols, the formats used in the transmis-
sion, etc.

Each group of information has been organized in the following E-R scheme and
their detailed description is provided with the related tables. It should be noted that
the collaboration table is the core of the whole E-R schema since a collaboration
describes the production of a specific Urban Dataset, by a specific vertical Solution,
towards a specific Smart City Platform, in a given time period.

Collaboration between a vertical solution and the SCP is defined, in fact, as an
agreement with the aim to produce a particular Urban Dataset. Between a solution
and the SCP, there might be multiple collaborations (production of different Urban
Datasets and/or production of the sameUrbanDataset in different periods) and differ-
ent accesses to the producedUrbanDataset. This collaboration provides a connection
between the Smart City and the Dataset Production of a Solution, at a certain times-
tamp. Since this aspect is crucial and it is employed in several parts of the Smart City
Platform, it is useful to have an ad hoc identifier to easily achieve this information
without involving Registry accesses. In this respect, the identifier collaboration_id
is created from the sequence of the identifiers of Smart City Platform, solution, urban
dataset and timestamp of the reference period.

The collaboration_id is the link among the different SCPS specifications that can
be used in a modular way but, in any case, they offer their maximum potential when
used jointly. There are, in fact, two main moments in which the collaboration_id is
treated:

1. In GUI navigation to search for available/accessible Urban Datasets, from which
it is possible to obtain a collaboration_id;

2. Using the web service to produce or access a particular Urban Dataset (this will
be evident in the web service interface, in the communication part).
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3.3 The Information and Communication Levels

The data exchange is managed starting from the definition of two main aspects:

• Information: representation of the exchange data by defining an abstract model
of Urban Datasets and related common formats (JSON and XML);

• Communication: description of the data transport through the architectural pat-
terns and the web service interface.

These two aspects correspond to the homonymous sub-specifications which, we
recall, can be adopted in a modular and gradual way.

The Information level defines a format able to make interoperable the exchange
of Urban Dataset between heterogeneous systems or applications.

It is defined by:

• an Abstract Data Model;
• the syntactic implementation of the Model; currently, two reference implementa-
tions are available: XML (eXtensible Markup Language) and JSON (JavaScript
Object Notation).

TheAbstract DataModel gives a syntax-independent representation of the content
that is mandatory for a document used to exchangeUrbanDataset. Because the Smart
City scenario is continuously evolving, it has been designed to be scalable during
the time and across different contexts; in this perspective, it satisfies the following
requirements:

• independence from syntaxes and communication protocols;
• ability to represent any kind of Urban Datasets coming from any vertical system
or application;

• ability to represent new, unexpected Urban Datasets, which were not foreseen at
platform design time and do not come from the initial use cases.

To meet these requirements the Abstract Data Model has a flexible structure (it is
unaware respect to the Urban Dataset properties) and we also define a procedure to
customize it without loss of interoperability. The result is an Abstract Data Model
composed of the following three parts:

• Specification: it contains meta-information describing the Urban Dataset (e.g. the
Urban Dataset specification reference, its properties,…);

• Context: it provides information needed for contextualizing the exchanged values
(e.g. the time zone related to the timestamps);

• Values: it contains the measured data on the Urban Dataset properties, organized
in key-value pairs.

The customization procedure consists in binding the Abstract Data Model to a
specific Urban Dataset and its properties, following its semantic definition (in the
SCPS it is given by an Ontology). The aim of this approach is to facilitate the
mapping between different syntactical implementations used by different systems or
applications and to enable interoperable data exchanges.
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Actually multiple syntactic implementations are possible; currently, two refer-
ence syntaxes are available:

• XML, formally expressed by an XML Schema conformant with the XML Schema
1.0 Specification;

• JSON, formally expressed by a JSON Schema conformant with the JSON Schema
Draft 06 Specification.

The following figure shows an XML fragment related to data measured on an
Urban Dataset (this fragment implements the “Values” section of the Abstract Data
Model). It is important to emphasize that the same structure is able to contain very
different kinds of Urban Dataset properties and related values.

The Communication Level (or data transport) deals with two main actions that a
vertical Solution can undertake to communicate with the Smart City Platform:

1. Production of an Urban Dataset: export, from a vertical Solution, of the urban
datasets that will be received from the Smart City Platform;

2. Access to an Urban Dataset: vertical Solution access to the Urban Datasets that
the Smart City Platform has previously published.

Note that, if the first action enables the retrieving of data from a Solution to the
Smart City Platform and the second action enables transfer of data from Smart City
Platform to a Solution, the coordinated set of the two actions allows the exchange
of data from a vertical Solution to another vertical Solution through the Smart City
Platform (Fig. 5).

Fig. 5 Urban dataset XML fragment
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The Communication, to perform the two actions above, must be defined through
the configuration of three aspects:

1. The Architectural Patterns,
2. The Web Service Interface,
3. The Transport Protocol.

The SCPS Communication Level describes the set of possible configurations that
the Smart City Platform and the Solution can agree on. SCPS Communication Level
provides three architectural patterns [33] defined as Client-Server interactions:

• Request/Response: it allows a client to request an Urban Dataset to a listening
server (e.g. a Vertical Solution, as a client, requires an Urban Dataset to the
Smart City Platform’s service, as a server, which responds with the Urban Dataset
required);

• Push: it allows a client to directly send an Urban Dataset to a listening recipient
(e.g. a vertical Solution, as a client, sends an Urban Dataset to the Smart City
Platform’s service that, as a server, receives the Urban Dataset);

• Publish/Subscribe: it allows the transmission of data between a vertical Solution
“publisher” andNvertical “subscriber” Solutions, through the Smart City Platform
that acts as a “broker”.

These patterns can be used to implement the communication among the vertical
Solutions and the Smart City Platform, depending on the needs inherent in the case
to be managed.

We report, as example, the schema of the “Request/Response” pattern.
Note that, depending on the situation, theClient andServer roles can be interpreted

by both a vertical Solution and the Smart City Platform.
The patterns can be realized through the implementation of the “Urban Dataset

Gateway” web service, whose interface is defined with various methods (detailed
descriptions are provided for each method and each parameter specified). For
example, the “basicRequest” and “searchingRequest” methods implement the “Re-
quest/Response” pattern (see Fig. 6). Note that the description of the web service
interface is independent from the implementations, based on the REST protocol in
combination with the JSON format or SOAP (described through WSDL, descriptor
of the service) in combination with the XML format (Fig. 7).

3.4 The Semantic Level

The core functionalities of the SmartCity Platformaim tomake efficient the exchange
of information between the different interfaced application contexts. Clearly this
leads to interoperability problems, due to the use of different languages, paradigms,
software, data formats. A way to tackle this problem is the reduction or elimination
of terminological confusion and with shared knowledge and terminology through
the definition of a unifying framework that could serve as a basis for interoperability.
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Fig. 6 Pattern request/response

Service UrbanDatasetGateway
Methods login (username, password)

push (token, collabora on_id, dataset)
basicRequest (token, collabora on_id)
searchingRequest (token, collabora on_id, from_utc_date me, 

to_utc_date me, coordinate_center, radius)

Fig. 7 Methods of the urban dataset gateway

Ontology definition can help in this task, and could represent a common ground to
face up some of the aforementioned issues, playing a relevant role in the commu-
nication management and solving semantic ambiguity. Modularity and reusability
are two key characteristics that make ontologies a proper tool to be used inside the
platform.

The use of standard technologies for the definition of Ontology, such as those
defined by the World Wide Web Consortium (W3C), makes available a whole series
of protocols and languages for communication. These tools favour the automatic
discovery of the data structures and their meaning through the organization of the
concepts in a hierarchy and the link with related information, making possible also
the automatic generation of the relative documentation. An additional advantage
using Ontology is the possibility to define, in a simple way, rules for generating
new information autonomously with the appropriate software tools. In fact, there
are different mechanisms and languages that allow to define rules to obtain new
information starting from the information stored in the knowledge base.
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In the task of defining and creating the Ontology, the initial phase was focused on
the analysis and exploration of existing ontologies that deal with the Smart Cities in
various aspects. We started analysing the initiatives listed in the http://smartcity.lin
keddata.es/ portal of the READY4SmartCities FP7 CSA [34] project, whose aim is
to increase awareness and interoperability for the adoption of semantic technologies
in the energy field to reduce consumption and CO2 emissions at the Smart City
community level. The portal contains several ontologies for the most diverse services
related to a Smart City. During the analysis phase we explored different projects that
tried to achieve the objective of cataloguing and data integration through ontologies.
The aim was to observe the state of the art in order to understand how to move in
this area and what are the pros and cons of different approaches. Below are some of
the identified solutions.

• The DIMMER project (http://www.dimmerproject.eu) integrates information on
the topology of buildings with real-time data from sensors and users to analyse
and correlate the use of buildings and provide information on their behaviour on
energy consumption in real time. The definedOntology is very simple and defines a
relationship between services provided by a sensor, building and physical location.

• The City Protocol project (http://cityprotocol.org/), conducted by the city of
Barcelona, whose goal is the creation of a common system for cities and the
development of protocols that allow innovation through the interaction between
different sectors and areas of city life. The project provides the definition of Ontol-
ogy [35] that defines a fundamental structure of the city through the definition of
basic and general concepts for the different types of activities of the city from both
an infrastructural and social, economic and environmental point of view.

• Km4City Ontology: Ontology developed by the DISIT of the University of Flo-
rence [36] with the aim of integrating information on transport and mobility with
the dataset provided by the municipality of Florence and the Tuscany region.

• The CITYkeys project (http://www.citykeys-project.eu/) aims to improve the
exchange of information between the various subjects providing services within
a Smart City. The project identified a set of KPIs (Key Performance Indicators)
to help the city in implementing strategies by linking various services. CITYkeys
does not define any Ontology, but helps collecting and detailing a wide set of
indicators that can be used in the evaluation of impacts on Smart Cities.

The analysis led also to the identification of two existing ontologies that have
been integrated in our platform for greater compatibility with the outside world:

• Ontology of units of Measure (OM) [37], it has a strong focus on units, quantities,
measurements, and dimensions.

• PROV Ontology (PROV-O), provides a set of classes, properties and restrictions
that can be used to represent and exchange information of sources, generated in
different systems and different contexts

In its definition, the Ontology revolves around the concept of Urban Dataset
(defined as a subclass of Entity of the PROV Ontology). This concept refers to any
data, aggregated or not, that an application context is able to process based on the

http://smartcity.linkeddata.es/
http://www.dimmerproject.eu
http://cityprotocol.org/
http://www.citykeys-project.eu/
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Fig. 8 Main concepts related to urban dataset

data collected by the sensors located in the Smart District. This is the crucial node
of all communication and the main information that must be exchanged within the
infrastructure.

Figure 8 shows the main concepts of the Ontology:

• UrbanDatasetContext: each Urban Dataset has its own context that serves to
better describe and characterize the information (e.g. the context includes the
geographic position to which data refer, language used for descriptions, time and
time zone). Information from a context is modelled as a property.

• Property: when an Urban Dataset is generated, it is associated with other infor-
mation (both specific and contextual) describing it, such as the creation time, the
position of the sensor fromwhich it is produced, its description or its identifier and
the version (that is the specificationRef). This information is defined as a property
of the Urban Dataset or a context.

• Producer: an important aspect of a data set is its origin, that is, who is the data
provider. PROV Ontology, introduced earlier, in this case performs this function.
In the specific case, Producer, subclass of “Agent”, (see Fig. 8) describes the entity
that creates the data. The property “wasAttributedTo” of PROV-O can be used to
report the producer.

• DataType: this class was created to manage and list the canonical data types. As
said, the OM Ontology is used to link Urban Dataset to the units of measurement
of the international system.

• ApplicationContext: in addition to the specific properties, the Urban Dataset is
also associated with a field that indicates the application context to which it refers
(e.g. SmartBuilding for the case of anomalies in a building).
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The individual properties of the different Urban Dataset are in turn the subclasses
of Property:

• ContextProperty: groups all the property instances used to describe the context
(e.g. coordinates, language, time in which the data was collected, etc.);

• UrbanDatasetProperty: groups all the property instances used to describe spe-
cific properties of the Urban Datasets (e.g. the number of anomalies, the number
of occupied parking spaces, the average energy absorption, etc.).

Finally, an Urban Dataset often contains data that can be attributed to a particular
application context (e.g. smart building, smart mobility, etc.). For this reason, the
existence of a property that relates an instance of Urban Dataset with an applicative
context has been foreseen in the Ontology. The Ontology has been formalized in the
OWL language and made available online and downloadable at the link http://smart
cityplatform.enea.it/specification/semantic/1.0/ontology/scps-ontology-1.0.owl.

3.5 The Original Contribution of the Approach

The SCPS with respect to existing development framework and platforms:

• does not impose a reference technology or the use of an existing implementation;
• looks only at the interfaces at the higher ICT level (z-axis in Fig. 2), leaving
completely free the implementation of each vertical application;

• is highly customizable, since:

• the developers can choose the subset of the specification they want to implement
(favouring incremental approach)

• the flexibility of the format enables to exchange a huge kind of data. So the set
of data can be defined on the base of the vertical applications that need to be
connected.

Moreover, the SCPS approach to the data format definitions is based on two
principles, aiming to join the flexibility with the capability of checking conformance
to the specification:

1. Need for minimum set of constraints on the Information Level: this has been
got by the definition of a general, huge and elastic data model able to contain
a wide set of measured data, coming from different contexts and managed by
different applications. This data model can be imagined as a table, which names
of columns are defined case by case. So at this level only the conformance to this
general light format is checked.

2. Moving of conformance checking on the semantic level: this has been got by
defining the semantic structure of the datamodel within theOntology, so assuring
not only the semantic interoperability thanks to shared meaning, but also a part
of the formal validation of the data format.

http://smartcityplatform.enea.it/specification/semantic/1.0/ontology/scps-ontology-1.0.owl
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Moving on a more political and organizational level, another interesting point is
the recognition of the key role played by the Public Administrations in the effort to
activate the city’s change. It resulted in the identification of the public calls for tenders
as a powerful leverage for applying common interoperability principles between
Smart City Applications.

4 Conclusions and Future Directions

Nowadays, each city carries out a multitude of heterogeneous solutions related to the
different vertical application domains (e.g. Mobility, Buildings, Energy Grids) and
the most common approach is the one where each solution is a closed proprietary
implementation which is not able to communicate neither with other solutions nor
with the other city stakeholders (municipality, citizens). Meanwhile the Smart City
holistic vision is rapidly spreading out thanks to the digitization of existing services
and the creation of new services upon the existing ones. In fact, what makes a city
a Smart City is the use of ICT in order to optimise the efficiency and effectiveness
of useful and necessary city processes, activities and services. This optimisation is
typically achieved by joining up different elements and actors into an interactive
intelligent system. For that reason, in order to break the silos and break the barriers
in the ecosystem of urban solutions, we need to drive them towards interoperability
concepts.

In this scenario we started from the analysis of real contexts and the processed
and exchanged data in the Smart Cities; this analysis made it possible to identify
multiple aspects related to interoperability among systems and to group them into 5
groups/levels; then a concrete solution was given for each of the 5 levels, providing
a precise specification; the 5 resulting specifications are modular, connected but
independent of each other: this makes it possible to establish a process of gradual
convergence towards full interoperability among the city’s vertical solutions with the
aim of exploiting the Smart City vision potentials and therefore provide citizens with
new services, fostering competitiveness and avoiding the ‘vendor lock-in’ given by
proprietary implementations.

As a result, we proposed an approach inspired by the SGAM Model, an interop-
erability oriented analysis framework in the smart grid context, which enables the
identification of data exchange interfaces, standard classification and mapping of
different architectures on the same reference model.

Re-elaborating the SGAM in a Smart City scenario five levels have to be addressed
in order to face the interoperability issues: Functional, Collaboration, Semantic,
Information, Communication.

The Functional Level describes the Reference Architecture, the Key Concepts,
the Users and the macro-functionalities through Use Case Diagrams. The Reference
Architecture assumes a schematic representation which includes a horizontal Smart
City Platform and a series of vertical Solutionswhere the datamove from the Solution
management in its own application context up to the Smart City Platform.
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The Collaboration Level manages the set of information that characterizes the
cooperation between the SCP and any solution, through the description of the basic
functionalities needed for the interaction with any user and the registry database
which is the repository of the solution and of the managed Urban Datasets, as well as
their relationships. The collaborations are handled, in the registry, as a set of infor-
mation organized in the following four groups of information: Smart City Admin-
istration, Vertical Solutions, Urban Datasets, and Complementary. Each group of
information is explained in a data model through the definition of the appropriate
E-R scheme and detailed descriptions of the related tables.

The Semantic level deals with the definition of anOntologywhich provides reduc-
tion or elimination of terminological confusion by means of shared knowledge and
terminology. Ontology definition plays a relevant role in the communication man-
agement and solving semantic ambiguity. Modularity and reusability are two key
characteristics that make ontologies a proper tool to be used inside the platform. In
particular, the Ontology is essential for the right interpretation of the information of
the UrbanDataset structure. TheOntology has been formalized in the OWL language
and made available online.

The Information Level defines the format able tomake interoperable the exchange
of significant information about the city, namely the Urban Dataset, among heteroge-
neous systems or applications. The format has been thought to be self-consistent (it
is mandatory to be compliant with the SCP specifications but it can be adopted also
outside the framework) and it is defined by an Abstract Data Model and the syntactic
implementation of the model in XML (eXtensible Markup Language) and JSON
(JavaScript Object Notation). The Abstract Data Model gives a syntax-independent
representation of the content that a document, used to exchange Urban Dataset, must
have. Because the Smart City scenario is under continuous evolution, it has been
designed to be scalable during the time and across different contexts.

The Communication Level (or data transport) defines the actions that a vertical
Solution can undertake in order to communicate with the Smart City Platform, which
are: the production of Urban Datasets (information which a solution exports towards
the Smart City Platform) and the access to Urban Datasets (a solution retrieves
information that the Smart City Platform has previously published). Therefore, if
the first action enables the retrieving of data from a Solution to the Smart City
Platform and the second action enables transfer of data from Smart City Platform to
a Solution, the coordinated set of the two actions allows the exchange of data from
a vertical Solution to another vertical Solution through the Smart City Platform.
The communication, to perform the two actions above, must be defined through the
configuration of three aspects: the Architectural Patterns (Request/Response, Push,
Publish/Subscribe), the Web Service Interface and the Transport Protocol.

All these features of the SCP specifications are modular; it means that each stake-
holder can implement not necessarily all of them but also a subset of them.

Thus, as already stated, since the absence of a univocal and ‘holistic’ standard,
what we have proposed here is a high level reference framework aimed at enabling
interoperability in Smart Cities, i.e. able to include all the multiple aspects of the
Smart City with a coherent vision. For the future this means the need to face the
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issue of standardization, confronting emerging initiatives or even proposing the SCP
Specification as a contribution to the construction of standards and it requires the
engagement of themain national/international standardization initiatives (as the IES-
City initiative led by NIST) in order to achieve a convergence on all the technological
issues related to the proposed model.

This convergence process through open specifications is the opposite of an imposi-
tion of a single centralized and proprietary solution; in fact it allows existing solutions
to join without having to be replaced by another technology and allows interested
parties to contribute on specific aspects of the overall design.

Nevertheless it is not enough. If we state that the public administrations can play
a key role in breaking the barriers among the Smart City subsystems, they should be
provided with a common global set of standards and guidelines to be used in the call
for tender.

At the moment the specification are being experimented in a laboratory context,
implementing the communication among existing testbed applications (for example
smart buildings within ENEA site and another existing WebGIS application, and
so on). The first results are very encouraging. Moreover the approach has been
shared with an important group of stakeholders (including city, industry and research
representatives) in an ENEA initiative called Italian Convergence Table and it has
received a very positive welcome. The next step will be the experimentation in a real
urban context. In this phase it is expected to get a credible evaluation of the approach
and to be able to identify possible criticalities in it and to modify the specifications
in order to solve them.

Lastly, SCP Specifications do not aim to solve all the issues related to communica-
tion in the Smart City field, but the potential impact, at the national or European level
through a first convergence path based on interoperability, can be noticeable in socio-
economic terms and in the efficient energy management, pursuing an improvement
in the quality of life of the citizen.
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Integrated Cyber Physical Assessment
and Response for Improved Resiliency

P. Sivils, C. Rieger, K. Amarasinghe and M. Manic

Cyber-physical systems (CPS) are control systems that facilitate the integration of
physical systems and computer-based algorithms. These systems are commonly used
in control system and critical infrastructure for control and monitoring applications.
The internet-of-things (IoT) is a subset of CPS in which multiple physical embed-
ded devices and sensors are connected via a distributed network to communicate
and transfer data while being driven by computational algorithms for data delivery
and decision-making tasks. The various devices in IoT results in a large amount of
heterogenous data that is handled by the system. The system needs to ensure that the
provided data is trustworthy in order to ensure that the system is working efficiently
and producing accurate, actionable outputs. Additionally, human-in-the-loop ele-
ments are crucial to any CPS infrastructure, especially IoT and must be considered.
This chapter provides a summary and analysis of crucial concepts in under-standing
cyber-physical degradation assessment, heterogeneous data-fusion, and visualization
under a smart city IoT architecture. These concepts will provide a basis for enhancing
the effectiveness of human response to physical and cyber-events within the scope
of smart city infrastructure.

1 Introduction

Cyber-physical systems (CPS) are commonly used architectures for critical infras-
tructure applications such as smart urban environments. The Internet-of-Things (IoT)
is a network based architecture in which physical devices, sensors, embedded elec-
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tronics, software, vehicles, etc. can communicate and transfer data with each other
over an internet connection. IoT technology is a subset of CPS in which physical
procedures are controlled and affected by computational processes while the com-
putations are simultaneously altered based on the physical system state. In expansive
CPS designs, such as those required for IoT enabled urban ecosystem applications,
expansive networks are implemented to collect, transfer, monitor, and analyze data.
This data is processed for automated control applications, generate predictivemodels,
and provide enhanced understanding for operators and consumers [1].

For cyber-physical systems, as in control systems and critical infrastructure, ensur-
ing the resilience of a system is critical to its long-term efficiency and security. CPS
uses many automated systems to perform tasks and handle anomalies. These systems
can be very complex, have different methods of integration, and involve varying lev-
els of human interaction. Resilience is amulti-disciplinary effort that ensures changes
and anomalies experienced by a system are tolerated by the system design. Resilient
control systems maintain system monitoring, awareness, cyber-security, and deci-
sion making at an acceptable level of operation to facilitate normal and necessary
functions.

Ensuring the trustworthiness of data coming from the various devices, sensors and
network traffic should be one of the top priorities in designing any cyber-physical
system (CPS). Trustworthy sources ensures that the available data is being used
efficiently and the outputs are accurate. This is especially important in smart city
infrastructure where outputs and decisions affect people’s daily lives. Untrustworthy
data can lead to poor automated system control, difficulty in decision making, and
frustrating end-user experiences. This data is very often very large in scale and comes
from heterogeneous sources. Moreover, information technology (IT) and operation
technology (OT) operators who now find themselves responsible for cybersecurity
come from a variety of backgrounds, differing decision support requirements, and
knowledge capabilities. To effectively abstract the complexity of cybersecurity and
simultaneously address the variety of roles, knowledge, and need, a design is needed
that performs much of the required analysis for the user and presents only relevant
information in a consistent way. IoT infrastructure on a city-wide scale requires
many different data nodes in the form of devices and sensors to perform specific,
individualized tasks. Thismeans that the datasets created froma city-wide IoT system
will be high-dimensional and heterogeneous.

This chapter provides a summary and analysis of crucial concepts in understanding
cyber-physical degradation assessment, heterogeneous data-fusion, and visualization
under a smart city IoT architecture. These concepts will provide a basis for enhanc-
ing the effectiveness of human response to physical and cyber-events within the
scope of smart city infrastructure. It is important to understand that CPS degradation
analytics provide the source information that a data-fusion engine will use to tailor
context awareness to the human. Visualization presents this information to ensure
a reproducible response for each operational role regardless of background (e.g.,
cyber, operational, scientific, etc.) or level of performance or the humans involved at
any particular time.
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Fig. 1 CPS data feedback loop between the cyber and physical layers

1.1 What Are Cyber-Physical Systems?

Cyber-physical systems are usually used to monitor and control critical infrastruc-
tures. Examples include smart grids, autonomous vehicles, and smart buildings. CPS
combines physical components and computer-controlled algorithms for monitoring
and process control. CPS integration is achieved through the implementation of feed-
back loops in which both the cyber and physical aspects of a system affect each other
(Fig. 1). The physical processes are monitored and controlled by the computational
algorithms embedded in the cyber aspects of a CPS, and computations are simulta-
neously altered by the physical state of the CPS. This is accomplished through data
analysis, systemmodelling, both data-driven and physical, and data fusion to enhance
knowledge discovery from heterogeneous sources of cyber-physical data. In general,
OT systems are one type of CPS. Processing heterogeneous, high-dimensional data
from acquisition through data-fusion is a critical task that must ensure capability and
scalability in CPS [2, 3].

The IoT is a subset of CPS. IoT architectures establish communication networks
between multiple decentralized, heterogeneous CPS. In this sense, the IoT is the sec-
ond layer ofCPS that enables digital integration and communication. IoT applications
are often provided by embedding sensors, software, devices for computational or
networking applications, etc. into existing objects within CPS architectures. These
are usually physical objects that are not usually designed for computational tasks
(appliances, toys, vehicles, etc.). The communication and data-transfer between the
various IoT devices takes advantage of pre-existing network infrastructure such as
the internet, reducing overhead for large-scale distributed system applications [1].
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1.2 Challenges in CPS

Concern over cyber-attacks has led to the thoughtless proliferation of tools focused on
addressing pressing cybersecurity needs without long-term considerations. Much of
what has been developed originates in the IT sector, and has been inherited with little
customizationby the control systemsworld.As a result, control systemsprofessionals
who have not been traditionally responsible for security, now have a role in the
cybersecurity of OT systems, and they lack tools customized to the OT environment.
Therefore, it is safe to assume that various roles exist within the security equation,
and a different level of expertise is required for the many individuals working in
these complex systems. Even within IT, the diversity of manufacturers, number of
cyber security appliances installed, and sheer number of parameters monitored can
create data overload in the most adept user. This overload situation can grow as
an increasing number of security solutions are fielded to protect the system, each
with its own stream of monitoring data. The resulting data deluge likely produces
many false negatives because humans cannot examine all the data that has become
available. Additionally, the common use of overly conservative alarm thresholds
produces numerous false positives that human controllers learn to ignore since the
majority are frivolous.

Based upon cyber, physical, and interacting cyber-physical characterizations of
both host and network patterns, CPSmodels can be used to distinguish conditions and
behaviors indicative of a cyber-attack from benign, unintended actions or physical
failures. As a feedback loop to recognize performance, latency and integrity will pro-
vide the fundamental attributes that will be correlated by measurable cyber-physical
parameters [2, 4, 5]. Through the use of leveraged and data-driven models, cyber-
physical parameters specific to use cases can be evaluated to correlate performance
impact. That is, given a change (normal or abnormal) in the cyber-physical environ-
ment, unacceptable variations will be evaluated and codified. The resulting process
will establish a network performance baseline, a direct measurement of resilience,
and a diverse approach to recognizing distributed threats across the interwoven layers
of the OT/IT architecture.

Computer networks remain the primary vector for cyber-attacks, and yet detect-
ing cyber-attacks over computer networks remains limited—“misuse-based intrusion
detection” [6], which relies on static “signatures” of “known bad” activity, has signif-
icant value, but also remains blind to unknown attacks, and frequently even to slight
variations on attacks. “Anomaly-based intrusion detection” [6], which analyzes sta-
tistical variations from “normal,” helps to address some of these issues [7], but is
limited by the massive imbalance in “good” data to “bad” data in-training sets, the
high cost of false positives to human operators, the so-called “semantic gap” between
flagging anomalous events and understanding the cause of those events, and the raw
diversity of network attacks [7]. Moreover, the extremely high and diverse types
of network traffic and computing environments present in IoT infrastructure makes
these problems even worse. Indeed, many commercial solutions are ineffective since
these are often either not capable of performing on networks with bandwidths as high
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as those on IoT networks, or not tuned for such environments. A basic misapplica-
tion of the anomaly-detection approach is to assume that all anomalous behaviors
are necessarily suspicious. The terms, “anomalous,” “errant,” and “malicious” all
have different meanings, but “malicious” carries a value judgment with it. Normal
activities may vary significantly with software upgrades and network changes.

Combining multiple heterogeneous data sources can introduce multiple chal-
lenges for data-fusion, system-modeling, and visualization applications. The col-
lected datasets may contain information with varying resolutions, is incomplete or
uncertain, or is unsynchronized due to various offsets in the measurement devices.
Every node in a CPS, whether it is recording data or providing an end-user interface,
will have its own method of recording and saving data. So within a large-scale IoT
system, the vast amounts of available data sources can provide their data in many
different formats that must be combined so that an analytics model can make sense
of it. Additionally, the available data is a mix of cyber-data, e.g. network traffic, and
physical data, e.g. temperature readings. Both types of data are part of the same sys-
tem and should be looked at as a whole, rather than separate entities with their own
architecture. Data-fusion techniques combine heterogeneous sources of data into a
new representation by exploiting existing interdependencies in the dataset. These
techniques are used to help improve the performance, scalability, and reliability of
the control and monitoring analytics systems that implement these datasets.

2 Cyber-Physical Analytics for Resilience and Assessment

This section outlines the anomaly detection analytics to be used in combination with
high-fidelity models to recognize and mitigate cyber-attacks and enhance system
resilience. Providing complete, reliable, and actionable information is essential for
system resiliency and decision-making within an IoT system. In order to ensure the
trustworthiness of available sensors in an IoT system design, analytics that ascertain
accurate health measurements of sensors is essential. Failures within highly interde-
pendent and complex environments can lead to cascading adverse consequences. As
the digital footprint of these environments has continued to evolve, the potential ram-
ifications of conjoined CPS failures has not been considered and has instead become
more obscure. If recognized and characterized quickly and consistently at the source,
however, the adverse effects can be localized and cascading failures prevented. With
this focus in mind, methodologies should be implemented to characterize a diverse
range of behaviors found on OT/IT networks and classify them according to their
degree of normality. Application of these methodologies will lead directly to mea-
surable improvements in system resilience.

A cyber-physical approach towards IoT infrastructure will notably ascertain
degradation—both cyber and physical—to distinguish cyber-attack from physical
failure. Information on blended security attacks (both cyber and physical) should
also be characterized. Analytics systems should remain robust under various degra-
dation scenarios resulting in partial or unreliable information. IoT enabled sensors
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and devices, as well as the networks between them are susceptible to malicious tam-
pering, unforeseen failures, and accidents; as well as degradation that arises naturally
from normal operations. Robust cyber-physical analytics designs should enhance the
response of decision-makers by identifying and providing actionable information
about how and where degradation is occurring.

Computer networks within a system are often the primary vector for cyber-attacks
on IoT infrastructure.However, established intrusion detection system (IDS)method-
ologies are limitedwhen it comes to distinguishing between anomalous andmalicious
network behavior. “Misuse-based intrusion detection” requires a priori knowledge
of network traffic patterns that indicate malicious activities. This type of network
monitoring, while useful, is unable to detect unknown, or sometimes slightly altered,
cyber-attacks. Another IDS scheme, “anomaly-based intrusion detection,” imple-
ments various statistical metrics to determine how far off network traffic is from
baseline activity. Statistical analysis is useful for mitigating the problems inherent
in misuse-based IDS, but it introduces another problem with differentiating between
non-malicious anomalous traffic patterns from cyber-attacks identified by the IDS.
Due to vast diversity of network traffic patterns, which is further exacerbated by the
vast diversity of cyber-attacks and the large amounts of traffic inherent in a city-wide
IoT system, many anomalous patterns can emerge that are not malicious in nature.
Since the simple approach of assuming all anomalous network traffic is malicious is
impractical at scale, false-positives flagged by an IDS requires some human analysis
to understand the causes of the events and to provide the necessary response. This
presents a further problem as backgrounds, knowledge, and physical capabilities vary
among individuals. As such, wide-scale IDS systems for IoT applications should aim
to provide as few, if any, false positives as possible. These systems should be able
distinguish degradation arising from cyber-attacks and physical failures. Addition-
ally, a design focus on quickly identifying and localizing failures enables fast and
accurate response times for human operators. A design focused on localization can
also help mitigate cascading failures. As IoT systems grow larger and more intercon-
nected, the potentiality of one failure leading to other, possibly unforeseen, failures
in multiple other areas increases.

2.1 State Awareness and Anomaly Detection

Developing an accurate state awareness system with robust anomaly detection tech-
niques is crucial to providing users with the relevant information and models needed
to recognize threats and coordinate effective responses. These systems are typically
implemented either through data-driven or physics-based models. Data driven mod-
els encompass computational intelligence (CI) and statistical models. These designs
use collected data to generate models that represent the system as it should be when
fully-functional. These state estimations can be compared to current system states
which can help identify when and where system anomalies are occurring and predict
how a system will behave in the future given the current state. Additionally, there
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are data-driven models that use ‘online’ learning algorithms. These algorithms con-
tinue to refine their initial models using new data collected after deployment. These
algorithms allow the models to be further refined over time to better handle new or
unforeseen challenges/attacks. While data-driven system models are powerful tools
for IoT analysis applications, there are some potential issues that should be kept in
mind during the design process. Data-driven approaches use some form of pattern
matching to build their models and therefore require large datasets describing the
systems activity, with data on multiple safe/unsafe scenarios often being required.
Not having enough training data can result in a model with poor performance lead-
ing to unsatisfactory results. This means that designing useful models can require
extensive, potentially cost-prohibitive, data collection. The pattern matching nature
of data-drivenmodelsmeans they are also susceptible to overfitting,where the trained
model too closely resembles the training data. Overfitting can cause the model to
have very little room for error, meaning normal data patterns that were missing
from the training data could be flagged as abnormal resulting in many false posi-
tives. Additionally, pattern matching schemes are susceptible to spoofing. Spoofing
is when an attacker reverse engineers the model allowing them to know what inputs
are needed to create a desired output. In CI applications, most CI models are ‘black-
box’ algorithms. This means that observers can only know the inputs and outputs
of the model but cannot get information about the model’s inner workings. This
makes understanding and explaining the behavior of a model extremely difficult, if
not impossible.

Computational intelligence (CI) and machine-learning methods have been used
to provide anomaly detection systems for a variety of applications. Artificial neural
networks (ANNs), such as multilayer perceptron (MLP), are a popular machine-
learning technique that have been shown to provide excellent results in anomaly
detection applications. In cybersecurity, ANNs have been used in anomaly-based
network intrusion detection systems that can handle a large variety of cyber-attacks
[8]. Designs were presented in literature that were able to achieve very high detec-
tion rates (~99%) [9–12] on various datasets. Additionally, [10, 13] presented ANN
designs that can not only achieve high-detection rates, but also report very few false
positives and false negatives (~0.1%). Recently, [12] presented an improvement to
standardMLPanomaly detection inmedical CPSby reducing the detection process to
multiple 2-class classifications to improve accuracy and reduce false reports. ANNs
used for anomaly detection systems in control system architectures, such as smart
grids, have been presented with relatively high detection rates [14–16], though the
reported false alarm rates are often high as well. Integrity attacks can compromise
a system by spoofing system data so that it appears to an operator that the system
is in a safe-state, while an attacker gains access to critical resources. An ensemble
modeling design, where multiple models are aggregated to increase accuracy, was
presented in [17] for these types of anomalies that performed better than other prior
MLP methods with a small percentage of false reports (~2%).

Another area of CI that has shown promise in CPS anomaly detection is fuzzy
logic. Fuzzy logic systems (FLSs) embed human understanding and knowledge into
a system in the form of ‘if-then’ rules. These rules are then converted into crisp
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values, which can then be used for decision-making tasks. Traditionally, the rule
base for a FLS is derived from expert knowledge of the system, though since some
CPSs can be extremely complex, various publications have explored adaptive fuzzy
architectures that can generate their own rules [18] or allow them to be dynamically
altered [19]. FLSs are grey-box algorithms, where some inner workings of the system
can be known but other aspects remain unknowable. This is an improvement over
other CI algorithms in terms of understandability and system awareness.

Recently, deep-learning neural network algorithms, such as convolutional and
recurrent neural networks, have emerged as the state-of-the-art in machine-learning
due to their ability to produce more robust models than standard ANN architectures.
Literature has presented deep learning algorithms for cyber-attack anomaly detection,
showing robust detection against a variety of attacks on CPSs [20, 21]. Additionally,
a simple convolutional neural network design was presented in [22] to monitor motor
conditions in real-timewith a high accuracywhen tested on real-worldmotor datasets.

Classical CI algorithms are still in use, though in recent research they are mostly
used for comparison and validation of newer CI methods. These include K-Nearest
Neighbor (KNN) [23], Support VectorMachine (SVM) [23, 24], and Self-Organizing
Map (SOM) [25, 26].

Various other statistical modeling algorithms have been explored for enhancing
anomaly detection applications. These algorithms do not necessarily fall under the
CI category, though they are similarly data-driven, and are often used alongside CI
classifiers to enhance performance. Brahma et al. and Biswal et al. [24, 27] present
a detailed comparison of multiple statistical modeling methods. Multiple experi-
ments were run using Discrete Fourier Transform (DFT), Discrete Wavelet Trans-
form (DWT), PrincipalComponentAnalysis (PCA), S-Transform, andShapelet algo-
rithms on Phasor Measurement Unit (PMU) fault and generation-loss datasets. Each
method was verified using various KNN and SVM classifiers. The authors show
that the more recent Shapelet methods outperformed all other compared methods.
Interestingly, the authors also note that feeding raw data into the classifiers often
outperformed classic statistical methods. PMU data was also used in [23] to test a
kernel principle component analysis (kPCA) method for anomaly detection in high-
resolution micro-PMUs. The kPCA was combined with a novel ‘partially hidden
structured’ SVM to classify the type of anomaly detected. The authors showed the
combined algorithms outperformed standard decision algorithms such as Ada Boost
and Decision Trees.

These methods have also been explored for the detection of cyber-anomalies. A
Reduction of Quality (RoQ) attack detection method is presented in [28]. Since a
quality drop in network traffic does not always imply that a system is under attack,
a more robust algorithm is needed to detect anomalies, as well as identify that the
anomalies are malicious. The two-stage design uses wavelet analysis to detect abrupt
changes in quality in the first step. Autocorrelation analysis is then used to identify
attack characteristics in the local network traffic. The proposed design achieved a
3% false negative rate with 0% false positives. A Chi-square statistics algorithm was
proposed by [29] for tiered intrusion detection applications withmultiple alarms. The
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Chi-square algorithm achieved detection rates of 71–100%, depending on various
conditions, with no false positives.

Physics-based models implement prior expert knowledge to exploit known rela-
tionships in the available data to detect when an anomaly has impacted the system.
Their advantage over data-driven models is that they are white-box by nature, allow-
ing users to have access to all of the information of the inputs, outputs, and inner-
workings of the model. Another advantage of physics-based models is that they do
not rely on data for training meaning no data collection is necessary. However, the
required expert knowledge needed to design an adequate model may not always be
readily available. Physics-based models can also miss useful intricacies in a system
that data-driven models can exploit. Hybrid models that incorporate aspects of both
data-driven and physics-based models can help alleviate the weaknesses found in
both modeling schemes.

Physics-based modelling techniques can be seen in [24, 30] where the authors
presented a physics-basedmethod that uses energy information from PMUs to recon-
struct a model of the system as a whole that can then be used to detect anomalies
present in the system. A physics-of-failure mechanism is presented in [31] using
particle-filtering, a probability density algorithm, to detect anomalies in brushless
DC motors. A different model-based anomaly detection method is proposed in [32].
This method uses ‘gaps’ between data points to define and detect anomalies in the
data. This approach does not require any prior knowledge of the system and uses only
a local subset of data points. The authors detail its potential for anomaly detection
in big data and data stream applications due to its computational efficiency.

2.2 Distributed Systems

The distributed nature of IoT systems for city infrastructure applications adds its own
challenges in the development of data analytics systems. The many devices and sen-
sors in a city-wide IoT system can be spread out across large distances, and all of this
data needs to be collected, analyzed, and acted upon quickly. Classic distributed sys-
tem architectures implemented a central data-fusion center where all data is funneled
to a single location, analyzed, and output analytics are sent back out to the system
and users. While this approach is ‘efficient’ in that only one location has to be built,
maintained, and protected, there are some downsides that become more problematic
on large-scale distributed architectures. First, data transfers take time. In a city-wide
IoT, emergency decision making requires all relevant information be provided as
quickly as possible. This means that data transfers need to be as fast as possible to
enable real-time analysis and systemmonitoring. Second, central data-fusion centers
inherently create single-points-of-failure across the system. This increases the chance
of crippling security risks and makes localizing degradation difficult. Lastly, not all
data may be necessary for global degradation analysis. Certain data-streams from
devices and sensors in the network may only be relevant to the health of their respec-
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tive device or subsystem meaning including them in a global degradation analysis
design may be unnecessarily increasing the computational overhead of the system.

A common design method used to alleviate these issues is to decentralize the
system such that multiple localized subsystems perform their degradation analysis
as independently as possible. Using decentralized subsystems allows for shorter data
transfers as each subsystem data center should be local to the data sources fed into
it. Subsystems reduce single points of failure as each subsystem can continue to run
independently if another subsystem is shut down. Subsystem analytics could also
help identify the source and cause of the degradation. The computational overhead
inherent in high-dimensional heterogeneous data sets can be reduced since each
subsystem only uses the data it needs. Additionally, if a central data-fusion center
is needed for global degradation analytics, subsystems can report device and sensor
information as needed, or only provide a subsystem overview reducing the amount
of network traffic and necessary computational overhead and the central location.
However, it should be kept in mind that in any complex system like smart city IoT
infrastructure, crucial interdependenciesmay exist across all data sources. In a system
where degradation in one area can have huge impacts on other aspects of the system
and/or thewellbeing of city residents, caremust be taken to ensure the communication
of the interdependencies between subsystems is not lost in the architecture design or
within the implementation of knowledge- and data-fusion techniques.

A fully decentralizedCPSdesign is proposed in [33] that uses relay-assisted sensor
networks. Their design makes accurate estimations by only exchanging information
between neighboring sensors, using relay nodes to transmit information to the rest
of the network. The authors show their design scheme can handle sensor failures,
fading channels, and noisy data without making assumptions about the communica-
tion topology, which further enhances resilience. Another design for a decentralized
resilient monitoring system is presented in [34]. The system quantifies the trustwor-
thiness, or data quality, of the sensors by comparing readings to a known trustworthy
source. The system is divided into subsystems through process-variable probabilistic-
mass-function adaptations to alleviate the high-dimensionality of data is CPS, and
knowledge fusion techniques are incorporated to ensure important interconnected
information between subsystems is not lost. Distributed CPS designs also have a
layer of communication that must be taken into account. When parts of a CPS are
separated, potentially by large distances, reliable communication is just as important
as the control algorithms. Cao et al. [35] introduced a joint optimization framework
for control and communication. It proposes a simulated annealing-based optimiza-
tion approach to minimize the number of control tasks sent, with the sub-objective
of minimizing energy consumption across devices during communications, and was
successfully implemented on a heating, ventilating, and air conditioning (HVAC)
dataset.

The increasing interconnectedness of information and communication technolo-
gies in CPS make in-depth design analysis crucial to ensure that both physical safety
and cybersecurity requirements are met. Friedberg et al. [36] presented a formal
methodology to integrate safety and security analysis into a single framework. Their
method, System-Theoretic AccidentModel for Safety and Security (STPA-SafeSec),
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offers a top-down approach to analyze and identify constraints in both areas of cyber-
physical systems simultaneously. STPA-SafeSec focuses on the desired outcomes of
a system, rather than using existing threats as the basis for security requirements. The
framework was applied to various scenarios in micro-grid systems and was shown
to help system analysts identify critical system components along with safety and
security impacts arising from specific vulnerabilities.

2.3 Resilient Monitoring

In CPS, particularly critical infrastructure, safeguards must be taken to keep the
system stable despite device degradation from malicious attacks or natural dam-
age/degradation. Resilient system-state awareness, estimation, and anomaly detec-
tion methods are crucial for system monitoring and decision-making under highly
dynamic conditions. Additionally, CPS can encompass large numbers of distributed
networks. These networks can contain different data types and may span large dis-
tances, increasing both the computational and temporal overhead needed to perform
analysis. Many CPS use a central data-fusion center to perform tasks, though this
can create a single-point-of-failure for the entire system.

As with anomaly detection, CI techniques have been a promising area for
resilience in state-of-the-art CPS architectures. Wijayasekara et al. [18] presented
a fuzzy-neural data-fusion engine to model systems to create resilient state aware-
ness. The design implements an ANN that models current and future system states
based on historical data to enhance state awareness when system data is unreliable or
unavailable. This was implemented alongside standard threshold-based alarms and a
fuzzy logic-based anomaly detection system to further enhance the state awareness
architecture. Similarly, an adaptive neuro-fuzzy controller is presented in [19] for
use in a nuclear power plant and was shown to be highly tolerant to faults in a variety
of control tests.

A model-based state estimation method using Satisfiability Modulo Theory
(SMT) is presented in [37]. SMT uses first-order logic to create and verify models.
The proposed design models a CPS using Boolean and convex constraints; then, the
authors’ Imhotep-SMT uses the constraints to estimate the state and identify which
sensors are under threat. This method was verified using simulated data, as well as
successfully controlling an unmanned ground vehicle under adversarial attacks and
noisy sensor data.

CPS resilience can also be improved through the design choices made. Fawzi
et al. [38] described a theoretical framework for secure state estimation in CPS. This
work discusses two ideas for system design towards state estimation: (1) system-
states cannot be accurately reconstructed if more than half of the sensors are under
attack, and (2) if a system can be stabilized in the presence of sensor attacks, then
its state can be accurately estimated as well. The authors use this framework to
show the importance of designing resilient controllers that can be used for secure
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state estimation, rather than separately implementing secure controllers and secure
estimators.

3 Data-Fusion and Data Alignment

This section provides an overview of challenges and possible solutions for data-
fusion in the domains of IoT and CPS. Data-fusion is the process of combining the
available data streams into new, less unwieldy representations by exploiting existing
interdependencies in the dataset [18]. These representations are then used to increase
the reliability and consistency of state awareness, control, modeling, and predictions
for a CPS. Datasets generated by large scale CPS are usually high-dimensional (data
is collected from multiple sources) and heterogeneous (data of different types and
modalities is collected and reported). Furthermore, the collected data can have low
or multiple resolutions, report events out of sync with other data sources, or just be
missing.

Human effectiveness is a challenge in all contexts of human interface with infor-
mation technology (IT) and operation technology (OT), including cybersecurity.
Even within common role and responsibility area, the backgrounds, best methods
of learning/comprehension, and physical performance vary among individuals. In
moving towards a repeatable and low latency response to cyber-attacks, both human
and automated response actions to cyber-events must be considered. This includes
consideration of the most resilient effectiveness that can be achieved by adding
human influence within an OT system. The human aspect of OT systems requires
an extension of research and evaluation of the fusion and presentation of cyber-
physical analytics that characterize the cyber-posture. Considering the importance
of the cognitive and social environment, multidisciplinary exercises are planned to
characterize the performance of research solutions. To this end, data-fusion designs
should be created with a focus on delivering appropriate representations of informa-
tion to the operator/consumer (Fig. 2).

An extensive survey on recent data-fusion techniques and applications can be
found in [1].

3.1 Multi-modal Data

Multi-modal data describes data that is collected from multiple sources under vary-
ing conditions, such as data acquisition techniques in CPS. System modeling and
decision-making tasks often rely on high-frequency data to achieve sufficiently accu-
rate results. Data sources can have different resolutions, or sampling rates, meaning
that one sensormay record data at 100 times per second, while another sensor records
data only once a second. This is detrimental to the performance of the system as the
analytics system will be forced to compare 99 fresh data points from the first sen-
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Fig. 2 Data Fusion with a Focus on User Role Requirements

sor to the same static data point collected from the second sensor. Any important
concurrent changes or interdependencies between the two sensors is completely lost
within that second until the second sensor makes its next measurement. It is often too
expensive and/or time consuming to ensure that all devices meet the same standards,
even more so if part of the infrastructure is already implemented. As technology
improves, newer devices may be introduced to the system that outperform the old
ones and not every device can, or even needs to, be consistently upgraded to keep up.
Therefore it is necessary to have a software solution to handle low/multiple sample
rates to ensure that there exists enough data points from each sensor to generate
accurate analytics as often as needed.

Amethod using ANNs is presented in [39] to increase state awareness by increas-
ing the spatial resolution of data. The authors’method implemented data downscaling
to gain increased spatial resolution, and they validated their algorithms on real-world
CO2-concentration datasets. Similarly, [40] presented an online ANN method that
can predict high-resolution temporal data using lower resolution sensors. The authors
validated their algorithm on a real-world building energymanagement dataset, show-
ing their method was more accurate than classical predictive models and that it could
adapt to changes in building behavior. Another solution to the problem of data-fusion
for multi-resolution data is presented in [41]. The proposed surface modeling algo-
rithm combined features with varying resolutions through surface reconstruction and
registration using Gaussian Process (GP)-modeling. The algorithm was validated on
simulated and measured multi-surface data, and was significantly faster than the
commonly used weighted least squares data-fusion (WLSDF).

Due to the heterogeneous nature of IoT data, it is important to keep the various
data streams synchronized. Since system input is often collected from heterogeneous
sources, synchronization of the data streams is important for state awareness and con-
trol. The potentially large number of heterogeneous data sources allows for singular
events to beobservedbymultiple devices at once.Thesedata sources canhavevarying
latencies due to sample rates, transmission times, and missing data/noise. Multiple
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sensors monitoring the same object can end up with unsynchronized measurements,
whether temporally or spatially. The sensors will all record the same event, but the
multiple data streams will report the event happening at different times. Unsynchro-
nized data can be caused by inherent devicemeasurement latencies, physical distance
from what is being monitored, transmission times, network issues, etc. Using data
that is not synchronized can increase the difficulty of system-modeling and prediction
tasks by introducing conflicting information about the system’s status and potentially
malicious activity.

Unsynchronized sensor data can lead to conflicting information in decision-
making andmodeling tasks. Bennett et al. [42] proposed amethod for data alignment
in sensor networks without the use of extra hardware or software in the sensors. The
algorithm uses distinguishable points in the datasets to create a link between physical
events and time. The authors showed their method successfully reduces the temporal
offset between sensors, though testing was done with only twomeasurement devices.
Another method for synchronizing the constant spatiotemporal offsets in measure-
ment devices is shown in [43]. The authors presented an offline method to calculate
the offsets using continuous state representation using a single estimator rather than
the two-stage designs of previously establishedmethods. This was shown to generate
highly accurate offset estimations on several combinations of heterogeneous sensors.

Data-streams can also be incomplete or uncertain. Data sources can be compro-
mised, temporarily disabled, or physically broken causing uncertainty in the IoT
control systems. Trust metrics should be implemented so when conflicting data is
presented to the system, determining which data sources can be trusted and which
sources should be discarded can be done quickly to avoid unwanted consequences
on the control side. Incomplete data should notify operators so that measures can be
taken to restore the data source to its operational state, and safeguards should be in
place to adjust the control and state awareness models in the presence of the missing
data, or at the least notify users of a potential decrease in operational accuracy so
any necessary risk assessments can be properly made before any actions are taken.

To help analysis on incomplete data, [44] presented a framework for rapid knowl-
edge discovery from potentially incomplete datasets called structured data-fusion
(SDF). SDF implements multidimensional arrays (tensors) so that users can quickly
create and change libraries of processing methods, or factorizations. This allows
users to work towards finding solutions from incomplete data faster and with reduced
overhead.

When multiple sources provide conflicting data about an event, a method for
choosing which sources to trust and which to disregard needs to be in place. Li
et al. [45] presented an algorithm for conflict resolution in heterogeneous datasets
through “source-reliability estimation.” The authors implemented an optimization
model where source trust weights are continuously updated for each source based
on their distance from known truths derived from confirmed reliable sources in the
system. The optimization problem was tested on multiple real-world and simulated
multi-source datasets and was shown to outperform other popular conflict resolution
methods, such as the Gaussian Truth Model. A multi-sensor data-fusion approach
to fall classification is presented in [46]. The authors presented a novel approach
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for daily activity and fall detection for individuals using accelerometer and gyro-
scope data collected from a smartphone, along with user-specific measurements (i.e.,
height, weight, etc.). The authors combined the available data using Receiver Oper-
ating Characteristic (ROC) theory and then input the combined data into a threshold
classification algorithm.

A fast-growing field that relies on cyber-physical data-fusion is autonomous vehi-
cles. These systems require fast and accurate data-fusion to make life-and-death
decisions in real-time. The unique challenges presented by autonomous vehicles
may produce solutions and provide insight into problems faced by other control sys-
tems. Shan et al. [47] proposed a data-fusion method to increase performance from
incomplete multi-sensor systems, specifically for auto traffic in urban areas. The
authors used Multiple Linear Regression (MLR) models with historical taxi global
positioning system (GPS) data to extract spatiotemporal traffic-state correlations.
This information is used to fill in data gaps to increase the accuracy of other sensors.
Historical data correlations could be implemented to make predictions in case of
sensor failure, enabling other devices to make accurate decisions without ignoring
the information of the failed device. Authors also noted the use of data-centric paral-
lelization for handling large multisensory datasets, but no specifics were noted. Hu
and Vasilakos [48] proposed a new model for describing moving objects using meta-
information frommultiple sources and global relationships to other objects to reduce
measurement and sampling errors present in existing models. The authors used this
model to develop a new map-matching algorithm, IF-Matching (Information Fusion
Matching). This algorithm outperformed Spatio-Temporal Matching and performed
as well as the ACMGeographic Information Systems Cup 2012 winner on city-wide
trajectory data.

3.2 Data Alignment/Tailoring

Because of the potentially large scale of CPS data, displaying all of the information
that is available can be overwhelming and unnecessary for the consumer. Finding
and reporting only the information that is relevant to the consumer and the cur-
rent/predicted system state may help improve decision-making response-time, accu-
racy, and reproducibility.

Since CPSs often contain large amounts of data from multiple sources, feature
selection is a crucial component in anti-system architecture. Selecting the most rel-
evant data and sources can improve both the accuracy and speed of decision-making
tasks, as well as enhance understanding and system awareness. Wang et al. [49]
showed a factor analysis method for feature selection using probabilistic kernels
that outperformed common factor analysis methods for physical degradation mon-
itoring. The selected feature sets were verified using support vector regression. A
unique feature selection paradigm is model predictive control (MPC), which is a
commonly used and effective technique for process control in industry. This tech-
nique models the dynamics of a plant to optimize input data based on predictions



66 P. Sivils et al.

of future behavior. A MPC algorithm for modeling non-linear systems using neural
networks is proposed by [50]. The authors use feed-forward neural networks to cre-
ate a parameter-varying MPC for use in tracking a system with partially unknown
dynamics over a set of operating points. The algorithm was validated on simulated
tank and tubular reactor systems.

In critical infrastructure systems, the final decision is left to a human operator.
The operator must look at the data and possible countermeasures supplied by the
system and make a choice on how best to deal with the situation. Often, all coun-
termeasures are given equal weight regardless of the situation. Bernieri et al. [51]
proposed a method using the analytic hierarchy process to suggest alternate recovery
options to the operator based on specific criteria (e.g., economic, security, social,
environmental). This method was then applied to an intrusion detection system that
could suggest alternative actions based on the input criteria.

In large-scale CPSs, end-users require efficient access to the available data. A
data management system for healthcare applications that focuses on data accessi-
bility is presented in [52]. The proposed cyber-physical patient-centric healthcare
system incorporates cloud and big-data analytics for data collection, management,
and application service layers in the system. The data-collection layer combines het-
erogeneous data nodeswith adapters to give nodes access to the systemandvice versa.
The data-management layer incorporates a distributed file-storage system with a dis-
tributed parallel computing framework to ensure efficient data storage and retrieval,
along with real-time and offline data analysis of the data. Finally, the application
service layer supplies operational resources for developers and end-users, such as
data access and visualizations, testbeds, security management, etc.

4 Data Visualization

This section provides a brief review of recent research conducted in visualization,
with a focus on data-fusion for cyber-physical systems. Accurate visual represen-
tations of information is essential for any large scale system. Visualizations inform
operators and consumers of how the system is running, health metrics, and can iden-
tify problem areas. Intuitive visualizations aid and simplify human-machine inter-
action by making relationships in the data more apparent and facilitating efficient
decision making. The large size of the datasets available in a city-wide IoT applica-
tion makes visualization a difficult task. It is not realistic to present all of the data
in a single interface because the interface will be cluttered and unintuitive. While
data-fusion reduces and exploits correlations among huge data streams, visualiza-
tion plays a critical role in human understanding of this data. Visualization simplifies
human-machine interaction. Accurate visualization of information can make previ-
ously unknown relationships apparent and facilitate faster, better decision-making.
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Fig. 3 Example of a Cyber-Physical Visualization Scheme for Power Grids

4.1 Dynamic Visualization

Dynamic visualizations change how the data is represented in real time which allows
users to quickly understand where changes in the system are happening and if they
have cause cascading failures. Dynamic data visualization allows for visual represen-
tations of data that can be altered as the represented data changes. This can allow for
quick and intuitive understanding of changes in the system as size, color, length, etc.,
is altered. in an IoT design, devices can be connected to and communicate with each
other over a network. This can allow for an efficient peer-to-peer resource sharing
system to be implemented across the system. Resource sharing adds an additional
layer to visualization by allowing local visual implementations to change dynami-
cally based on global data as well. It is also important that different visualization
nodes are consistent in their presentation to users. This helps users learn how the
display layout implemented by the system works, and ensures users won’t have to
relearn the basic navigation when introduced to a new display (Fig. 3).

Of course, any visualization system that emphasizes some data over others is
deciding on behalf of the user. Although it may do so according to user-stated pref-
erences, this decision can also form a filter bubble [53], where important informa-
tion may be suppressed because the user has not deemed it important. Filter bub-
bles become a self-perpetuating confirmation bias that may blind rather than reveal.
Visualization developers implicitly trust their creations, but for critical tasks such as
cybersecurity, operators tend to distrust decisions and simplifications made by visu-
alization [54]. Thus, all visualization research should take user-trust into account
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and enable users to understand what is being hidden by the things that are being
emphasized.

Onemethod for dynamically optimizing the area of relevant images on a display is
shown by [55]. The authors propose an optimization algorithm that will display a set
of objects using the entire display area, but sizing images based on the relevance of
information contained in each based on a user-defined context. The proposed Cyber-
Physical Directory Framework was implemented and tested using mobile devices.
Individual users could select their preferences (e.g., favorite foods/movie genres),
and the display would resize information according to the user-defined data when
the device was pointed at it. A more robust version of the algorithm is shown by [56],
where cloud data is included to incorporate more user-specific data than the previous
work. This technique could employ different metrics to dynamically resize system
information as certain data streams become more relevant to system stability.

4.2 Top-Down Visualization

In a smart urban environment application, the system infrastructure will be spread
out widely with many small components. This is a difficult system to visualize as
operators and consumers may need access to very low level system information, but
not all of the data can be shown at one. A potential visualization scheme to alleviate
this problem is a high level, top-down design with an information ‘drill-down’ to
access lower level data representations. An initial visualization may only show a
map of the city with the major areas or landmarks marked. Users could then select an
area to open a new visualization with more detailed information about the selected
domain. This tiered design can continue for as many layers as are needed, though
too many layers can be counter-productive.

A visualization scheme that could incorporate the top-down design previously
discussed as well as incorporate dynamic data representations is presented in [57].
The authors presented a study of several techniques that can be used to visualize
entity interoperability in cyber-physical systems, specifically theNode-LinkDiagram
(NLD) and corresponding balloon layout. An NLD is a tree-like graph structure with
nodes being entities in the tool chain and links being relationships between the tools.
Each node and link can be resized and color coded to represent different qualitative
and quantitative information. However, the authors note that an NLD could become
unwieldy and ambiguous as the size of the represented system increases. To alleviate
this problem, the balloon layout is suggested. This layout clusters tools into smaller
NLDs contained in parent nodes, and the parent nodes create a higher level NLD.
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4.3 Visualization Techniques

Avisualization design that is directly applicable to CPS is shown in [58]. The authors
proposed avisual analytics concept to better handle the problemsof critical infrastruc-
ture monitoring, cascading effects in infrastructure, and crisis responsemanagement.
Their method proposes various visualization techniques to combine data from mul-
tiple infrastructures into a unified overview to assist operators in decision-making.
Specifically, the authors’ method aims to highlight important events, portray crisis
events towards understanding in interdisciplinary teams, and present system details
and controls when needed. The presented design was tested on a real power grid
with an interconnected digital communication grid, and was shown to consistently
highlight current and future events in the tested infrastructures.

Certain applications may require end-users to visualize data directly rather than
relying on a high-level system representation. A method for visualizing and explor-
ing patterns in temporal multivariate data is presented by [59]. The authors create
temporal multidimensional scaling (MDS) plots that consider temporal-event infor-
mation from the multivariate data to create sequences of one-dimensional similarity
mappings. In the MDS plots, the x-axis is time and the y-axis is a similarity metric
which visually groups similar events together over time. Furthermore, the multi-
variate nature of the data is visualized through a sequenced diversity matrix shown
underneath the temporal MDS plots as a heat map. The colors of the matrix elements
represent the diversity metrics, with black representing low diversity and white high
diversity, to show the correlations between features. This visualization, coupled with
a clustering algorithm to assist in event detection, allows users to find, analyze, and
define reoccurring patterns in the data.

A newer area in visualization technology are 3D visualizations. Using 3D technol-
ogy, more information can be kept within the reduced dataset while maintaining an
accessible form for human visualization and intuition. 3D technology can also allow
users to ‘step into’ and immerse themselves in the data. However, 3D visualizations
also induce occlusion, hiding artifacts behind one another.

Visualizing self-organizing maps (SOMs) in a 3D environment was presented
in [60] by using an immersive visualization technology called the Cave Automatic
Virtual Environment (CAVE). SOMs are typically used for dimensionality reduction
and feature selection to transformhigh-dimensional data into lower spaces that can be
easier for humans to understand. TheCAVE technology usesmotion tracking to allow
users to fully immerse themselves in the data. The virtual environment is updated
as users move around and interact with the data using a wand tool. CAVEs excel at
collaborative visualization where multiple users simultaneously explore a dataset,
but they have practical limitations. Often, direct manipulation of CAVE objects is
difficult or impossible, and they are not yet considered practical for use in other than
exploratory and academic environments where there is no time sensitivity. It remains
to be seen whether the technology can make the leap to operational usability. The
authors tested the CAVE-SOM method on several benchmark datasets and a wind-
power dataset.
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Miyachi et al. [61] presented a project aiming to provide end-users with effec-
tive use of quantitative and qualitative 3D visualization and 2D analysis for big
data applications. This work implements and improves upon a visualization method
called ParticleBaseVolumeRendering (PBVR) for parallel volume rendering. PBVR
and its improvements can run on a Graphics Processing Unit architecture, allowing
for interactive use without having to pause to reload information. Other visualiza-
tions include contour maps and multidimensional transfer functions. A 4D cross-
correlation, volume-data environment is in development.

5 Conclusions

This chapter outlined several challenges identified in cyber-physical system design,
with potential solutions from recent publications. Discussions for establishing
resilient CPS architectures that leverage IoT devices were outlined. Providing com-
plete, reliable, and useful information is essential for the systems and operator’s
understanding and decision-making. Developing an accurate state awareness sys-
tem, along with robust anomaly detection techniques, is crucial to providing users
with the relevant information and models needed to recognize threats and coordinate
effective responses. Data-driven CI algorithms have shown promising solutions for
state awareness and prediction, attack detection, and decision-making with compro-
mised data.Many of these algorithms are ‘online,’ meaning they can continue to learn
after deployment to potentially adapt to new anomalies in the system, and provide
information that is most relevant to the system and/or the decision-makers’ needs.
However, the pattern-matching nature of data-driven algorithms are subject to prob-
lems, such as spoofing, limited data-sets, and overfitting. Additionally, the black-box
nature of CI designs do not allow for in-explanations or in-depth analysis of why
the system behaves a certain way. Model-based and physics-based designs are other
commonly usedmethodologies. These systems do not rely on data for generation and
are white-box, which allows end-users and analysts to understand the inner workings
of the system. However, creating these models require expert knowledge of how the
system operates, and theywon’t be able to capture potential intricacies in the data that
data-driven pattern matchingmethods can. These two approaches to modelling could
be used together in a hybrid-modelling approach so that each methods strengths can
cover the others weaknesses, though to the best of the authors’ knowledge, no work
has been presented on this topic.

Managing large-scale CPS provides its own challenges. Many architectures rely
on a central data-fusion center that collects data from distant locations, makes deci-
sions, and sends data back out. These data transfers take time and create single-
points-of-failure across the network. A common solution in many large-scale sys-
tems is decentralizing the system into multiple, localized subsystems that collect
and analyze data independently. Allowing the subsystems to make calculations and
decisions from local data can reduce the computational overhead inherent in high-
dimensional heterogeneous datasets and would require only essential information be
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sent to a system controller/operator on an as-needed basis. It also allows for multiple,
subsystem specific algorithms to be implemented, though steps should be taken to
ensure important interdependencies between subsystems are not lost by implement-
ing knowledge-fusion or other techniques.

CPS datasets are usually high-dimensional, heterogeneous datasets that may have
low/multi-resolutions, temporally unsynchronized features, etc. Because of the large
amounts of data needed for system-modeling and prediction, it is crucial that the
information be consistent and synced temporally.Machine-learning approaches have
promising applications for datasets containing low or varying sample rates. Artifi-
cial neural networks in particular were shown to be able to increase both temporal
and spatial resolutions on building sensor data. Another statistical machine-learning
method, Gaussian Process Modeling, was used to combine multiple features with
different resolutions. Due to varying transmission times and device latencies, CPS
devicesmay reportmeasurements as being recorded simultaneously, though in reality
are not matched temporally.

Though CPS can provide a lot of data, not all of it may be relevant to a consumer.
Recognizing and reporting the most relevant system information can increase the
speed and reproducibility of the decision-making and analysis process. An algorithm
to improve prediction quality for human-in-the-loop control systems was shown for
emergency response applications. Using the analytic hierarchy process, the algo-
rithm can suggest a hierarchy of recovery options derived from user-defined metrics
indicating how important different criteria are (e.g., economic, security, environ-
mental) for that system. These metrics can be defined for the needs of an individual,
plant, or company to help ensure design-specific requirements are met in critical
decision-making. Displaying user-relevant information is also an important aspect
in visualization. Too much data can clutter a screen and make it difficult to locate
what the consumer needs, but too little information will not provide robust system
representation. However, the information needs to be sourced from the system glob-
ally and not be too focused on local activity. Visualization designs throughout a
system should be consistent in their presentation to help users navigate all displays
without having to relearn basic navigation of a display.

References

1. F. Alam, R. Mehmood, I. Katib, N.N. Albogami, A. Albeshri, Data-fusion and IoT for smart
ubiquitous environments: a survey. IEEE Access 5, 9533–9554 (2017)

2. T. Vollmer,M.Manic, Cyber-physical system securitywith deceptive virtual hosts for industrial
control networks. IEEE Trans. Ind. Inform. 10(2), 1337–1347 (2014)

3. O. Linda, D. Wijayasekara, M. Manic, C. Rieger, Computational intelligence-based anomaly
detection for building energy management systems, in 2012 5th International Symposium on
Resilient Control Systems (2012), pp. 77–82

4. D. Wijayasekara, M. Manic, C. Rieger, Fuzzy linguistic knowledge-based behavior extraction
for building energy management systems, in 2013 6th International Symposium on Resilient
Control Systems (ISRCS) (2013), pp. 80–85



72 P. Sivils et al.

5. T. Vollmer, M. Manic, O. Linda, Autonomic intelligent cyber-sensor to support industrial
control network awareness. IEEE Trans. Ind. Inform. 10(2), 1647–1658 (2014)

6. D.E. Denning, An intrusion-detection model. IEEE Trans. Softw. Eng. 13(2), 222–232 (1987)
7. R. Sommer, V. Paxson, Outside the closed world: on using machine learning for network

intrusion detection, in 2010 IEEE Symposium on Security and Privacy (2010), pp. 305–316
8. N. Ádám, B. Madoš, A. Baláž, T. Pavlik, Artificial neural network-based IDS, in 2017 IEEE

15th International Symposium on Applied Machine Intelligence and Informatics (SAMI) (2017),
pp. 000159–000164

9. N. Sen, R. Sen, M. Chattopadhyay, An effective back propagation neural network architecture
for the development of an efficient anomaly-based intrusion detection system, in 2014 Inter-
national Conference on Computational Intelligence and Communication Networks (2014),
pp. 1052–1056

10. J. Esmaily, R. Moradinezhad, J. Ghasemi, Intrusion detection system based on multi-layer
perceptron neural networks and decision tree, in 2015 7th Conference on Information and
Knowledge Technology (IKT) (2015), pp. 1–5

11. Z. Jadidi, V. Muthukkumarasamy, E. Sithirasenan, M. Sheikhan, Flow-based anomaly detec-
tion using neural network optimized with GSA algorithm, in 2013 IEEE 33rd International
Conference on Distributed Computing Systems Workshops (2013), pp. 76–81

12. N. Mowla, I. Doh, K. Chae, Evolving neural network intrusion detection system for MCPS, in
2017 19th International Conference on Advanced Communication Technology (ICACT) (2017),
pp. 183–187

13. C. Callegari, S. Giordano, M. Pagano, Neural network-based anomaly detection, in 2014 IEEE
19th International Workshop on Computer Aided Modeling and Design of Communication
Links and Networks (CAMAD) (2014), pp. 310–314

14. A.M. Kosek, Contextual anomaly detection for cyber-physical security in smart grids based
on an artificial neural network model, in 2016 Joint Workshop on Cyber-Physical Security and
Resilience in Smart Grids (CPSR-SG) (2016), pp. 1–6

15. M.Ghanbari,W.Kinsner,K. Ferens,Anomaly detection in a smart grid usingwavelet transform,
variance fractal dimension and an artificial neural network, in 2016 IEEE Electrical Power and
Energy Conference (EPEC) (2016), pp. 1–6

16. V. Ford, A. Siraj, W. Eberle, Smart-grid energy fraud detection using artificial neural networks,
in 2014 IEEE Symposium on Computational Intelligence Applications in Smart Grid (CIASG)
(2014), pp. 1–6

17. S. Ntalampiras, Detection of integrity attacks in cyber-physical critical infrastructures using
ensemble modeling. IEEE Trans. Ind. Inform. 11(1), 104–111 (2015)

18. D. Wijayasekara, O. Linda, M. Manic, C. Rieger, FN-DFE: fuzzy-neural data-fusion engine
for enhanced resilient state-awareness of hybrid energy systems. IEEE Trans. Cybern. 44(11),
2065–2075 (2014)

19. E. Hatami, N. Vosoughi, H. Salarieh, Design of a fault tolerated intelligent control system
for load following operation in a nuclear power plant. Int. J. Electr. Power Energy Syst. 78,
864–872 (2016)

20. J. Goh, S. Adepu, M. Tan, Z.S. Lee, Anomaly detection in cyber-physical systems using recur-
rent neural networks, in 2017 IEEE 18th International Symposium on High Assurance Systems
Engineering (HASE) (2017), pp. 140–145

21. C.G. Cordero, S. Hauke, M. Mühlhäuser, M. Fischer, Analyzing flow-based anomaly intru-
sion detection using replicator neural networks, in 2016 14th Annual Conference on Privacy,
Security and Trust (PST) (2016), pp. 317–324

22. T. Ince, S. Kiranyaz, L. Eren, M. Askar, M. Gabbouj, Real-time motor fault detection by 1-D
convolutional neural networks. IEEE Trans. Ind. Electron. 63(11), 7067–7075 (2016)

23. Y. Zhou, R. Arghandeh, I. Konstantakopoulos, S. Abdullah, A. vonMeier, C.J. Spanos, Abnor-
mal event detectionwith high resolutionmicro-PMUdata, in 2016 Power Systems Computation
Conference (PSCC) (2016), pp. 1–7

24. S. Brahma, R. Kavasseri, H. Cao, N.R. Chaudhuri, T. Alexopoulos, Y. Cui, Real-time identifi-
cation of dynamic events in power systems using PMU data, and potential applications #8212:
models, promises, and challenges. IEEE Trans. Power Deliv. 32(1), 294–301 (2017)



Integrated Cyber Physical Assessment and Response … 73

25. S.Y. Huang, Y.N. Huang, Network traffic anomaly detection based on growing hierarchical
SOM, in 2013 43rd Annual IEEE/IFIP International Conference on Dependable Systems and
Networks (DSN) (2013), pp. 1–2

26. M. Du, S. Ma, Q. He, A SCADA data-based anomaly detection method for wind turbines, in
2016 China International Conference on Electricity Distribution (CICED) (2016), pp. 1–6

27. M. Biswal, Y. Hao, P. Chen, S. Brahma, H. Cao, P.D. Leon, Signal features for classification of
power system disturbances using PMU data, in 2016 Power Systems Computation Conference
(PSCC) (2016), pp. 1–7

28. K. Wen, J. Yang, F. Cheng, C. Li, Z. Wang, H. Yin, Two-stage detection algorithm for RoQ
attack based on localized periodicity analysis of traffic anomaly, in 2014 23rd International
Conference on Computer Communication and Networks (ICCCN) (2014), pp. 1–6

29. M. Gu, The algorithm of information system anomaly detection, in 2013 3rd International
Conference on Consumer Electronics, Communications and Networks (2013), pp. 653–657

30. R.G. Kavasseri, Y. Cui, S.M. Brahma, A new approach for event detection based on energy
functions, in 2014 IEEE PES General Meeting | Conference Exposition (2014), pp. 1–5

31. M. Balchanos, D. Mavris, D.W. Brown, G. Georgoulas, G. Vachtsevanos, Incipient failure
detection: a particle filtering approach with application to actuator systems, in 2017 13th IEEE
International Conference on Control Automation (ICCA) (2017), pp. 64–69

32. P. Angelov, Anomaly detection based on eccentricity analysis, in 2014 IEEE Symposium on
Evolving and Autonomous Learning Systems (EALS) (2014), pp. 1–8

33. S. Zhu, Y.C. Soh, L. Xie, Distributed inference for relay-assisted sensor networks with intermit-
tent measurements over fading channels. IEEE Trans. Signal Process. 64(3), 742–756 (2016)

34. H.E. Garcia, S.M. Meerkov, M.T. Ravichandran, Resilient plant monitoring systems: tech-
niques, analysis, design, and performance evaluation. J. Process Control 32, 51–63 (2015)

35. X. Cao, P. Cheng, J. Chen, Y. Sun, An online optimization approach for control and communi-
cation co-design in networked cyber-physical systems. IEEE Trans. Ind. Inform. 9(1), 439–450
(2013)

36. I. Friedberg, K. McLaughlin, P. Smith, D. Laverty, and S. Sezer, “STPA-SafeSec: Safety and
security analysis for cyber-physical systems,” J. Inf. Secur. Appl

37. Y. Shoukry, P. Nuzzo, A. Puggelli, A.L. Sangiovanni-Vincentelli, S.A. Seshia, P. Tabuada,
Secure state estimation for cyber-physical systems under sensor attacks: a satisfiability modulo
theory approach. IEEE Trans. Autom. Control PP(99), 1–1 (2017)

38. H. Fawzi, P. Tabuada, S. Diggavi, Secure estimation and control for cyber-physical systems
under adversarial attacks. IEEE Trans. Autom. Control 59(6), 1454–1467 (2014)

39. K. Amarasinghe, D. Wijayasekara, M. Manic, Neural network-based downscaling of building
energy management system data, in 2014 IEEE 23rd International Symposium on Industrial
Electronics (ISIE) (2014), pp. 2670–2675

40. D. Wijayasekara, M. Manic, Data-fusion for increasing temporal resolution of building energy
management system data, in IECON 2015—41st Annual Conference of the IEEE Industrial
Electronics Society (2015), pp. 004550–004555

41. M.J. Ren, L.J. Sun, M.Y. Liu, C.F. Cheung, Y.H. Yin, A reconstruction-registration integrated
data-fusion method for measurement of multi-scaled complex surfaces. IEEE Trans. Instrum.
Meas. 66(3), 414–423 (2017)

42. T.R. Bennett, N. Gans, R. Jafari, A data-driven synchronization technique for cyber-physical
systems, in Proceedings of the Second International Workshop on the Swarm at the Edge of
the Cloud, New York, NY, USA (2015), pp. 49–54

43. J. Rehder, R. Siegwart, P. Furgale, A general approach to spatiotemporal calibration in multi-
sensor systems. IEEE Trans. Robot. 32(2), 383–398 (2016)

44. L. Sorber,M.V.Barel, L.D. Lathauwer, Structured data-fusion. IEEE J. Sel. Top. Signal Process.
9(4), 586–600 (2015)

45. Y. Li et al., Conflicts to Harmony: a framework for resolving conflicts in heterogeneous data
by truth discovery. IEEE Trans. Knowl. Data Eng. 28(8), 1986–1999 (2016)

46. B. Andò, S. Baglio, C.O. Lombardo, V.Marletta, Amulti-sensor data-fusion approach for ADL
and fall classification. IEEE Trans. Instrum. Meas. 65(9), 1960–1967 (2016)



74 P. Sivils et al.

47. Z. Shan, Y. Xia, P. Hou, J. He, Fusing incomplete multi-sensor heterogeneous data to estimate
urban traffic. IEEE Multimed. 23(3), 56–63 (2016)

48. J. Hu, A.V. Vasilakos, Energy big data analytics and security: challenges and opportunities.
IEEE Trans. Smart Grid 7(5), 2423–2436 (2016)

49. J. Wang, J. Xie, R. Zhao, K. Mao, L. Zhang, A new probabilistic kernel factor analysis for
multisensory data-fusion: application to tool conditionmonitoring. IEEETrans. Instrum.Meas.
65(11), 2527–2537 (2016)

50. A. Gautam, Y.C. Soh, Stabilizingmodel predictive control using parameter-dependent dynamic
policy for nonlinear systemsmodeledwith neural networks. J. ProcessControl 36, 11–21 (2015)

51. G. Bernieri, S. Damiani, F.D.Moro, L. Faramondi, F. Pascucci, F. Tambone, Amultiple-criteria
decision-makingmethod as support for critical infrastructure protection and intrusion detection
system, in IECON 2016—42nd Annual Conference of the IEEE Industrial Electronics Society
(2016), pp. 4871–4876

52. Y. Zhang, M. Qiu, C.W. Tsai, M.M. Hassan, A. Alamri, Health-CPS: healthcare cyber-physical
system assisted by cloud and big data. IEEE Syst. J. 11(1), 88–95 (2017)

53. E. Pariser, The filter Bubble: What the Internet is Hiding from you (Penguin, UK, 2011)
54. G.A. Fink, C.L. North, A. Endert, S. Rose, Visualizing cybersecurity: usable workspaces, in

2009 6th International Workshop on Visualization for Cyber Security (2009), pp. 45–56
55. J.L. Lamothe, J. She, M. Cheung, Cyber-physical directory: a dynamic visualization of social

media data, in 2013 IEEE International Conference on Green Computing and Communica-
tions and IEEE Internet of Things and IEEE Cyber, Physical and Social Computing (2013),
pp. 2007–2012

56. M. Cheung, J. She, S. Park, Analytics-driven visualization on digital directory via screen-smart
device interactions. IEEE Trans. Multimed. 18(11), 2303–2314 (2016)

57. D. Gürdür, J. El-Khoury, T. Seceleanu, L. Lednicki, Making interoperability visible: Data
visualization of cyber-physical systems development tool chains. J. Ind. Inf. Integr. 4, 26–34
(2016)

58. S. Mittelstaedt, D. Spretke, D. Sacha, D.A. Keim, B. Heyder, J. Kopp, Visual analytics for
critical infrastructures, in International ETG-Congress 2013; Symposium 1: Security in Critical
Infrastructures Today (2013), pp. 1–8

59. D. Jäckle, F. Fischer, T. Schreck, D.A. Keim, Temporal MDS plots for analysis of multivariate
data. IEEE Trans. Vis. Comput. Graph. 22(1), 141–150 (2016)

60. D. Wijayasekara, O. Linda, M. Manic, CAVE-SOM: immersive visual data mining using 3D
self-organizing maps, in The 2011 International Joint Conference on Neural Networks (2011),
pp. 2471–2478

61. H. Miyachi, K. Koyamada, D. Matsuoka, I. Kuroki, Fusion visualization system as an open
science foundation, in 2016 19th International Conference on Network-Based Information
Systems (NBiS) (2016), pp. 401–404



On the Integration of Information
Centric Networking and Fog Computing
for Smart Home Services

Marica Amadeo, Andrea Giordano, Carlo Mastroianni and Antonella
Molinaro

Abstract Research on monitoring and control services for smart home and building
management is expanding, stimulated by the growing interest in Cloud computing
and Internet of Things. In addition to proprietary platforms, a common trend is to
connect the smart home network to the Internet and leverage Cloud resources to run
the application logic and store historical information. Recently, in many designs,
intelligence is introduced at the edge of the home network to support low complexity
operations. Interoperability between the different network domains is offered by the
TCP/IP protocol suite and its extension for low-power nodes, i.e., 6LoWPAN. In par-
allel, the revolutionary Information Centric Networking (ICN) paradigm has been
recently proposed to support future Internet communications and also data delivery
in smart urban ecosystems, including smart home/building services. By leveraging
name-based communication, in-network caching and per-packet security, ICN can
largely simplify data delivery and service provisioning in instrumented environments.
Moreover, by integrating ICNwith Cloud technologies, a comprehensive homeman-
agement system can be built. In this chapter, solutions are presented that rely on ICN
for monitoring and controlling the smart environment. The integration of ICN with
Cloud/Fog resources is also discussed and a reference architecture is presented as
proof-of-concept, together with a preliminary testbed.
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1 Introduction

By promoting the global interconnection of billions of smart objects that produce
and consume information, the Internet of Things (IoT) opens new opportunities for
users,manufactures and companies to deploy smart urban ecosystems [1]. IoTobjects
range from quite complex systems, like smartphones and tablets, to very resource-
constrained devices with slow CPUs and small memory footprints, like sensors and
RFIDs.Of course, themanagement and processing of the huge amount of information
generated by such heterogeneous devices, while also providing a common interface
to different players and always-on service availability with security and privacy
guarantees, is a challenging task. The dominant strategy, which largely simplifies
the overall design, leverages Cloud computing technologies to host the application
logic. To complement the Cloud technology, the Fog computing paradigm has been
promoted [2], which foresees a set of servers at the network edge and offers low-
latency services with context awareness. The IoT can largely benefit from real-time
interactions with the Fog, while letting big data analytics and long term storage to
the Cloud [3].

In this chapter, we show how Cloud and Fog technologies can play a key role
in a representative IoT scenario, the smart home, where a variety of monitoring,
automation and control functions can be deployed [4]. Smart home applications
and, more generally, building management systems (BMSs) have been mainly based
on proprietary protocols and specialized hardware, thus missing interoperability,
flexibility and extendibility requirements. Today, however, stimulated by the research
in IoT and Cloud technologies, there is a growing interest into novel solutions that
allow global reachability to services and contents in such environments; IP-based
solutions are under-way to facilitate the access to smart home resources and also
reduce the installation andmanagement costs, by introducing open standard hardware
and software. On the other hand, very recently, smart home solutions based on the
revolutionary paradigm called Information Centric Networking (ICN) are appearing.
ICN has been proposed as a novel mechanism to improve the communication in the
future Internet [5], including smart urban ecosystems based on IoT and Machine-to-
Machine (M2M) environments with resource-constrained nodes [6, 7].

By design, ICN can naturally overcome some of the open issues of IP-based
solutions in presence of challenging networks [8]. ICN implements name-based
routing and leverages application-meaningful names, which can be used to address
at the network layer different types of resources, including contents, services and
things. In-network caching and consumer mobility are intrinsically supported, and
data security is performed at the network layer. As a result, ICN can simplify the
design of IoT applications and, coupled with Cloud and Fog computing, can build a
comprehensive framework for effectivelymanaging and control the IoT environment.

Therefore, the main target of this chapter is to analyse ICN-based smart homes
and their integration with Cloud/Fog technologies. After shortly introducing the ICN
paradigm and its exploitation in a IoT context in Sects. 2 and 3 we discuss the appli-
cability of ICN in smart homes and building management systems, by identifying
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its native benefits and surveying the related literature. Then, Sect. 4 discusses the
most relevant state-of-the-art solutions for the exploitation of IoT and Fog computing
technologies in smart home environments. In Sect. 5, we describe the methodologies
adopted to integrate the technologies discussed so far, i.e., ICN and Fog computing,
in a smart home scenario. Finally, Sect. 6 shows a practical implementation of the
ICN-Fog integration by presenting ICN-iSapiens, a framework deployed under an
Italian academic/industrial project, and Sect. 7 concludes the chapter.

2 ICN-IoT in a Nutshell

ICN was originally conceived as a new paradigm for the future Internet where infor-
mation is the first class network element and communication is based on unique,
persistent, and location-independent content names, used by applications for search
and retrieval. Over the years, several ICN architectures appeared that share the same
common principles [5], and the model evolved towards a network where names not
only identify contents, but also heterogeneous resources, like services and things [9].

In the following, without loss of generality, we refer to a very popular ICN archi-
tecture called Named Data Networking1 (NDN). The NDN project was funded in
the US by the National Science Foundation (NSF) in September 2010 and it is in
constant development, with contributions from the worldwide research community.
NDN uses a hierarchically structured naming scheme, with names in the form of
Universal Resource Identifiers (URIs) having a potentially unrestricted number of
components. For instance, the temperature values provided by a sensor located in
the telecommunication laboratory of the University of Reggio Calabria could be
named as /unirc/engineering/tlclab/temperature/, while the humidity values could
be named as /unirc/engineering/tlclab/humidity, and so on. Communication is based
on two named packet types, the Interest, used to request a resource (e.g., a content,
an actuation command, a generic computation), and the Data, which answers the
Interest by carrying the outcome of the request. In this way, ICN naturally matches
the pattern of many IoT applications, which are interested in the data itself, e.g.,
the temperature in a specific zone, not in a well-specific data source. Moreover,
thanks to the consumer-driven connectionless communication, NDN supports con-
sumer mobility: when the consumer changes its point of attachment, it can simply
re-express the unsatisfied Interests, without the need of resuming any previous data
session. This is especially useful in many mobile IoT scenarios, e.g., in presence of
electric vehicles.

NDN implements per-packet security: the Data includes a digital signature, cre-
ated by the producer, which binds the name of Data with its content, so that the
authenticity can be verified at any time. As a result, each named Data packet is a
self-consistent unit, which can be cached by any in-network node, according to its
policies and resources, to serve future requestswithout involving the original sources.

1https://named-data.net/.

https://named-data.net/
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This is a great departure from the IP model, where, due to the host-centric connectiv-
ity, caching can be implemented only in specific nodes, e.g., a Proxy that separates
the IoT domain from the Internet. In-network caching is, instead, a key feature of
ICN that not only limits retrieval delay and network load, but it is especially useful
in presence of resource-constrained nodes, which sleep most of the time and cannot
tolerate massive data access.

Caching operations in NDN also respect the freshness requirement that usually
characterizes many IoT Data, e.g., a temperature value can vary over time. The orig-
inal producer can set a FreshnessPeriod in each Data packet so that the information
is considered stale after that time.

Thanks to the name-based forwarding, NDN also supports native multicast deliv-
ery. Specifically, an NDN node is provided with the following Data structures, which
are used in the forwarding process: (i) a Content Store (CS), to cache incoming Data
packets; (ii) a Pending Interest Table (PIT), to store incoming Interests that are not
consumed by the Data packets; (iii) a Forwarding Information Base (FIB), to route
Interests towards the content sources. At the Interest reception, a node N first looks
in the CS: if a name matching is found, then the Data can be sent back immediately.
Otherwise, N looks in the PIT: if a name matching is found, it means that the same
request has been sent, and the node is waiting for the result. Therefore, N just updates
the existing PIT entry with the Interest incoming interface. Otherwise, N looks in the
FIB. If a matching is found, N creates a novel PIT entry and sends the Interest over
the outgoing interface. Otherwise, the Interest is discarded and optionally a negative
acknowledgement is sent back.

The Data packet follows the PIT entries back to the requester(s): N sends the
packet to the interfaces from which the Interest was received, (optionally) caches
the data in the CS, and removes the PIT entry. Data without a PIT matching are
discarded. Figure 1 summarizes all the forwarding process.

Forwarding rules are defined by the Routing Information Base (RIB), which
records routing information, used to update the FIBwhen needed, and by the Strategy
Choice Table (SCT), which collects a set of named forwarding strategies, associated
with the namespaces, manually chosen by the system administrators. This is another
important feature of NDN: packets can be treated differently by merely considering
their name prefix. Therefore, for instance, all the packets from delay-sensitive emer-
gency applications, e.g., with main prefix/emergency, can be forwarded with high
priority and over multiple interfaces simultaneously.

3 ICN for Smart Homes and Building Management

In the near future, homes and buildings will host a large set of small, resource-
constrained devices, like sensors, actuators and controllers, that will participate in
different automation and monitoring applications, like smart lighting, smart energy
consumption, surveillance, and healthcare. A Gateway can act as the Home Server
(HS) that controls the devices and bridges the home network to the Internet.
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Fig. 1 NDN forwarding process

ICN holds great promise in instrumented environments by offering the following
distinctive features.

Simplified configuration and management. By using application-level names,
ICN simplifies network configuration and management, since there is no need of
addressing each host and updating the address if the node moves, e.g., healthcare
applications can be based on wearable devices that move with the patient. Names can
be defined that are meaningful for the applications, but also able to support routing
scalability [10]. Automatic self-configuration mechanisms, enabling practical ICN
deployments on IoT networks, have been also defined [11], where each device is
able to derive names locally, by satisfying the requirements of meaningfulness and
uniqueness.

Improved security. Many home applications involve high sensitive information
and need strong privacy, integrity and authentication support. Per-packet security
implemented by ICN ensures that the data is secured, independently from the node
that serves it and the channel where it travels. Data packets can also be encrypted to
ensure access control. Security mechanisms can be extended to Interest packets; this
is especially useful in presence of automation applications, like the lighting control,
where requests need to be authenticated [12]. Security can also be implemented in
presence of low-powered nodes, as in [13, 14].

Group-based communications. Home applications frequently originate group-
based communications, where multiple data sources are queried at the same time
and/or the data is of interest of multiple consumers. Therefore, in addition to
the single-consumer-single-source communication model, we can identify single-
consumer-multi-sources (SC-MS), multi-consumers-single-source (MC-SS) and
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even multi-consumers-multi-sources (MC-MS) delivery patterns. Such multicast
transmission modes can be supported by ICN without introducing additional sig-
nalling, by simply leveraging the forwarding fabric and proper naming schemes
[15, 16].

Easy and efficient data access. Name-based forwarding coupledwith in-network
caching can effectively simplify and improve data reachability, even when the data
sources are occasionally disconnected, e.g., due to low battery level. Indeed, data
in ICN can be delivered to interested consumers without any direct connectivity
with resource-constrained IoT devices. To this purpose, proper distributed caching
policies can be defined that maintain IoT contents available at any time while devices
are in deep-sleep mode [11, 17], by also limiting the energy consumption in the
IoT network [18]. The consistency of IoT contents is guaranteed by introducing the
FreshnessPeriod in theData packets at the time of creation, so they can be removed by
the CS when stale. It is also worth noticing that energy savings are possible thanks to
(even small) in-network caching in the IoT network, as experimentally demonstrated
in [19]. Indeed, on-path caching decreases the number of devices involved in the data
delivery and, at the same time, content producers can sleep more time, since their
contents are available in the network.

In the following, by reviewing the related literature, we present the main aspects
of ICN-IoT solutions for smart homes and BMSs. The discussion is organized by
considering the principal implementation aspects, namely naming, security, caching,
and communications patterns.

3.1 Data Naming Solutions

Although there are not a-priori restrictions in the way ICN names can be composed, it
is a shared belief that some common conventionsmust be defined, in order to facilitate
application interoperability and re-usage. The most popular, widely accepted, solu-
tion is to define user-friendly, hierarchical namespaces, which reflect the application
scope and/or the data type offered by IoT devices.

Typically, ICN-IoT names include: (i) a root prefix, used to forward the Interest
towards the IoT domain (e.g. the smart home), (ii) a set of middle components that
identify the application type and/or the thing or the data produced by the device, and
(iii) optionally, a final component that identifies the specific instance of the Data [9].

In [12], a namespace for the BMS at UCLA campus it defined, which reflects
the physical location of the devices and the hierarchy of the building structure. A sen-
sor data packet can be named as /ndn/ucla.edu/bms/building/melnitz/studio/1/data/-
panel/J/voltage/<timestamp>, where the main prefix ndn/ucla.edu indicates the IoT
domain at UCLA, bms indicates the application type, the components building/
melnitz/studio/1/data/panel/J/voltage/ identify the location of the sensor and itsmea-
surements (voltage). Finally, the timestamp identifies a specific voltage instance.

Similarly, in [15], sensing and control operations in the house are expressed
throughahierarchical human readable namespace, having as root prefix /homeID/task.
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The component /homeID is a unique name related to the geographic location of the
house and/or to an owner identification number, and it is advertised by the HS in the
ICN network thus remote consumers can reach the smart home and its services. The
route prefix is followed by the components /type/subtype/location/, which specify,
respectively, the task type (sensing or action), the specific sensing or action task to
be performed, and the physical position of the device in the house, e.g., the name
/bobHouse/task/action/light/on/kitchen is used to require the kitchen light fixture to
turn on.

It is worth noticing, however, that human-readable names may not be required
or permitted in presence of low power, low-bandwidth communications, whereby
no humans are involved, and transmission technologies require small MTU (Maxi-
mum Transmission Unit). In such case, short naming schemes, e.g., compact ASCII
representations, are necessary to leave more space for data payload [19]. An auto-
configuration mechanism, with no a-priori human intervention, has been deployed
in [11], which derives short name prefixes from the device type and the (unique)
node identifier like the vendor ID, and uses timestamps, as version numbers, e.g.,
/hum/DEADBEEF/1466250645.

3.2 Security

Producer’s digital signature is mandatory in each Data packet to make it verifiable
from any node. A MetaInfo field in the Data packet header indicates the name of the
public key that can verify the signature. Interest packets, instead, are not signed in
the standard ICN framework.

When dealing with smart home automation services, however, Interests can be
used to request different types of actions, e.g., to switch on/off lights, to open/close
windows, and, of course, the packets need to be authenticated to prevent malicious
intrusions in the home. The use of signed Interest, originally proposed in [12] for
lighting control, is today a common practice: the packet is signed by the consumer
with a private key, the receiverwill perform the action only if it is successfully verified
with the consumer’s public key.

To manage and assign keys, trusted third parties are needed in the IoT domain.
For instance, in [13], a framework for ICN secure sensing is proposed that introduces
two entities in the IoT domain: a Configuration Manager (CM) and an Authorization
Manager (AM). The CM assigns to sensors the namespace for publishing data, a
unique public/private key, and the AM’s public key that identifies the root of trust
shared by all sensors and applications within the same domain. For each sensor, the
AM distributes a signed access control list containing the identities and namespace
of applications which are allowed to query it.

Although public key cryptography is widely used in standard ICN implemen-
tations, it could not be supported in presence of resource-constrained devices, like
small battery-operated sensors and actuators commonly used in the smart home.
This is why the research community has defined alternative less-expensive security
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mechanisms. NDN-ACE is an actuation framework based on symmetric cryptogra-
phy that offloads key distribution and management to a powerful third party called
Authorization Server (AS) [14]. Consumers and actuators first establish trust rela-
tionships with the AS. Then, each actuator delegates access control tasks to the
trusted AS by periodically sharing with it a per-service secret key (seed), which is
transmitted in an encrypted packet. When the consumer needs to access a service,
the AS authenticates its identity and generates an access key for the client. The
key is derived from the corresponding service seed and cryptographically bound to
the service name and the client identity. The client sends an authenticated Interest
that carries two security-related information: (i) the HMAC (Hash-based Message
Authentication Code) signature signed with the access key, which indicates that the
client has been authorized by the AS, and (ii) signature information, which allows the
actuator—which does notmaintain per-consumers key—to recompute the access key
from the service seed and finally authenticate the consumer. If the Interest is success-
fully verified, the actuator executes the command and sends an acknowledgement
Data, HMAC-signed with the same access key.

3.3 Caching

To maximize the benefits of in-network caching, proper strategies must be defined in
order to limit the energy consumption in the smart home domain by also guaranteeing
high content reachability, even if the data sources are in sleep mode.

A Cooperative Cachingmechanism, called CoCa, for low-power devices has been
deployed in [11]. CoCa leverages link-local broadcast transmissions to maximize
data availability in presence of nodes with intermittent connectivity. Specifically,
each Data packet generated by IoT nodes is broadcasted in the IoT domain, so that
each receiving node can decide to cache it, according to its content capacity and the
caching strategy, like random caching or Max Diversity Most Recent (MDMR). By
doing so, when an Interest is transmitted in the IoT domain, there is (almost always)
an active node with a valid copy of the content. Of course, CoCa can be successfully
implemented in small network topologies like a smart home environment, but it
suffers from scalability issues when dealing with high density IoT deployments,
since it can lead to broadcast storm phenomena.

In this case, high-selective caching mechanisms can be implemented. pCAST-
ING, in [18], is a probabilistic strategy that adjusts the caching probability according
to the data freshness and two device features, the battery energy level and the cache
occupancy of the node. At the Interest reception, the IoT node computes a caching
utility function that simultaneously takes into account the above normalized parame-
ters and computes the caching probability. As a result, pCASTING efficiently stores
Data in the network by limiting the energy consumption in the nodes and, at the same
time, guaranteeing low content retrieval delays.

There are cases, however, where IoT information does not need to be cached,
e.g., because it is privacy-sensitive, or simply not of interest for other consumers.
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Consumers and/or producers can request to not performcaching operations by includ-
ing this information in the Interest or the Data. For instance, in [20], the consumer
can set a special bit in the Interest, thus the corresponding content is not cached by
intermediate routers.

3.4 Communications Patterns

IoT communication patterns are very heterogeneous: they differ in the number of
involved actors, i.e., single/multiple consumers and producers, and in the service
model, i.e., push/pull.

Multi-consumer communications (MC:SS) are inherently supported by the ICN
forwarding fabric, thanks to Interest aggregation in the PIT. Vice versa, multi-
source communications (SC:MS, MC:MS) need slightly modifications in the PIT
behaviour to allow that multiple data can be accepted with a single Interest. The
work in [16] implements multi-source retrieval by leveraging a proper-defined nam-
ing scheme, where sources of the same type publish data under the same principal
prefix, e.g., the temperature sensors in the same house share the principal prefix /Bob-
House/temperature and publish Data with names /BobHouse/temperature/bedroom,
/BobHouse/temperature/bathroom, etc. When the consumer wants to collect more
Data with a single request, it sends an Interest with the principal prefix, thus multiple
nodes has a partial name matching and answer the request. The pending Interest in
the PIT is not deleted after the first Data reception, but it remains active to collect
other packets.

So far, we considered a pull-based service model, guided by the consumer, that
matches a large set of smart home applications, namely polling-based monitoring
and actuation-based applications. However, many sensor-based applications require
publish-subscribe communications, where devices send data to subscribers in a peri-
odic or event-based manner.

The so-called long-lived-Interests, originally proposed in [21], are designed to
support push-based delivery over NDN. The idea is to use Interests as subscriptions,
which are not deleted after the first Data reception but remain active in the PIT to
allow the forwarding of other packets. The main con of such implementation is the
need of maintain soft-state information in each NDN node; however, this is not an
issue in small network topologies like the smart home.

4 IoT Fog Computing for Smart Homes

In the context of Smart Homes, in the last few years many advancements and
challenges havebeendone concerning several fields:Home Automation and Domotics
[22], Energy Optimization [23], Activity Recognition [24], Ambient Assisted Liv-
ing [25, 26], Indoor Positioning Systems [27], and Home Security [28]. Nowadays
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Smart Home applications can be developed exploiting technologies and solutions
offered by the emerging research field of the Internet of Things [29], in which many
devices have been enhanced with respect to their ordinary role to be proactive and
collaborative with other devices [30]. In this background, exploiting IoT for the new
era of Smart Home applications [31] represents an important research field both
in academia and in industry context. One of the major challenges in the develop-
ment of these applications is supporting interoperability among various heteroge-
neous devices and their proper deployment. Thus, the need for new architectures
and frameworks—supporting both smart control and actuation—has been identi-
fied by many researchers. The research community has presented several proposals
regarding middlewares and frameworks for the rapid prototyping of smart envi-
ronments in general, or smart homes in particular. As an example, authors in [32]
presented Voyager, a framework conceived for the support to the development of
smart environments. Voyager relies on the exploitation of small bluetooth devices,
which are user programmable, used to give intelligence to developed systems. The
work in [33] introduced JCAF (Java Context-Awareness Framework), an extensible
framework that supports the creation of context-aware in-home applications. The
main components of the framework are clients, actuators, monitors, and services.
JCAF allows all of them to be dynamically added, updated or removed at runtime.
Authors of [34] presented Gaia, a middleware that supports the control of hetero-
geneous resources in a physical space. Gaia allows the developers to see collections
of individual devices as a whole by introducing programmable active spaces. Active
spaces are programmable through a scripting language called LuaOrb [35]. The Syn-
desi framework was introduced in [36]. Syndesi exploits Wireless Sensor Newtorks
to create personalized smart environments. The environment augmented with the
Syndesi framework allows to identify people and perform specific actions based on
people profiles.

Considering that urban environments usually concern large city areas, a distributed
approach appears as a “natural” solution [37]. Conversely, most of the actual smart
city implementations rely on centralized approaches, where a big amount of data is
collected in a common data center that processes such data and provides services to
citizens, or schedules actuations on physical infrastructures [38]. Moreover, many
services are developed as independent monolithic blocks, and their interaction is
not properly considered. In a more distributed approach, benefits can arise from the
exploitation of the so-called Fog computing paradigm [39–41]. With Fog computing,
rather than processing information in a monolithic Cloud layer, the computation is
pushed close to the data sources or, said in another way, at the “edge” of the network.
Other benefits of this computing paradigm include: (i) a faster reactivity to events, (ii)
a better exploitation of the communication bandwidth, as data is processed locally
and only aggregated information is propagated across the system, (iii) an increase
in reliability and scalability, since the Fog computing paradigm fosters the use of
distributed algorithms.
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5 Integrating ICN with Fog and Edge Computing

Fog computing and ICN are key technologies for future IoT applications. On the
one side, the Fog is able to extract knowledge from IoT raw data and deploys the
application logic that process IoT data and monitors and controls IoT environments.
It is complemented by the Cloud, when needed. On the other side, ICN can largely
improve data retrieval and service access, mainly thanks to name-based forwarding
and in-network caching.

It is worth observing that, when dealing with IoT environments, some research
works refer to the Edge computing, instead of the Fog computing. Indeed, edge
computing should focusmore toward the things side [42],with IoT end-devices (EDs)
acting both as data consumers and producers, and the intelligence and processing
power installed even into simple, low-cost devices like programmable automation
controllers or Raspberry-Pi boards. At the same time, some research works use the
terms Fog computing and Edge computing interchangeably, while others consider
the Fog a broad concept that includes also Edge computing [43].

In the following, we use the term Fog for the sake of brevity, although the discus-
sion can consider aspects of Edge computing.

Although research on the integration between Fog/Cloud computing and ICN is
still at the beginning, two main approaches can be identified.

The first one considers a full ICN-based network model and assumes that name-
based computing requests are resolved by in-network nodes, possibly close to the
client. In this case, ICN nodes dynamically act like Fog servers: computing capabil-
ities are not statically hosted by well-defined edge servers, but are distributed in ICN
routers. When the task cannot be resolved in the network, the request is forwarded
to the Cloud.

The second approach, instead, considers ICN deployments only at the network
edge, and uses Fog servers as computing nodes that also bridge the ICN domain with
the IP-based Internet by leveraging proper translation mechanisms.

In the following, we discuss the mentioned approaches by surveying the related
literature.

5.1 Full ICN-Based Design

The authors in [44] present Named Function Networking (NFN), an ICN extension
where consumers request computations over contents (e.g., a video compression) and
the requests are routed towards in-network nodes that will execute them. Functional
programs are in the form of λ-calculus expressions and the ICN forwarding machine
is augmented with a λ-expression resolution engine, which processes all the Interests
that have the postfix name component /NFN. Therefore, unlike the traditional Fog
computing, where Fog servers are fixed hosts with dedicated functionalities, in NFN
the network becomes a distributed and dynamic Fog platform, where each content
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router, depending on its local capabilities, can act as computing unit. However, how
to distribute the processing load between NFN nodes is still an open issue.

In [45], NFN is customized for IoT networks. The proposal, called PIoT (Pro-
grammable IoT), is an application layer solution, statically installed in the more
powerful nodes of the network, which consists of the following services: (i) Expres-
sion Resolver, which resolves the λ-expression into sub-tasks; (ii) the Expression
Pusher, which creates new Interests to fetch the IoT data needed to execute the task;
(iii) the Expression Evaluator, which executes the task and generates the resulting
Data packet(s). In [46], the same authors extend PIoT with a computation service
management (CS-Man) that enables IoT devices to offer in-network computing oper-
ations, based on their own capability. In CS-man, a network entity acts as Service
Manager (SM), which maintains a Service Repository (SR) with the names of the
Service Executor (SE) nodes. So, when a client needs a processing task, it can retrieve
the identity of the SE(s) from the SR.

Similarly to NFN, a framework for in-network function execution called Named
Function as a Service (NFaaS) has been deployed in [47]. NFaaS supports processing
with lightweight virtual machines in the form of named unikernels. A Kernel Store
in ICN nodes stores function codes, and decisions on which functions to execute or
delete are based on a score function that takes as inputs the requests popularity and the
latency/bandwidth requirements of the applications. Nodes advertise the functions
they can execute according to a routing protocol, so that task requests are forwarded
towards themore appropriate node. The authors consider as an example two forward-
ing strategies, for delay-sensitive and bandwidth-hungry services, respectively, and
demonstrate that functions move to the right direction (i.e., delay-sensitive services
towards the edge of the network, and bandwidth-hungry services towards the core).

In [48], ICN supports service provisioning in challenged networks with intermit-
tent connectivity. Services are built as containers coupled with a semantic naming
scheme, thus they can be easily requested and cached in the network. The ICN
framework is enhanced with a Delay Tolerant Networking (DTN) interface, which
communicates with an underlying DTN implementation that handles intermittence
by encapsulating Interest and Data packets in DTN bundles.

5.2 Hybrid IP-ICN Design

Large-scale clean-slate ICN implementations are still far from being a reality. The
Internet is currently based on the TCP/IP protocol suite, and ICN protocols will be
more likely implemented in a virtual environment or as an overlay over the TCP/IP
transport. Vice versa, edge domains, like the smart home, can easily deploy new
implementations from scratch. Therefore, in the following we focus on a hybrid
scenario where the IoT domain is ICN-based, while the Internet is IP-based. The
IoT domain leverages a Fog layer to support local storage and processing capabil-
ities. In addition, Fog servers bridge the ICN domain to the IP-based Internet and
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Fig. 2 Reference scenario

guarantee full reachability to IoT information, in a way that is independent from the
technological and networking details of IoT devices.

A Fog computing-based gateway (FOGG) that bridges the Internet with ICN-IoT
domains is proposed in [49]. The FOGG gateway is a powerful node that collects
information from sensors by using the lightweight ICN implementation called ccn-
lite (www.ccn-lite.net/), and makes it available to external users by running some
translation mechanisms. It also controls actuations, with inputs from remote con-
sumers, and manipulates raw data to extract meaningful information.

In the context of smart homes, Fog (or Edge) computing capabilities can be imple-
mented in the smart home server (HS), which natively monitors and controls the
environment, by interacting with ICN end-devices, and with remote clients and the
Cloud through the Internet. Therefore the HS acts also as a Home Gateway (HG), as
shown in Fig. 2.

The result is a three-layered architecture with a physical ICN layer, the Fog as
intermediate layer and the Cloud as upper layer. In the next section, we present a
real implementation of this framework, which has been described in a previous paper
[50]. The core component of the framework is iSapiens, an IoT platform that allows
the development of general cyber-physical with edge computing capabilities [51,
52].

6 The Case of the ICN-iSapiens Framework

6.1 Architecture Design

Figure 3 shows the three-layered ICN-iSapiens framework.
The Physical Layer includes all the EDs, which deploy sensing and automation

tasks in the smart home and communicate with the Home Server via ICN. Each ED

www.ccn-lite.net/
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Fig. 3 ICN-iSapiens framework

is configured on a specific hierarchical namespace that describes the resource(s) it
offers, i.e., sensing measurement(s) and automation services. The namespace identi-
fies (i) the task type, sensing or action; (ii) the task subtype, e.g., energy and temper-
ature for sensing tasks, light and heating for actuation tasks; (iii) one or more task
attributes, e.g., the location of the EDs like bedroom or kitchen. Moreover, the name
hierarchy is structured in away thatmulti-source communications are enabled, where
a single Interest is used to simultaneously query groups of EDs sharing some part
of the same namespace, e.g., the Interest “/sensing/temp” requests the temperature
information to every temperature sensor of the house.

The Intermediate Fog Layer includes the Home Server (HS) that hosts the ICN
protocols to communicate with EDs and the TCP/IP protocol stack to communicate
with remote entities through the Internet. Moreover, the HS hides the details of
ICN EDs through a name-based virtual objects abstraction and hosts a multi-agent
software application to monitor and control the EDs.

Each ICN ED is indeed represented as a virtual object (VO), that is a high-level
standardized description of the device’s functionalities that hides its heterogeneity in
terms of technological and networking details. Each ICNVO can include a collection
of sensing and actuation named functionalities, and a collection of standard methods
used by Agents to monitor/control such functionalities via ICN. Agents use VOs
methods to pull monitoring and action tasks, and to be asynchronously notified about
some events; indeed, VOs methods call ICN primitives to send named Interest and
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Data. There is a one-to-one correspondence between VO functionalities and ICN
names, so the VO name is directly used by ICN to interact with the related ED.

Finally, the Cloud layer addresses all those activities that cannot be executed by
the HSs, e.g., tasks requiring high computational resources or long-term historical
data. Moreover, the data analysis executed by the Cloud can be used to optimize the
Agents’ behaviour.

6.2 Testbed

As shown inFig. 4, an ICN-iSapiens demonstratorwith low-cost off-the-shelf devices
has been deployed. The HS is implemented over a Raspberry Pi device (www.
raspberrypi.org/), equipped with an Ethernet interface, for Internet communications,
and a IEEE 802.11g external interface for wireless communications with the EDs.
Raspbian (http://www.raspbian.org) is the selected operating system. EDs are dif-
ferent kinds of sensors and actuators, like temperature and motion sensors, light
actuators, attached to Intel Galileo boards, with Yocto (http://ark.intel.com/products/
78919/) as operating system.

We use four Galileo boards in our testbed, each one symbolically located in a
different room of the smart home (bedroom, kitchen, bathroom, living) to monitor
and control it. Each room can be partitioned in two or more zones, each one identified

Fig. 4 ICN-iSapiens testbed

www.raspberrypi.org/
www.raspberrypi.org/
http://www.raspbian.org
http://ark.intel.com/products/78919/
http://ark.intel.com/products/78919/
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by a number, e.g., zone1 and zone2. Each Galileo is one-hop away from the HS and
uses IEEE802.11g shields forwireless communicationswith it. Finally, aworkstation
is used to host the remote Cloud applications. It is connected to the campus network
and communicates with the HS through standard TCP/IP protocol.

ICN communications are deployed with the CCN-Lite software (www.ccn-lite.
net/), a lightweight implementation of the CCN/NDN protocols that has been prop-
erly extended to support smart home services. The Raspberry Pi also hosts the iSapi-
ens core components operating at the Fog Layer, which consist of: (i) the Agent
Server, a runtime environment for Agents execution and (ii) the VO Container, an
entity that manages the VOs. A set of methods are defined to allow Agents to control
and monitor ICN EDs, e.g., the check method returns sensing information. Com-
plex application logics, based on specific rules, can also be defined. VOs are named
resources and such names can be directly used to access them at the physical layer
via ICN. The Raspberry Pi hosts a set of C programs that take as input ICN names
and allow to send Interests and extract information from Data packets.

As application example, we consider a lighting system, which adjusts the lights in
each room on the basis of people presence/movements and the current illuminance.
At this purpose, we define a Virtual Light object, whose structure can be replicated
for each room of the house thus creating the Virtual Kitchen Light, the Virtual
Bedroom Light, and so on. Each virtual light object includes the following action
functionalities: (i) light-on and light-off, to switch on or off the light; (ii) increase-
light and decrease-light, to increase/decrease the light brightness in the zone. In
addition, two sensing functionalities are deployed: (i) illuminance, to identify the
illuminance in the zone and (ii) near-people, to identify the number of people in the
zone.

When the application is active, the HS periodically sends Interest packets carrying
the relative names, e.g., an Interest with name sensing/illuminance/kitchen/zone1 is
issued to query the illuminance sensor in the zone1 of the kitchen. TheVirtual Kitchen
Light collects the sensed values and makes them available to the LightAgent, which
controls the lights. For instance, it switches on the light when the illuminance value
is lower than a target threshold set by the user, and the human presence is detected.
In this case, the VO acting method is invoked and a switch-on command is sent in
an Interest packet, e.g., with name action/light/on/kitchen/zone1.

7 Conclusions

This chapter has discussed the technological solutions that integrate the Information
Centric Networking (ICN) and the Cloud/Fog computing paradigms so as to combine
their features in an Internet of Things scenario. The Fog computing paradigm has
been promoted to complement the Cloud technology so as to provide intelligence at
the edge of the network and offer low-latency services with context awareness. In
parallel, ICNhas been proposed as a novelmechanism to improve the communication

www.ccn-lite.net/
www.ccn-lite.net/
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in the future Internet, including IoT and Machine-to-Machine (M2M) environments
with resource-constrained nodes.

In this chapter we focused on a representative IoT scenario, i.e., the smart home,
where a variety of monitoring, automation and control functions are required. A
reference architecture is presented as proof-of-concept, together with a preliminary
testbed. The deployed framework, ICN-iSapiens, conceived under an Italian aca-
demic/industrial project, shows a practical implementation of the ICN-Fog integra-
tion.
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Optimal Placement of Security Resources
for the Internet of Things

Antonino Rullo, Edoardo Serra, Elisa Bertino and Jorge Lobo

Abstract In many Internet of Thing application domains security is a critical
requirement, because malicious parties can undermine the effectiveness of IoT-based
systems by compromising single components and/or communication channels. Thus,
a security infrastructure is needed to ensure the proper functioning of such systems
even under attack. However, it is also critical that security be at a reasonable resource
and/or energy cost. This chapter deals with the problem of efficiently and effectively
securing IoT networks by carefully allocating security resources in the network area.
The problem is modeled according to game theory, and provide a Pareto-optimal
solution, in which the cost of the security infrastructure and the probability of a
successful attack are minimized. As in the context of smart urban ecosystems both
static and mobile smart city applications can take place, two different formalizations
are provided for the two scenarios. For static networks, the optimization problem is
modeled as a mixed integer linear program, whereas for mobile scenarios, computa-
tional intelligent techniques are adopted for providing a good approximation of the
optimal solution.
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1 Introduction

The term Internet of Things (IoT) refers to the interconnection of small devices able
to interact with each other and cooperate in order to accomplish common tasks.
Many kinds of systems and technologies fall under the definition of IoT: identifi-
cation and tracking technologies, wired and wireless sensor and actuator networks,
enhanced communication protocols and distributed intelligence for smart objects,
home automation, smart city applications [3]. It is critical that an effective security
infrastructure be adopted, in order to ensure the integrity and reliability of exchanged
data even under attack. Besides effectiveness, another important requirement for such
an infrastructure is to carefully address security resource efficiency, as an infrastruc-
ture with very high demands in terms of additional resources for security would not
be viable. Its cost would in fact outweigh the low cost of IoT technologies. Despite
IoT networks can differ from each other in several aspects such as topology, size,
location, etc., they also have some common characteristics that can be leveraged in
the design process of a security infrastructure. They are prone to physical attacks
and eavesdropping, since they are often unattended and typically communicate via
wireless channels. They make use of (battery powered) devices with low compu-
tational power. They share known software and hardware vulnerabilities, and as a
consequence, also many kinds of security systems, such as intrusion detection and
prevention systems. Based on such common features, it is possible to design a gen-
eral method that works for different IoT scenarios for designing an effective and
efficient ad-hoc security resource allocation plan. By security resources we mean a
combination of security tools like intrusion detection systems (IDS), intrusion pre-
vention systems (IPS), special hardware, passive monitors of wireless traffic, etc.,
and by plan, the number and locations of such resources. Both efficiency and effec-
tiveness depend on the choice of the security tools and how they are allocated in the
system of interest. Among all possible security resource allocation plans, some are
more efficient, as they require a lower amount of energy consumption and/or entail a
cheaper cost in terms of additional equipment, while other plans are more effective,
because harder to be evaded. As smart urban ecosystems can be implemented with
either static (e.g. a smart city lightening system) or mobile (e.g. a vehicular network)
IoT network devices, we make a distinction between static and mobile networks, for
which the problem of computing the best allocation plan is addressed with different
approaches. For static networks, the optimization problem is modeled as a mixed
integer linear program, and an optimal solution is provided. For mobile networks
instead, as device mobility confers different shapes to the monitored system, a secu-
rity resource allocation plan must be designed in such a way to ensure a certain
security level in the most of cases. To this end, computational intelligent techniques
are adopted, that provide a good approximation of the optimal solution.

The rest of this chapter is organized as follows: in Sects. 2 and 3 a solution to
the problem of computing the best resource allocation plan for static and mobile IoT
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networks, respectively, is provided; in Sect. 4 related works are discussed; finally,
Sect. 5 concludes the chapter. Sections 2 and 3 are based on the content of [36, 37],
respectively, where more detailed experimental results can be found. In this chapter
we do not report any additional result with respect to [36, 37].

2 Static Networks

We start from the assumption that, given a set of available security tools, we can
build a security resource as a combination of one or more tools, and we can estimate
its installation cost and its average energy consumption at operating speed. We can
thus estimate the efficiency of an allocation plan, based on the total energy consump-
tion of the security infrastructure and the costs of its components. To measure the
effectiveness of an allocation plan we use two metrics, namely risk and criticality.
The former is defined as the maximum number of network nodes that are no longer
protected when an attacker succeeds in taking down at least one security resource.
The latter is a measure of how critical certain nodes are for the correct operation of
the network.

Given a set of security resourcesR and a set of attacks to be facedA , our method
chooses the subset ofR that best addresses the attacks inA , and the set of locations
where to place them, that ensure a certain security level at the minimum cost and
energy consumption. We model the interaction between attacker and defender as a
Stackelberg leadership model in which the leader (the defender) moves before the
follower (the attacker) [42].

We compute a Pareto-optimal defender strategy (resource allocation plan) in two
steps. First, among all possible allocation plans, we compute the subset of the Pareto-
optimal plans, as the solutions of a three-objective optimization problem, which
minimize (i) the total energy consumption, (ii) the installation cost, and (iii) the
maximum criticality. In the second step, we select the plan, among those identified
in the previous step, which minimizes the risk—as the solution of a single-objective
optimization problem. The resulting defender strategy is efficiency-optimal because
it entails the lowest energy consumption and the cheapest installation cost, while its
effectiveness lies in the fact that the number of security resources an attacker needs
to take down is maximized—and consequently, the probability of a successful attack
is reduced.

2.1 Basic Concepts and Notation

Here we introduce the basic concepts and notations that help us to formalize the IoT
environment and the security requisites for the defender.
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Definition 1 (security resource) A security resource is a tuple sr = 〈c, e, t, loc〉,
where:

• c is the cost;
• e is the energy consumption;
• t is the resource’s type;
• loc is the location.1

The value of the attribute t (type) depends on the set of embedded security tools,
so that security resources with different functions will be of different type.

Definition 2 (network) A network is an undirected graph N = 〈V, E〉, where:
• V = {(e, loc, cr) : e is the node energy consumption, loc is the node location, and
cr is the criticality value} is the set of network nodes;

• E = {{v1, v2} : v1 is in the communication range of v2, and vice versa, and v1, v2 ∈
V } is the set of links.

We define a network as an undirected graph because we consider the physical-
based topology, i.e. the one inferred by the communication range of network nodes,
different from the routing-based topology,which is always a sub-graphof the physical
one, whatever routing protocol is adopted, and whatever is the direction of the links.
Thus, also devices directly connected to the Internet are considered part of a network
if they fall in the communication range of other devices.

We use the notation v.x and sr.y to denote attributes x and y, of node v and and
resource sr, respectively. Given a network N and a set of security resources R, we
define:

• AP ⊆ R as a resource allocation plan for N ;
• AP as the set of all possible resource allocation plans for N ;
• the criticality of a network node n ∈ N as the measure of its relevance for the
correct function of the network;

• function crit: R × AP × N → N as the criticality associated with a security
resource sr; given an allocation plan AP ∈ AP and a network N , crit(sr, AP, N )

returns the maximum criticality value over the set of nodes of N that are not any
longer protected if sr stops working and no other security resource sr′ ∈ AP covers
them;

• function risk: R × AP × N → N as the risk associatedwith a resource sr; given
an allocation planAP ∈ AP and a networkN , risk(sr, AP, N ) returns the number
of nodes of N that are not any longer protected if sr stops working and no other
security resource sr′ ∈ AP covers them.

• the function Neighbors: V → 2V , such that Neighbors(v) = {v′ : {v, v′} ∈ E};

1The attribute loc in Definition 1 helps us to simplify the formalization of the linear programs
we show hereafter. The basic idea is the following: given that in the network area there are many
locationswhere a security resource canbeplaced, for each resource sr∗ weassume tohave sr1, . . . srn
resources, one for each location where sr∗ can be located.
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Fig. 1 An example network:
the main square represents
the network area; locations
of the network area are
represented by internals
dotted squares

• the function Edges: V → 2E , such that Ed ges(v) = {{v, v′} : v′ ∈
Neighbors(v)};

• L = LV ∪ LA as the set of locations, where LV is the set of locations taken by
each v ∈ V , and LA is the set of all other available locations in the network area;

• the function Res : 2L → 2R , such that, given a set of locations X , Res(X ) = {sr :
sr.loc ∈ X }, i.e., the resources that can be placed on locations in X ;

• the domain of a security resource sr as the set of locations that are in the action
range of sr, i.e., the portion of network area covered by sr;

• the functionDom: 2R → 2L , such that given a set of resourcesX ,Dom(X) returns
the set of locations that belong to the domain of all sr ∈ X ;

• T = {sr.t : sr ∈ R} as the set of security resources types.

Example 1 Figure 1 shows a network with 7 nodes protected by two security
resources sr1 and sr2. The number associated to each node denotes the node’s criti-
cality value (here the criticality is proportional to the number of links that involve a
node).

If one of the two security resources stopsworking, the set of nodes leftwithout pro-
tection is S1 = {a, c, d} for sr1, and S2 = {e, f , g} for sr2. The node with maximum
criticality in S1 is node d (criticality=10), while in S2 is node g (criticality=10). The
criticality and risk values of the two security resources, thus, are: crit(sr1, AP, N ) =
crit(sr2, AP, N ) = 10, and risk(sr1, AP, N ) = risk(sr2, AP, N ) = |S1| = |S2| = 3,
with AP = {sr1, sr2}. Furthermore, we have that:

• Neighbors(a) = {c, b}, Neighbors(e) = {f , b}, . . .;
• Ed ges(a)={{a, c}, {a, b}}, Ed ges(e)={{e, b}, {e, f }}, . . .;
• L = {〈x1, x2〉 : x1, x2 ∈ {A, B, C, D, E, F, G}};
• LV = {〈B, B〉, 〈B, D〉, 〈D, B〉, 〈D, D〉, 〈D, F〉, 〈F, F〉 〈F, D〉};
• LA = L \LV ;
• Res(〈C, C〉) = {sr1}, Res(〈E, E〉) = {sr2}, Res(〈C, C〉, 〈E, E〉) = {sr1, sr2};
• Dom(sr1) = {〈x1, x2〉 : x1, x2 ∈ {B, C, D}}, Dom(sr2) = {〈x1, x2〉 : x1, x2 ∈

{D, E, F}}.
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The idea behind the notion of risk lies in the fact that the minimization of the
maximum risk restricts the operating range of the attacker, in case (s)he manages
to compromise a security resource. Thus, (s)he probably will need to compromise
more than one resource in order to carry out the attack. For instance, during a sybil
attack [39] a malicious node presents multiple identities to other nodes. The attack is
much more effective when those identities belong to real nodes of the network. Thus,
the attacker needs to compromise a certain number of nodes, from which to steal
the identity, before the one from which to start the attack. However, if the defender
strategy is well designed, the attacker will probably have to damage more than one
security resource in order to steal a sufficient number of identities, therefore delaying
the attack and increasing the risk of being detected. Other types of attacks, instead,
need just to compromise one node. This is the case of the black hole attack [39], in
which the compromised node drops all the incoming packets. A black hole is much
more effective when the attacker chooses to compromise a critical node, such as
one with a high incoming traffic rate. In this case, a defender strategy must provide
stronger coverage for the most critical nodes, i.e., those that are more relevant for
the correct function of the network. An attacker will thus be forced to compromise
more than one resource in order to attack the most critical nodes.

2.2 Definition of Secure Network

A formal definition of secure network that matches the techniques adopted by the
security systems is crucial, since it gives the guidelines for the formalization of the
linear constraints we will use in the Pareto analysis. We can classify security systems
into two main categories: detection and prevention systems. Those categories corre-
spond to two different security policies: (i) node/link monitoring, and (ii) node/link
hardening. As an example of link monitoring we mention the IoT IDS by Raza et
al. [34], which checks the link quality for the detection of network layer and routing
attacks, and the Liteworp system [21] that uses guard nodes as a countermeasure for
wormhole attacks in WSNs. We would like also to mention Dataguard [44] as an
example of node monitoring based on a code attestation technique to check the pres-
ence of malicious code in the memory of network nodes. Titan [5] is an example of
a security architecture for hardening tiny devices with a hardware-assisted dynamic
root of trust. The encryption key management scheme by Eschenauer et al. [13], to
harden links among nodes neighbors, is an example of link hardening. According to
those two security policies, we derive the definition of secure network.

Definition 3 (secure link) A link {v,v’} is secure if at least one of the following
conditions holds:

(σ ) both nodes v and v’ are in the communication range of the same watchdog;
(γ ) both nodes v and v’ can establish a secure communication channel.
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Definition 4 (secure node) A node v is secure if at least one of the following con-
ditions holds:

(α) v is tamper resistant;
(β) every link that involves v is secure.

In condition (α) the term tamper resistant means that the node is equipped with
a security tool that makes it inaccessible to attackers wishing to compromise it.
In other words, Definition 4 states that the correct functioning of a node can be
guaranteed by avoiding malicious code injection, or by monitoring/strengthening
the links connecting to the other nodes. In Definition 3, a watchdog [26] is a security
resource thatmonitors networknodes behavior. Past approaches to intrusiondetection
use watchdogs for overhearing in/out-coming traffic of neighbors nodes, performing
code attestation, checking the signal strength, etc. Conditions (α) and (γ ) capture
the policy adopted by prevention systems (node/link hardening), while conditions
(β) and (σ ) the policy adopted by detection systems (node/link monitoring).

We can now define a network N = 〈V, E〉 as secure if each node v ∈ V is secure,
according to Definition 4.

2.3 Players’ Strategy

In this section, we define the concept of “strategy” for the defender and the attacker.
Their interaction is modeled as a Stackelberg game [42]. In such a game the defender
plays the leader and makes the first move by installing a security infrastructure
AP. The attacker plays the follower by trying to compromise one or more security
resources sr ∈ AP, so that the attack can be carried out on the nodes that are no
longer protected by the damaged security resources.

2.3.1 Defender’s Strategy

The defender strategy consists of a security resource allocation plan. Given that each
security resource entails an installation cost and some energy consumption, the best
resource allocation plan for the defender is the one that provides a reasonable balance
between efficiency, in terms of energy consumption and cost, and effectiveness, in
terms of maximum risk and maximum criticality. The best plan is computed in two
steps. In the first step we perform a Pareto analysis which solves the optimization
problem defined by the following equation:

min
AP∈A P

{ec(AP), tc(AP), max
sr∈AP

crit(sr, AP, N )} (1)

where ec(AP) and tc(AP) denote the total energy consumption and the total cost of
the allocation plan AP, respectively, and maxsr∈AP crit(sr, AP, N ) is the maximum
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criticality value over the set of nodes of N that are no longer protected when one
resource in AP stops working. The Pareto analysis consists in computing a set of
Pareto points p = (ec, tc, cr), that we refer to as Pareto curve. Each point corre-
sponds to a set of allocation plans, i.e., all the plans (strategies) that have an energy
consumption, a total cost, and a maximum criticality equal to the values of ec, tc and
cr, respectively. Then, we choose the point p+ whose values best fit our efficiency and
criticality requirements. In the second step we compute the best allocation plan (best
defender strategy), by solving the optimization problem defined by the following
equation:

min
AP∈AP+

{max
sr∈AP

risk(sr, AP, N )} (2)

where AP+ ⊆ AP is the set of allocation plans that entail an energy consumption,
a cost, and a maximum criticality as the values of the Pareto point p+ chosen in the
previous step; and maxsr∈AP risk(sr, AP, N ) is the maximum number of nodes of N
that remain unprotected when a security resource in AP stops working.

2.3.2 Attacker’s Strategy

We assume that an attacker needs to compromise at least one security resource in
order to carry out an attack. In fact, whatever is the attack, an attacker always needs to
first open a breach in the security, before attacking the system. We address the worst
case attacker, that is the one who knows the defenders strategy AP, and plays her/his
best strategy, i.e., chooses to compromise the security resource that maximizes the
risk (i.e., leaves unprotected the maximum number of nodes), the criticality (i.e.,
leaves unprotected the most critical nodes), or a combination of both. An attacker
strategy is represented by a security resource sr ∈ AP. The best attacker strategy is
defined as follows:

sr∗ = max
sr∈AP

α · risk(sr, AP, N ) + β · crit(sr, AP, N ) (3)

where α + β = 1.

2.4 Overview of the Pareto Analysis

Pareto analysis [27] is a classic optimizationmethod used in situations in which there
are multiple competing objectives that must somehow be satisfied simultaneously.
The basic idea behind Pareto optimization of three competing objective functions φ1,
φ2 and φ3 subject to a setC of constraints is as follows. Suppose that σ = (x1, x2, x3)
and σ ′ = (x′

1, x′
2, x′

3) are two different solutions (resource allocation plans) and sup-
pose that φ1, φ2 and φ3 are minimization problems. We say that σ dominates σ ′,
denoted σ � σ ′, iff:
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(x1 ≤ x′
1 ∧ x2 ≤ x′

2 ∧ x3 ≤ x′
3) ∧ (x1 < x′

1 ∨ x2 < x′
2 ∨ x3 < x′

3)

A solution σ is said to be Pareto optimal w.r.t. a set of minimization problems
�, and constraints C if and only if there is no solution σ ′ 
= σ such that σ ′ � σ . We
use Pareto analysis to solve the optimization problem defined by Eq. 1 in order to
find a compromise strategy. The main point of this method is the computation of the
Pareto curve (see [27]).

2.5 First Step: Pareto Analysis for the Defender

To perform our Pareto analysis, let

P = {(ec(AP), tc(AP), max
sr∈AP

crit(sr, AP, N ))|AP ∈ AP}

be the set of all possible values for our three objectives.

Definition 5 (Pareto curve) The Pareto curve PC for the three-objective optimiza-
tion problem defined by Eq. 1 is the set {(a, b, c) | (a, b, c) ∈ P and �(a′, b′, c′)
such that (a′, b′, c′) � (a, b, c)}.

Algorithm 1
1: procedure ComputePC(minCR,maxCR)
2: for cr = minCR − 1, . . . , maxCR do
3: tc ← getTC(∞, cr);
4: while (tc 
= null) do
5: ec ← getEC(tc, cr);
6: X ← X ∪ (ec, tc, cr);
7: tc ← getTC(ec, cr);
8: end while
9: end for
10: return Pareto-optimal points in X ;
11: end procedure

where:

getEC(tc, cr) = min
AP ∈ AP
tc(AP) ≤ tc

maxsr∈AP crit(sr, AP, N ) ≤ cr

ec(AP)

getTC(ec, cr) = min
AP ∈ AP

ec(AP) < ec
maxsr∈AP crit(sr, AP, N ) ≤ cr

tc(AP)
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Algorithm 1 computes the Pareto curve of the three-objective optimization prob-
lem defined by Eq. 1. More specifically, by fixing each possible value of criticality
cr (Line 2), the algorithm computes the set X of points p = (ec, tc, cr) (Lines 3–8),
where ec and tc are the total energy consumption and the total cost, respectively.
The first step is to compute the minimum total cost without considering the energy
consumption (Line 3). This optimization is performed by the function getTC, and the
value is assigned to the variable tc. Then, given tc and cr, function getEC computes
theminimum total energy consumption ec (Line 5), and the point (ec, tc, cr) is added
toX (Line 6). Now the algorithm computes a different value of tc (Line 7). This value
is obtained by the function getTC, which minimizes the total cost by imposing that
the total energy consumption is strictly less than the one previously computed. If
such value exists, the algorithm continues to generate more points by iterating in the
while loop, otherwise it assigns tc = null and exits the loop. Finally, in Line 10 the
algorithm returns all Pareto (non-dominated) points of X . Notice that in Line 2, we
start to enumerate the values of cr from minCR − 1, so that, as no node exists with
cr < minCR, the plan being calculated with cr = minCR − 1 provides risk = 0, i.e.,
each network node is covered by at least two security resources. For allocation plans
with cr = 0 it is not necessary to perform the second optimization step, since we
already know that the risk will be also equal to 0. An example of Pareto curve can be
found in Fig. 4. It can be noticed that no point (ec, c, cr) of the curve is dominated,
according to the definition given in Sect. 2.4.

2.6 Linear Constraints for the Pareto Analysis

We formalize the set of basic constraints as follows.

2.6.1 Variables

• x1, . . . , x|R |; if resource sri belongs to AP, then xi = 1, otherwise xi = 0;
• z11, . . . , z�|L ||R |�; if location loci ∈ Dom(srj) and srj ∈ AP, then zij = 1, otherwise

zij = 0;
• q1, . . . , q|V |; if loci ∈ LV belongs to the domain of no more then one security
resource, then qi = 1, otherwise qi = 0;

• l1, . . . , l|E|; if link ei is secure, then li = 1, otherwise li = 0.

All variables are binary.
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Fig. 2 Basic constraints

2.6.2 Basic Constraints

The set of basic constraints is shown in Fig. 2. C.1.4 says that no more than one
security resource can be placed on the same location.2 C.1.5 says that variable zij is
assigned value 1 if srj ∈ AP and loci ∈ Dom(srj). C.1.6 and C.1.7 capture the fact
that, if a location loci ∈ LV is guarded by no more than one security resource, then
qi = 1, otherwise qi = 0. Here, M is a constant big enough to satisfy the constraints
for all values of qi and the lhs of the equation (any integer greater thanR). Variables qi

are used to compute the risk and the criticality associatedwith each resource sr ∈ AP.
C.1.8 captures the definition of secure node, according to which a node is secure if
conditions (α) or (β) ofDefinition 4 hold, i.e., expressions

∑
srj∈Res(vi .loc):srj∈T1

xj or ci,
respectively, equal 1. The value of variable ci is computed by constraints 1.9 and 1.10,
and it has value equal to 1 if all links belonging to Ed ges(vi) are secure, otherwise it
is equal to 0. The definition of secure link is captured by C.1.11, according to which
a link is secure (lk = 1) if conditions (σ ) or (γ ) of Definition 3 hold, i.e., variables
ak or bk equal 1. The values of these variables are computed by C.1.12–1.15 and
C.1.16–1.17, respectively.

C.1.18 says that for tamper resistant nodes the variable qi is forced to 0, i.e., it
does not affect the risk and criticality values of the allocation plan is being computed.
Finally, C.1.19 says that each location has to belong to the domain of at least one

2C.1.4 does not imply any loss of generality since a security resource can embed more than one
security tool.
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security resource in AP. This last constraint is fundamental because it addresses the
dynamic characteristic of IoT networks. In an IoT environment, as new devices can
enter and leave the network area, it is important to monitor all locations where any
new device can move over time. When this happens, we are sure to have at least one
security resource monitoring its location. We emphasize that the concept of dynamic
topology we refer to is different from the concept of mobility. In our network model
it is expected that the nodes are static, and that the topology changes due to the
(dis)appearance of nodes. In C.1.8 and C.1.14–1.18 the symbols Tα , Tσ and Tγ are
subset of T , the set of security resource types. In particular, Tα is the set of types
of security resources that make a node tamper resistant, Tσ is the set of types of
security resources that behave as watchdogs, and Tγ is the set of types of security
resources that make a node able to establish a security communication channel with
its neighbors. In Sect. 2.9 we implement the proposed method for two real-case IoT
scenarios where we show how to compute such sets.

2.6.3 Linear Programs

The basic constraints capture the dependencies between the variables in the integer
linear programs shown in Fig. 3.

The objective function of the formulation in Fig. 3(top) says that we want to
minimize the total energy consumption of the security infrastructure. Constraint
1.20 says that the total cost must be lower or equal to tc, and Constraint 1.21 says
that the criticality value of the nodes protected by no more than one security resource
must not exceed cr. The objective function of the linear program in Fig. 3(center)
minimizes the total cost of the set of security resources. Constraint 1.22 imposes that
the total energy consumption be strictly less than ec, while Constraint 1.23 is equal
to Constraint 1.21.

2.7 Second Step: Best Defender Strategy

Once we have computed the Pareto curve PC, we can choose the point p+ =
(ec+, tc+, cr+) ∈ PC closest to our requirements of energy consumption, cost, and
criticality. p+ identifies the set AP+ of different allocation plans that have an energy
consumption equal to ec+, a cost equal to tc+, and a criticality value equal to cr+.
Among all plans in AP+ we choose the one which minimizes the risk, i.e., the max-
imum number of unprotected nodes an attacker can exploit after compromising one
security resource. To do that, we solve the optimization problem defined by Eq. 2,
and formalized as shown in Fig. 3(bottom). The intuition behind constraint 1.24 is
that instead of bounding the risk associated with each security resource sr ∈ AP on
the right-hand side of this constraint, we set it to an unknown value h and then require
the objective function to minimize h. Here, M is a constant big enough to ensure the
satisfaction of the equation for all values of qi and xj (any integer greater than |V |).
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Fig. 3 Linear programs for computing the best defender strategy

Constraints 1.25, 1.26 and 1.27 impose that the allocation plan must be computed so
to have an energy consumption, a cost and a criticality value not greater than ec, tc
and cr, respectively.

2.8 Discussion

Our method computes the best defender strategy based on four objectives, that are
energy consumption, cost, and criticality, mutually optimized in a first phase (see
Sect. 2.5), and risk, minimized in a second phase (see Sect. 2.7). We chose to split
the optimization process in those two phases for three main reasons. First, a Pareto
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Fig. 4 Pareto curve (left) and the security reosurce allocation plans of Example 3. The Pareto points
are expressend in the form (c, ec, cr)

analysis with more than three competing goals may require much more time, or
alternatively, a much higher computing power in order to be performed. Second, a
Pareto analysis involving less than three competing goals provides a much smaller
set of solutions, thus limiting the administrator’s decisional power. The reason is
that the definition of dominated point becomes less restrictive when the number of
dimensions decreases (see Sect. 2.4). The choice to optimize criticality in the first
phase in place of risk is mainly a matter of convenience, since the range of criticality
values is always much smaller than the range of risk values (risk ∈ [0, |V |]), and
thus it is faster to enumerate (see Line 3 of Algorithm 1). By the way, the order in
which the objectives are optimized is primarily a choice of the security officer, who
might decide to employ the risk in the first phase in place of criticality because more
important for the security of the network.

2.9 Examples of a Real Case Scenario

In this sectionwe showhow the proposed approachworks for a real case IoT scenario,
i.e., a smart street lighting system exposed to DoS attacks.

A DoS attack for such IoT scenario can be performed by either jamming the
radio signal devices (lamps), such that they are not any longer able to communicate
each other, or tampering with a device in a strategic position, in order to isolate
part of the network. Suppose a system administrator willing to design the security
plan before installing the lamps on the streets. (S)he can adopt two type of security
resources, namely an IDS, for monitoring the links between lamps, and a tamper
resistant lamp (TRL), which avoid a lamp to be compromised by an attacker. One
IDS costs 10 monetary units (MU), consumes 5 energy units per hour (EUH), and
can be deployed in the area delimited by the sidewalks. One TRL costs 50 MU,
consumes 1 EUH, and has to be put in place of a normal lamp. The administrator has
a security budget of 110 MU. Furthermore, (s)he wants to ensure a higher security
level to the lamps close to the city council (lamps 3, 4, 7 and 10 of Fig. 4 (right)),
thus (s)he assigns a criticality value cr = 10 to such lamps, and cr = 1 to the others.
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The Pareto curve computed by Algorithm 1 is shown in Fig. 4(left). Two Pareto
points outweigh the security budget (i.e., (510, 20, 1) and (550, 11, 0)), thus they
are not taken into account by the administrator. The other three points represent
allocation plans capable of satisfying both the security and budget constraints. At
this juncture, the administrator chooses the Pareto point onwhich perform the second
step of our optimization method. For sake of completeness, we show in Fig. 4(right)
the allocation plans obtained from the three Pareto points. The execution of the linear
program getR on the point (50, 25, 10) returns the plan consisting of IDSs a, b, c, e,
f. With such plan, the nodes which would be left without security coverage in case
at least one IDS stops working are two (lamps 6 and 7), thus risk = 2. For instance,
if IDS c stops working (because compromised by the attacker, or for other reasons),
lamps 6 and 7 would not be covered by any other IDS. Furthermore, lamps 6 and 7
have a criticality value of 1 and 10 respectively, thus the criticality associated to the
plan is max(1, 10) = 10. getR(60, 35, 1) returns the plan consisting of IDSs a, b, c,
d, e, f, that has criticality = 1, because the lamps monitored by just one IDS have
criticality = 1 (lamps 1, 5 and 11), and risk = 1, since no more than one lamp would
remain unmonitored in case one IDS stops working. Finally, getR(100, 26, 1) returns
the plan consisting of IDSs a, b, c, e, f, and a TRL in place of lamp 7. Both criticality
and risk equal 1 because the devices monitored by just one security resource are
lamps 1, 5, 6, 8 and 11 (all with cr = 1), and no more than one lamp would remain
unmonitored in case one IDS stops working.

3 Mobile Networks

Themobility of IoT devices makes the process of security provisioningmore compli-
cated than that described in the previous sections, where both the network topology
and the number of network devices are assumed to be static. Mobile IoT networks,
instead, continuously change topology because of mobility and/or (dis)appearance
of devices. In such IoT environments, the geographical distribution and the number
of connected devices are not stationary, and vary from spot to spot, according to
the different activities taking place in the different areas. As an example of mobile
IoT environment we can think of a university campus where thousands of people
with several mobile connected devices continuously change their position, or also,
of a vehicular network (VANET) that, although more homogeneous in the type of
devices, assumes different shapes and different sizes according to the hour and day of
the week. A security infrastructure must be able to address such a dynamic nature of
IoT networks. To this end, a security resource allocation plan must take into account
the numerous shapes the device mobility confers to the system of interest, and ensure
a certain security level in the majority of cases.

We formalize a model for such scenarios, and provide a heuristic for computing
allocation plans that minimize the risk of having IoT devices not monitored by any
resource. We employ the key-concept of shortfall [4] as a risk measure. Shortfall
is mostly used in economics to model the risk associated with an investment by



110 A. Rullo et al.

combining in a single (risk) value the return of the investment in the worst scenarios
together with the expected return. In fact, an investment might provide a return much
more scarce than the expected one due to the significant changes that can affect
the market. We adapt the concept of shortfall to model the risk associated with a
security solution for which its effectiveness depends on how well the solution is able
to address the continuous topology changes that affect the system of interest.

3.1 Defender Side

The goal of the defender is to passively monitor all wireless communications the
devices moving in the area of interest do. To this end, (s)he needs to choose a set of
security resources to monitor traffic and presence of devices, and decide where to
deploy them in order to minimize the number of non-monitored devices. The geo-
graphical distribution and the number of connected devices in the area of interest are
key parameters for the task of computing the best placement of security resources.
Such distributions can be learned during a training period long enough to be a rep-
resentative sample of the monitored eco-system. Following the two examples of IoT
environments described above, in a campus area, most students follow patterns that
repeat every day, and can be learned in a few months of an academic year: during
the morning and the afternoon they are located at the classrooms; at lunch/dinner
time they move to the dining areas; during the night they stay in the dorms or other
in-campus accommodations. Such patterns can be learned by analyzing the network
traces produced by the interaction between users’ devices, or between access points
and the devices. In a VANET, where cars move according to the hour and day of the
week, such patterns can be learned from data collected by road side units (RSUs).
Commuting patterns are also predictable by stochastic processes that capture local
mobility decisions. Such processes help analytically derive commuting and mobility
fluxes that require as input only information on the population distribution. The result-
ing model predicts mobility patterns in good agreement with mobility and transport
patterns observed in a wide range of phenomena, from long-term migration patterns
to communication volume between different regions [41].

In the next sectionswe show that for a securitymanager, the problemof computing
the best allocation plan of security monitors for a changing IoT environment can
be interpreted as the problem an investor faces when choosing an investment that
maximizes the return, considering the continuous changes that affect the market.

3.2 Shortfall

In this section we briefly introduce the concept of shortfall, clarify the motivations
that have lead us to adopt it in our formalization, and show how we manipulate it in
order to obtain a more appropriate solution to our situation.
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3.2.1 Definition

Shortfall is a risk measure used in economics which has conceptual, computational
and practical advantages over other commonly used risk measures [4]. The shortfall,
or more precisely, the shortfall at level α, measures how large losses, below the
expected return, can be expected if the return of the investment drops below its α-
quantile. Given all the possible market trends, we can compute the set of all possible
returns of our investment. The shortfall at level α is the difference between the
expected return and the average of the returns of the worst α% of cases. Given an
investment x and a value α ∈ (0, 1), the shortfall sα(x) is defined as follows:

sα(x) = E[R] − E[R|R ≤ qα(R)] (4)

where E[R] is the expected return of the investment, and qα(X ) is the α-quantile of
a random variable X :

qα(X ) = inf {x|P(X ≤ x) ≥ α} (5)

According to Levy and Kroll [24], for an investment x chosen to minimize sα(x)
for a fixed α and a given target mean μt , there is no other investment with the same
mean which would be preferred to x, because less profitable in the worst α% of
cases. Thus, one is naturally led to minimize the quantity sα(x) for some α ∈ (0, 1)
as follows:

min sα(x)
subject to E[R] = μt

(6)

3.2.2 From the Minimum Shortfall to the Best Choice

The solution we obtain by solving Problem 6 depends on the target mean μt we
choose. In fact, given a target mean, we obtain the best investment (i.e., the one with
minimum shortfall) among those with the same expected value, but we do not know
whether there exists a better investment for different values ofμt . In otherwords, there
might exist a dominating investment, i.e., of a higher mean and a smaller shortfall,
or alternatively, a non-dominated investment, i.e., of a higher (resp. lower) mean
and a greater (resp. smaller) shortfall, which may be preferred by the investor. A
possible solution is that of solving Problem 6 with different μt , and finally select the
investment that best meets our needs. However, this solution is not efficient because
it might compute some dominated investment, i.e., which would not be preferred
to any other because of a lower expected value and a greater shortfall than those of
the other ones. Consequently the time needed to compute such dominated solutions
would be wasted. As alternative, we propose to adapt Problem 6 in such a way that it
computes only non dominated solutions. This is possible by turning Problem 6 into
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a bi-objective optimization problem. First of all, we start considering the following
equivalent problem:

max Eα[R]
subject to E[R] = μt

(7)

where Eα[R] = E[R|R ≤ qα(R)] is the mean of the worst α% of cases, namely, the
subtrahend in Eq. 4. Problem 7 is equivalent to Problem 6 because for a target
mean μt , minimizing E[R] − Eα[R] is equivalent to maximizing Eα[R]. Since we
want to compute a set of non dominated investments based on their E[R] and Eα[R]
values, we place the expected value as an objective of the optimization problem, and
we impose two inequality constraints on the values of E[R] and Eα[R], in order to
restrict the computation only to the cases we are interested in. The resulting problem
is as follows:

max E[R], Eα[R]
subject to E[R] ≥ μt

Eα[R] ≥ μα

(8)

Problem 8 is a less restricted version of Problem 6, where we split the two terms
of the shortfall, E[R] and Eα[R], and optimize them separately. The output is a Pareto
frontier PF [27] whose points are non dominated investments x with values of E[R]
and Eα[R] below the desired thresholds. Formally, PF is defined as follows:

PF = {(E[R], Eα[R])|�(E′[R], E′
α[R]) ∈ PF such that

(E[R] ≥ E′[R] ∧ Eα[R] ≥ E′
α[R]) ∧ (E[R] > E′[R] ∨ Eα[R] > E′

α[R])}

An investor can thus conduct a cost-benefit analysis on the solutions of the Pareto
frontier, and finally choose the one that best fits his/her requirements. In the next
sections we show that the shortfall is well suited for describing the risk associated
with an allocation plan, such that a certain level of security is ensured for every
variation in the topology of the monitored environment.

3.3 Problem Definition

Wedefine an IoT environment as a set of n geographic areasRk , k = 1, . . . , n, that we
call regions. We divide each region in locations, i.e., space units where IoT devices
or security resources could reside.

Definition 6 (region) A region R is a tuple 〈LR, PR〉, where:
• LR is the set of locations of R;
• PR is the probability distribution over a discrete random variable X that takes
integer values in the interval [0,∞). PR(X = x) is the probability that there are x
devices in R.
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Definition 7 (security resource) A security resource sr is a tuple 〈c, r, Psr〉, where:
• c is the cost;
• r (from radius) is the maximum action range;
• Psr is the probability distribution over a discrete random variable Y that takes
values in the interval [0, r]. Psr(Y = y) is the probability that sr is able to monitor
a device located at a distance y.

Furthermore, we define R = ⋃n
k=1 Rk as the set of all regions, and L = {loc :

loc ∈ R}, as the set of all locations in R. In the rest of the chapter we will use the
notation sr.c to denote the cost c of a security resource sr.

Security resources have an associated probability distribution, that describes how
likely a device at a certain distance is seen by a resource. This choice is driven
by the fact that the typical assumptions about all radios having circular range and
perfect coverage in that range is far from real [22]. More realistic models take into
account antenna height and orientation, terrain and obstacles, surface reflection and
absorption, and so forth. It is often difficult in reality to estimate whether or not
one has a functioning radio link between nodes, because signals fluctuate greatly
due to mobility and fading as well as interference. Several signal attenuation models
have thus been proposed [16, 32], and there are a few that can be used in concrete
implementations of our model. For example, the Okumura model, the Hata model
for urban areas, the Hata model for open areas, are models for outdoor attenuation;
instead, the ITU model and the Log-distance path loss model are models for indoor
attenuation. One of these models, or a combination of them, can be adopted for
modeling the attenuation of a device according to its radio characteristics.

3.4 From Economics to the IoT Domain

The problem we face is that of computing the optimal security resource allocation
plan for IoT scenarios characterized by a high degree of mobility. This problem can
be reduced to Problem 8 if we consider an allocation plan along with its cost as
an investment, and all the possible configurations a set of IoT devices may assume
in the area of interest as all the possible market trends. A security manager (the
investor) knows that the number of devices moving within a region Rk follows a
certain probability distribution PRk , and that the resource allocation plan to choose
must be able to provide a good security level not only in the average cases of PRk ,
but also in the rare ones. In fact, rare device configurations may result in high losses
if not addressed by an adequate security infrastructure. We use E[R] and Eα[R] as
evaluation metrics of an allocation plan for an IoT environment, where the multitude
of device configurations is wide because mobility. The optimal plan is the one that
minimizes the expected number of IoT devices not reached by any security resource.
We call this quantity the risk associated with the allocation plan (AP), denoted by
riskAP . We adopt the risk as a negative return of an allocation plan, such that the
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smaller the risk is, the more effective the plan. Being the risk a negative return, we
need to adapt the definition of α-quantile given in Eq. 5 as follows:

qα(risk) = inf {x|P(risk ≥ x) ≥ α} (9)

Given a set of regions R (i.e., an IoT environment), and a fixed security budget
b, we define an allocation plan for R as the set

AP = {(sri, locj)|
∑

i

sri.c ≤ b, locj ∈ L } (10)

Given the set of all possible device configurations, we can compute the set of all
possible returns of anAP in terms of risk, and thus computeE[riskAP] andEα[riskAP].
The adaptation of Problem 8 to our application domain is as follows:

max
AP∈A P

− E[riskAP],−Eα[riskAP]
subject to

E[riskAP] ≤ μt

Eα[riskAP] ≤ μα
∑

sr∈AP

sr.c ≤ b

(11)

whereAP is the set of all possible allocation plans. The minus sign before the two
objectives means that we are actually minimizing the two measures, being the risk a
negative return. For the same reason, μt and μα are upper bounds for E[riskAP] and
Eα[riskAP], respectively, and not lower bounds as in Problem 8. Note that without
the constraint on the maximum budget, Problem 11 becomes meaningless because
it would compute a unique allocation plan possibly with an unreasonable number
of resources, providing risk 0 for any device configuration, which is surely the most
effective solution, but also unlikely the most efficient because it would be very
expensive in terms of cost.

Once a security manager has obtained the set of solutions to Problem 11, (s)he
can choose the allocation plan that best fits his/her security requirements. However,
there may be cases for which there is no solution, i.e., solving Problem 11 outputs
an empty set. This can happen for two reason:

1. no allocation plan exists able to satisfy the constraints, because the security
budget is too small to provide a value of E[riskAP] and Eα[riskAP] below the
desired thresholds;

2. the α-quantile is too small to admit Eα[riskAP] ≤ μα .

In case (1), the security manager can try to increase the security budget until at
least one solution is returned, or alternatively can turn Problem 11 in a three-objective
optimization problem by placing the cost as a further objective as follows:
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max
AP∈A P

− E[riskAP],−Eα[riskAP],−costAP

subject to

E[riskAP] ≤ μt

Eα[riskAP] ≤ μα

minCost ≤ costAP ≤ maxCost

(12)

where costAP = ∑
sr∈AP sr.c. This way, the security manager can have a compre-

hensive view of cost-benefit, by determining the minimum cost required to ensure
a certain security level. However, this problem takes more time to solve than
Problem 11, proportionally to the quantity maxCost − minCost.

In case (2), the security manager may decide to increase μα , or to tolerate a
higher risk by having a larger quantile. In fact, α can be intended as a “measure of
the risk tolerance”: by increasing α, the value of qα(risk) decreases, and Problem 11
computesEα[risk] over a larger set of cases, whichmeans that caseswith high risk are
more tolerated. On the contrary, when α decreases, qα(risk) tends to the maximum
value of risk, thus restricting the cases over which Eα[risk] is computed, meaning
that we tolerate fewer cases with high risk.

3.5 Evaluation Algorithm

To solve Problem 11 an algorithm should enumerate all possible allocation plans
AP , and evaluate each AP ∈ AP over all possible configurations the IoT devices
can take within the geographic area of interestR. It easy to see that such an algorithm
would take an unreasonable amount of time to solve the problem. In fact, for each
region Rk ∈ R, the number of possible configurations is the cardinality of the power
set of LRk , and the size ofAP is upper-bounded by the number of all subsets ofL of
cardinality at most s, where s is the maximum number of security resources allowed
by the security budget. This lead us to look for approximations in place of an exact
solution. A standard tool for approximation is the use of genetic algorithms. There
exist several genetic algorithms for computing a Pareto frontier, one of the most
commonly used is NSGA-II [9], an evolutionary genetic algorithm able to find an
approximation of the Pareto frontier for multi-objective optimization problems. The
main difference between NSGA-II and other evolutionary genetic algorithms is the
selection phase: NSGA-II has no unique fitness function but one for each objective.
During the selection phase, the selected points are only the non dominated ones.
When some constraints exist the selection phase will remove all points that do not
satisfy the constraints.

In Problem 11 there are two objectives −E[riskAP] and −Eα[riskAP]. To compute
their fitness at each iteration, the NSGA-II algorithm needs to evaluate the current
AP over the set of all possible device configurations. An AP is implemented as an
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Algorithm 2
1: procedure ComputeFitness(AP, n)

2:
−→
riskAP = MonteCarlo(AP, n);

3: qα = α-quantile of
−→
riskAP;

4: E[riskAP] = 0;
5: Eα[riskAP] = 0;
6: count = 0;
7: for r ∈ −→

riskAP do
8: E[riskAP]+ = r;
9: if r ≥ qα then
10: Eα[riskAP]+ = r;
11: count + +;
12: end if
13: end for
14: E[riskAP] = E[riskAP]/−→riskAP .length;
15: Eα[riskAP] = Eα[riskAP]/count;
16: return E[riskAP], Eα[riskAP];
17: end procedure

Algorithm 3
1: procedure MonteCarlo(AP, n)

2:
−→
riskAP = [ ];

3: while n > 0 do
4: devicesLocations = ∅;
5: for Rk ∈ R do
6: numberOfDevices = Pk .nextInt();
7: while numberOfDevices > 0 do
8: loc = a location ∈ Rk chosen randomly;
9: devicesLocations.add(loc);
10: numberOfDevices − −;
11: end while
12: end for
13: risk = ComputeRisk(AP, devicesLocations);
14: add risk to

−→
riskAP;

15: n − −;
16: end while
17: return

−→
riskAP;

18: end procedure

individual of the population of the genetic algorithm, where each gene is the id of the
location where a security resource has been placed. As stated before, for each region
Rk the set of different configurations Ck is too big to be employed in the evaluation
process without incurring in scalability problems. In its place we generate a subset
of Ck with a Monte Carlo method [35], whose elements are generated according
to the probability distribution PRk associated with the region Rk . More precisely,
for a given region Rk , a device configuration is a set of locations chosen randomly,
with cardinality equal to an integer randomly generated from PRk . Algorithms 2
and 3 illustrate the fitness function NSGA-II used for evaluating an allocation plan.
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Algorithm 2 takes as input an allocation plan AP and an integer n. In Line 2, the
MonteCarlo procedure returns a vector of length n with the risks associated with
AP evaluated over n different device configurations. In Line 3, qα is the value of theα-

quantile of the vector
−→
riskAP . In Algorithm 3, theMonteCarlo procedure produces

n different device configurations over which it evaluates AP. The number of devices
for each region Rk is chosen randomly according to the probability distribution PRk

(Line 6). In Line 13, the procedure ComputeRisk computes the number of devices
not monitored by any security resource sr ∈ AP for each configuration, according to
Psr (the probability that sr is able to monitor a device located at a certain distance).
The exact positions where to place the sensors are identified by each single gene of
the individual corresponding to the chosen Pareto point.

3.6 Results Analysis

In this section we show the steps a security manager has to follow for computing
the allocation plan that best fits his/her security requirements, according to his/her
security budget. To this end, we report results related to the simulation of an area of
2000 m2 and consisting of three regions divided in locations of 1 m2. The details are
shown in the following figure:

Gamma(α, β) is the Gamma probability distribution, adopted for simulating the
devices distribution over each region.

Suppose the security manager has at his/her disposal a security budget of 30
monetary units, and only one type of security resource, based on the watchdog
mechanism, with action range of 8 space units, and unitary cost. The security level
(s)he wants to achieve is at most 30 unmonitored devices in no more than 10% of
cases. This is formally translated as:

• ∀ security resource sr, sr = 〈1, 8, LDPL〉;
• α = 0.1;
• b = 30;
• μt = ∞, μα = 30.

where LDPL is the Log-distance path loss model [16], adopted as the signal attenua-
tion model for the security resources. In order to compute the set of plans that satisfy
his/her security constraints, the security manager solves Problem 11 with an NSGA-
II algorithm, and set theMonte Carlo simulationwith n = 100K (see theMonteCarlo
procedure shown in Algorithm 2) such that each plan is evaluated over a set of 100K
different device configurations. Figure 5 shows the Pareto frontier (left), and the risk
distribution of its plans (right). Looking at the Pareto frontier the security manager
would choose the AP having the best combination of E[risk] and Eα[risk]. AP_30.1
would be a better plan than AP_30.2 and AP_30.3 because E[risk] is almost the
same in the three cases and Eα[risk] is 25% lower. Looking at the risk distributions
of Fig. 5 (right), (s)he can also base his/her decision on additional information and
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Fig. 5 Pareto frontier (left), and the risk distribution of its allocation plans (right)

conduct a more in-depth analysis. Over 100K different device configurations, each
plan provides a minimum risk of 0 and a maximum risk of 45. AP_30.2 is the plan
that provides more cases with risk 0, thus a lower probability of an attack to hap-
pen in the network area. AP_30.1, although it provides the lowest number of cases
with risk in the range bounded by the α-quantile, it also provides the lowest number
of cases with risk 0, thus the highest probability to have an attack.3 The trade-off
between E[risk], Eα[risk], and the probability of having an attack, is at the basis
of the reasoning a security manager may want to follow to choose a plan. In this
situation, a security manager interested in minimizing the cases with risk > 0 would
choose AP_30.2, since AP_30.3 provides similar values of E[risk] and Eα[risk] Fig.
5 (left) but fewer cases with risk = 0 Fig. 5 (right).

Now suppose that the securitymanagerwants to knowhowmuch to rise the budget
to achieve higher security performances. In this case (s)he can solve Problem 12 and
plot the values of E[risk] and Eα[risk] along with the attack probability as shown in
Fig. 6. It can be noticed that, although E[risk] and Eα[risk] decrease of two orders of
magnitude from cost = 15 to cost = 40, the probability of having an attack remains
around 1, which means that there are very few cases (possibly none) with risk = 0.
This way, the security manager would know (s)he needs a security budget greater
than 40 for ensuring a higher level of security (Fig. 6).

4 Related Work

The problem of finding the optimal security resource allocation plan for IoT networks
has been investigated in our recent papers [36, 37], where a solution is provided for
static and mobile IoT networks scenarios, respectively. In these works, can be found
further details on the type of security resources to be employed, on the heuristics for
computing the node’s criticality of themonitored network,more illustrative examples
of real cases scenarios, a different formalization of the optimization problem for

3The probability to have an attack is computed as the ratio between the number of cases with
risk > 0 and the total number of cases.
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large-scale networks, and a set of experiments that demonstrate the validity of the
proposed approaches.

The problem of finding efficient security solutions with the help of game theory
and Pareto analysis has been extensively considered for computer networks [1, 7, 10,
19, 31, 38, 46]. In Serra et al. [38] the interaction between attacker and defender is
modeled as a Stackelberg game, and Pareto analysis is used to compute the best trade
off between the cost of patching vulnerabilities and the cost due to the deactivation
of vulnerable products within an enterprise system. In [31] the authors consider the
problem of finding plans for patching vulnerabilities, that are tradeoffs between cost
and risk, by using the Pareto analysis. In [10] the authors define a problem involving
a game theory-based solution, but they do not mix it with the Pareto analysis and
assume that the attacker does not know the strategy of the defender (we instead
assume this is possible). The approach in [1] uses game-theory to study jamming
attacks, while the approach in [19] uses Stackelberg games to model the interaction
between defender and eavesdroppers. We like also to mention [7, 46] as typical
examples of game theory and Pareto analysis applied to IoT scenarios. The approach
in [46] investigates sensor networks in which an attacker can physically capture,
replicate the nodes, and deploy sensors into a network, and then proceed to take over
the network.Amulti-player game is formalized in order tomodel the non-cooperative
strategic behavior between the attackers and the network. The approach in [7] is
based on a node clustering algorithm, with effective tax-based sub-carrier allocation
tailored for wireless mesh networks with QoS support. Here, Pareto analysis is used
for the optimal resource management. Other work focuses on security in the physical
layer from eavesdropping and jamming attacks. In such previous approaches, players
include attackers, non malicious users (that use the physical layer), and the layer
itself (with its access control policy). These games are largely based on performance
indexes of the physical layer, and the main goal is to optimize these performance
indexes.
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Solutions proposed in the context of IoT have focused on efficiency, due to the
small “size” of network components, in terms of CPU, memory, and energy bud-
get. Zhou and Chao [45] propose a media-aware security framework for facilitating
various applications in IoT, and they provide a design rule and strategy to achieve
a good trade-off between system’s flexibility and efficiency. Raza et al. [33] pro-
pose an IPsec extension of 6LoWPAN, and show that IPsec is a feasible option for
securing the IoT in terms of packet size, energy consumption, memory usage, and
processing time. In [8] the authors propose a resource-aware self-adaptive network
security provisioning scheme for the resource constraint Mobile Ad-hoc Networks
(MANET), in order to avoid security provisioning Denial of Service (SPDoS) attack.
In this work efficiency and effectiveness are modeled as two indexes, performance
index (PI) and security index (SE), respectively. SI quantitatively reflects the security
contribution of a secure protocol (set) to a MANET system: higher SI indicates a
protocol (set) is more resistant to various attackers. PI quantitatively reflects network
performance perspectives of a secure protocol (set): it is based on the QoS parame-
ters (e.g., throughput, latency, jitter, power consumption, etc.); a higher PI indicates
a secure protocol (set) of lower performance cost. In [28] Midi et al. propose Kalis, a
knowledge-driven IDS forwide range of IoT systems.Kalis does not target individual
protocols or applications, and adapts the detection strategy to the specific network
features.

Many approaches have been proposed for computing the criticality of graph nodes.
Recent approaches target the distributed evaluation and placement of the nodes most
critical to network robustness, thus assessing node centrality in a distributed way
[12]. Marsden [25] shows empirical evidence that localized centrality measures cal-
culated for one-hop radius neighborhood are highly correlated to the global centrality
measure. Kermarrec et al. [20] propose a new centrality measure, called second order
centrality, defined in terms of the standard deviation of the time between visits of a
perpetual random walk to each node.

Many algorithms are available for computing the Pareto frontier, one of the most
used is NSGA-II [9]. NSGA-II is used by Dewri et al. [11] as optimization approach
for minimizing the residual damage and the cost of security provisioning. They pro-
pose the use of workflow profiles to capture the contexts in which a communication
channel is used in a pervasive environment. This is used to minimize the cost that the
underlying business entity will have to incur in order to keep the workflow secure
and running. Unlike us, they do not provide a formalization of the linear programs.

As alternative, simulation tools [15, 23, 43] can help understanding the relevance
of a node for the correct function of the network. For instance, in a wireless sensor
network scenario, where sources nodes collect data from the environment and send
them to a sink through several edge nodes, a simulation can help understanding what
are the most critical edge nodes, based on the amount of traffic involving them.
Whereas the IoT system is already deployed, one can easily query network nodes
about performances, in/out-coming traffic, etc.

We are not the first to use shortfall to characterize risk in a security context.Molloy
et al. [30] adapt shortfall to take security decisions (such as access-control decisions
or spam filtering decisions) under uncertainty when the benefit of doing so outweighs
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the need to absolutely guarantee that these decisions are correct. Molloy et al. have
also put forward a more general vision on economic models for security [29]. We
also would like to mention the risk-aware security solutions by Chen et Crampton
incorporating the notion of risk into the RBAC model [6].

The problem of computing the best placement of network devices for mobile sce-
narios has been mostly addressed in the area of cellular networks. In such networks,
the optimal placement of base stations (BSs) is crucial for the correct functioning of
the communication system. The similarity with our scenarios is in the presence of
mobile devices that have to be covered by the action range of static entities. How-
ever, the roaming problem, that has to be taken into account in the computation of
the optimal BS placement, makes those solutions not suitable for the IoT scenario.
We refer the reader to [18] for a more comprehensive discussion on this topic.

Signal attenuation models have also been widely investigated. Shen et al. propose
an indoor wireless propagation model in WiFi radio-over-fiber network architecture
for received signal strength (RSS) based localization in the IoT [40]. The proposed
model adds attenuation terms of obstacles in each sub-space by dividing the room
into several sub-spaces according to the obstacles’ distribution. Alwajeeh et al. [2]
propose an intelligentmethod to associate knownmodelswith spatial zones according
to the electromagnetic interactions.

Finally, for a more comprehensive view of the management of smart physical
objects and of IoT technologies in general, we refer the reader to [14, 17].

5 Conclusion

In this chapter, we have shown a game-theoretic model to answer the following
question: In an IoT scenario, given a set of security resources and a set of attacks
to protect against, which resources should a security administrator choose, and
how should (s)he allocate them in the network in order to ensure protection with
the minimum cost and a certain degree of robustness against attacks? To answer
this question, we have provided a method for computing the best defender strategy,
that gives one the possibility of choosing the resource allocation plan that best fits
efficiency and effectiveness requirements. This leads to a problem involving Pareto
optimization because efficiency and effectiveness are mutually competing goals. We
show how to formulate the defender’s problem as a linear optimization problem, and
suggest a number of measures to formalize efficiency and effectiveness aspects of
the defender’s strategy.

We have made a distinction between static and mobile networks, for which the
problemof computing the best allocation plan is addressedwith different approaches.
For static networks, the optimization problem is modeled as a mixed integer linear
program, and an optimal solution is provided by using an approach with normal
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constraints. For mobile networks, instead, our proposed framework takes into con-
sideration the possibility that the security resources are not able to monitor all the
devices at all times, thus an evolutionary algorithm is adopted in order to provide a
good approximation of the optimal solution.
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Abstract In traditional engineering, technologies are viewed as the core of the
engineering design, in a physical world with a large number of diverse techno-
logical artefacts. The real world, however, also includes a huge number of social
components—people, communities, institutions, regulations and everything that
exists in the human mind—that have shaped and been shaped by the technological
components. Smart urban ecosystems are examples of large-scale Socio-Technical
Systems (STS) that rely on technologies, in particular on the Internet-of-Things (IoT),
within a complex social context where the technologies are embedded. Designing
applications that embed both social complexity and IoT in large-scale STS requires a
Socio-Technical (ST) approach, which has not yet entered the mainstream of design
practice. This chapter reviews the literature and presents our experience of adopting
an ST approach to the design of a community-oriented smart grid application. It
discusses the challenges, process and outcomes of this apporach, and provides a set
of lessons learned derived from this experience that are also deemed relevant to the
design of other smart urban ecosystems.
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Department of Computer Science, Aalto University, Helsinki, Finland
e-mail: sanja.scepanovic@aalto.fi

H. Hasselqvist
Department of Media Technology and Interaction Design, KTH Royal Institute of Technology,
Stockholm, Sweden
e-mail: hannaha@kth.se

© Springer International Publishing AG, part of Springer Nature 2019
F. Cicirelli et al. (eds.), The Internet of Things for Smart Urban Ecosystems,
Internet of Things, https://doi.org/10.1007/978-3-319-96550-5_6

125

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96550-5_6&domain=pdf


126 Y. Huang et al.

1 Introduction

The traditional science and engineering philosophy is dominated by technological
determinism, the idea that technology determines societal development [35, 45, 52].
Within this reductionist view, technologies are core to the engineering design, where
the physical world consists of a large number of diverse technological artefacts. The
plausibility of this view is challenged by the Socio-Technical Systems (STS) view
[56] that argues that technological and social development form a “seamless web”
where there is no room for technological determinism or autonomy of technological
systems [14]. The latter view is premised on the interdependent and deeply linked
relationships among the features of technological artefacts or systems and social sys-
tems (i.e. the mutual constitution) [45], since the man-made world also comprises a
huge number of social components—people, communities, institutions, regulations,
policies and everything that exists in the human mind—that have shaped and been
shaped by technological components [22, 56]. In this view, engineering design is
identified as a process through which technologies materialize into products, a pro-
cess that substantively shapes and reshapes our lives and societies and vice versa
[33]. This focus on Socio-Technical (ST) interconnectedness becomes even more
visible in new emerging technologies [33].

Smart cities, for example, use technologies such as Internet-of-Things (IoT)within
a large complex social context in which they are embedded to facilitate coordination
of fragmented urban sub-systems and to improve urban life experience [17]. The rise
of IoT has important ST implications for people, organizations and society. Although
connecting devices is technically possible, little is known about the implications [50].
An ST perspective can be insightful when looking at dynamic technological devel-
opment and when considering sustainable development [50]. Although STS have
been studied for decades, ST approaches are relatively new to the design and sys-
tems engineering communities [2, 38, 45]. Such approaches are not widely practised
despite growing interests [2].

This chapter reviews the literature and presents our experience of adopting an ST
approach in designing a community-oriented smart grid application calledYouPower.
It discusses the challenges, process and outcomes of this design experience, and
provides a set of lessons learned that are also deemed relevant to the design of other
smart urban ecosystems.

2 Designing Large-Scale Socio-technical Systems

STS are systems arising through encompassing people communicating with people
whose interactions are mediated (at least partially) by technology rather than only in
the natural world [59]. The term “socio-technical” embodies both a research perspec-
tive and a subject matter [34]. Facing a complex system, researchers from different
disciplines often examine the system from their own perspectives. Engineers, for
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example, see hardware systems, computer scientists see information systems, psy-
chologists see cognitive systems, sociologist see social systems—all these views are
valid [61]. Figure1 uses the notion of system levels to illustrate this difference of
perspectives in STS [59, 61]. Notably, the levels in Fig. 1 are not different systems
nor partitions of systems, but overlapping views of the same system correspond-
ing to the engineering, computing, psychological and sociological perspectives [59].
The top and bottom of the levels are open-ended, as social groups can coalesce into
larger entities such as organizations, cities, nations and beyond [62], while physics
and hardware can be studied in micro, nano and smaller scales. The system bound-
ary and the boundaries of those views are not necessarily clear-cut (hence drawn
as dashed lines). An STS view is one that incorporates and meaningfully inter-
connects all levels of considerations: the upper two levels (Group/Community and
Personal/Individual) together being social and the lower two (Information/Software
and Physical/Hardware) technical. Each upper level can be seen as “arising” or
“emerging” from the lower levels. For example, personal cognitions “emerge” from
information exchanges supported by software, which “arises” from hardware [59].
The higher a level of view, the higher its degree of abstraction, and the less deter-
ministic and predictive it becomes. With the levels of these different perspectives
in mind, the STS view can be articulated as the recognition of three fundamental
properties as follows [45].

First, the mutual constitution of people and technologies. This mutual constitution
(by the social and the technological) generates complex and dynamic interactions
among technological capacities, social norms, histories, situated context, human
choices, actions and so on. In STS, social interactions are enabled or supported
by technological means. The two adapt to one another, which is referred to as
mutual adaptations.

Second, the contextual embeddedness of the mutuality. Thecontext of a sociotech-
nical system is not taken as static or delineable. There are dynamic situational and
temporal conditions that influence the mutual adaptations throughout the course
of design, development, deployment, uses and even retirement phases of systems
of interest.

Third, the importance of collective action. Collective action refers to the joint pur-
suit of one ormore shared (potentially conflicting) goals by two ormore interested
parties such as problem owners, shareholders, users and communities affected

Fig. 1 Levels of STS
viewing from different
perspectives: the levels are
not different systems but
overlapping views of the
same system [59, 61]
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(without implying positive or negative outcomes). It shapes and is shaped by both
the context and the technological components.

Researchers who hold an STS view investigate more than just the technological
(sub-)system or just the social (sub-)system or even the two side by side, but also the
phenomena that emerge when the two interact [34]. An ST approach tries to abstain
from oversimplifications that seek a single or dominant cause of change, but studies
the complexity, dynamic and uncertainty in the networks of institution, people and
technological artefacts in the process of technologically involved change [45]. The
levels of perspectives and the three fundamental properties of STS aforementioned
help researchers to organize, categorize and allocate their inquiries and knowledge.

What does an STS view mean to design in particular? The rest of this section
discusses the impact of an STS view on (I) the understanding of design problems,
and (II) the design process and design artefacts.

Understanding the Design Problems or Situation Designing STS is becoming
increasingly challenging partly due to the increasing systems complexity and scale.
Large-scale STS often are not designed as a whole by one team in one project, but
are incrementally “piece by piece” transformed and evolved from many generations
of “legacy” systems. Designers and engineers are therefore faced with ill-structured
or wicked problems that do not allow to straightforward determine what systems
boundaries to choose, what issues to address and what aspects to consider regarding
the design [4].

An STS view by definition advocates a systemic approach towards understanding
including but not limited to information acquisition, diagnosis and analysis. Devel-
oping an understanding of the design problems or situation entails firstly looking
into the roles, responsibilities, powers, interests and requirements of the stakehold-
ers involved [11]. As will be discussed later in this section, iterations in a design
process deepens this understanding. Pragmatically, a designer can start with upper
level (more abstract) views and dive into the lower level (less abstract) ones. At each
level, a designer investigates questions such as what are the corresponding goals
to achieve (or problems to tackle) [11, 58] and associated requirements to fulfil
[62], which social/technical elements (or components) are important to each level of
views, how do the elements operate/behave individually, how do they interact within
and across the levels, and what are the possible outcomes of the interactions and in
what context [2]. Table1 provides a set of such questions categorized by the three
STS properties and associated to the levels of focus. The questions are by no means
exhaustive but serve as examples to orient ways of thinking during design. Given the
nature of STS, the answers to many of such questions are context specific, influenced
by situational and temporal conditions [2, 38]. This means the contextual informa-
tion associated with the answers also need to be well studied and documented. In
an ST approach, social requirements must become part of the technical design [60].
Figure2 illustrates the relation of requirements at different levels [62]. Each level
unveils requirements that cumulate level by level. The requirements at one level affect
not only that level but all those below it [62]. For example, a communal requirement
may add new requirements at the personal level which in turn affects software and
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Table 1 Examples of questions to investigate categorized by STS properties and associated to
levels of focus

Properties Levels of focus Examples of questions to investigate

Mutual constitution All Which elements (or components) are important
at each level?a

How do the elements behave and interact?

What are the possible outcomes of the
interactions?

What are the goals, constrains and
requirements, if any, of the elements?

Contextual
embeddedness

Group/community What are the situational and temporal
conditions where the behaviours and
interactions take place?

Personal/individual What are the influences of the situational and
temporal conditions on the outcomes of the
behaviours and interactions?

How those situational conditions may change
over time?

Collective action Group/community What are the community (or institutional)
goals, constrains and requirements?

Personal/individual How are the community (or institutional) goals,
constrains and requirements aligned with the
individual goals, constrains and requirements?

What is the group and individual attitude
towards the community (or institutional) goals
or collective action?

Generalb All What is the level of resolution to use when
describing and analysing the system?

What is the set of values that underpin the
design thinking about the system?

What are the criteria and metric of evaluating
whether and to what extent the desired goals
are achieved and maintained?

aElements can also be categorized by weighted scale, e.g. from important (must be included in the
study), to can be relevant (can be included in the study), to not relevant (can be excluded from the
study)
bIt concerns all three properties above

hardware requirements. When a technical design fails to fulfil requirements derived
from the personal or social level, there is a deficit between what society needs and
what technology does—this is when a “ST gap” emerges [60].

As mentioned earlier, large-scale STS are often “systems of evolution” rather
than “systems of revolution” [2, 38]. Significant changes in a system should be
accompanied by a well designed and managed change process where feedback is
returned for analysis and adaptation [2]. For this, a good understanding of the existing
system and work/operation processes is necessary to design and plan the change
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Fig. 2 Levels of socio-technical requirements [62]

process. Many core difficulties in complex projects stem from implementation of
the design in the real world [38]. Designers therefore need to address the possible
impediments to implementation (and change process) already from the beginning,
and they must play an active role in implementation, and develop solutions through
small incremental steps [38].

Design Process and Design Artefacts The design process of STS is often conceived
and implemented as a participatory decision-making process where problem own-
ers, shareholders, users, developers and other stakeholders are actively involved to
represent their interests and negotiate agreements. Designers should be working in
the context of an STS as an insider, not outside of the system as a bystander, with
the intention of changing or improving some part of that system [4].

The evolutionary nature of STS means that what matters more in the design is the
design process itself rather than the “final status” of the system [50]. When an STS
keeps evolving and exhibits emergent behaviour [36], any designed “final status”
soon becomes a transitional state. An important goal of a design process is to make
the design relevant to the evolving context where the technology is utilized [50].
This is not a pure technological inquiry but an ST one that demands human-centred
design, progressing by iteration and “muddling through” [38].

The interdisciplinary nature of STS calls for interdisciplinary teams. Although
this need has been widely accepted, working in an interdisciplinary team remains a
persisting challenge. It is group work of the most challenging sort, especially when
those involved are in fields far apart intellectually as well as physically [5]. Despite
efforts at creating teams across disciplines in the design process, interdisciplinary
integration is often poor and disciplinary borders have been largely maintained [2].
Some common issues include [2, 5, 38]: (1) difficulties concerning the logistics of
group interactions at management level; (2) failures in understanding and communi-
cation due to methodological, disciplinary, language, cultural and value differences;
(3) personal challenges related to gaining trust and respect of othersworking in differ-
ent disciplines, and (4) institutional impediments related to incentives and priorities
given to disciplinary versus interdisciplinary work. One discipline has to understand
(at least at an conceptual level) and appreciate what the other disciplines can do in
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order to ask them to deliver something that assists the analysis and design during the
development process [2].

The design artefacts can be aligned to achieve specific goals or effects across
all four levels of views (shown in Fig. 1) through which designers wish to inter-
vene in STS. They can be, for example, hardware, software artefacts, a new idea of
human-computer interaction design, rules for behaviour, policies, social programs,
and any combination of them. Good solutions are often balanced “satisficing” solu-
tions between different requirements that will be acceptable to and used by end
users as well as delivering the expected benefits to stakeholders [2, 38]. As men-
tioned earlier, designers should not stop at the design stage but play an active role in
implementation, developing “evolving” contextual solutions through iteration [38].
Acontextual and detemporalized general solutions are actually self-limiting [45].
In addition, the solutions should be accompanied by a thoughtful change process
that is concerned with, among others, sensitising stakeholders for awareness and
constructive engagement taking into account social and organizational issues [2].

3 CIVIS: A Community-Oriented Design in Future Smart
Grids

This section presents the EU CIVIS project1 as an illustration of designing STS. The
project took place under EU’s interest to address the societal challenges of energy
efficiency. The vision of smart grids and the use of IoT and ICT are the main drivers
for the project’s ambition to reconfigure the relationships among traditional and
emerging actors—producers, distributors, retailers, prosumers and cooperatives—in
the energy value chain. In the following, we review the literature about IoT with
regard to smart grids and STS, provide an overview of the design situation, and then
discuss the collaborative design process and the main outcomes.

3.1 Internet-of-Things and Smart Grids as Socio-technical
Systems

The International Telecommunication Union defines IoT as the worldwide network
of interconnected objects uniquely addressable based on standard communication
protocols—a definition focusing on the technological aspect of IoT. Since IoT is
expected to have a massive impact on society and wider cultural milieu, its ultimate
status should accordingly be a human-centred STS although how the IoT landscape
will look like in the future is yet uncertain [1, 20, 37, 50, 54].

A key application domain of IoT is envisioned for smart grids [50]. IoT tech-
nologies can collect energy and environmental data, and form high-speed real-time

1http://cordis.europa.eu/project/rcn/110429_en.html.

http://cordis.europa.eu/project/rcn/110429_en.html
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bidirectional connections among consumers, utilities and the electrical grid [63].
Improved data collection and communications can support decision making and in
turn improve the overall efficiency of the grid. IoT is also an integral technology
in future smart homes, smart buildings and smart cities [15, 46, 64, 65] where IoT
devices are expected to cooperate, actively share energy, and participate in energy
management [31, 39]. In addition to object-object interaction, the IoT design must
also consider human-object, human-environment andhuman-human interactions [20,
21]. As an ST ensemble, IoT and smart grids should be embedded into society to build
new communities of empowered users with an emphasis on contextual design, so
that the technologies will be adapted to different psychological, social, legal, policy
factors considering actual adoption possibilities (in contrast to designing intrusive
technology) [37, 50].

For more than two decades, energy transition has shifted the energy domain
towards decentralization and distributed renewable sources [43, 53]. This transi-
tion can be attributed to several intertwined facts: (1) the increasing awareness of the
inherent complexity among energy systems, societies and the environment [7, 55],
(2) the widespread diffusion of new enhanced technologies, such as IoT, and their
hybridization with modern ICT [42, 47], (3) the pursuit of national and supranational
energy policies promoting low carbon emission, energy efficiency and sustainability
[12], and (4) the emergence of new actors such as energy cooperatives and energy
communities in the energy value chain [57], and the transformation of traditional
actors such as housing associations and amateur energy managers [23]. Under these
conditions, many new challenges and possibilities emerge, particularity from an ST
perspective [50].

3.2 An Overview of the CIVIS Project

For the CIVIS project, an ST approach was in prospect by design from onset in the
project goal and team composition. The goal in large was to provide ICT support
for social participation in smart grids to manage communities and support energy
services in the domestic sector. The project team had the ambition to increase citi-
zens’ energy awareness, promote environmental values, improve citizens’ know-how
about sustainable consumption, and to facilitate citizens to improve energy consump-
tion behaviours in their everyday life together with local communities [26–28]. The
research attention was oriented towards the potentials and challenges of citizens’
collective actions, pro-social values and sense of community. The composition of
the project consortium included a diversity of disciplinary profiles—electrical engi-
neers, computer scientists, HCI designers and sociologists—that was necessary for
tackling ST challenges in the project from multiple perspectives.

Another overarching goal of the CIVIS project was to integrate the core features
of CIVIS design and its underlying infrastructure into rather different contexts, to
meet diverse needs and expectations as well as to serve various types of users. This
is why the pilot sites of CIVIS—two sites hosted in Italy and two in Sweden—were
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also deemed as sources of collaborative design and development rather than merely
passive recipients of technologies to be tested.

In the two Italian pilot sites,2 the focus (at the community level) was cooperative-
owned electricity provision to local houses. Two electricity cooperatives, that pro-
duce and sell 100% renewable energy to their associate members, together with two
samples of recruited associate member households were the main stakeholders. The
regional distribution system operator (DSO), the institutional representatives of the
two municipalities, and two local cultural associations participated as stakeholders
in different phases of the project, by providing knowledge and support for technical
aspects related to energy and households engagement. The CIVIS design in Italy
needed to support energy communities in demand-side management.3

In the two Swedish pilot sites,4 the focus (at the community level) was housing
cooperative’s energy management in apartment buildings and town-houses. One site
included apartment buildings owned by housing cooperatives.5 Recruited households
from the cooperatives, and the cooperatives’ board members were key stakeholders.
The other site was a townhouse area where the local residents’ association and some
of its member households participated to CIVIS. The design in Sweden needed
to support knowledge sharing about energy management practices at building and
household levels.

The project was structured around three main areas of interest—energy, ICT,
and social innovation—and was organized in three broad phases that roughly over-
lapped with the three project years. Each phase ensured a close interaction with the
local realities and context of the pilot sites: (I) an exploratory phase, aligned and
refined CIVIS’ objectives with the local context, (II) a real-world prototyping phase,
concerned with the design and development of the platform (from data monitoring
devices to the front-end applications), and (III) a piloting phase, for the full scale
deployment of the platform in the pilot sites and assessment.

3.3 Collaborative Design Process

TheCIVISdesign processwas theory-driven, human-centred, collaborative and itera-
tive.A literature reviewwas carried out early in the project and later updated regarding
energy intervention strategies and social smart grid applications for the promotion
of environmental behaviour change. This provided a broad set of initial design ideas
which had been iteratively assessed, expanded, refined and improved throughout the

2Two municipalities of Storo and San Lorenzo in Trento, Northwest Italy.
3For example, moving peaks of electricity demand towards peaks of local energy production or,
in other words, improving the self-consumption capabilities of the electric cooperatives and their
associate members.
4The neighbourhoods of Hammarby Sjöstad and Fårdala in the Stockholm area.
5In Sweden, those who buy an apartment must join a corresponding housing cooperative that owns
and maintains the estates. The members of a cooperative annually elect a board that makes energy
related decisions on behalf of the members.
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design process with the collaboration and participation of stakeholders affected. The
rationale behind this approach rested on the conviction that applying a human-centred
and collaborative design process to the development of large STS has positive the-
oretical, practical and ethical implications [3, 18] by, for instance, increasing users
engagement, usability and integration into existing local conditions [6, 13, 40]. Dur-
ing the three project years, the process unfolded as a complex and articulated network
of meetings and artefacts which strived to align the interests of different stakeholders
involved, from project partners to local stakeholders and end-users. The project team
organized brainstorming sessions and design workshops, and run exploratory and
evaluation focus groups with end-users in the pilot sites. Due to limited space, the
main aspects of the process are summarized as follows. Interested readers can refer
to [41] for more detail on how the process shaped the main outcomes of CIVIS.

User Stories User stories [30] were used and adapted it to the ST context of the
project acrossed CIVIS both horizontally (to the scope of the work packages) and
vertically (to the needs of the two countries). Each user story identified a realistic
scenario, amain scope of energy intervention, supporting ICT tools, and central social
dynamics. During the 3 years, user stories were drafted, refined, merged, abandoned
and finalized as part of our constant work of alignment and negotiation. They were
discussed in internal workshops, round-tables with stakeholders, and focus-groups
with participant end-users; circulated to software engineers and platform designers;
publicly presented for feedback and used as frames for collaborative workshops.
They represented evolving artefacts that were consolidated in formal versions at the
end of each year during the project.

Stakeholder Meetings Stakeholder meetings were held primarily at the level of pilot
sites involving CIVIS key technical stakeholders and key local energy stakeholders.
Meetings were held quarterly, although at the project’s onset and during the most
intense design phase, they occurred more frequently. These meetings proved help-
ful for agreeing on the project overarching objectives at the local levels, but also for
understanding the feasibility and rationality of the choices for the social and technical
aspects of the platform. For instance, identification and selection of the energy mon-
itoring devices (to be installed in participants’ households to enable the collection
of energy data) required long discussions and negotiation. The suitability of these
devices could not be assessed at a technical level only (regarding cost/efficiency, type
of data, reliability and protocols). The typology of end-users and housing conditions6

also played an important role.

Focus Groups Focus groups involved potential and actual participating household
members, recruited for the project, and they were run as collective discussions. Usu-
ally they lasted around 2 hours and included between six to eight discussants. In
case of the exploratory meetings, the scope of the discussion was intentionally broad

6In Italy, participants were older and less tech-savy, living in independent, large houses; while in
Sweden participants were relatively young and more tech-savy, but living in smaller apartments in
residential buildings.
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Fig. 3 a First project plenary meeting where local stakeholders took part; b Stakeholder meeting
among technical project partners and local stakeholders to discuss demand-side management

Fig. 4 An initial moment of an exploratory focus group in Italy

and was aimed at revealing possible latent needs or expectations, as well as dis-
cussing explicit ones. More importantly these were used to get first-hand knowledge
about the social and cultural environment for which the platform was to be deployed.
In contrast, the evaluation discussions had more specific focus and involved con-
crete artefacts (e.g. an interface mock-up or app prototype) as a basis. For instance,
exploratory meetings helped some of the features initially thought to be welcomed
by end-users, such as “sharing” of energy performances or measurements typical of
social network platforms, into due perspective. In our context, it was both difficult
to grasp the meaning of such a feature, but it also raised concerns with respect to
privacy. At the same time, intermediate evaluation activities allowed us to spot lim-
itations of our data visualization (e.g. oversimplifications of energy data through a
certain type of charts), and of the engagement and participatory process itself7 (e.g.
expectation of more frequent interactions with the project) (Figs. 3, 4, 5).

Design workshops These workshops involved concrete hands-on activities done pri-
marily with participant household members. Occasionally a few workshops took
place among project partners or had a broader target. Different workshop method-

7A study of the end-users appreciation of the engagement and participatory process in the Italian
pilot sites is published in [10].
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Fig. 5 a Beginning of group activities in one of the first workshops held in Italy and focusing on
user requirements; b One of the group outcomes for mapping energy consumption habits at home

ologies (e.g. brainstorming, future scenarios, collages, usage simulation) were used
to suit diverse needs in the different phases of CIVIS. End-user requirements8 were
identified for the platform front-end as well as for the interface layout. For instance,
for the module of Action suggestions, the workshops were relevant for adjusting the
various tips for energy conservation to the local contexts of use. These were in fact
quite different between the two countries, and certain tips had no meaning when
delivered to one or another country or they needed a different rationale for their
presentation.

In general, continual alignment took place at a high level of abstraction mainly
due to the use of user stories as key boundary object among stakeholders, expertise
and local contexts. At a more concrete level, a set of platform features were proto-
typed in simple mock-ups and also used as a basis for discussion. These underwent
iterative rapid prototyping which produced wireframes as better visual guides that
could be more effectively communicated to end-users. Prior and after each iteration,
exploratory activities on how to proceed and evaluation sessions for their outcomes
took place in different venues and with different stakeholders. Table2 provides a
brief overview on the relationships among the various activities of the collaborative
design process and their influence on CIVIS platform design viewed through the
perspective of an ST approach.

3.4 Main Outcomes of the Design Process

The main outcomes of the CIVIS collaborative design process include (1) an open
source social smart grid application called YouPower [25], and (2) community
engagement approaches that were implemented during the change process of the
project [10, 24], both contextualized to the local situations.

8A preliminary analysis of these emerging requirements in the Italian pilots is presented in [9].



Embedding Internet-of-Things in Large-Scale Socio-technical Systems … 137
Ta

bl
e
2

A
si
m
pl
ifi
ed

vi
ew

of
th
e
re
la
tio

ns
hi
ps

am
on

g
ty
pe

of
ac
tiv

iti
es

th
e
st
ak
eh
ol
de
rs

in
vo
lv
ed

in
th
e
co
lla

bo
ra
tiv

e
de
si
gn

pr
oc
es
s
an
d
th
ei
r
in
flu

en
ce

on
C
IV

IS
pl
at
fo
rm

de
si
gn
—
vi
ew

ed
th
ro
ug
h
th
e
pe
rs
pe
ct
iv
e
of

a
so
ci
o-
te
ch
ni
ca
la
pp
ro
ac
h.
A
sp
ec
ts
th
at
ha
d
a
sp
ec
ifi
c
lin

k
w
ith

on
e
of

th
e
tw
o
pi
lo
tc
ou
nt
ri
es

(I
ta
ly

IT
A
Sw

ed
en

SW
E
)
ar
e
re
po
rt
ed

in
th
e
ta
bl
e

Ty
pe

of
ac
tiv

ity
m
ai
n
st
ak
eh
ol
de
rs
in
vo
lv
ed

So
ci
al
le
ve
ls

Te
ch
ni
ca
ll
ev
el
s

St
ak
eh
ol
de
r
m
ee
tin

gs
Pr
oj
ec
tp

ar
tn
er
s,
in
st
itu

tio
na
ll
oc
al
en
er
gy

st
ak
eh
ol
de
r

•E
nd
or
se
m
en
ta
nd

pr
ep
ar
at
io
n
of

re
cr
ui
tm

en
t

st
ra
te
gy

fo
r
pa
rt
ic
ip
an
th

ou
se
ho
ld
s

•R
efi
ne
m
en
ta
nd

pu
bl
ic
en
do
rs
em

en
to

f
pa
rt
ic
ip
at
or
y
en
er
gy

bu
dg
et
in
g
(I
TA

)

•D
efi

ni
tio

n
of

m
ai
n
en
er
gy

ta
rg
et
s:

de
m
an
d-
si
de

m
an
ag
em

en
t(
IT
A
),
en
er
gy

kn
ow

le
dg
e
sh
ar
in
g
(S
W
E
)

•R
efi

ne
m
en
to

f
en
er
gy

op
tim

iz
at
io
n
m
od

el
s

an
d
fe
as
ib
ili
ty

of
a
tim

e-
of
-u
se

si
gn

al
fo
r

de
m
an
d-
si
de

m
an
ag
em

en
t

•S
el
ec
tio

n
of

op
tim

al
en
er
gy

m
on

ito
ri
ng

de
vi
ce
s:
C
ur
re
nt
C
os
t(
IT
A
),
Sm

ap
pe
e
(S
W
E
)

•U
nd
er
st
an
di
ng

of
D
SO

en
er
gy

da
ta
st
ru
ct
ur
e

an
d
av
ai
la
bi
lit
y

•U
nd
er
st
an
di
ng

of
ex
is
tin

g
en
er
gy
/I
C
T

in
fr
as
tr
uc
tu
re

•A
va
ila

bi
lit
y
to

in
ve
st
“e
ne
rg
y
bo

nu
s”

fo
r

pa
rt
ic
ip
at
or
y
en
er
gy

bu
dg
et
in
g
(I
TA

)

Fo
cu
s
gr
ou
ps

R
ec
ru
ite
d
ho
us
eh
ol
d
m
em

be
rs

•U
nd

er
st
an
di
ng

lo
ca
lc
on

te
xt
:s
tr
en
gt
h
of

lo
ca
l

co
m
m
un
ity

gr
ou
ps

an
d
as
so
ci
at
io
ns

re
in
fo
rc
in
g

th
e
id
ea

to
pr
om

ot
e
jo
in
ta
ct
io
ns

th
ro
ug
h
th
e

pl
at
fo
rm

•E
m
er
gi
ng

co
nc
er
ns

ab
ou
tp

ri
va
cy

•E
m
er
gi
ng

co
nc
er
ns

ab
ou
ta
no
ny
m
ity

re
la
te
d

to
en
er
gy

da
ta
co
m
pa
ri
so
ns

(I
TA

)
•E

xp
lo
ra
tio

n
of

“I
C
T
lit
er
ac
y”

•E
xp

lo
ra
tio

n
an
d
re
je
ct
io
n
of

so
ci
al

ne
tw
or
ki
ng

fe
at
ur
es

•R
efi
ne
m
en
to

f
th
e
un
de
rs
ta
nd
in
g
of

IC
T

de
vi
ce
s
av
ai
la
bi
lit
y,
ty
pe

an
d
us
e

C
o-
de
si
gn

w
or
ks
ho
ps

R
ec
ru
ite

d
ho

us
eh
ol
d
m
em

be
rs
,i
ns
tit
ut
io
na
l

lo
ca
le
ne
rg
y
st
ak
eh
ol
de
r,
pr
oj
ec
tp

ar
tn
er
s

•R
eq
ue
st
ed

in
te
rf
ac
e
fe
at
ur
es
:r
ea
lt
im

e
an
d

hi
st
or
ic
al
da
ta
fo
r
PV

pr
od
uc
tio

n
(I
TA

)
•D

efi
ni
tio

n
of

PE
B
po

lic
y
do

cu
m
en
ts
(I
TA

)
•C

ol
la
bo
ra
tiv

e
co
nt
en
t-
ge
ne
ra
tio

n
se
ss
io
ns

fo
r

H
ou
si
ng

C
oo
pe
ra
tiv

e
m
od
ul
e
(S
W
E
)

•E
xp

lo
ra
tio

n
an
d
re
je
ct
io
n
of

so
ci
al

ne
tw
or
ki
ng

fe
at
ur
es

•R
efi
ne
m
en
to

f
th
e
un
de
rs
ta
nd
in
g
of

IC
T

de
vi
ce
s
av
ai
la
bi
lit
y,
ty
pe

an
d
us
e

•A
ss
es
sm

en
ta
nd

us
ab
ili
ty

fe
ed
ba
ck

on
al
lm

od
ul
e
m
oc
k-
up
s,
le
ad
in
g
to

im
pr
ov
em

en
to

f
in
te
rf
ac
e
de
si
gn
s



138 Y. Huang et al.

Backend

YouPower

Other Services

Weather

Energy 
price

DSO

Actions...

Usage 
point

Social 
media

Sensors
Users

Smart 
Meters

Alert/Data 
aggregation

Energy 
data 

Frontend

(Hybrid) AppSSL

Authentica-
tion

Community 
data

User/
household 

data

Fig. 6 The CIVIS project platform overview. DSO (Distribution System Operators); SSL (Secure
Sockets Layer)

3.4.1 YouPower: An Open Source Social Smart Grid Application

Combining smart sensing andweb technologies among others, YouPower is designed
as a social smart grid application (developed by the CIVIS project as a hybrid mobile
app) that can connect users to friends, families and local communities to learn and
take energy actions that are relevant to them together [25, 29]. The app encourages
an energy-friendly lifestyle and can be linked to users’ energy consumption and
production data for quasi real-time and historical prosumption information. The
CIVIS platform as a whole (shown in Fig. 6) is mainly composed of (I) the energy
sensor level services mainly dealing with energy data collection, and (II) the energy
data level and social level services mainly dealing with energy data analytics as well
as user, household and community management among others.

Energy Sensor Level Services The CIVIS project installed hardware (smart plugs
and sensors) and software required for appliance-level energy data collection. The
hardware/software choices differ in the two sites due to the local context. For example,
Smappee9 for 40 households in Stockholm, and CurrentCost10 for 79 households in
Trento. Trento also installed Amperometric clamps for PV production measures.
Household-level energy data of the pilot sites in both countries is measured by smart
meters and provided by local DSOs.

9http://www.smappee.com.
10http://currentcost.com.

http://www.smappee.com
http://currentcost.com
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Energy Data Level and Social Level Services These services are provided by
the YouPower app and its back-end. The design consists of three self-contained
composable modules: (1) House Cooperatives (contextualized and deployed to the
Stockholm pilot sites); (2) Demand-Side Management (contextualized and deployed
to the Trento pilot sites); and (3) Action Suggestions (contextualized and deployed
to all pilot sites). They are discussed in the following paragraphs.

3.4.2 Housing Cooperatives

This module is designed for the community of housing cooperatives11 in the Stock-
holm pilot sites [23]. Similar housing ownership and management models exist in a
number of EU and non-EU countries, which allow potential wider application of the
design. A housing cooperative annually elects a board which manages cooperative
properties and decides on energy contracts, maintains energy systems, and proposes
investments in energy efficient technologies. Since board members are volunteers
who may have limited knowledge of energy or building management, this module
aims to support boardmembers in energymanagement, in particular energy reduction
actions. Cooperative members can also use the app to follow energy decisions and
works of the cooperative. Additionally, the app can be of interest by building man-
agement companies working with housing cooperatives. The information presented
in the app is visible for these user groups and shared between housing coopera-
tives. This openness of energy data is key to facilitating users in sharing experiences
relevant for taking energy reduction actions.

Linking Energy Data to Energy Reduction Actions The design links energy data with
energy reduction actions taken (Fig. 7a) at cooperative levels, making the impact of
energy actions visible to users. Energy use is divided into district heating and hot
water, aswell as facilities electricity in apartment buildings.Users can switchbetween
the views per month or per year to show overall changes. Users with editing rights,
typically board members, can add energy reduction actions that the cooperative has
taken, e.g., improvement of ventilation, lighting or heating systems, and related cost.
Trusted energy or building management companies can be given editing rights to
add energy reduction actions taken on behalf of the cooperative. Actions taken are
depicted per month and are listed below the graph. Clicking on an action provides
more details. To make the impact of actions visible, users can compare the energy
use of the viewed months to that of a previous year. This can be used e.g. by a
cooperative to explore what energy reduction actions to take in the future by learning
actions taken by other cooperatives and what the effects were in relation to costs.

Comparing Housing Cooperatives The cooperatives that are registered for the app
are displayed in amap or list view (Fig. 7b). Their icons are colour coded (from red to
green) based on each cooperative’s energy performance, i.e. from high to low energy
use per heated area, scaled according to the Swedish energy declaration for build-

11Bostadsrättsförening or Brf in Swedish.
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Fig. 7 a Heating and hot water use graph. Blue bars show the current year’s use per month; the
black line shows that of previous year. Energy reduction actions taken are mapped to the time of
action and listed below (not shown); bMap view of participating housing cooperatives. The energy
performance of cooperatives is indicated by colour and in numbers

ings.12 Users can also see the energy performance as a number (in kWh/m2), and the
information about energy reduction actions of the cooperatives. During stakeholder
studies, energy managers in cooperative boards stressed the importance of knowing
the difference between cooperatives in order to understand the difference in their
energy performance. Thus, the design also includes information about cooperatives
(Fig. 8) such as the number of apartments and heated areas in a cooperative, a build-
ing’s construction year, and types of ventilations (e.g. with or without heat recovery).
Users can compare a cooperative’s energy use per month or per year to another coop-
erative or to the neighborhood average. The electricity use is also displayed per area
(kWh/m2) to make it comparable.

Sharing Experiences A cooperative interested in taking an action may wish to know
more, e.g. which contractor was chosen for an investment and why or how to get
buy-in from cooperative members. The design provides commenting functions for
each action added, where users can post questions and exchange experiences. The

12http://www.boverket.se/sv/byggande/energideklaration/energideklarationens-innehall-och-
sammanfattning/sammanfattningen-med-energiklasser/energiklasser-fran-ag/.

http://www.boverket.se/sv/byggande/energideklaration/energideklarationens-innehall-och-sammanfattning/sammanfattningen-med-energiklasser/energiklasser-fran-ag/
http://www.boverket.se/sv/byggande/energideklaration/energideklarationens-innehall-och-sammanfattning/sammanfattningen-med-energiklasser/energiklasser-fran-ag/
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Fig. 8 Facilities electricity
use graph. Information about
housing cooperatives and
actions is displayed at the
top. Green bars show the
housing cooperative’s
current year’s use per month;
the black line shows the
average use of all housing
cooperatives

cooperatives can also add email addresses of their contact persons, which are visible
on each cooperative’s app page. Sharing experiences certainly also happens outside
of the digital world, e.g. during meetings of cooperative boards or with local energy
networks. The app aims to support discussions and knowledge exchange also in such
situations, where someone can easily demonstrate the impact of an energy investment
with smart phones.
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3.4.3 Demand-Side Management

This module is designed for the Trento pilot sites and can have wider application.
It provides users historical and quasi real-time consumption and production infor-
mation, and facilitates users to leverage load elasticity in order to maximize self-
consumption of rooftop PV productions. Energy data is displayed at appliances (if
smart plugs are installed), household, and electricity consortia levels. Consumption
at the appliance level enables users to gain deeper understanding of their daily actions
and the resulting energy use. Historical and current consumption and production at
the household level allow users to compare those two and potentially maximize self-
consumption. Aggregated and average consumption at the consortia level informs
users of neighborhood energy consumption and allows comparisons. In addition,
dynamic Time-of-Use (ToU) signals are displayed to assist users in load shifting
during their daily actions.

Historical and Quasi Real-time Consumption and ProductionAt the household level,
electricity consumption and PV production levels (in W and Wh) are displayed in
quasi real-time and updated for the latest 6 min13 (Fig. 9a). This information can also
be displayed as a bar chart for a chosen period (in the past) to provide an aggregated
daily overview of consumption versus production. When smart plugs are installed,
users can view the daily consumption (in Wh) of the corresponding connected appli-
ances of their own household for a chosen period. This helps them gain better insights
into the individual appliance’s consumption level and its daily or seasonal patterns.
With the aggregated energy data provided by the two local electricity consortia,
users can also compare their own households’ hourly consumption profiles over a
chosen day to the averages and totals of the consortia to gain a sense of their relative
performance compared to the peers (Fig. 9b).

Dynamic ToU Signals Dynamic ToU signals are provided to facilitate users’ self-
consumption of local PV productions. They give clear indications to encourage or
discourage electricity consumption at a certain moment based on the forecasted
local renewable production level calculated with open weather forecast information
(in particular solar radiation data) and the local rooftop PV production capacity. The
signals are at 3 h intervals for the forthcoming 30 h (Fig. 10a), and are updated every
24 h. A green smiley face signals a time slot suitable for self-consumption where
the forecasted local PV production exceeds the current local consumption, while an
orange frowny face signals otherwise. On a weekly basis, users receive a summary
of the proportion of their own household consumption that took place under green
or orange ToU signals to allow them to reflect on their levels of self-consumption
(Fig. 10b). The same information is also provided at the consortia level to enable
peer comparison.

13For technical reasons such as households’ data transfer connections and processing time, there
can be up to 2-min delay between the time of actual power measurement and the data displayed.
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Fig. 9 aQuasi real-timemeters for household PV production; bAhousehold’s hourly consumption
profile over a chosen day compared to the averages and totals of the consortia

3.4.4 Action Suggestions

This module aims to facilitate all household members to take part in energy con-
servation in their busy daily life. About fifty action suggestions are composed to
provide users practical and accurate information about energy conservation. They
include one-time actions such as “Use energy efficient cooktops”, routine actions
such as “Line dry, air dry clothes whenever you can”, as well as in-between actions
(reminders) such as “Defrost your fridge regularly (in x days)”. Some suggestions
may seem obvious and trivial, but as indicated by literature, people often has an
attitude-behaviour gap when it comes to environmental issues. The goal is to facil-
itate the behaviour change process to bridge the attitude-behaviour gap, making
energy conservation new habits integrated in everyday household practices.

Free Choice and Self-monitoring of Energy Conservation Actions Actions are not
meant to prescribewhat users should do but to present different ideas ofwhat they can
do (and how) in household practices. Users can freely choose whether (and when) to
take an action and possibly reschedule and repeat the action according to the needs
and interests in their own context (Fig. 11). After all, users are experts of their own
reality. They also have an overview of their current, pending, and completed actions.
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Fig. 10 a Dynamic ToU signals at 3 h intervals for the forthcoming 30 h; b A household’s hourly
consumption profile over a chosen day compared to the averages and totals of the consortia

A new action is suggested when one is completed. When an action is scheduled, its
reminder is triggered by time. Users’ own choices of actions and the action processes
facilitate the sense of autonomy which enhances and maintains motivation [44].

Promoting Motivation and Engagement The design uses a number of elements to
promote users’ motivation and engagement. Suggestions are tailored to the local
context by local partners and focus groups. Each action is accompanied by a short
explanation, the entailed effort and impact (on a five-point scale) and the number of
users taking this action. The design encourages users to take small steps (and not to
have toomany actions at a time) and gives positive performance feedback. In addition,
users can invite household members, view and join the energy conservation actions
of the whole household. Users can also login with Facebook, like, comment, share
actions, give feedback and invite friends. Users are awarded with points (displayed
as Green Leaves) once they complete an action, or provide feedback or comments.

3.4.5 Community Engagement Approaches

Anothermain outcomeof the designprocess,which also reflects the potential richness
of designing for large-scale STS, rests at the level of community engagement. The
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Fig. 11 a Action suggestion; b Action in progress; c User actions

ambition to foster energy behaviour change at the collective level of communities
(or neighbourhoods), instead of simply aiming for technology adoption at individual
level, made it clear the need to design for engagement. In the two national contexts,
two different engagement processes accompanied the deployment and testing of the
technology.They tried to stimulate the emergence of the social dynamics connected to
the change of energy behaviour. (Note that the collaborative design process discussed
in Sect. 3.3 also contributed to engagement.)

In Italy, a full fledged process named Participatory Energy Budgeting (PEB)
[8, 10] was run with the twofold goal of subsidizing people’s efforts in demand-side
management and empowering them to handle their achievements in a collective and
transparent way. PEB is a policy frame that relies on a call for tender that defines: the
energy budget to be administered; the criteria and procedures to submit proposals for
funds request; the procedures to evaluate, select and award thewinning proposals; and
a roadmap for the process development. Grounded on the community funds model of
participatory budgeting [16, 51], PEB promoted engagement and allowed collective
decision making around the management and allocation of “energy bonus”, which
could be collected through the collective effort of shifting electric energy demand
towards local production peaks. The PEB and the demand-side management module
of YouPower were thought and designed to act in synergy and “reinforce” each other.
The more people consumed energy during peaks of local production—foretold and
displayed with “green smileys” in YouPower—the more the energy bonuses grew.
PEB can be considered a main outcome of the design process for the Italian sites,
because the notion of collectively managing energy savings emerged during the
first exploratory focus groups, and throughout the fist two project years. During
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the project, this notion has been refined and negotiated into a full-fledged policy
frame, with the participation of recruited households and endorsement of the electric
consortia involved. For instance, while the latter vouched for the legitimacy of the
process and made the “energy bonus” practically available, the former defined key
aspects of PEB frame such as the criteria for eligibility, final evaluation and award.

In Sweden, the engagement work and app design aimed to complement the
already existing community efforts to address energy issues.Meetings were arranged
with housing cooperative representatives to discuss experiences of energy reduction
actions and how those could be shared through the Youpower app. Furthermore,
the app was used as a probe to discuss housing cooperative energy management
with other stakeholders who may influence housing cooperative energy use, such as
building managers, energy providers, and energy advisers. These stakeholders were
already working with housing cooperatives and many had ambitions of supporting
housing cooperatives in reducing energy use. By engaging with these stakeholders
and learning about their processes and goals, we identified opportunities for the
Youpower app to be used jointly by these stakeholders and housing cooperatives to
support energy improvement work.

4 Discussion and Conclusion

Collaboratively designed with the stakeholders from different pilot sites, the main
outcomes of CIVIS addressed the goals and context of the project at different ST
levels. They include the CIVIS platform that consisted of YouPower, an open source
social smart grid application, and the corresponding hardware and software installa-
tion for energy data collection at participating households from the pilot sites. The
deployment was accompanied by community engagement approaches to ensure that
the stakeholders were well aware of the key issues and results the project was aiming
at, and to develop positive attitude and encourage active participation.

At the Italian pilot sites, self-consumption of local renewable production was pro-
moted at household and consortium levels,while at theSwedishpilot sites, knowledge
sharing about housing cooperatives energy management practices was supported
among cooperatives’ board members and across different cooperatives. To bridge
the attitude-behaviour gap of people’s environmental values (and attitudes) and their
actual behaviour in energy consumption [32, 48, 49], the platform also provided a set
of features that could facilitate users’ behaviour change process towards sustainable
consumption that was implementable in their daily life along their existing practices.
A number of lessons learned from the CIVIS design experience that could also be
relevant to the design of other smart urban ecosystems beyond the particular case of
CIVIS project are discussed below.

First, despite the many advantages already discussed previously, implementing
a collaborative participatory design process is highly challenging in practice with
an interdisciplinary team in an international setting. The design and development
team, together with stakeholders involved, have various professional and cultural
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backgrounds, possibly speak diverse languages, hold disparate values and principles,
work in different styles, not to mention the personal and organizational interests they
may withhold. Misunderstandings on terminologies, methodologies and actions may
go unnoticed and accumulate until it is very challenging or even critical to mediate
the diverging opinions. The full awareness of such issues, frequent and efficient
communications, positive and constructive attitude, plus open-mindedness are the
keys to make the development process effective and enjoyable.

Second, the relevance, importance and challenge of setting up an engagement
strategy or change process for the potential users of the new or modified system
should not be underestimated. Engaging people in changing behaviour has much to
do with understanding local contexts, people’s heterogeneous attitudes, and local
cultures. It also needs careful planning and execution. Develop a clear engagement
strategy starting from the beginning of the project and let the professionals with the
proper skills in this area to interact with the stakeholders.

Third, with respect to STS design and engagement strategies, users and other
stakeholders should be provided with accurate and actionable information about how
to achieve target behaviour. At the CIVIS pilot sites, for example, people expressed
the desire and need to want to do more for a sustainable future. They liked the
idea of receiving relevant and contextual suggestions and tips for action. Given the
heterogeneity of potential stakeholder groups, understanding them and their interests
and needs remains a crucial and challenging part of design that requires careful
confrontation with stakeholders directly.

Fourth, consumers’ intrinsic motivation for engagement needs to be fostered.
Users need to be allowed to freely practice and adapt their course of action. This
facilitates the sense of competence and autonomy that promotes and enhances moti-
vation for behaviour change [44]. For example, people in the pilot sites are skeptical
about how much monetary gains they can actually have by using less energy in
households, but they are driven by intrinsic motives as well as altruistic and envi-
ronmental values for energy saving. The social and community-oriented features as
those designed in the CIVIS project articulate those values.

With the explosive growth of smart devices and smart everything, the coming
wave of IoT and the hyperconnected world will soon bring the society into a smart
environment where computing is pervasive [19, 50]. Will this smartness bring its
inventors and the natural world into a sustainable future? This chapter advocates
the potential fruitfulness of IoT and smart urban ecosystems that do not mainly rely
on the technological side. Designers and engineers need to indispensably take a
human-centred ST approach in developing a smart sustainable future.
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Aggregation Techniques for the Internet
of Things: An Overview

Barbara Guidi and Laura Ricci

Abstract Internet of Thing (IoT) can be generally defined as a network connecting
millions of smart objects, most of them equipped with sensors. Since sensors are
devices generating a huge amount of data, the transmission of raw data to the edge
nodes and then to higher level cloud nodes may give rise to transmission delays and
energy consumption. Furthermore, sensors are characterized by limited resources.
For all these reasons, aggregation techniques are required to reduce the size of data to
be transmitted and stored, while maintaining a reasonable level of approximation. In
this paper, we propose an overview of a set of aggregation techniques which may be
exploited in IoT. We present a set of techniques, ranging from Space Filling Curves,
to Q-digest, Wavelets, Gossip aggregation, and Compressive Sensing. We also show
how these techniques are exploited in IoT applications.

1 Introduction

The Internet of Things (IoT) is a new paradigm based on the vision of a worldwide
network of intercommunicating devices. Despite many definitions of the Internet of
Things exist, it can be described as a network of devices interacting with each other
enabling data collection and exchange [16, 21]. The basic idea is the presence of a
variety of objects ranging from wearable devices such as smart-watches to sensors
and mobile phones which are able to interact with each other and cooperate with
their neighbours to reach common goals. In the IoT, billions of objects can be found
through various types of actuators and sensors, which are connected to the Internet
via Wireless Sensor Network (WSN) [1].

Devices involved in IoT systems generate a huge amount of data, and despite
the heterogeneity of the IoT devices, the data in IoT applications such as smart
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home, smart city, and smart energy services can be easily combined, correlated,
compared and merged to match the people’s needs and requirements [35]. However,
these small devices have limited resources, such as limited batteries and energy
supplies [3]. Therefore, it is necessary to improve the lifetime of the devices by
optimizing both the data collection and the analysis of the huge amount of data.
For this reason, IoT systems require data aggregation techniques. Data aggregation
appears as a key element in reducing the amount of traffic in WSNs and achieving
energy conservation. The fundamental purpose of the a data aggregation strategy is to
aggregate and collect data in an effectiveway in order to improve energy consumption
and to avoid traffic bottleneck [41]. Current data aggregation techniques are in origin
proposed for WSNs. During the last years, some surveys have been published [24,
36, 38], specifically focusing on aggregation techniques for WSNs.

In this paper we propose an overview of a set of complex data aggregation tech-
niques applied to the IoT. This paper differs fromotherworks becausewe describe the
mathematical background of the proposed techniques and we propose an overview
of how current systems exploit these techniques. The data aggregation techniques
presented in this paper are: Space Filling Curves, the Quantile Digest, the Wavelet
Transform, the Compressive Sensing, and Gossip Aggregation.

The paper is organized as follows. In Sect. 2 we propose an overview of the data
aggregation process and its importance in IoT by introducing also two well known
network structures: Structured Networks and Unstructured Networks. In Sect. 3 we
introduce a set of data compression techniques, and in Sect. 4 we show how gossip
algorithms can be exploited to aggregate data. Finally, in Sect. 5 we present the
conclusions.

2 Data Aggregation

Data aggregation is an important phase in IoT because of the number of devices
involved in the IoT system and the huge amount of data produced. Indeed, data
aggregation is considered one of the fundamental processing procedures for saving
the energy and to limit the amount of required resources. Sensors included in IoT
networks have limited computational power, limited memory and battery power.
Usually, there is the need to find a way to combine data and aggregate them. This
would optimize streaming data flows and edge analytics resulting in faster time
and greater overall value. In detail, data aggregation can be defined as the process
of integrating and summarizing data. Data needs to be aggregated to be used and
analyzed, and during the last years several approaches have been applied. The aim of
data aggregation is multiple because it is useful to reduce the amount of space used
to store data, to remove redundant transmissions of data, to decrease the traffic load,
and to save energy of the nodes. Classic aggregation techniques applied in Wireless
SensorNetworks (WSNs) are usually applied in the IoT context, and specific complex
aggregation functions are used to aggregate data.
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In this paper, we propose an overview of the main data aggregation techniques
in IoT. In particular, we focus our attention on a set of complex aggregation func-
tions that produce a kind of digest, which summarizes the data distribution. Digests
essentially consists on the compression of all inputs into a fixed size data structure,
using probabilistic methods, and losing some information. We present the Space
Filling Curves, the Quantile Digest, the Wavelet Transform, the Compressive Sens-
ing, and the Gossip Aggregation. Before introducing the complex data aggregation
functions, we propose an overview of the main network structures generally used in
IoT systems: Structured or Unstructured networks.

2.1 Structured Networks

In structured networks both a well defined network topology and a routing scheme
are defined. This implies that data aggregation algorithms need to take into account
the structure of the underlying topology.

A hierarchical communication structure is mostly used, in particular in Wireless
Sensor Networks (WSNs). In a Hierarchical-based scheme the structured network
is a tree where the intermediate nodes perform the data aggregation process [12].
Usually, a bottom-up approach is exploited, where the data aggregation process starts
from leaf nodes till the root, and each node has a parent node which is used to move
aggregate data to the upper levels. Figure 1 shows an example of aHierarchical-based
architecture implemented by a tree, presented in [36].

Another important scheme is the cluster-based one,where the network is separated
into a set of clusters, and each cluster consists of many sensor nodes. Set of nodes
with the same attributes or characteristics are put in the same group or cluster. One
header node is selected for each cluster, which is also called as cluster-head, as show
in Fig. 2, presented in [36]. The clustering structure results in reducing the bandwidth
overhead as a total number of packets to be transmitted [36].

Cluster-based data aggregation algorithms are one of the most popular because
they have the advantages of high flexibility and reliability.

Fig. 1 An example of a
tree-based architecture
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Fig. 2 An example of a cluster-based architecture

In Structured Networks, simple aggregation functions such as MAX,MIN, SUM,
and COUNT can be computed easily and efficiently [29]. Indeed, nodes first auto-
organize into a spanning tree and then starting from the leaves, the aggregation prop-
agates upwards to the root. When a node receives the aggregates from its children,
it computes the aggregation of these with its own data, returning the aggregation
of all the data in the nodes subtree, and forwards it to its parent. Several complex
data aggregation mechanisms have been proposed. In the following sections, we
describe a set of data compression techniques used for data aggregation in IoT, and
we describe how they are used.

2.2 Unstructured Networks

An unstructured sensor network is a collection of sensor nodes deployed in ad-hoc
manner into a region. Connection between nodes are generally generated at random.

Networkmaintenance,which includes detecting failures andmanaging connectiv-
ity are quite difficult in unstructured wireless sensor networks. Also, due to random
deployment there are uncovered areas left in unstructured WSN. Moreover, several
problems may arise during the deployment of an unstructured sensor network due to
the lack of a reliable collision detection mechanism, and the lack of the knowledge
about the network topology.
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3 Complex Data Aggregation Techniques in IoT

In this section we introduce an overview of a set of complex data aggregation
approaches used in IoT. In detail, we present the Space-filling Curves (Hilbert Curve
and Z-Curve), theQuantile Digest, the Compressive Sensing, theWavelet Transform,
and finally the Gossip aggregation approach.

3.1 Space-Filling Curves

Themathematical definition of a space filling curve [34] refers to a curvewhose range
contains the entire 2-dimensional unit square (or more generally an n-dimensional
unit hypercube). Space filling curves were initially discovered by Giuseppe Peano,
and for this reason they are known as Peano curves [34].

There are several space filling curves which differ according to the mapping
function. In Fig. 3 we show three of them: the z-curve, the Hilbert-curve, and finally
the gray code curve.

A significant amount of interest has been demonstrated for the Hilbert curve,
proposed by Hilbert [19] as a common method to reduce multi-dimensional problem
into a one-dimensional problem. A Hilbert curve (also known as a Hilbert space-
filling curve) is a continuous fractal space-filling curve proposed as a variant of the
Peano curves.

Given a domain I , I can be mapped continuously onto the unit-square Ω . If I
is partitioned into four congruent subintervals, it should be possible to partition Ω

into four congruent sub-squares, such that each subinterval will be mapped contin-
uously onto one of the sub-squares. This process generates a partition of I into 22n

congruent subintervals and of Ω into 22n congruent sub-squares for n = 1, 2, 3, . . ..
The sub-squares of each partition can be ordered in such a manner that consecutive
subintervals correspond to consecutive sub-squares with a common edge, and if a
square corresponds to an interval, then its sub-squares correspond to the subintervals
of that interval. The Hilbert curve is a continuous and surjective mapping [39].

Fig. 3 Illustration of three different space-filling curves: z-curve, Gray code, and Hilbert curve
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Fig. 4 First order Hilbert
curve

The construction of a Hilbert curve needs to specify the order of curve which
means the number of steps or iterations. The first step of the process concerns the
one-dimensional interval [0, 1] and the square [0, 1]2 which are divided into four
congruent quarters. Each sub-interval is then mapped to a different sub-square in
such a way that sub-squares mapped to from adjacent sub-intervals share a common
edge. The sub-squares are thus ordered. The line passing through the center points
of the sub-squares is referred to as a first order Hilbert curve (Fig. 4). The process of
division of intervals and squares is repeated by taking into account the order of the
curve. A curve of order k, where k > 1 is constructed by replacing each point on a
curve of order (k − 1) by a scaled-down curve of order 1 [27].

Another important curve is the Z-curves which maps multidimensional data to
one dimension preserving locality of the data points. It was introduced in 1966 by
Guy Macdonald Morton [31]. The z-value of a point in multi-dimensions is simply
calculated by interleaving the binary representations of its coordinate values. Once
the data are sorted into this ordering, any one-dimensional data structure can be used
(binary search trees, B-trees, skip lists, or hash tables). The resulting ordering can
equivalently be described as the order one would get from a depth-first traversal of
a quadtree.

3.1.1 Space Filling Curves in IoT

In [33], authors proposes a new approach for serial data fusion by using the Space
Filling curves, in particular they use a sweep curve. This is not a well known curve,
does not preserve proximity and is not recursively generated, however authors adopt
it because of its simplicity. Each sensor (Xi ) in the two-dimensional space is mapped
to its nearest point on the curve (ti ). For a sensor network with N nodes, the loca-
tions of sensor nodes, say, X1, X2, . . . , XN , are thus mapped to points on the curve
t1, t2, . . . , tN . The ordering of these ti defines an ideal order of nodes that are tra-
versed. The hypothesis is that if the network is connected, sensor nodes are distributed
somewhat uniformly in the two dimensional space, and the curve is drawn with an
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appropriate density for the network. Two consecutive nodes i j and i j+1 in the traver-
sal order are also in close proximity in the physical space. The traversal starts from
a specific node by assuming that each node knows its neighbours, including their
identifications and coordinates. This information can be collected statically via one
time beaconing or hello messages, or periodically, in case of dynamic changes in the
topology. When visiting a sensor node, say P, the agent orders all unvisited neigh-
bours of P by their curve indices (ti ). The curve indices can be computed by knowing
their locations. This process is repeated, and if the agent finds itself at a node P that
does not have any unvisited neighbour, it backtracks to the node it came from, and
similarly looks for unvisited neighbours, backtracking further if there is none. The
traversal terminates when the appropriate termination condition is satisfied. Note
that the traversal is similar to a depth-first traversal of an unknown graph. The only
difference is that when visiting an unvisited neighbour, the neighbour to visit is not
arbitrarily picked when there are more than one possibilities, but is picked based
on its index on the curve. This imposes an a priori order for the traversal that helps
minimizing the number of transmissions necessary to complete the traversal.

In [2] a secure data aggregation scheme based on the space filling curves is
proposed. The proposed method encrypts the sensor data by elliptic-curve based
seed exchange algorithm and Hilbert-curve based data transformation. To process
a users query, a parent node aggregates its data and all data received from its
children nodes. Then, the parent node transforms the aggregated result into two-
dimensional encrypted data by using the Hilbert curve. Authors assume that each
sensor node transforms one-dimensional sensed value into two-dimensional data.
The one-dimensional value is the aggregated value after applying the seed exchange
algorithm for each node group. The two-dimensional data is a coordinate of the
aggregated value along with the Hilbert curve in 2n × 2n metrics. A key is set
by considering both the level and the direction of Hilbert curve. Formally, aggre-
gated data can be encrypted by using two dimensional data (x, y) into a tuple of
< key(d, l), x, y >, where l is a level and d is a direction. During the data aggrega-
tion phase, each node sends the encrypted data to its parent node. Then, the parent
node analyses the received encrypted data, and if the curve direction and level of its
child node are different from its own ones, they should be changed into the curve
direction and level of its parent ones. In this way, a sink node aggregates all of the
encrypted data from the hierarchy of nodes. For example, in Fig. 5, a node 5 receives
encrypted data < key(B, 2), 1, 1 > and < key(T, 2), 3, 2 > from its child nodes 8
and 9, respectively. The encrypted data from child nodes should be changed into
< key(R, 2), 2, 1 > and < key(R, 2), 2, 0 > by following the curve direction and
the level of the node 5. Then, node 5 aggregates their data and sends aggregated data
< key(R, 2), 3, 2 > to the parent node. The proposed data aggregation method out-
performs the current methods in terms of privacy and energy preservation according
to the performance analysis.

Space Filling Curves have been used in Dragon [6], a hierarchically structured
system, which obtains a derived key from the multi-dimensional attributes of each
node of the system. Each point of the curve corresponds to a derived key obtained
by the values of the attributes in the multi-dimensional space. A node in the system



158 B. Guidi and L. Ricci

Fig. 5 Example of data aggregation

computes its derived key by using an algorithmwhich takes the binary representation
of the values of each attribute and interleaves bits taken cyclically to construct the
single derived key. The resulting value is transmitted to the internal nodes of the tree,
which aggregate data. Among several Space Filling Curves, the Z-order space filling
curve is used because of its good level of locality, [31] and in particular because the Z-
curve visits the quadrants resulting from the recursive definition of the n-dimensional
space, according to the order defined by their identifiers, at any recursion level.

3.2 The Quantile Digest (Q_Digests)

The q_digest is used to reduce the space of a set of values by maintaining a fixed
error margin. The q_digest structure automatically groups values into variable sized
buckets of almost equal weights and consists of a set of buckets of different sizes and
their associated counts. Consider a network of n sensor devices, where all devices
are sensing in a common modality and each sensor generates an integer value in the
range [1, σ ], where σ is the maximum possible sensed value. Let define a binary tree
T whose nodes correspond to sub-interval of the initial range and with height logσ .
For instance, root is paired with the range [1, σ ], and its two children with ranges
[1, σ/2] and [σ/2 + 1, σ ]. All leaf nodes have a range of width 1 (single values),
instead the ranges paired with the internal nodes of the tree are the union of the ranges
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Fig. 6 Example of a
Q_digest tree

of their children. Each node has a frequency counter count , which is the number of
values inside the range. Figure 6 shows an example of q_digest in which the domain
range has a dimension of 8 and the total number of values to reduce is equal to 15.
The number of instances of each value is defined by count (v). The value of n is
defined as n = ∑

count (v), v ∈ Lea f Set . When the tree is defined, the q_digest
function consists of the selection of a set of nodes (hence of intervals) in the tree, in
order to describe the distribution of values minimizing the loss of information.

As we can easily image, the best scenario is to maintain all the single values stored
the leaf nodes. However, IoT systems contain huge amounts of sensor nodes and to
optimize the memory, a compression phase of the tree is required. For instance, each
sensor may have a separate q_digest reflecting a summary of data available on that
sensor. The size of the q_digest is determined by the compression parameter k. Given
the compression parameter k, a node v is in q_digest if and only if it satisfies the
following digest property:

count (v) ≤ �n/k� (1)

count (v) + count (vp) + count (vs) > �n/k� (2)

where vp is the parent and vs is the sibling of v. The first constraint (1) asserts that
unless it is a leaf node, no node should have a high count. The second constraint
(2) says that we should not have a node and its children with low counts. The only
exception to these properties are the root and leaf nodes. Indeed, if a leaf node
frequency is larger than n/k, then it belongs to the q_digest. Also the root can violate
these properties, in particular the property (2), because it doesn’t have parents or
siblings, and still belong to the q_digest. To construct the q_digest it is necessary
to merge and to reduce the number of ranges in a bottom-up way. The compression
algorithm verifies that the q_digest properties are respected. In the case at least one
of them is violated, the compression phase resets the counters of the children nodes
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Fig. 7 Example of the compression of the Q_digest tree

and assigns to the parent node the value given by the sum of the previous counters
values.

Consider the example shown in Fig. 7 where we consider a set of n = 15 values
in the range [1, 8]. The leaf nodes represent the values 1, 2, . . . , 8 and the numbers
under the nodes is the frequency count. By considering a compression factor k = 5,
�n/k� = 3, so we can note that a, c, and d violate the property (2). The algorithm
compresses these nodes by combining their children (Fig. 7b). By analysing the tree,
the node e violates the property (2), and the algorithmcompresses the node e (Fig. 7c).
The property is still violated by the node g and the compression is still applied to the
tree by obtaining the final q_digest (Fig. 7d).

We can consider the nodes of the tree T as a list L (Fig. 7d), concatenated and
enumerated from right to left, and from the top to the bottom. At the end, the q_digest
is composed by a set of tuples (nodeid(v), count(v)), in which the frequency counter
of each node is > 0 and the q_digest is represented as:

q_digest (L) = (1, 1), (6, 2), (7, 2), (10, 4), (11, 6) (3)

We can see how the compression value k influences the aggregation of nodes.
In particular through the properties of the q_digest, we can maintain the adaptive
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compression. For sake of readiness, data values which occur frequently are preserved
in the digest, while less frequently values are put together in larger ranges resulting
in information loss.

3.2.1 Merging of Q_digests

The merging operation is used to join two different q_digest to obtain a single tree.
The level i of the new tree contains all nodes at the same level i of the two original
trees. The algorithm follows the rule:

• if a node v is present in both the original trees, at the same level i , the node v is
added only one time to the new tree at the level i , and the counter is equal to the
sum of the counters of v in the two original trees.

• if a node v is present only in one of the two original trees, at the level i , v is added
to the new tree at the level i without changes.

When each node is added to the new tree, the compression algorithm is executed
at each level of the new tree, from the leaf nodes to the root. The compression
algorithm is necessary because, even if the nodes in each single original tree respect
the properties, it is possible that the union of the two trees has changed the counters
of some nodes and the properties could be not respected.

An example of the merging of two trees is proposed in Fig. 8. As we can see, the
new tree has a number of resources equals to the sum of the resources contained into
the two original trees, and the threshold �n/k� is changed as a consequence.

3.2.2 Q_Digest in IoT

In [40] a data aggregation scheme based on q_digest is proposed. After computing
the q_digest, each sensor transmits it to its parent. To represent a q_digest tree
in a compact fashion, the nodes are numbered from 1 to 2σ − 1 in a level by
level order. Consider the definition of n and σ given in the previous section, each
node v ∈ T can transmit the q_digest as a set of tuples of the following form <

nodeid(v), count (v) >, requiring a total of (log(2σ) + logn) bits for each tuple.
The proposed approach uses the q_digest for managing the quantile queries: given
a fraction q ∈ (0, 1), find the value whose rank in sorted sequence of the n values is
qn. To find the qth quantile nodes are sorted in increasingmax values and this returns
a list L which represents the post-order traversal of list nodes. Once the q_digest is
computed, it is used to provide approximate answers to a variety of queries:

• Inverse Quantile. Given a value x , determine its rank in the sorted sequence of the
input values, traversing L from beginning to end.

• RangeQuery. Find the number of values in a given range [low, high] by performing
two inverse quantile queries to find the ranks of low and high, and take their
difference.



162 B. Guidi and L. Ricci

Fig. 8 Example of the merging of two Q_digest trees

• ConsensusQuery. Given a fraction s ∈ (0, 1), find all the valueswhich are reported
by more than sn sensors. These values are called Frequent items.

Another approach which uses q_digest is DRAGON, proposed in [6], a tree-based
overlay targeting for fog computing in IoT. In detail, it is a distributed search-able data
structure organized as a binary aggregation tree. In DRAGON each node publishes
an object characterized by a set of attributes. The attributes are linearized through a
space-filling curve and the derived key is published at the leaves of the tree. Each
internal node of the tree stores a digest which summarizes the data contained in the
relative sub-tree. The digests are updated by a bottom-up visit of the tree, starting
from the leaf nodes and modifying the digest on the path to the root. Q_digests in
the internal nodes of the tree are used to support the resolution of range queries, by
directing the search process toward the leaves which probably have values satisfying
the query. Figure9 proposes an overview of the DRAGON tree-based overlay with
four nodes: P1 with identifier 100, P2 with identifier 001, P3 with identifier 111, and
P4 with identifier 101. Grey areas highlight the mapping of tree nodes on real nodes.
Moreover, dotted stroke nodes are not mapped. The table under each node represent
the Routing Table.

In [20] another approach to compute q_digest in sensor networks is proposed.
Authors propose a flat approach in which each node i independently samples each
of its data values with some probability p. For each sampled value a, it computes
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Fig. 9 DRAGON tree-based overlay

its local rank r(a, i). Then, it sends all the sampled values and their local ranks to
the base station. Moreover, authors propose a tree-based approach by considering
the issue that if each node sends its message through its ancestors in the routing tree
to the base station without any data reduction, an intermediate node might see too
much traffic going through. The idea is to merge these messages to reduce their size.
The unit of the merging operation is a sample s taken from a ground set D(s). Let
n(s) denote the size of the ground set D(s), and n(s) is stored with s. The sample
s is a small sample if n(s) < n/

√
k and a large sample if n(s)n/

√
k. When a node

has received a number of samples from its children, together with one of its own, it
will first check if the ground sets of all the small samples have a combined size of
at least n/

√
k. If so, it will merge all the small samples into a large sample. Next, it

will repeatedly merge two large samples of the same class into one in the next class,
until no two large samples are in the same class. As a result, there will be at most
one large sample per class left.

3.3 Compressive Sensing

The Compressive Sensing (CS) method focuses on compressing data during the
gathering procedure, so reducing the amount of data (or the number of packets) to
achieve aggregation.CS theory asserts that it can be possible to recover certain signals
and images from far fewer samples or measurements than those used by traditional
methods. CS [14] is based on the sampling theory that leverages compressibility
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without relying on any specific prior knowledge or assumption on signals. CS relies
on two principles [5]: sparsity, concerning the signals of interest, and incoherence,
concerning the sensing modality.

• Sparsity expresses the idea that the information rate of a continuous time signal
may bemuch smaller than suggested by its bandwidth, or that a discrete-time signal
depends on a number of degrees of freedom which is comparably much smaller
than its finite length. More precisely, CS exploits the fact that many natural signals
are sparse or compressible, in the sense that they have concise representations
when expressed in a proper basis.

• Incoherence extends the duality between time and frequency and expresses the idea
that objects having a sparse representation must be spread out in the domain in
which they are acquired. Put differently, incoherence says that unlike the signal of
interest, the sampling/sensing waveforms have an extremely dense representation
in the chosen basis.

The crucial observation is that one can design efficient sensing or sampling pro-
tocols that capture the useful information content embedded in a sparse signal and
condense it into a small amount of data. By a sparse representation, we can say that
for a signal of length N , we can represent it with K � N non-zero coefficients. The
signal is well-approximated by a signal with only K non-zero coefficients. To be
more formal [15], let X be a signal of size n, X = [x1, . . . , xn]T , and X is K-sparse
in the space φ, i.e. φX contains at most K significant coefficients. φ is of size n × n
and degenerates to the identity matrix if X is sparse itself. Let Y be a measurement
vector of size k, Y = [y1, . . . , yk]T , k � n, and Y is formed by the projection of the
K-sparse coefficients φX on the random matrix A of size k × n, i.e. Y = AφX . The
entries of A are drawn from either Gaussian or Bernoulli distribution. The CS theory
asserts that one can recover X from Y , if k � O(K log(n/K ), by solving for the
noiseless case

min ‖ φX ‖1 s.t.Y = AφX (4)

or for the noisy case

min ‖ φX ‖1 s.t. ‖ Y = AφX ‖22� ε (5)

For applications of IoT or WSNs, CS is promising as it can reduce the number of
data transmission from n to k.

3.4 Compressive Sensing in IoT

A novel compressive sensing approach capable to exploit both spatial relevance and
temporal smoothness of sensory data is proposed in [47]. Authors exploit the Treelet
transform [28] to derive proper sparsification bases. This transform is data-driven and
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extends localized multi-scale analysis to unordered data. Indeed, Treelet transform
is adopted as sparse transformation tool to derive transformations from training data.
After, the main process of the CS-based scheme is that it needs training rounds to
collect training set. The approach collects training sets in training rounds, and adopt
the information discovered from training set for the nextμmonitoring rounds before
collecting the next training set.

In [15], authors propose a data aggregation method based on CS. The idea is to
include the integration of CS with the routing protocol and the choice of the sparse
space φ which is generally specific to the application. Authors assume that each sen-
sor broadcasts messages which can only be received by sensors in a certain range and
the radio transmission is under certain packet loss rates. The routing is basically per-
formed by broadcasting and aggregation. In particular, the data collection procedure
is divided into time slots of equal size within each of which sensor data are relayed to
the sink by a multi-round routing algorithm. In each round, each sensor aggregates
messages heard in the previous round using CS and broadcasts the aggregated data.

In [46] a data aggregation scheme based on compressed domain is presented and
implemented to overcome the problem of excessively high amount of data trans-
mission and excessive energy consumption in wireless sensor networks. The sensor
network is configured to generate multiple layers of different types of cluster-based
structure for the transition data collection. The leaf nodes only transmit raw data,
other data collection clusters do compressed samples, and then, send the compressed
measurements to up level. When the mother collection clusters received measured
value they use CoSaMP algorithm [32] to recover the original data. In the initial
stage, N1(1) − 1 sensors in each region only send their initial data to the cluster head
c1(1) to reduce the redundancy of data fusion. Cluster head c(1)

1 compresses these
data into M1 = K log N (1)

1 random measurements. In level i ≥ 2, the k-th cluster
head c(k)

i receives M (k)
i−1 random measurements from the cluster head c(k)

i−1, and then
runs the compressive sensing data recovery algorithm to reconstruct redundant data.
After collecting all the data from children nodes, cluster head selects M (k)

i signal
randommeasurements and sends them to the parent cluster head on level i + 1, until
it arrives at the cluster head in the top level.

In [45] an energy-efficient data aggregation technique based on amultilevel hierar-
chical clustering architecture and hybrid compressive sensing (HDACS) is proposed.
The idea of this approach is to configure sensor nodes in such a way of one sink node
being targeted by all sensors, and several nodes, arranged in a way to yield a hier-
archy of multilevel clusters, are designated for the intermediate data collection. The
amount of data that needs to be transmitted by each sensor is determined by the local
cluster size at different levels rather than the entire network. Themultilevel hierarchy
is more efficient than other configurations when applied to data aggregation. In this
approach, the hierarchy is constructed based on the geographical location and area.
At level one, all the clusters are defined by identical regions each with area s. With
the increase in level i , where i > 2, cluster l is configured by merging the areas of n
clusters at level i − 1. This construction process guarantees the same area for all the
clusters at the same level.
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Fig. 10 HDACS: CS data aggregation architecture

Figure10 shows the hierarchical treewhere the logical relationship among clusters
at multiple levels in the hierarchy is visible. The hierarchy consists of n nodes at level
i for i ≥ 2, and the degree of the hierarchical tree is n. When a cluster head receives
CS random measurements from its children cluster, it executes the CS recovery
algorithm to first estimate the transformed signal and then retrieve the original data
through inverse transformation.

3.5 Wavelets

Wavelet transformation are used in the signal processing because it expresses a signal
as a linear combination of shifted and scaled versions of a finite duration waveform.
In the field of data aggregation, wavelets are considered a useful tool for range query
processing and for the data representation in histograms. Histograms are common
used in partitioning an attribute values domain into a set of buckets by considering
the cumulative number of observations. Thanks to the wavelet decomposition, it is
possible to obtain histograms based on the data distribution and the estimation of a
range query is treated by using a subset of wavelet coefficients for approximating data
distribution. TheHaarWavelet [43], into its discrete form, is related to amathematical
operation called Haar Transform, which can be considered a prototype for all the
wavelets transforms.

Adiscrete signal is a temporal functionwhose values correspond to a set of discrete
instants of time represented into the domain of thewhole numbers.Adiscrete signal is
represented as f = ( f1, f2, . . . , fN )where N is a positive integer number indicating
the length of f . Values of f are the real numbers f1, f2, . . . , fN , which are computed



Aggregation Techniques for the Internet of Things: An Overview 167

by applying an analogical signal to the instant of time t1, t2, . . . , tN . For this reason,
the values of f are:

f1 = g(t1), f2 = g(t2), . . . , fN = g(tN ). (6)

As all the wavelet transforms, the Haar Wavelet decomposes a discrete signal
into two sub-signals with a half size: trend and fluctuation. The sub-signal trend
a1 = (a1, a2, . . . , aN/2) is obtained by computing the average of the first couple of
values in f : ( f1 + f2)/2 and by multiplying the obtained value by

√
2. At the same

way, the next value a2 is computed by executing ( f3 + f4)/
√
2. The formula to

obtain a generic value am is:

am = f2m−1 + f2m√
2

(7)

with m = 1, 2, . . . , N/2.
The other sub-signal is called the first fluctuation. The first fluctuation of the

signal f , which is denoted by d1 = (d1, d2, . . . , dN/2) is computed by executing the
difference between values. For sake of readiness, the first value d1 is obtained from
( f1 − f2)/

√
2. At the same way, all the other values are computed and the formula

to compute a general value is:

dm = f2m−1 − f2m√
2

(8)

with m = 1, 2, . . . , N/2.
The Haar Transform is obtained by executing a set of phases, or levels. The first

level is the mapping H1 defined as:

f
H1−→ (a1|d1)

from a discrete signal f to its first trend a1 and first fluctuation d1. The mapping H1

has an inverse which rebuilds the discrete signal f starting from the trend and the
fluctuation (a1 | d1) through the following formula:

f =
(
a1 + d1√

2
,
a1 − d1√

2
, . . . ,

aN/2 + dN/2√
2

,
aN/2 − dN/2√

2

)

(9)

For sake of readiness, in Fig. 11 we propose an example of the Haar wavelet of
1-level.

There are several advantages using the Haar Transform because the Haar Trans-
form has the Small Fluctuations property, which says that the magnitudes of the
values of the fluctuation sub-signal are often significantly smaller than the magni-
tudes of the values of the original signal. This property is important because through
the Haar wavelet, data can be aggregate or transmitted with a low number of bits.
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(a) Computation of the trend (b) Computation of the fluctuation

(c) Computation of the inverse of H1

Fig. 11 Haar Transform 1-level

Furthermore, the Haar Transform has the property of energy compression. Indeed,
the energy of the trend sub-signal a1 maintains a high percentage of energy of the
original signal (a1 | d1).

The wavelet decomposition is very computationally efficient, requiring only
O(N ) to compute for a tuple of N values. Furthermore, there is no loss of infor-
mation, i.e., the original histogram can be regenerated.

3.5.1 Wavelet in IoT

Wavelets have been used in database [30, 42] to represent the information through
histograms. Histograms permit to synthetise the data distribution, and a range of a
query can be easily estimated (the number of records which satisfy the query). For
this reason, in the last years, this technique has been taken into account in both IoT
and WSN, for data aggregation. In [17], wavelets are used for data aggregation in a
hierarchical system. The construction of the histogram is composed by two distinct
phases:

1. Wavelet Decomposition: the wavelet decomposition is applied obtaining a set N
of wavelet coefficients. The aim of the wavelet decomposition phase is to obtain
a histogram which helps to represent the data to different detail levels.

2. Pruning: in this phase only themost significantmwavelet coefficients are consid-
ered. The choice of them selected coefficients depends on the pruning algorithm.

Suppose that an attribute can assume the following values:

[0, 0, 2, 3, 3, 4, 4, 5, 5, 6, 7, 7]
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Table 1 Wavelet decomposition

Resolution Average Detail Coefficients

8 [2, 2, 3, 5, 7, 9, 10, 12]

4 [2, 4, 8, 11] [0, −1, −1, −1]

2 [3, 9 1
2 ] [−1, -1 1

2 ]

1 [6 1
4 ] [−3 1

4 ]

The approach proposed in [17] performs the decomposition on a data distribution by
computing the average of the values, pairwise, and obtaining a new array of values.
Some information is lost during this phase, and to recover the missed values, the
Haar wavelets store the pairwise differences of the original values (divided by 2) as
detail coefficients.

By repeating this process recursively on the averages, the full decomposition is
obtained. An example of the approach is shown in Table1. A critical step related to
the usage of wavelet happens when two histograms need to be merged. The proposed
approaches applies a merge algorithm.

Another approach based onwavelet is proposed in [4]. The paper proposes a novel
data aggregation scheme based on wavelet-entropy (DAWE). The idea of DAWE is
the data aggregation using wavelet-entropy discriminance in cluster members and
cluster heads to reduce transmitting packets. The approach uses LEACH [18] as
clustering algorithm. Every cluster member fuses its raw data with wavelet entropy
first, and then transmits fused data to its cluster head. In detail, the decomposition of
data is a 4-level decomposition. Then, the wavelet variance of real data is computed
and normalized to obtain energy sequence and the wavelet entropy based-on energy
distribution synchronously. The distribution of the energy sequence is used to replace
the probability distribution of the data. Entropy is used on every level of every group
of data to obtain aggregated data by weighted average method. To obtain the original
frequency, the wavelet entropy on every level is computed, and then weight values
of wavelet entropy are distributed to high frequency coefficient of wavelet transform
according to the inverse wavelet transform formulation.

There are several works in the literature that propose a modified version of dis-
tributed wavelets transform using the lifting scheme [11]. The lifting scheme is an
alternative method to compute bi-orthogonal wavelets. It allows a faster implementa-
tion of the wavelet transform along with a full in-place calculation of the coefficients.

In [9] a clustering model based on lifting wavelets is proposed. The approach
divides all the sensor nodes into two categories: candidate members and normal
nodes according to their residual energy levels. After the clustering process, a dis-
tributed fast lifting wavelet compression technique is used to aggregate data at each
cluster head and recover data at the sink. The wavelet coefficients are compressed
and encoded to reduce the amount of coefficients. The process of lifting wavelet
transformation is divided into three steps:



170 B. Guidi and L. Ricci

• Splitting process: The received data at the cluster head is stored as a two-
dimensional matrix which can be decomposed into four sub-bands by row- or
column-lifting wavelet. The four sub-bands are: one low frequency sub-band and
three high frequency sub-bands. For each row of datamatrix, the data at a time slot,
expressed as xm(t), can be divided into even sequence xem(t) and odd sequence
xom(t) according to the sampling interval, that is,

xem(t) = x(2τ) and xom(t) = x(2τ + 1). (10)

where 1 ≤ 2τ t .
• Predicting process: To maintain signals at even time slots, the prediction operator

P[] is performed on the signals at even time slots to predict the even data signal.
The difference d(t) is the details of data and reflects the high frequency part of
original signal, defined as:

d(t) = xom(t) − P[xem(t)] (11)

• Updating process: By using the difference d(t), a new update operator U [] is
performed,

c(t) = xem(t) +U [d(t)] (12)

where c(t) is an approximation signal, which denotes the low frequency part
of original signal. After the row-lifting wavelet transformation, column-lifting
wavelet transformation is executed in the similar way, as shown in Fig. 12.

Fig. 12 Transformation
process of lift wavelets

(a) Direct transformation process

(b) Inverse transformation process of Lift Wavelets.
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In the process of the row-lifting wavelet transform, the original data is eventually
replaced by c(t) and d(t). Similarly, in the process of the column-lifting wavelet
transform, the greater spatial correlation implies the smaller high frequency coeffi-
cient. When the first-level lifting wavelet transformation is finished on all rows and
columns, the original data is converted into a low frequency part LL and three high
frequency parts. For sake of readiness, only three quarters of the wavelet coefficients
can be received at a sink node and a quarter of these coefficients is compressed.

Another extension to the wavelet approach is proposed in [11]. The extension
uses the technique in [10] in order to jointly apply it with the routing tree.

4 Gossip Aggregation

A gossip protocol is a distributed communication paradigm inspired by the gossip
phenomenon that can be observed in social networks. Initially born to efficiently
disseminate information, as its human counterpart, it has been later used to solve
several other problems, such as failure detection, data aggregation, distributed topol-
ogy construction, and resource allocation, just to name a few. Gossip protocols tend
to be used in contexts where both the scale and the dynamism of the underlying
communication network makes the adoption of traditional communication protocols
highly unpractical. The term epidemic protocol is used as a synonym for gossip pro-
tocol, because the way gossip spreads information can be modeled as the spread of a
virus in a biological community. However, in [26], authors describe the term gossip
as the probabilistic exchange of information between two nodes, and the epidemic as
the information dissemination where a node randomly chooses another one. In this
paper, no distinction is made between gossip and epidemic. In general, in a gossip
communication, an initial node sends a message to a random subset of neighbours
which repeat the propagation process. The model used in IoT and WSNs is the SI
model [13], also called simple epidemics or anti-entropy. Three styles of anti-entropy
protocols have been proposed:

• the push style: nodes periodically send (push) the content value to a node selected
randomly;

• the pull style: nodes periodically ask (pull) new updates from randomly selected
nodes;

• the push-pull style: push and pull are combined together.

In the next section, we propose an overview of the gossip protocols used for data
aggregation in IoT and WSNs.
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4.1 Gossip Approaches in IoT

The push-pull gossiping algorithm [22] can be used to perform an anti-entropy aver-
aging aggregation process. In particular, this algorithm executes an epidemic proto-
col to perform a pairwise exchange of aggregated values between neighbour nodes.
Periodically, each node randomly chooses a neighbour to send its current value, and
waits for the response with the value of the neighbour. Each time a node receives a
value from a neighbour, it sends back its current one and computes the new estimate
(average), using both the received and sent values as parameters.

In [25] the push-sum protocol is proposed to compute aggregation functions,
such as sum or average. Each node i , at a discrete time t , maintains and propagates
information of a pair of values (sti ,wti ): sti represents the sum of the exchanged
values, andwti denotes the weight associated to this sum at the given time t and node
i . At each iteration, a neighbour is chosen uniformly at random, and half of the values
are sent to the target node and the other half to the node itself. Upon receive, the local
values are updated, adding each value from a received pair to its local component. The
estimate of the aggregation function can be computed by all nodes, at each time t by
sti and/orwti . The accuracy of the produced result will tend to increase progressively
along each iteration, converging to the correct value. Furthermore, authors assume
the existence of a fault detection mechanism, that allows nodes to detect when a
message did not reach its destination.

GGAP (Gossip-based Generic Aggregation Protocol) [44] extends the push-
synopses protocol presented in [25] to tolerate non contiguous faults. GGAP is a
gossip protocol for continuous monitoring of aggregates, which is robust against
failures that are discontinuous in the sense that neighbouring nodes do not fail within
a short period. The protocol estimates the average of local state variables xi of nodes
i of a given network graph. The protocol implements two parallel passes. During the
first pass, it computes the sum si , while the other pass computes the weight wi . At
the end of each iteration, si and wi are distributed to nodes according to the matrix
elements αi, j , whereby αi, j is chosen in such a way that αi, j ≥ 0 and

∑
j αi, j =

1. The elements αi, j can be chosen differently from round to round, in which case
matrix A(t) is time-dependent. After each round, the local estimate αi of the global
average at node i can be obtained as αi = si/wi .

In [8], Distributed Random Grouping (DRG) algorithm is simple and natural
and uses probabilistic grouping to progressively converge to the aggregate value.
DRG is local and randomized and is naturally robust against dynamic topology
changes caused by link/node failures. DRG takes advantage of the broadcast nature
of wireless transmissions: all nodes within the radio coverage can hear and receive
a wireless transmission. The main idea is that, at each round of the algorithm, every
node independently becomes a group leader with probability pg and then invites its
neighbours to join the group. Then, all the members in a group update their values
with the locally derived aggregate (average, maximum, minimum, etc.) of the group.
All values will progressively converge to the correct aggregate value.
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SOFA [7] utilizes opportunistic anycast to drastically reduce the rendezvous times
of asynchronous duty cycled nodes. Long rendezvous times are the key limitation
of protocols operating under high densities conditions. SOFA combines the energy
efficiency typical of low-powerMAC protocols with the robustness and versatility of
gossip-like communication. SOFA focuses on maximizing the messages exchanged
locally among neighbours (1-hop), leaving the multi-hop dissemination and aggre-
gation of information to the Gossip layer. During the data exchange phase, SOFA
selects the first random neighbour that wakes up as the destination.

In [37] a local data management mechanism, implemented as an app on smart
phones is proposed. The paper describes DIAS, the Dynamic Intelligent Aggregation
Service for the computation of aggregation functions. DIAS can perform decentral-
ized privacy-preserving data analytics, and it is applicable in the context of the
Internet of Things because it can manage dynamic input data streams from sensors.
DIAS can compute a wide spectrum of aggregation functions such as AVERAGE,
SUM,MAX,MIN and STANDARDDEVIATION. Each node i of theDIAS network
can contain a disseminator di and/or an aggregator ai . The disseminator is the agent
with which the data supplier is connected to, whereas the aggregator is the agent with
which the data consumer is connected to. Disseminators discover aggregators in the
network to which they send their local sensor data. Discovery is performed via a fully
decentralized gossiping protocol, the peer sampling service [23] inwhich aggregators
publish themselves and disseminators sample aggregators published. Disseminators
classify and cache aggregators sampled from the peer sampling service in a pool of
limited size and spread the local sensor data in the network periodically by pushing
them to remote aggregators from the pool. Aggregators collect the input data for the
computation of the aggregation functions. In Fig. 13 an overview of the component
of DIAS is proposed.

Fig. 13 Overview of the DIAS main components and interactions
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5 Conclusion

In this paper we propose an overview of several data compression techniques used
in IoT and in WSNs. In detail, we showed the following techniques: Space Filling
Curves, the Quantile Digest, the Wavelet Transform, and the Compressive Sensing.
Moreover, we proposed an overview of the gossip approaches proposed inWSNs for
the data aggregation issue.We proposed, for each listed techniques, current proposals
in which they are used, and we described in details how these techniques are used.

References

1. S. Abdollahzadeh, N.J. Navimipour, Deployment strategies in the wireless sensor network.
Comput. Commun. 91(C), 1–16 (2016)

2. A. Alghamdi, M. Alshamrani, A. Alqahtani, S.S.A. Al Ghamdi, R. Harrathi, Secure data aggre-
gation scheme in wireless sensor networks for IoT, in 2016 International Symposium on Net-
works, Computers and Communications (ISNCC) (IEEE, 2016), pp. 1–5

3. S.B. Baker, W. Xiang, I. Atkinson, Internet of things for smart healthcare: Technologies, chal-
lenges, and opportunities. IEEE Access 5, 26521–26544 (2017)

4. W. Cai, M. Zhang, Data aggregation mechanism based on wavelet-entropy for wireless sen-
sor networks, in 4th International Conference on Wireless Communications, Networking and
Mobile Computing, 2008. WiCOM’08 (IEEE, 2008), pp. 1–4

5. E.J. Candès, M.B. Wakin, A sensing/sampling paradigm that goes against the common knowl-
edge in data acquisition (2008)

6. E.Carlini,A.Lulli, L.Ricci,Dragon:multidimensional rangequeries ondistributed aggregation
trees. Future Gener. Comput. Syst. 55, 101–115 (2016)

7. M. Cattani, M. Zuniga, M. Woehrle, K. Langendoen, SOFA: communication in extreme wire-
less sensor networks, in European Conference on Wireless Sensor Networks (2014), pp. 100–
115

8. J.Y. Chen, G. Pandurangan, D. Xu, Robust computation of aggregates in wireless sensor net-
works: distributed randomized algorithms and analysis. IEEE Trans. Parallel Distrib. Syst.
17(9), 987–1000 (2006)

9. L. Cheng, S. Guo, Y. Wang, Y. Yang, Lifting wavelet compression based data aggregation in
big data wireless sensor networks, in 2016 IEEE 22nd International Conference on Parallel
and Distributed Systems (ICPADS) (2016), pp. 561–568

10. A. Ciancio, A. Ortega, A distributed wavelet compression algorithm for wireless multihop
sensor networks using lifting, in IEEE International Conference on Acoustics, Speech, and
Signal Processing, 2005. Proceedings. (ICASSP’05), vol. 4 (2005), pp. iv–825

11. A.G. Ciancio, Distributed wavelet compression algorithms for wireless sensor networks. Ph.D.
thesis (2006)

12. M. Dagar, S. Mahajan, Data aggregation in wireless sensor network: a survey. Int. J. Inf.
Comput. Technol. 3(3) (2013)

13. A. Demers, D. Greene, C. Hauser, W. Irish, J. Larson, S. Shenker, H. Sturgis, D. Swinehart, D.
Terry, Epidemic algorithms for replicated database maintenance, in Proceedings of the Sixth
Annual ACM Symposium on Principles of Distributed Computing, PODC ’87 (1987), pp. 1–12

14. D.L. Donoho, A. Maleki, A. Montanari, Message-passing algorithms for compressed sensing.
Proc. Natl. Acad. Sci. 106(45), 18914–18919 (2009)

15. W. Du, J. Gorce, T. Risset, M. Lauzier, A. Fraboulet, Compressive data aggregation on mobile
wireless sensor networks for sensing in bike races, in 24th European Signal Processing Con-
ference, EUSIPCO 2016, Budapest, Hungary, 29 Aug–2 Sept 2016 (2016), pp. 51–55



Aggregation Techniques for the Internet of Things: An Overview 175

16. Y.J. Fan, Y.H. Yin, L.D. Xu, Y. Zeng, F. Wu, IoT-based smart rehabilitation system. IEEE
Trans. Ind. Inf. 10(2), 1568–1577 (2014)

17. B. Guidi, A.D. Salve, L. Ricci, A data aggregation strategy based on wavelet for the internet
of things, in 19th International Symposium on Symbolic and Numeric Algorithms for Scientific
Computing, At Timisoara (2017)

18. W.R. Heinzelman, A. Chandrakasan, H. Balakrishnan, Energy-efficient communication proto-
col for wireless microsensor networks, inProceedings of the 33rd Annual Hawaii International
Conference on System Sciences, 2000 (2000), pp. 10

19. D. Hilbert, Über die stetige Abbildung einer Linie auf ein Flächenstück (Springer, Berlin,
Heidelberg 1970), pp. 1–2

20. Z. Huang, L. Wang, K. Yi, Y. Liu, Sampling based algorithms for quantile computation in
sensor networks, in Proceedings of the 2011 ACM SIGMOD International Conference on
Management of Data, SIGMOD ’11 (2011), pp. 745–756

21. S.M.R. Islam, D. Kwak, H. Kabir, M. Hossain, K.S. Kwak, The internet of things for health
care: a comprehensive survey. IEEE Access 3, 678–708 (2015)

22. M. Jelasity, A. Montresor, Epidemic-style proactive aggregation in large overlay networks,
in Proceedings of the 24th International Conference on Distributed Computing Systems
(ICDCS’04) (2004), pp. 102–109

23. M. Jelasity, S. Voulgaris, R. Guerraoui, A.M. Kermarrec, M. van Steen, Gossip-based peer
sampling. ACM Trans. Comput. Syst. 25(3) (2007)

24. P. Jesus, C. Baquero, P.S. Almeida, A survey of distributed data aggregation algorithms. CoRR
arXiv:1110.0725 (2011)

25. D. Kempe, A. Dobra, J. Gehrke, Gossip-based computation of aggregate information, in 44th
Annual IEEE Symposium on Foundations of Computer Science, 2003. Proceedings (IEEE,
2003), pp. 482–491

26. A.M. Kermarrec, M. van Steen, Gossiping in distributed systems. SIGOPS Oper. Syst. Rev.
41(5), 2–7 (2007)

27. J. Lawder, The application of space-filling curves to the storage and retrieval of multi-
dimensional data (2000)

28. A.B. Lee, B. Nadler, L. Wasserman, Treeletsan adaptive multi-scale basis for sparse unordered
data. Ann. Appl. Stat. 2(2), 435–471 (2008)

29. S.Madden,M.J. Franklin, J.M. Hellerstein,W.Hong, Tag: a tiny aggregation service for ad-hoc
sensor networks. SIGOPS Oper. Syst. Rev. 36(SI), 131–146 (2002)

30. Y. Matias, J.S. Vitter, M. Wang, Dynamic maintenance of wavelet-based histograms, in Pro-
ceedings of the 26th International Conference on Very Large Data Bases, VLDB ’00 (2000),
pp. 101–110

31. G.M. Morton, A computer oriented geodetic data base and a new technique in file sequencing.
Technical report (1966)

32. D. Needell, J.A. Tropp, CoSaMP: iterative signal recovery from incomplete and inaccurate
samples. Commun. ACM 53(12), 93–100 (2010)

33. S. Patil, S.R. Das, A. Nasipuri, Serial data fusion using space-filling curves in wireless sensor
networks, in 2004 First Annual IEEE Communications Society Conference on Sensor and Ad
Hoc Communications and Networks, 2004. IEEE SECON 2004 (IEEE, 2004), pp. 182–190

34. G. Peano, Sur une courbe, qui remplit toute une aire plane. Mathematische Annalen 36(1),
157–160 (1890)

35. F. Piccialli, A. Chianese, J.J. Jung, Cultural heritage on internet of things (IoT) systems: trends
and challenges. Concurr. Comput.: Pract. Exp. 29(11), e4155–n/a (2017)

36. B. Pourghebleh, N.J. Navimipour, Data aggregation mechanisms in the internet of things: a
systematic review of the literature and recommendations for future research. J. Netw. Comput.
Appl. 97(Supplement C), 23–34 (2017)

37. E. Pournaras, M. Warnier, F.M. Brazier, A generic and adaptive aggregation service for large-
scale decentralized networks. Complex Adapt. Syst. Model. 1(1), 19 (2013)

38. R. Rajagopalan, P.K. Varshney, Data-aggregation techniques in sensor networks: a survey.
Commun. Surv. Tutor. 8(4), 48–63 (2006)

http://arxiv.org/abs/1110.0725


176 B. Guidi and L. Ricci

39. H. Sagan, A three-dimensional Hilbert curve. Int. J. Math. Educ. Sci. Technol. 24(4), 541–545
(1993)

40. N. Shrivastava, C. Buragohain, D. Agrawal, S. Suri, Medians and beyond: new aggregation
techniques for sensor networks, in SenSys ’04 (2004), pp. 239–249

41. D. Singh, G. Tripathi, A.J. Jara, A survey of internet-of-things: future vision, architecture,
challenges and services, in 2014 IEEE World Forum on Internet of things (WF-IoT) (IEEE,
2014), pp. 287–292

42. J.S. Vitter, M. Wang, Approximate computation of multidimensional aggregates of sparse
data using wavelets, in Proceedings of the 1999 ACM SIGMOD International Conference on
Management of Data, SIGMOD ’99 (1999), pp. 193–204

43. J.S. Walker, A Primer on Wavelets and Their Scientific Applications (CRC press, 2008)
44. F.Wuhib,M.Dam,R. Stadler,A.Clem,Robustmonitoring of network-wide aggregates through

gossiping. IEEE Trans. Netw. Serv. Manag. 6(2), 95–109 (2009)
45. X. Xu, R. Ansari, A. Khokhar, A.V. Vasilakos, Hierarchical data aggregation using compressive

sensing (HDACS) in WSNs. ACM Trans. Sens. Netw. (TOSN) 11(3), 45 (2015)
46. G. Yang,M. Xiao, S. Zhang, Data aggregation scheme based on compressed sensing in wireless

sensor network. Inf. Comput. Appl. 556–561 (2012)
47. C. Zhao, W. Zhang, X. Yang, Y. Yang, Y.Q. Song, A novel compressive sensing based data

aggregation scheme for wireless sensor networks, in 2014 IEEE International Conference on
Communications (ICC) (2014), pp. 18–23



Swarm Intelligence and IoT-Based Smart
Cities: A Review

Ouarda Zedadra, Antonio Guerrieri, Nicolas Jouandeau, Giandomenico
Spezzano, Hamid Seridi and Giancarlo Fortino

Abstract Smart cities are complex and large distributed systems characterized by
their heterogeneity, security, and reliability challenges. In addition, they are required
to take into account several scalability, efficiency, safety, real-time responses, and
smartness issues. All of this means that building smart city applications is extremely
complex. Swarm Intelligence is a very promising paradigm to deal with such com-
plex and dynamic systems. It presents robust, scalable and self-organized behaviors
to deal with dynamic and fast changing systems. The intelligence of cities can be
modeled as a swarmof digital telecommunication networks (the nerves), ubiquitously
embedded intelligence (the brains), sensors and tags (the sensory organs), and soft-
ware (the knowledge and cognitive competence). In this chapter, swarm intelligence-
based algorithms and existing swarm intelligence-based smart city solutions will be

O. Zedadra (B) · H. Seridi
LabSTIC, 8 may 1945 University, P.O. Box 401, 24000 Guelma, Algeria
e-mail: zedadra_nawel1@yahoo.fr

H. Seridi
e-mail: seridihamid@yahoo.fr

A. Guerrieri · G. Spezzano · G. Fortino
CNR - National Research Council of Italy - Institute for High Performance
Computing and Networking (ICAR), Via P. Bucci 7-11C, 87036 Rende, Cosenza, Italy
e-mail: antonio.guerrieri@icar.cnr.it

G. Spezzano
e-mail: giandomenico.spezzano@icar.cnr.it

G. Fortino
e-mail: giancarlo.fortino@unical.it

N. Jouandeau
LIASD, Paris 8 University, 93526 Saint Denis, France
e-mail: n@ai.univ-paris8.fr

G. Fortino
DIMES, Università della Calabria, Via P. Bucci, cubo 41c, 87036 Rende, Cosenza, Italy

© Springer International Publishing AG, part of Springer Nature 2019
F. Cicirelli et al. (eds.), The Internet of Things for Smart Urban Ecosystems,
Internet of Things, https://doi.org/10.1007/978-3-319-96550-5_8

177

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96550-5_8&domain=pdf


178 O. Zedadra et al.

analyzed. Moreover, a swarm-based framework for smart cities will be presented.
Then, a set of trends on how to use swarm intelligence in smart cities, in order to
make them flexible and scalable, will be investigated.

Keywords Swarm intelligence · Swarm intelligence-based algorithms · IoT
Smart cities

1 Introduction

Minds arise from the interactionwith otherminds and social behavior helps individual
species members to adapt to their environment, especially by providing individuals
with more information than their own senses can gather [1]. Swarm Intelligence
(SI)-based computation focuses on the collective behavior of decentralized, self-
organized systems [2] and it is inspired by the behavior of some social insects such
as ants, termites and birds. SI is characterized by its emergent behaviors resulted
from the local interactions between individuals which produce intelligent behaviors
at group level [3]. It presents robust solutions to complex problems with dynamic
and scalable properties.

Smart cities consider as primary goal the one of offering comfort, safety, and
healthy living with an intelligent form of collaboration with the residents. Smart
cities employ the prospects provided by pervasive and cooperative computing tech-
nologies to the benefits of human beings. In such a setting, digital environments
are designed to perform a central role for handling the challenges in transportation
systems, health care, supplies, learning and education, sensing city dynamics, com-
putingwith heterogeneous data sources, managing urban big data, and environmental
protection issues including decreasing pollution and others [4, 5].

In this chapter, we present a SI-based framework for comprehensive smart cities.
The proposed framework uses a decentralized control over its components in order
to build scalable and flexible smart cities. In this context, we have already proposed
an architecture to integrate and use SI-based algorithms in IoT-based systems [6].
Moreover, this chapter aims to disseminate recent research and development efforts in
the area of smart cities, and investigates trends and challenges to make cities smarter.
The chapter: (1) shows the progress in IoT-based smart cities, (2) can be used as an
initial reading point to explore many of related IoT-based smart city applications, (3)
presents trends on how the SI paradigm can be used to build an urban-scalable IoT
system.

The chapter is organized as follows: First, we present typical SI-based algorithms
and their scope of application in Sect. 2. Then,we present an overviewof existing IoT-
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based smart cities in Sect. 3. After that, in Sect. 4, we present the proposed framework
and some trends on how SI paradigm could be used to build flexible and scalable
smart cities. Finally, we conclude the chapter in Sect. 5.

2 Swarm Intelligence-Based Algorithms: An Overview

In Artificial Intelligence, heuristics are methods giving the possibility to speed up
processes. They could be developed for one problem and used for another one. In
this Section, we present a set of typical SI-based algorithms with their scope of
applications.

The main characteristics of swarm intelligence such as robustness, adaptability
and self-organization, flexibility, scalability and decentralization, are getting a good
solution to distributed problems. In recent years, SI-based algorithms have become
more and more popular due to their capabilities to provide solutions to complex
problems. Many of them have today reached a good level of maturity that allows
their practical application to the realization of smart city applications and services.
In particular, such algorithms are: Ant Colony Optimization (ACO) [7, 8], Artificial
Bee Colony (ABC) [9], Honey BeeMatingOptimization (HBMO) [10], FireflyOpti-
mization Algorithm (FFA) [11], Glow-worm SwarmOptimization Algorithm (GSO)
[12], Bacterial Foraging Optimization Algorithm (BFOA) [13], Particle Swarm opti-
mization (PSO) [14], Cuckoo Search Algorithm (CSA) [15], Bat Algorithm (BA)
[16], Shuffled Frog Leaping Algorithm (SFLA) [17], Artificial Fish Swarm Algo-
rithm (AFSA) [18], Wolf-inspired [19] and Cat Swarm Optimization (CSO) [20]
algorithms. Table1, presents typical SI-based algorithms described by five columns
used to show: category of the algorithm (Cat), name of the algorithm (Name), the
reference where the algorithm first appeared (Appeared), the source of inspiration
(Inspired) and the main applications of the algorithm (Applications).

3 Smart Cities

Due to the urban population growth and rapid urbanization, the current city services
and their governance will fail to deliver adequate added values to citizens. It is
essential to improve means and systems that enhance the community’s quality of
life which requires the provisioning of such services in a dynamic and effective
manner. The impressive advances in computing and wired/wireless communication
technologies have brought with them the prospect of embedding different hierarchies
of smartness and intelligence in the so called Smart Cities. In this section, we present
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Table 1 Typical SI-based algorithms and their scope of application

Cat Name Appeared Inspired Applications

Insect-based ACO [7] Pheromone trail
laying and
following
behavior of real
ants

Knapsack problem (KP), travel salesman
problem (TSP), Job shop scheduling
problem (JSSP), vehicle routing problem,
packet-switched routing in internet-like
networks, assignment problem, protein
folding, set problem, device sizing problem
in nanoelectronics physical design, image
processing, data mining, predictive control
for nonlinear processes

ABC [9] Foraging behavior
of honey bee
swarm

Continuous optimization, dynamic
clustering, train neural networks, medical
pattern classification, TSP, network
reconfiguration problem in a radial
distribution system, task allocation,
multi-level thresholding, routing problem

HBMO [10] Marriage in real
honey-bee

Clustering, TSP, process planning problem,
vehicle routing problem, image processing,
classification, global unconstrained
optimization, process planning and
scheduling problems, probabilistic optimal
placement and sizing of distributed energy
resources

FFA [11] Flashing behavior
of fireflies

Image processing, feature selection and
fault detection, train neural network,
semantic web composition, classification,
clustering, routing in wireless sensor
networks (WSN), heart disease prediction,
JSSP, numerical optimization, load
frequency control (LFC), synchronization

GSO [12] Behavior of
glowworms in
emitting luciferin.

Image processing, KP, TSP, distributed
resource management, data clustering,
location optimization

Bacteria BFOA [13] Social foraging
behavior of
Escherichia coli
bacteria

Mathematical analysis, electrical
engineering, neural network problems,
pattern recognition, machine learning,
image processing, WSN, JSSP, vehicle
routing problem, dynamic economic
dispatch problem, optimal location

Bird PSO [14] Coordinate
movement of fish
schools and bird
flocks

TSP, KP, flow shop scheduling problem,
DNA sequence assembly, the quadratic
assignment problem (QAP), JSSP, data
clustering, data mining, image processing

CSA [15] Breeding behavior
of cuckoo birds

Data clustering, data gathering, chemical
engineering, image segmentation, neural
network training problem, scheduling
problems, semantic web service
composition problem, TSP

(continued)
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Table 1 (continued)

Cat Name Appeared Inspired Applications

BA [16] Echolocation
behavior of
micro-bats

Continuous optimization, combinatorial
optimization and scheduling, inverse
problems and parameter estimation,
classification, clustering, data mining,
image processing, discrete decision making

Amphibious SFLA [17] Leaping and
shuffling behavior
of frogs to
exchange
information

Data mining, image processing, circuit
design, robot control, manufacturing
optimization, scheduling problems, TSP

AFSA [18] Collective
movement of the
fish and their
social behaviors

Artificial neural network training, function
optimization, data mining, image
processing, robot control optimization,
routing problem, data clustering

Wild Wolf [19] Predatory
behaviors of the
wolf colony

Global optimization problems, training
multi-layer perceptrons, parameter
estimation in surface waves, JSSP, TSP,
control of a multi-area ST-Thermal power
system, power dispatch problem,
multi-criterion optimization, path planning
for mobile robot

CSO [20] Seeking and
tracing modes of
cats

Optimal linear phase FIR filter design, IIR
system identification, binary discrete
optimization, clustering, optimizing
artificial neural networks, Solving
multiobjective problems, workflow
scheduling in cloud computing
environment, power consumption in WSN,
set covering problem, TSP

definitions of smart cities (Sect. 3.1), then we summarize smart cities related works
(Sect. 3.2), and we finally present a qualitative comparison among them. All of this
will be done with the aim to show the progress in using SI and other paradigms in
smart cities modeling and development.

3.1 Definitions

There are multiple definitions regarding smart cities which vary with the context
of use [21]. As defined by Harrison et al. [22], a smart city is: “a city connecting
the physical infrastructure, the IT infrastructure, the social infrastructure, and the
business infrastructure to leverage the collective intelligence of the city”.
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Toppeta [23] defines a smart city as a city “combining ICT and Web 2.0 tech-
nology with other organizational, design and planning efforts to dematerialize and
speed up bureaucratic processes and help to identify new, innovative solutions to city
management complexity, in order to improve sustainability and livability”.

Technologically, smart cities are not only about automating routine functions, but
alsomonitoring, understanding, analyzing, andplanning the city andprocesseswithin
it [24]. In this regard, Picon refers to the intelligence of cities where intelligence
is defined in the sense of the ability to learn, understand and reason using ICT
technologies [25].

3.2 Related Works

In this Section, we present works related to smart cities and compare them qualita-
tively. In particular, we categorize the followingworks in four categories: Smart Envi-
ronment, Smart Government, Smart Mobility, and General Frameworks for smart
cities and Security in smart cities.

3.2.1 Smart Environment

Waste Collection
Medvedev et al. propose [26] a waste collection system named Decision Support
System (DSS), enhanced with IoT services which enable dynamic scheduling and
routing in smart cities. The proposed system features an on-board surveillance system
which makes the process of problem reporting and evidence collection more usable.

Gutierrez et al. [27] present a practical intelligent waste collection cyber physical
system. Such system is based on an IoT sensing prototype which measures the waste
level of trashcans and sends this data over the Internet to a server for storage and
processing. Based on this data, an optimization process allows creating the most
efficient collection routes, and forwards them to workers.

Anagnostopoulos et al. [28] present a system model which assumes two kinds of
trucks for waste collection, the Low Capacity Trucks and the High Capacity Trucks,
to propose a dynamic routing algorithm which is robust and copes when a truck is
overloaded or damaged and needs replacement.

Anagnostopoulos et al. [29] consider the management of the trade-off between
the immediate collection and its cost. The aim is to minimize the time required for
serving high priority areas while keeping the average expected performance at high
level. Authors propose four models for serving the immediate collection of high
priority bins, and provide routing functionalities and routing adaptation for serving
areas that are characterized as critical (high priority).

Medvedev and Zaslavsky [30] propose a conceptual architecture of a hybrid con-
text storage and indexing mechanism that enables and supports the Context Spaces
theory based representation of context for large-scale smart city applications. The
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proposed approach is illustrated using a solid waste management system scenario
with adaptive garbage collection from IoT enabled garbage bins.

Aazam et al. [31] propose a Cloud-based Smart WAste Management
(CloudSWAM), where waste bins are connected to the cloud and data is stored there
in real time. There are separate bins for each category of waste (organic, plastic and
bottles, and metal). Since the proposed smart waste management is associated with
cloud, the statuses of all waste bins throughout the city or even country are accessible
from the cloud. All the stakeholders, including recycling agencies, can take a note
of that and plan accordingly. The waste collection is also done when it is required,
helping the waste management to decide a cost-effective route while collecting the
waste within a metropolis.

Castro et al. [24] propose a smart monitoring system for public trash cans. The
system consists of a network of small and battery powered wireless sensors that are
retrofitted to existing trash bins, a cloud based back-end that aggregates data from
the sensors, and a front-end that visualizes the utilization levels of the bins. Three
major requirements were identified: low cost sensor, simplicity, Open/transparent
system. For system design, authors developed an addon sensor system, that is simple
to install, inexpensive and based on open standards.

Lokuliyana et al. propose in [32] an IoT-based framework for waste management
with the aim to automate the solid waste identification, localization and collection.
Authors argue that higher efficiency and lower latency can be achieved by imple-
menting the proposed framework.

Smart Grid
Los Angeles Smart Grid Project [33] was launched in 2010 and set to transform the
Los Angeles municipal utility into a Smart Grid. It aims at: installing smart meters
to thousands of customer premises, implementing and experimenting with demand
response mechanisms, developing scalable machine learning algorithms trained over
large amounts of data to forecast the demand at intervals of 15min within a few hours
or the next day.

Hurtado et al. propose in [34] a smart grid (SG) building energy management
system (BEMS). The developed hierarchical agent structure allows lower level agents
abstracting the information of their immediate environment into the form of single
value information blocks for the higher level agents. A PSO optimizer is proposed
to improve the MAS’s capability in exploiting the building’s flexibility for the SG.

Kane et al. propose in [35] a parallel computing and communication architecture
calledReflex-Tree, inspired by the humannervous system,which uses several distinct
hierarchical layers to process and react to millions of data streams of biological
sensory information in real-time. The key element of the reflex-tree concept is the
inclusion of automated “reflex” circuits in the sensing and distributed computing
architecture. The architecture was tested on two case studies: city power supply
network and gas pipeline management.

Smart Building
Asimakopoulou and Bessis [36] discuss the opportunity of how various participant
users including critical infrastructures, cars, buildings, and humans could be con-
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nected via sensors and mobile APIs in order to capture data about their surrounding
environment. Authors present a technical model for smart cities and crowd sourcing,
in which the whole community contributes towards an integrated disaster manage-
ment and at the same time receives personalized warnings, evacuation routes and
other messages according to the current situation.

Molina et al. [37] present a model for an Area Sensor Network exploiting all
the existing communication infrastructures to connect any type of sensor (ZigBee,
Bluetooth, WirelessHART, Ultra Wide Band, also including Wifi, 3G and Internet)
located in an area. The framework uses the Sensor Observation Service as a common
sink of sensed data from Wireless Area Sensor Networks [38], from Body Sensor
Networks [39] and from fixed networks in form of open data. The effectiveness of the
approach has been shown through SmartLabBuilding, containing smart laboratories
and workers wearing sensors.

3.2.2 Smart Government

E-Government
Cano et al. [40] present a model of conceptualization of the citizens as sensors
in the design of digital architectures of smart cities. Authors consider the level of
participatory governance as one of the main parameters to measure smart cities. The
proposed model involves the citizens in decision making concerning e-governance
by providing citizens and communities with access to information and high quality in
responding to social needs. Authors present a model of citizen-sensor triangle which
supports participation, urban digital democracy, interoperability and the openness of
urban data.

City Monitoring
Zanella and Lorenzo propose in [41] a web-based approach for the design of IoT
services, and the related protocols and technologies, discussing their suitability for
smart city environments. The proposed framework is tested on the “Padua Smart
City” project, which is a proof-of-concept deployment of an IoT island in the city of
Padua (Italy) and interconnected with the data network of the city municipality.

Jamil et al. propose in [42] an air pollutionmonitoring system aroundmetropolitan
and industrial cities in Pakistan by using Zigbee based WSNs while deployed on
public transport vehicles. The model has been developed for indoor and outdoor
hazardous gases.

Some researches report that city areas can produce positive emotions in their
citizens, as the contact with natural places. In this area, Roza and Postolache propose
[43] a smartphone application that analyzes the citizen’s emotions and shares it with
others in order to improve the level of citizen’s information about what kind of
emotions the citizens feel when they visit a certain city area.

Shah andMishra in [44] present an IoT-based system for environment monitoring
to control temperature, humidity andCO2. Apart from sensing temperature, humidity
and CO2, the sensor node is claimed to be low power. The system consists of a
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transmitter node that senses the data and transmits it to a receiver node through
wireless communication. Then, the received data is transferred to a personal computer
through a USB interface. The sensed data is graphically depicted and recorded in an
excel sheet. This data is then transmitted to a database via internet and transferred to
a smartphone.

Giordano et al. [45] propose a three-layer architecture called Rainbow, based on
a Multi-Agent System (MAS). It is designed to bring the computation as close as
possible to the physical part. The three layers are: (i) the physical one, enclosing
sensors and actuators, which are directly immersed in the physical environment;
(ii) the Intermediate one, where sensors and actuators from the physical layer are
represented as Virtual Objects; and (iii) the upper layer, concerning the cloud part.
Three smart city applications have beendevelopedbyusingRainbow: noise pollution,
urban drainage networks, and smart street. In this latter, a set of sensor nodes have
been deployed in the city (some nodes host noise, temperature, relative humidity
and luminosity sensors, some other nodes host air quality sensors, measuring the
concentration of CO, CO2, NO and O3). Information are collected by sensors, then
filtered and aggregated. A web portal is available showing geo-referenced sensor
measures as well as aggregated information indexes.

Kumar andSingh [46] propose a recognition system for pet animal (dogs) to recog-
nize individual dogs using their facial images in smart cities. The recognition system
does not need any extra hardware like RFID-tags, embedding microchips, hot iron,
freeze-branding and sensors. They propose a Fisher Linear Projection and Preserva-
tion (FLPP) feature extraction and representation approach for unique recognition of
pet animals. In the proposed recognition system, the surveillance camera performs
the face detection of individual dogs and localizes the Region of Interest (ROI) of
captured face images of dog. After detection, dog face images (e.g., different size of
face image frames) are extracted from the captured video.

Cicirelli et al. propose iSapiens [47–49], an edge- and agent-based platform, as an
effective IoT tool for the implementation of distributed smart city applications. A real
case study, namely theSmart StreetCosenzahas been implementedbyusing iSapiens.
In this case, iSapiens allows to gather data from the Smart Street and to provide
citizens with information about climatic and environmental wellness. Moreover, an
alert system for the detection of anomalies that may occur in the covered city area has
been developed. The design of the Smart Street has been realized through the Smart
EnvironmentMetamodel (SEM) [50, 51] framework which shows themodeling over
two perspectives, namely functional and data requirements.

Alhussein proposes in [52] a cloud-based framework to monitor Parkinson’s dis-
ease (PD) in smart cities. He implemented a complete framework which allows a
client to upload a voice signal to the cloud. The cloudmanager authenticates the client
and receives the signal. The manager then sends the signal to the feature extraction
and classification server, which extracts and selects some features from the signal,
which is then classified as PD or healthy based on the selected features. Once the
signal is classified, the cloud manager establishes a connection with an available
registered doctor, sending the results and the voice samples to the doctor. The doctor
then sends a prescription back to the cloud, and the cloud manager notifies the client
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with the decision and the prescription. Based on the prescription, the client obtains
a treatment. Then, the city controls vehicles and traffic to provide the client with the
service as smoothly and early as possible.

Calbimonte et al. [53] focus on allowing citizens to self-monitor their environ-
ment and assess the quality of the resources in their surroundings. Authors aim to
construct an hybrid and heterogenous sensing network by interconnecting multiple
participants: stationary stations, mobile sensing devices on public transportation and
crowdsensing. Experiments were realized on air quality monitoring.

3.2.3 Smart Mobility

Traffic Regulation
Cosido et al. propose in [54] a method to automatically find a cycle route in the area
of Santander. The model uses a combination of soft computing and geographic infor-
mation system techniques. The resulting multi-objective NP-hard problem is solved
with a population-based bio-inspired meta-heuristics (adaptation of the Ant Colony
Optimization (ACO) andMulti Objective Ant Colony Optimization (MOACO) algo-
rithms).

On the control of an underground railway intersection problem, Patrascu et al.
propose [55] an agent-based scalable coordination architecture in the framework of
smart cities concept and Intelligent Operation Centre (IOC) strategy.

Stolfi et al. [56, 57] propose an approach called Red Swarm which allows con-
tinuous distributed exchange of data between vehicles and several spots located at
traffic lights (using V2I communications) in order to suggest a customized route to
each vehicle. Red Swarm consists of: (1) Spots installed at the traffic lights over the
city, which use a WiFi connection to suggest new routes to vehicles, (2) Rerouting
Algorithm, which selects the route to be suggested, (3) The evolutionary algorithm
which computes the configuration of the system, (4) User Terminal Units, such as
mobile phones or tablets to communicate with the spots.

Authors in [58, 59] propose an open platform, composed of four layers: (1) layer
0, which integrates sensing/performance technologies, is characterized by an open-
ness regarding the connection to sensor networks of different natures, (2) Low-level
services layer, which provides services such as filtering of signals, normalization
services, (3) Information fusion algorithms layer, which facilitates an intelligent
management of the information obtained from the lower levels of the architecture.
Here, intelligent agents specialized in Information Fusion are required (supervised
learning and previous training, Hierarchical Ant Based Control H-ABC), (4) High-
level services layer, which provides an innovative module that allows management
and customization of services to end users.

Li et al. [60] propose an optimization-based framework for determining adaptive
traffic signal time settings. Authors formulate a comprehensive bi-level optimization
model. The upper-level determines the traffic signal settings to minimize the average
travel time, while the lower-level aims at achieving the network equilibrium. Genetic
Algorithms (GA) are used to find near-optimal solutions.
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Liu et al. [61] propose a cloud-based taxi trajectory pattern mining and trajectory
clustering framework for smart cities which includes: preprocessing raw Global
PositioningSystem trace, proposing a distributed trajectory patternmining algorithm,
and proposing a distributed trajectory clustering algorithm.

Smart Parking
Horng proposes in [62] an innovative adaptive recommendationmechanism for smart
parking. It helps drivers to quickly find a parking space and reduces traffic conges-
tion by using cellular automata mechanism and cognitive radio network model. The
author adopts the Artificial Fish Swarm Algorithm to build this two-parts parking
recommendation mechanism.

Baroffio et al. propose in [63] a parking lot occupancy detection system based on a
Visual Sensor Network (VSN) that can be operated using the analyze-then-compress
paradigm. Camera nodes extract local features specifically designed for the task at
hand and transmit them to a central controller where a classifier is used to retrieve
the occupancy information.

Mohammad et al. propose in [64] a cloud based and IoT centered architecture for
efficient reservation of parking named BlueParking which efficiently finds the best
available parking slots near the driver’s destination. The advantage is the procedure
that helps the drivers to reserve the best location from source based on intelligent
routing and time estimation of the trip. BlueParking has been simulated by using
Vehicle Starter Kit. The scheme is developed and demonstrated on the BlueMix IoT
platform.

Yavari et al. propose in [65] an IoT-based contextualization technique that consid-
ers the entire range of data that are being collected in smart cities and uses such data
to provide hyper-personalized information to each user in the smart cities. Authors
exemplify the proposed solution in a smart parking space recommender applica-
tion/service.

Grodi et al. propose in [66] a prototype of smart parking system. The system
makes use of wireless sensor networks and wireless networks for detecting parking
spaces status and reporting it to a database in a real-time basis. Parking detection
requires some sort of sensor that can check the occupancy status of a parking spot.
Sensors are connected to a user notification system. The gathered information are
put on the web allowing anyone with an internet connected device to visualize such
information.

Aydin et al. propose in [67] a navigation and reservation based parking system.
The aim is to find the minimum distance to the free parking slot. The route from
the current position to the nearest free parking slot is determined by using a genetic
algorithm.
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3.2.4 General Frameworks for Smart Cities and Security in Smart
Cities

Chourabi et al. [68] propose eight factors that are essential for understanding smart
city initiatives: management and organization, technology, governance, policy, peo-
ple and communities, economy, built infrastructure, and the natural environment.
These factors have been brought together into a smart city framework which explains
the relationships and influences between these factors and smart city initiatives. The
factors in this framework are represented at two different levels of influence in order
to mirror the differentiated levels of impact.

Bicocchi et al. [69] aim at realizing large socio-technical superorganisms to sup-
port collective urban awareness and activities. They propose a middleware architec-
ture which enables superorganism features with connection to cloud-components.
Authors give specific attention to the awareness layer which will be responsible of:
filtering sensor data streams coming from heterogeneous sensors, classifying data
using general or specific purpose algorithms, and fusing classification labels to obtain
a coherent overall picture of the situation. Inspired by biologic mechanisms, it is able
to autonomously self-reconfigure and to dynamically enable and disable specific data
streams.

The SmartSantander project [70] targets the creation of an European experimen-
tal test facility for the research and experimentation of architectures, key enabling
technologies, services and applications for the IoT in the context of smart cities. This
facility aims to leverage key IoT-enabling technologies and to provide the research
community with a unique in-the-world platform for large scale IoT experimentation
and evaluation under real-world operational conditions.

Zambonelli proposes in [71] a reference architecture for an infrastructure to
support the future vision of self-organizing urban super-organisms. The reference
architecture and its configurable coordination laws can support coordination among
heterogeneous agents, can express situation-awareness by integrating advanced clas-
sification techniques, and can support and control a variety of self-organizing coor-
dination patterns.

Muvuna et al. [72] propose a standard and holistic model which integrates all the
sub-systems within a smart city system. The proposed model considers the smart
sub-systems as parts of smart cities in which it gathers data blocks from sub-systems
and processes them into meaningful information easily understandable by users.
The smart city platform operations pass through three stages: data production, data
processing, and sharing of information. The model presents an integrated platform
on which information is shared and made available to both citizens and decision
makers.

Authors in [73] propose a service oriented middleware called SmartCityWare
for effective integration and utilization of CoT and fog computing. SmartCityWare
abstracts services and components involved in smart city applications as services
accessible through the service-oriented model.
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Kamienski et al. propose in [74] a contextaware management framework, where
contexts are modeled as graphs and can be explicitly designed and their occurrences
can be tracked down.

Van Zoonen [75] proposes a framework for exploring people’s specific privacy
concerns in smart cities. Smart city privacy challenges consider: personal data used
for service purposes, personal data used for surveillance purposes, impersonal data
used for surveillance purposes and impersonal data collected for service purposes.
The framework was then used to explore how specific technologies (smart bin, smart
parking), and data usage (predictive policing, social media monitoring) may produce
variable privacy concerns.

Li et al. [76] present a mobile-cloud framework to solve the data over-collection
problem, which immensely improves the security and saves storage space of smart-
phones. All the data is stored in the cloud, and smartphones only deal with some basic
operations of applications. Every application that wants to use users data sends its
request for accessing to the cloud, and the cloud access control service could provide
detailed permissions for every application to every block of users data (Table2).

3.3 Discussion

Table2 shows a qualitative comparison of works presented in this Section. It con-
sists of eleven columns, used to show: the sub-system (SS), the application (App),
the research reference (Reference), which technologies and paradigms were used
(Cloud, Fog), Swarm Intelligence (SI), Evolutionary Algorithms (EA), Agent-Based
Computing (ABC) [77, 78], Self-Adaptive behaviors (Self-A)), whether experiments
are realized (Real Implementation (RI)) or simulated (Computer Simulations (CS)).

Regarding the table rows, S.Buil and E.G stand for: Smart Building and E-
Government respectively. General Frameworks for smart cities and Security in smart
cities (GF-and-S) in Table2 groups privacy concerns works and frameworks with no
case study, while if frameworks are used with a case study, they are reviewed in
the section addressing the case study itself. Signs: × and – are used to mark the
paradigms as existing in current work or not respectively.

From Table2, some conclusions can be inferred:

• Cloud provides complementary resources for storage and processing in IoT-based
applications. Typically, all the presented works are based on cloud (about 75%).

• Fog computing gives a very important value in smart cities [79], since it allows
real time processing and gathering of data. It is an emerging technology and about
18% of the discussed works rely on it.

• ABC is a paradigm that uses cognitive or reactive agents to solve complex prob-
lems. About 24% of the presented works consider the ABC paradigm. It has been
used in the discussed works to allow: fog computing, adaptive behaviors and to
provide objects with intelligence.
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• EA are bio-inspired technologies, used to provide self-adaptive and self-organized
behaviors. 16% of the discussed works consider EA algorithms to allow self-
configuration.

• A few works considered distributed collective behaviors (sensing, coordination or
communication).

• SI paradigm has been considered in smart city sub-systems through SI-based algo-
rithms in order to resolve optimization problems (13% of the presented works).
However, SI paradigm as a modeling scheme has not been considered for smart
cities.

• In order to adapt to dynamic changes and growing in smart cities, self-adaptive
behaviors were widely considered in the presented works (49%).

• All the presented works (unless [72]), focus on smart city sub-systems and ignore
the integration and the modeling of smart cities as a whole.

4 Swarm-Based Smart Cities

This Section proposes a SI-based framework for smart cities. Moreover, it presents
some trends on how to use the SI paradigm to make smart cities flexible and scalable.

4.1 A SI-Based Framework for Smart Cities

We present in this Section, a comprehensive smart city architecture (see Fig. 1). In
this architecture, we define a smart city as a whole system composed of several sub-
systems. Each sub-system is composed by a set of applications and each application
is a swarmof entities (sensors and actuators). As in nature law, smart city entities need
or provide resources to other entities from the same or different families. Entities
need to be complementary in order to survive and to achieve mutual benefits. We
classify interactions in our model into two types: (1) co-work interactions, where
sensors and actuators belonging to the same application exchange information in
order to realize a global goal, (2) social interactions, where sensors and actuators
belonging to different applications exchange information to realize specific goals.

According to the categorization presented in Sect. 3.2 and Table2, the proposed
architecture integrates four of the most studied trends: smart environment, smart
mobility, smart government, general frameworks for smart cities and security in
smart cities [72]. It could be extended to integrate the six pillar trends since there are
many more applications in real world. To realize a robust, scalable and reliable smart
city, the control in the system and over its components needs to be decentralized. We
adopt an hierarchical structure, where in each level the system is decomposed into
different data blocks. The lower level includes sensors and actuators. Actuators could
be triggered subsequently by data captured using sensors from another application.
As to formulate the system as a swarm, we suppose that system entities can exchange
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information between them directly or indirectly. Thus, data from each application
is stored in data blocks at Application Level (e.g. Data Block- Smart Building,
Data Block- Smart Parking…) and data from different applications belonging to the
same trend is stored in data blocks at Sub-System Level (e.g. Data Block- Smart
Environment,Data Block- Smart Mobility…) and data from all sub-systems is stored
in data blocks at System Level (Data Block- Smart City). The communication is
direct between entities belonging to the same application (e.g. traffic regulation and
smart parking) and it is indirect through data blocks at Application Level, if entities
belong to different applications but the same trend (e.g. smart building and security).
While, if entities belong to different trends the communication is indirect through
data blocks at Sub-System Level. Finally, data blocks at System Level are used to
store the whole smart city data and to communicate it to other smart cities or external
applications.

The hierarchical structure of the proposed SI-based architecture is detailed below,
while the graphical representation is given by Fig. 1.

1. System level: It is the higher level which constitutes the whole system. It is
composed of a collection of sub-systems. It conserves all the data gathered by all
the sensors deployed in the city. Data is transferred by lower levels. Data is stored
and then can be transmitted to smart city sub-systems, to government or even to
other cities. This level data block could be deployed in the cloud.

2. Sub-System level: According to the categorization presented in Sect. 3.2, there
are four sub-systems: smart environment, smart mobility, smart government and
general frameworks and security in smart cities. Each sub-system is composed of
a set of applications. Each sub-system stores the data derived from theApplication
level. Data is centralized in sub-systems data blocks, which can communicate in
a decentralized manner to exchange information between them. Fog technology
is required in this level to allow real time operations and high quality services.

3. Application level: In Fig. 1, we list a set of applications which include (but are
not limited to): traffic regulation, smart parking, waste management, smart grid,
smart building, security, E-Government and city monitoring. Each application is
considered as a swarm of entities (sensors or actuators). Data gathered by sensors
of each application is stored Data Blocks specific for this application. Data from
this level is cloned to the appropriate sub-system level. Fog computing technology
is also required in this level.

4. Sensors/Actuators level: This is the lowest level. It envelops sensors and actua-
tors which could be machines, materials, computers or even humans. Sensors and
actuators belonging to the same application can directly exchange information.
While those belonging to different applications can communicate it from data
blocks of the Application Level. ABC paradigm is used in this level (i.e. mobile
software agents).
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4.2 Swarm Intelligence in Smart Cities: Trends

To make scalable, robust and sustainable smart cities, in our point of view, many
trends regarding SI need to be investigated:

• The social dimension of swarm individuals provide scalable and reliable solution
to complex and dynamic problems. Thus, objects (devices) could be extended
with social dimension: the complementary capabilities of devices need to be
brought together, coordinated and organized through the rely on bio-inspired self-
organizing approach, specifically the Swarm Intelligence one.

• Agent-Based Simulation (ABS) is a suitable tool to address new challenges for
smart city solution development strategies, ranging from modeling social mecha-
nisms to proposing new emergent phenomena and interactive systems design.

• Models and infrastructures should be created to make it possible to engineer large-
scale systems. Such models and infrastructures should enable a variety of related
self-organizing patterns to be put in place and working at the same time, and
to concurrently express various forms of collective behaviors serving different
purposes.

• Techniques of Swarm Intelligence Optimization (SIO) open the door for a promis-
ing future for geospatial technological developments, moreover they help in reduc-
ing its inherent fuzziness by application of suitable metaheuristics techniques.

• SI-based algorithms provide robust solutions to various combinatorial problems.
Many of the challenges actually existing in smart cities were already considered in
literature through SI-based algorithms. Hence, they could be adapted by including
IoT infrastructures to meet smart city requirements and to solve smart city chal-
lenges. For example,wastemanagement is a problem in smart citieswhich required
solutions to different sub-problems such as scheduling, routing and optimization
of trash locations. If we take a look at column Application in Table1, we can
see that the scheduling problem was resolved using several SI-based algorithms
(CSO, FFA, ABC, HBMO, PSO, Wolf and CSA), also location optimization was
resolved by GSO algorithms and vehicle routing was resolved by ACO, BFOA,
AFSA and BA. So, these solutions could be used in smart city context by adapting
them and integrating IoT technologies.

• MAS are suitable technologies to deal with uncertainty in dynamically changing
environments. This technology plays a crucial role in the proposedmodel [80, 81].

• With the continuous growing of installed devices, IoT should be based on low-cost
micro-controllers to build scalable complex systems.

• Decentralized control constitutes the best solution to build scalable systems but
coordination issues need to be addressed.

• Swarm robotics could be a source of inspiration to solve coordination issues.
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5 Conclusion

In this paper, the potentiality to use the Swarm Intelligence paradigm and algorithms
in order tomake Smart Citiesmuchmore smart and scalable has been analyzed. In the
proposed vision, objects could be assimilated to animals with very low capabilities as
individualswhich produce high level and complex behaviors at group level. However,
to reach this goal, many research challenges still need to be addressed, and suitable
middleware infrastructures have to be developed. This chapter was divided into three
fundamental parts: the first has presented themost common SI-based algorithms. The
second has focused on smart city definitions and related works. Finally, in the third
part, a SI-based framework has been proposed, and then guidelines on how to use SI
within smart cities in order to make them flexible and scalable have been presented.
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Cost Saving and Ancillary Service
Provisioning in Green Mobile Networks

Muhammad Ali, Michela Meo and Daniela Renga

Abstract Mobile Network Operators (MNOs) are facing huge operational costs,
due to the staggering increase of mobile traffic and to substantial bandwidth reliabil-
ity requirements needed to enable the services of Smart Urban Ecosystems. With the
purpose of reducing the cost due to power supply, dynamic load adaptation techniques
are often implemented in Mobile Networks, in order to save energy when the traffic
demand is low. Moreover, renewable energy (RE) sources are commonly introduced
to power base stations, further contributing to decrease the operational expenditures.
Finally, in a Demand Response context, the Smart Grid (SG) may actively ask its
customers to dynamically adapt their consumption, bymeans ofmonetary incentives.
The MNO is interested in improving the interaction with the SG, since mutual bene-
fits can be obtained: cost reduction for the MNO and ancillary service provisioning
from the SG side.We investigate via simulation a mobile access network whereWiFi
offloading techniques are combined with a properly designed energy management
strategy, in order to reduce the load and better satisfy the SG requests. The impact
of WiFi offloading is analyzed in different scenarios, including those envisioning
the use of RE to power base stations (BSs) and/or the application of Resource on
Demand (RoD) strategies, that activate or deactivate BSs based on traffic demand.
Real data about traffic, RE production and SG requests are adopted. WiFi offloading
results effective both in improving the probability of providing ancillary services
and in reducing operational costs in any scenario, even when no RE is available.
Furthermore, its impact is even more significant than the application of RoD strate-
gies. Positive revenues are also possible for the MNO when RE are used, even when
photovoltaic panels with relatively small capacity are installed.
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1 Introduction

The staggering increase of the mobile traffic is currently leading Mobile Operators
to deploy denser mobile access networks, especially in urban environments, thus
entailing a considerable rise in their operational costs. Furthermore, with the exten-
sive penetration of the Smart City paradigm, cellular networks are going to play a
fundamental role in urban environments. Indeed, mobile networks will be essential
in enabling several of the countless services deployed in Smart Urban Ecosystems,
including smart mobility, safety and environmental protection, smart building, and
enforcement of energy efficiency and awareness. In this context, mobile networks
should provide high bandwidth capacity, fast speed Internet access for the services
that are becoming the more and more demanding, and high reliability in terms of
service continuity. Considering that mobile traffic is growing twice as fast as fixed
IP and that 27 billion of networked devices and connections are expected by 2021,
leading to an annual mobile traffic exceeding half a zettabyte, the energy consumed
by mobile access networks is bound to incredibly rise, and so is the energy bill for
Mobile Operators [1]. At the same time, within the Smart City ecosystem, the Smart
Grid represents a new paradigm replacing the traditional electric grid, by envision-
ing several distributed energy producers, possibly from renewable energy sources,
rather than a single energy supplier, and enabling bidirectional flows both of informa-
tion and energy. One of the challenges of new electricity generation and distribution
networks is coping with themismatches between electricity demand and supply, mis-
matches that are more difficult to predict due to the presence of renewable sources.
However, by making the grid “smart” and capable of interacting with the customers,
it is possible to introduce new paradigms of electricity supply and consumption in
which the customers take actively part in the process. With the electric power grid
becoming a Smart Grid (SG), the Demand Response (DR) policies applied by the SG
operator (SGO) may highly affect the energy costs, by introducing huge variability
in the energy prices over time. The DR approaches aim at maintaining the demand-
supply balance by adapting demand to the production curve. Production excesses are
coped with by setting low energy prices that incentivize end users to increase their
demand; conversely, users are induced to reduce their consumption when the pro-
duction is low, by letting energy prices rise. By dynamically modulating their power
consumption in accordance with the SG requests, users can contribute to provide the
so-called ancillary services (ASs).

In this context, big consumers can have a central role.While they can significantly
contribute to DR objectives by adapting their (huge) demand, their convenience con-
sists in the possibility to obtain important electricity cost reductions. Telecommuni-
cation mobile operators are an example of such big consumers. Today, operators are
experiencing huge costs to power their devices and this is expected to get even worse
in the future. At the same time, they have some possibility to act on their network to
adapt consumption to the SG requests.

Weconsider in this study the use ofWiFi offloading (WO) technique.WiFi offload-
ing consists in transferring a portion of themobile traffic from theBSs to some nearby
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WiFi Access Points (APs). This technique is commonly adopted to relieve mobile
access networks from a part of their traffic load during peak hours in heterogeneous
networks. In our case, WiFi offloading is introduced as a way to decrease the traffic
loadwhenever the SG requests a reduction of the consumption.WiFi offloading alone
may not lead to remarkable reduction in the consumption, due to the limited load
proportionality of energy consumption. However, when applied in a scenario where
the base stations (BSs) can also be switched on and off, WiFi offloading allows
to further decrease the number of active BSs, hence to further reduce the system
consumption. Hence, we investigate the effect of WiFi offloading in improving the
interaction of the mobile network with the SG, both in the case of the normal network
operation as well as in the case in which Resource on Demand (RoD) strategies are
used to reduce the overall consumption of the network. RoD techniques reduce the
consumption by dynamically switching on and off the base stations based on the
traffic load. Furthermore, we investigate whether the WiFi offloading approach may
further benefit from the introduction of a local renewable energy (RE) generator in
the mobile access network. Several examples of mobile networks powered by RE
can already be found in the literature [2]. The irregular and unpredictable nature of
RE production is addressed by the installation of an energy storage device, where
extra amounts of produced RE can be harvested for future usage, for example during
the night. The expected impact of local RE generation results from two reasons. On
the one hand, the RE production allows the BSs to become more independent from
the grid, hence decreasing the demand from the SG, with consequent lowering of the
cost. On the other hand, the presence of batteries allows also to store energy, when
it is convenient, for future usage.

RoD approaches implyingBS sleepmodes are commonly adopted tomakemobile
networks more energy efficient and the use of RE to power the BSs is emerging as a
technique to make mobile networks more independent from the grid [2–4]. Studies
start to be available related to the application of BS sleep mode based RoD strate-
gies to RE powered BSs [5–8]. Finally, WO represents a widely adopted technique
allowing to migrate traffic from cellular networks to WiFi networks to tackle the
recent explosion of mobile data traffic [9, 10]. However, the interaction between a
renewable powered mobile access network and the SG in a DR framework and with
usage of BS sleep mode RoD techniques is not well investigated in literature and
only few recent studies focus on this issue [11, 12]. In addition, the impact of WO
on improving the energy efficiency and reducing operational costs in a renewable
powered mobile access network interacting with the SG, with possible application
of BS sleep mode RoD strategies, is an aspect that still remains to be investigated.

The study presented hereafter investigates a portion of a RE powered mobile
access network interacting with the Smart Grid in a Demand Response framework.
WiFi offloading techniques are introduced to enhance the response of the cellular
network to the SG requests. The role of WiFi offloading in reducing the energy bill
is analyzed via simulation and its impact on improving the capability of providing
ancillary services is examined as well. Results show that the introduction of WiFi
offloading providesmutual benefits for theMobile NetworkOperator (MNO) and the
SG. Indeed, the application of WiFi offloading techniques combined with a properly
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designed energy management strategy allows to save up to 100% of the energy bill
in our scenario, when WiFi offloading is applied jointly with RE powering. Further-
more, the introduction of WiFi offloading is effective in increasing the capability
of providing ancillary services, in particular by raising the probability of satisfying
the SG requests of decreasing the grid consumption by up to almost 75% in the
scenario investigated in our study. Finally, under the application of WiFi offloading,
an increase in the RE generation system size contributes to significantly increase the
network performance in terms of both raising the probability of providing ancillary
services and reducing operational costs, even achieving positive revenues.

2 Mobile networks in a Demand Response framework

The increasing penetration of distributed renewable energy generators in the SG, inte-
grated alongside traditional synchronous centralized generators, has been responsible
of the huge diffusion of the Demand Response paradigm in recent years. On the one
hand, the presence of several additional distributed power generators may more fre-
quently lead to overrun the absorptive capacity of the traditional power grid, causing
system instability or failure [13]. On the other hand, the erratic nature of renewable
energy production increases the risk of requiring the activation of additional high
inertia generators, in case of peak power demand and low renewable energy produc-
tion, and this is neither desirable nor effective in providing the needed energy supply
in a short time. In particular, Price Based Programs are often adopted as effective
methods to flatten the pattern of energy demand, by adjusting the energy prices over
time, depending on the varying energy load. Users are incentivized to shift their
demand from high peak to low peak periods, by receiving a monetary reward or
penalty, depending on whether they are able or not to accomplish the request from
the SG of increasing or decreasing their consumption [13]. By satisfying the SG
requests, users therefore contribute to provide ancillary services.

The mobile operator (MO) may play a relevant role in the DR framework, by
making the mobile access network actively interact with the SG and dynamically
modulate its energy consumption in accordance with SGO requests. The DR policy
adopted in ourwork envisions that every day theMOforecasts its energy consumption
for the following day depending on the expected traffic, which is estimated based on
historical data. The information is hence provided to the SGO, with a granularity of
half an hour. During the next day, every half an hour the SG announces to the end
users its current request, that may be of type increase (U), decrease (D) or nothing-
to-do (N). In case of U request, the SG is asking its users to increase the energy
consumption from the gridwith respect to the forecast energy; in case ofD, the request
is for decreasing the consumption with respect to the reference amount that had been
foreseen the day ahead; in case of N, no specific behavior is required. Whenever the
MO is able to satisfy the SG request of U or D, it receives a reward, proportional
to the increase or reduction in the consumption, respectively; in case it does not
accomplish and even opposes the request, a penalty is computed, proportional to the
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Table 1 Energy prices, rewards and penalties in (e/MWh)

Price, reward
or penalty

pG rU rD pU pD

Value
(e/MWh)

37 24 60 12 30

gap with respect to the expected demand. Table1 reports the values of energy prices,
rewards and penalties adopted in this study [14]. pG is the cost for unit of energy
bought from the grid. rU and rD are the rewards per unit of energy traded to provide
ancillary services in case of U and D, respectively. pU and pD are the penalties
paid for each unit of energy opposing the SG request with respect to the predicted
consumption, in case of U and D, respectively. Let us denote with C f the forecast
network consumption in a given timeslot, and with Ca the actual consumption in the
same timeslot. When a request of type U is issued, if Ca > C f a reward is provided
to the Mobile Operator, corresponding to rU · (Ca − C f ). Conversely, if Ca < C f a
penalty is due, resulting in an additional cost of pU · |Ca − C f |. Similarly, when a
request of type D occurs, a reward is provided to the MO if Ca < C f , corresponding
to rD · |Ca − C f |, whereas if Ca > C f an additional cost of pD · (Ca − C f ) must be
paid by the MO.

In this work, we investigate the potential of improving the interaction with the
Smart Grid of a mobile access network, by designing energy management strategies
aiming to better react to the requests from the SG. These strategies improve the
interaction with the Smart Grid by exploiting RE sources to power the BSs and the
implementation of RoD andWO techniques, with the purpose of reducing the electric
cost for the MO and enhancing the ancillary service provisioning. The considered
scenario is depicted in Fig. 1. It consists of a green mobile access network where a
macro BS and multiple micro BSs provide coverage over a given area. As it will be
further detailed later on, the cluster of BSs can be powered by the traditional electric
grid, by the renewable energy that is locally produced by PV panels, and by the
energy previously harvested in some local storage. A central controller takes care of
energy management and it is in charge of applying the RoD and WO techniques to
the network system.

3 Mobile network response to the SG

To respond to the SG requests, the mobile operator uses WiFi Offloading. Currently,
WiFi APs are increasingly deployed by more and more operators and private users,
making the WiFi technology become available almost everywhere. Therefore, WO
looks a very promising solution to increase the capacity of cellular networks [9].
In our case, WO is exploited to increase the chance of satisfying the requests from
the grid of decreasing the consumption, by reducing the traffic load right when the
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Fig. 1 The green mobile access network scenario

reward for providing ancillary service is higher. This technique can also be combined
with RoD to further increase its effectiveness. Indeed, the impact of WiFi offloading
in improving the interaction with the SG is evaluated in two different scenarios. In
the first scenario, all the BSs are always kept active, even during off-peak periods.
In the latter, a RoD strategy is applied in order to adapt over time the network
power consumption to the actual traffic demand when the SG requires to reduce the
energy amount drawn from the grid, hence saving energy and receiving rewards. The
proposed strategy exploits the possibility of putting the BSs into deep sleep mode,
in which negligible consumption can be assumed. We consider a cluster composed
of one macro BS and a few micro BS that can increase the capacity of the cluster.
When a request of type D is issued, the RoD scheme operates by switching off one
or more micro BSs, depending on the current traffic that has to be handled by each
of them. If the traffic load decreases below a given threshold, denoted as ρmin , the
micro BS can be switched off and its traffic moved to the macro BS, as long as there
is still enough capacity on the macro BS to handle the additional load [5].
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4 RE to improve the interaction with the SG

The application of WiFi offloading techniques in mobile access networks can help
to better answer to the requests form the SG, in particular in those periods in which
the SG asks for a reduction of the consumption. However, their impact may be con-
strained on the one hand by the minimum capacity to be guaranteed even during off-
peak periods for an acceptable QoS and, on the other hand, by the maximum amount
of traffic load that can be offloaded to theWiFi APs. Furthermore, this approach does
not provide huge margine to satisfy the requests to increase consumption from the
grid, since the cluster load cannot be forced to grow.

The introduction of photovoltaic (PV) panels to power the BSs cluster makes it
more energy self-sufficient and further increases the probability of satisfying the SG
when a reduction of the consumption is required. In addition, batteries are needed
to address the typical intermittent and unpredictable nature of renewable energy
production, since extra amounts of produced RE can be harvested into storage for
future usage, when theRE is not available. At the same time, storage is useful not only
for powering the BSs when the request from the SG is to decrease the consumption,
but also for storing some extra energy drawn from the grid when the request is to
increase consumption.

5 Energy management policy

The energy management strategy applied to respond to the SG requests is now pre-
sented. A general description is provided assuming the presence of a RE generator,
with a set of PV panels whose capacity is SPV and a set of batteries whose size is
expressed in terms of the number of storage units, denoted as B. The same operation
holds in case no RE generator is envisioned. In this case, SPV and B are simply equal
to 0. Cf denotes the network consumption for each half an hour forecast the day
ahead, while Ca is the actual network consumption. In our simulations we assume
that the predicted consumption Cf is computed assuming that no RoD strategy and
no WiFi offloading are applied and all the energy required for the network operation
is drawn from the grid. Every half an hour, different actions can be taken, based on
the type of grid request and the amount of produced RE. The BSs need Ca may be
derived from the produced RE, from the storage (always respecting the maximum
discharging rate) or from the grid. RE may be used to power BSs, harvested into
battery or wasted in some cases. The RE management is based on a first use—then
harvest principle, meaning that the produced RE can be directly used to power the
BSs and only the extra amounts are possibly harvested afterwards. In order to better
answer U requests, an additional amount of energy, denoted as Eb, can be drawn from
the grid and harvested into battery for future usage. Eb is the maximum amount that
can be injected into the battery in half an hour, constrained by themaximum charging
rate and the maximum available battery capacity, denoted as CB . The RE produced
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every half an hour is denoted as Rp, while Eg represents the energy drawn from the
grid for each half an hour. Er denotes the residual energy need of the access network
after Rp has been used to power the BSs. Every half an hour, energy management
decisions are taken according to Algorithm 1. Note that, when the WO is active and
a D request occurs, part of the traffic load is transferred from some micro BSs to
neighboring APs. Afterwards, in case RoD is active and if a D request is issued by
the SG, the energy management system checks the load: if it is sufficiently low and
there is enough capacity in the macro BS, some of the micro BSs can be switched
off and their traffic is moved to the macro BS, as long as there is still enough residual
capacity. Afterwards, Ca is updated accordingly. WO and RoD are hence exploited
to timely respond to the SG requests when needed, i.e. when the SG asks to decrease
the consumption from the grid. The behavior of this energy management algorithm
in terms of RoD application is different with respect to the algorithm proposed in
[15]. In that paper, when the RoD strategy is active, it was always applied, if possible,
regardless the type of SG requests, with the main purpose of decreasing the overall
energy consumption. Hence, when the traffic is low, some micro BSs are turned off
even in case of U or N requests. Hence, in case of RoD strategy application, the net-
work demand forecast the day ahead, C f , was computed assuming the application
of RoD.

In case of U request, a reward is obtained if the total energy taken from the grid,
Eg , is larger than the predicted consumption C f . The reward is proportional to the
extra amount of energy taken from the grid. By converse, in case it is lower, a penalty
is paid proportional to the energy gap with respect to the reference levelC f predicted
the day ahead. Similarly, in case of D, a reward is obtained if Eg < C f , and vice
versa for the penalty.

6 Simulating the mobile network-Smart Grid interaction

As depicted in Fig. 1, we consider a portion of a mobile access network is stud-
ied, consisting of a macro BS, providing coverage over a given area, and 6 micro
BSs, providing additional capacity for peak periods. Real traffic traces from a res-
idential area, provided by an Italian mobile operator [5], are used to simulate the
traffic variation over time in the system. The macro and micro BS consumptions are
derived by applying the EARTH model [16], which takes into account the partial
load proportionality. The BS cluster draws its energy demand from the traditional
electric grid, but it may also be powered by RE. The BS cluster interacts with the SG
and answers to its requests according to the energy management policy described
above. Unlike our previous work [15], where SG requests (U, D, N) were randomly
generated according to a uniform distribution, so that each type of request had the
same occurrence probability, in our simulations realistic traces of SG requests are
considered. These traces are obtained by considering real energy prices, derived from
the Australian energy market [17], that dynamically vary over time, either within a
single day, from day to day or over seasons. The pricing data from the Australian
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Algorithm 1 Energy management algorithm
1: Er = 0; Eg = 0;
2: switch grid request do
3: case U :
4: if (Rp < Ca) then
5: power BSs from the grid;
6: harvest extra energy, Eb, from grid into the battery;
7: waste Rp;
8: Eg = Ca + Eb;
9: else
10: use Rp to power BSs;
11: store (Rp − Ca) into the battery, waste the extra amount;
12: end if
13: if (Eg > C f ) then: a reward is received;
14: else if (Eg < C f ) then: a penalty is paid;
15: end if
16: end case
17: case D:
18: if WO is active then: offload some traffic;
19: end if
20: if RoD is active then: switch off some micro BSs;
21: end if
22: use Rp to power BSs;
23: compute residual need Er = max(0, Ca − Rp);
24: if (Er = 0) then
25: store (Rp − Ca) into the battery, waste the extra amount;
26: else
27: draw Er from the battery and, if needed, from grid;
28: Eg = max(0, Er − Batter y Level);
29: end if
30: if (Eg > C f ) then: a penalty is paid;
31: else if (Eg < C f ) then: a reward is received;
32: end if
33: end case
34: case N :
35: code from line 21 to 28;
36: end case
37: end switch

energy market have been considered instead of the Italian energy prices in order to
study a scenario where the SG request dynamics are highly affected by the extensive
penetration of RE sources. The energy prices adopted for this study are those regis-
tered in the Australian State of New South Wales during the year 2016. These prices
are set by the SG operator and they are provided with a timestep granularity of 30
minutes. Their values are mapped into three price ranges, corresponding to the three
types of SG requests. Low range values are mapped as requests of type U, whereas
high prices are mapped as requests of type D. Intermediate prices correspond to N
requests. Thresholds to define the three ranges are set so that the U and D requests
are equiprobable (40% each), whereas N represents 20% of the total SG istances.
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By mapping the actual sequence of energy prices into SG requests, a more realistic
performance analysis can hence be conducted with respect to [15]. The energy prices
defined by the Smart Grid Operator may be highly affected, among several factors,
by the dynamic variations of the local RE production. Hence, the study should con-
sider the typical solar radiation profiles observed in a city located in this state. In
particular, the city of Sydney has been selected to derive, by means of PVWatts, real
profiles of solar energy production, as it will be described later on.

NeighborWiFi Access Points (APs) may be exploited to transfer and handle some
of the traffic from the micro BSs, in order to reduce the load of the mobile access
network and better answering the requests from the SG. Typically, up to 20% of the
maximum mobile traffic load can be trasferred to neighbor APs by means of WO
[18]. Two different scenarios are considered. In the first one, the macro and micro
BSs are always active, providing full capacity even during off-peak periods. In the
latter, the RoD strategy described in Sect. 2 is introduced to accomplish requests of
type D, by adapting the consumption to the actual traffic load; the threshold ρmin has
been set equal to 0.37, since this value optimizes the energy saving [5]. A centralized
controller is in charge of energy management (which is performed according to the
proposed policy), decisions about when eachmicro BS should be switched off (based
on the RoD strategy) and traffic transferred to the APs, and about when the WiFi
offloading approach is applied.

The system performance in both scenarios has been tested by simulation over an
entire year in baseline conditions, i.e., without any RE generator. The performance
has been evaluated in terms of yearly energy consumption, probability of provid-
ing ancillary services, and costs, including cost for energy, rewards for providing
ancillary services and penalties for opposing the SG requests. In addition, the WiFi
offloading has been applied in both scenarios to study its impact. When the WiFi
offloading is introduced, the energy management policy envisions that, in case of a
D request, some of the traffic can be moved to neighboring APs, hence reducing the
overall load and allowing, in the RoD scenario, the switching off of additional BSs.
We assume that the maximum capacity available for WiFi offloading corresponds to
10% of the peak traffic load handled by the 6 micro BSs. This allows to achieve an
average offloading efficiency approximately between 10 and 20%, depending on the
specific case, envisioning a scenario in which the number of available neighboring
APs is limited [18–20].

Furthermore, a RE generator and a storage system are considered to power the
cluster of BSs, in order to investigate the effect of local solar energy production and
the presence of batteries on the interaction with the SG. The RE generator consists in
a set of various PVpanels, built up by standardmodules of crystalline Silicone,whose
efficiency is 15% [21]. The nominal capacity of the modules, denoted as SPV , is the
maximum DC output power that can be produced under standardized environmental
conditions from the sun radiation and it is measured in peak W (W p). The range
of SPV considered in this work is [5, 25] kWp. Real data about RE production are
derived on a half an hour basis from the tool PVWatts [21] in the city of Sydney, over
the Typical Meteorological Year. In [15], the RE powered network interacting with
the SG was investigated in the city of Turin, in Italy. Here, since the energy prices
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available are derived from the Australian EnergyMarket Operator (AEMO) [17], the
city of Sydney has been selected as location to conduct the performance analysis.
Both locations are placed in comparable latitude bands (45.07◦N for Turin, 33.87◦S
for Sydney) in terms of solar radiation, and the seasonal patterns of RE production
follow a quite similar average behavior. A DC-to-AC inverter efficiency of 96% and
typical performance losses of 14% observed during actual operation are assumed for
the PV system.

The battery set is composed by 5–25 lead-acid batteries, each with capacity 200
Ah and voltage 12 V, which represent a common storage technology adopted in RE
system [22]. The number of batteries is denoted as B. The total nominal capacity of
the entire battery bank may sum up to a value between 12 and 60 kWh, depending
on the value of B. A maximum Depth of Discharge (DoD) of 70% is assumed, in
order to prevent charging efficiency impairment [23], battery aging [24] and capacity
loss [22]. A lifetime duration of 500–600 cycles can be assumed under DOD = 70%
[25]. Therefore, assuming 5–25 battery units, the maximum storage capacity that is
actually available is limited by the DOD, resulting between 8, 4kWh (B = 5) and 42
kWh (B = 25). Charging and discharging losses, amounting to 25%, are considered
as well in our work [26]. Finally, high charging and discharging rates may reduce
battery lifetime and impair its efficiency, especially in case of frequent charging and
discharging events occurring in RE systems. Constraints on the maximum charging
and discharging rate are therefore taken into account, by assuming a conservative
value for the maximum charge and discharge current of C/10 A, where C is the
numerical value of the battery capacity in Ah [27]. This means that, for example, the
energy drawn in an from a battery of 200 Ah will be at most 240 Wh, from which
efficiency losses must then be curtailed. The same holds in case of battery charging.

7 Performance analysis

The system performance has been investigated in terms of energy yearly taken from
the grid, probability of providing ancillary services, effect of system dimensioning
and cost analysis, considering the possible application of WO, either alone or com-
bined with RoD, and examining the impact of the introduction of a PV system. The
results derived in our work are extensively detailed hereafter. Table 2 summarizes
the main performance results, along with the experimental settings under which our
simulations have been conducted.

7.1 Energy demand from the grid

Figure 2 reports the amount of energy taken from the grid over one year, EG , for the
cases without RE production (orange bars) and under RE supply (green bars), under
various possible configuration settings:
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Table 2 Performance results

Performance
metrics

RE
generation

PV panel
size (kWp)

Number of
battery units

Values of performance metrics

No
strategy

WO RoD WO+RoD

EG (MWh) none – – 12.15 11.47 11.77 11.46

� 10 15 7.86 7.53 6.84 6.68

pU none – – 0 0 0 0

� 5 5 0.87 0.87 0.82 0.82

� 10 15 0.35 0.34 0.33 0.33

pD none – – 0.00 0.75 0.37 0.75

� 5 5 0.71 0.87 0.78 0.88

� 10 15 0.95 0.98 0.97 0.98

EU+ (MWh) none – – 0 0 0 0

� 10 15 4.01 3.84 3.59 3.51

ED+ (MWh) none – – 0 0.68 0.38 0.69

� 10 15 4.65 4.77 4.74 4.78

Cost saving (%) none – – 0 115.34 201.87 87.61

� 5 5 14.57 118.7 214.28 92.63

� 10 15 8.12 121.38 217.59 101.11

� 10 15 14.91a 122.82a 222.82a 102.92a

aIn this case extra amounts of produced RE are sold back to the SG

1. no strategy is applied (baseline scenario);
2. only WO is applied;
3. only RoD is applied;
4. both WO and RoD strategies are applied.

In the baseline scenario, without RE production, EG = 12.15 MWh; this value is
considered as the reference value, EG∗, with respect to which the energy saving is
computed. Under RoD, 11.77 MWh are consumed and drawn from the grid, with a
3.1% saving with respect to EG∗. The application of WO allows to reduce EG by
5.6%without RoD and by 5.7% under RoD, again with respect to EG∗. Interestingly,
the impact of WO in reducing the energy taken from the grid is higher than RoD.
Furthermore, the additional reduction in EG provided by RoD when WO is running
is almost negligible. Theoretically, under RoD strategy higher energy savings would
be expected, since the energy saved by completely switching off a micro BS is
higher than the energy amount that can be saved by transferring the traffic load to
neighboring APs. Nevertheless, in our case it is more advantageous to apply WO
rather than RoD, since at every timeslot in which a D request is issued, it is more
likely that the network is able to offload traffic rather than to switch off micro BSs.
This is due to the fact that whereas both WO and RoD can be applied only in case of
D requests, two additional constraints further limit the application of RoD: a micro
BS can be switched off only if its traffic load is below a given threshold and if the
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macro BS still has enough residual capacity to carry the traffic moved from the micro
BS.

This trend is different with respect to results obtained in [15] under the same
configurations, that are shown in Fig. 3. This figure reports EG in two scenarios,
without and under RoD, comparing the case without WiFi offloading (blue bars)
and the case in which WiFi offloading is applied (red bars). The application of RoD
shows a larger impact than WiFi offloading only, reducing EG by 11.5%, almost
twice the 6% reduction obtained under WO. In addition, by applying RoD on the top
ofWO amore significant reduction of EG is achieved with respect to results reported
in Fig. 2, with a saving more than doubled if compared against the WO-only policy
(from 6% to 13.6%). These differences are due to a twofold reason. First, the energy
management algorithm proposed in [15] is slightly different with respect to that
adopted in this work. In [15], when the RoD strategy is active, it is run at any time,
disregarding the type of SG requests. OnlyWO is applied in case of a request of type
D is issued. Conversely, according to the energy management algorithm proposed
in this study, when either WO or RoD strategies are active, they both operate just
in case of request of type D. Second, as already mentioned, the impact of RoD in
reducing the energy drawn from the grid is further limited by additional constraints
with respect to the case of WO. Indeed, under WO some of the traffic can always
be transferred to neighboring APs without any constraint. Conversely, under RoD
strategy, micro BSs can only be switched off if their traffic load is below the threshold
ρmin and as long as the macro BS has still enough capacity to carry the additional
traffic moved from the micro BSs. Hence, RoD may not be applied at any timeslot
in which a request of type D is issued.
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Although under this energymanagement alorithm theRoD shows a smaller impact
in reducing EG with respect to [15], this may not result in relevant differences in
terms of energy costs, as it will be shown in Sect. 7.3. Indeed, the application of RoD
at any timeslot in [15], regardless the type of SG requests, may contribute to reduce
the overall energy consumption from the grid, without significantly improving the
capability of matching the SG requests. Conversely, although the application of RoD
only in case of D requests may not reduce the overall EG to the same extent, it may
nevertheless be able to timely reduce the grid consumption when needed, i.e. when D
requests are issued and rewards are provided for accomplishing the SG requests, thus
achieving a better demand-supply match and still providing significant cost saving,
without impairing the bandwidth availability if not strictly needed. Note that Mobile
Operators are typically reluctant to apply on their networks any strategy that may
impair the Quality of Service to some (although limited) extent. Hence, an energy
management strategy that limits the application of RoD to periods when it is strictly
required, still capable to effectively reduce cost, may represent a good tradeoff for
real network implementations.

The case with RE production is also shown in Fig. 2 (green bars), assuming SPV

= 10 kWp and B = 15. Without WO and RoD running, a reduction of 35.2% in EG

can be achieved. The introduction of WO allows to reduce EG by 38%, whereas
RoD, unlike the case when no local RE is produced, results to be more effective
than WO in decreasing the energy drawn from the grid, showing a trend coparable
to that observed in [15]. Indeed, the provided EG reduction is 43.7% for RoD alone
and 45% when RoD is applied on the top of WO. This means that, when a local RE
generator is installed, in order to further reduce EG , it is more convenient to apply
a RoD strategy rather than WO alone, although this may not necessarily reflect a
relevant difference in terms of cost reduction, as it will be shown.

7.2 Providing Ancillary Services

Here we investigate the capability of WO to enhance the interaction of the mobile
network with the SG and improve the ancillary service provisioning, either alone or
when combined with RoD. Furthermore, we analyse the effect of local renewable
energy production on the system performance. Finally, some results are presented
to show the impact of the RE system dimensioning on the capability of the cellular
network to accomplish the requests from the SG under various configuration setting.
The capability of providing ancillary services is evaluated both in terms of probability
of responding toU andD requests from the grid and in terms of the amounts of energy
traded with the SG to provide ancillary services, for which proportional rewards are
envisioned.
Probabilities of providing ancillary services are defined as follows:

• PU+ : probability of satisfying a grid request of type U (the SG asks to increase the
consumption from the grid and the network is able to do that);
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• PD+ : probability of satisfying a grid request of type D (the SG asks to decrease
the consumption from the grid and the network is able to do that).

The energy amounts traded with the SG are defined as follows:

• EU+ represents the portion of the yearly cumulative amount of energy drawn from
the grid that exceeds the forecast consumption, in case of U requests;

• ED+ corresponds to the absolute value of the yearly cumulative amount of energy
that represents the negative energy gap with respect to the predicted consumption
from the grid in case of D requests.

7.2.1 Role of WiFi Offloading

Fig. 5 shows the results in case no RE is locally produced. U requests can never be
satisfied as it can be seen from PU+ = 0 under any scenario (WOon or off, without and
under RoD). This is due to two reasons: first, the traffic patterns are assumed to be
exactly known in advance so that the forecast traffic load results perfectly accurate;
second, the absence of any energy storage does not allow to draw and harvest extra
energy from the grid to answer its U request. WO allows to achieve a PD+ of 74.7%,
twice the value provided in case of RoD. applied, due to the same assumption of
exact predictability of traffic. Indeed, in that case, RoD is always applied under any
type of SG request and the grid consumption is forecast assuming the application of
RoD, hence no reduction can be achieved in EG by simply applying RoD andwithout
RE production. Conversely, in this study, the application of RoD just in case of D
requests allows to achieve a PD+ = 37.2% (against PD+ = 0 in [15]). This is a relevant
result. Note that the reward for providing ancillary services in case of D is 2.5 times
higher than for answering U requests. Furthermore, combining WO and RoD is not
useful at all to increase the capability of providing ancillary services, since PD+ is
exactly the same as the case ofWO only application. This behavior is consistent with
results obtained in [15] without the use of RE. In that case, not only the combined
application of RoD on the top of WO is not helpful, but it even reduces PD+ (hence
the probability of obtaining the corresponding rewards) by more than 30%. The
probabilities of not answering U or D requests clearly result complementary to PU+
and PD+ . However, no penalties must be paid under any scenario, since no opposition
to the SG requests is ever registered (Fig. 4).

7.2.2 Effect of local renewable energy production and system
dimensioning

In Fig. 6 the probabilities of providing ancillary services are reported for the case in
which RE is produced, comparing two different system dimensioning. Fig. 6a shows
the values of PU+ and PD+ under different scenarios, in the case with an intermediate
system syzing, i.e. a PV panel with capacity 5 kWp and a storage consisting of 5
battery units. The probability of satisfying eitherUorD requests is always above 70%
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Fig. 4 Probability of providing ASs under no RE production

under any strategy configuration. WO allows to increase PD+ by up to 22.9%, at the
price of a negligible reduction in PD+ . RoD strategy provides a smaller contribution
in increasing PD+ , of up to 13.9% at most, at the price of lower values of PU+ . Fig. 6b
depicts the case with a larger RE system sizing, i.e. SPV = 10 kW p and B = 15.
Whereas PU+ results to bemore than halved, the probability of answering D requests,
PD+ , is almost equal to 1 (PD+ = 0.95–0.98). Unlike the case with intermediate
sizes for PV panels and storage, under a larger RE system dimension no remarkable
differences can be observed between the various combination of strategies, although
WO can provide slightly higher increase in PD+ . This means that the effect of higher
RE production is dominant in this case. PU+ is decreased when using a larger system
sizing, due to a higher average level of battery charge determined by the higher levels
of RE generation. Although this leads to a lower probabilility of receiving rewards
for satisfying UP requests, a higher average level of battery allows to better answer D
requests. Hence, PD+ results significantly increased, leading to higher probability of
receiving a reward that is twice the reward envisioned in case of UP, thus providing
remarkable gains.

In order to better show the impact of RE system dimensioning, Figs. 7 and 8 report
the probabilities of providing ancillary services for increasing values of SPV and B,
respectively, in the case in which both WO and RoD are applied.

According to Fig. 7, showing PU+ and PD+ for increasing panel size, the prob-
ability of accomplishing D requests is not significantly affected by the PV panel
dimension. Very high values of PD+ (> 0.93) are guaranteed even under the small-
est PV panels, whereas only slight increases in PD+ can be observed as SPV grows
larger. Conversely, the impact of the PV panel size on the probability of providing
ancillary services in case of U requests results more relevant, especially for small
values of PV panel capacity. Indeed, from PU+ = 0.52 for 1 kWp PV panel capacity,
it gradually decreases as SPV becomes higher. However, after PU+ has been reduced
by 40% at SPV = 10 kWp, no significant additional reduction can be detected for
further increasing the PV panel size.

Figure 8 highlights a similar behavior for the impact of the battery size on the
capability of providing ancillary services. Indeed, by increasing the number of battery
units, the value of PD+ , which is as high as 0.92 under the smallest storage size,
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Fig. 6 Probability of providing ASs, without RE production, for increasing PV panel size

slightly raise to values close to 1 for the largest battery set. On the contrary, the
increase in the battery dimension remarkably impairs the capability of accomplishing
U requests. A sharp decrease of PU+ , by 44%, is observed moving from 5 to 10
battery units, whereas the PU+ reduction becomes less relevant for further growing
of the storage dimension. This behavior sounds rather counterintuitive, since a better
response to requests of type U would be expected using a larger battery, capable of
storing more energy drawn from the grid in case of UP requests.
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7.2.3 Energy trades

The energy trades involved in case of D requests when they can be satisfied are
represented by ED+ . They provide dominant gains with respect to the amount of
energy exchanged with the SG in case of accomplishment of U requests, i.e. EU+ . In
fact, the rewards per energy unit envisioned for the energy trades represented by ED+
are 2.5 fold higher than those obtained for EU+ . Our investigation hence focuses on
the analysis of ED+ in various scenarios. The values of ED+ are shown in Fig. 9 in
the cases without local RE generation and under RE production. When no local RE
supply is provided (Fig. 9a), WO results very effective in increasing the level of ED+
with respect to the baseline scenario. Conversely, RoD only provides slightly more
than 50% the ED+ gain that can be achieved underWO application. Furthermore, the
joint application of WO on the top of RoD strategy does not determine remarkable
gain in terms of further ED+ increase. This is consistent with the trend already
observed in the probability of accomplishing DOWN requests, PD+ , as reported in
Fig. 5. In this case, since PU+ is always null, the values of EU+ are equal to zero in
all cases (see Table 2), due to the reasons explained in Sect. 7.2.1.

Figure 9b shows ED+ when aRE generator and a storage are present, with capacity
SPV = 10 kWp and B=15, respectively. In this case, the raise in ED+ can be as high as
7 fold the maximum increase that can be obtained without the presence of local RE
supply. Nevertheless, no substantial difference in the levels of ED+ can be observed
under the application of WO and/or RoD strategy, confirming that the effect of RE
generation on the ED+ gain prevails over the application of WO rather than RoD
strategies. Under RE production, the values of EU+ are generally lower than ED+ ,
resulting up to about 4 MWh at most (see Table 2).

7.3 Cost analysis

The impact of WO on the mobile network operational cost is now evaluated, in
order to investigate to what extent operational expenditures (OPEX) can be reduced
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Fig. 9 Energy drawn from the grid, EG , and OPEX cost when no RE is produced and under RE
production (SPV = 10 kWp , B = 10)

by applying this strategy, either alone or in combination with RoD, and in case of
the presence of a local RE generator. It is worth to be noted that, in a Demand
Response context, the cost reduction does not depend strictly on the overall decrease
in EG , that is the amount of energy drawn from the grid over a year, but rather on
the capability of raising and decreasing the consumption from the grid at the right
moment. Indeed, a good energy management strategy aims at dynamically adjust the
energy demand from the grid in order to accomplish the current requests from the
grid at each timestep. Therefore, remarkable cost savings may be achieved even in
case the total EG is not significantly decreased, since it is more important to timely
increase or decrease the grid consumption when required rather that reducing the
overall grid consumption without properly responding to the SG requests, hence
missing monetary rewards and receiving penalties to be paid. This can be evinced
from Fig. 10, that reports the values of EG and the operational cost per year. These
preliminary results were derived according to the algorhitm proposed in [15]. They
refer to the city of Turin and the grid requests are assumed to be issued according
to a uniform probability distribution, like in [15]. Costs have been investigated in
the cases without WO or with active WO, assuming that RoD is either active or
deactivated, and considering the scenarios with or without a RE generator (SPV = 10
kWp, B = 10). Fig. 10a shows the energy bought from the grid, EG , in the various
cases, while Fig. 10b reports the operational costs (including energy cost, rewards
and penalties) for the corresponding cases. In the baseline scenario, when no RE is
produced and no strategy is applied, EG = EG∗ = 12.15MWh and the corresponding
reference cost, denoted as c∗, is 450 e. WO alone allows to reduce c by about 16%
with respect to c∗ and by about 17%when used in aRoD scenario, against amaximum
reduction in EG of 13.6%. Furthermore, when the RE production is introduced, the
impact on cost is even more remarkable, with a cost reduction by up to 113% when
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WO is running. This means that, despite a reduction in EG by at most 48.3% when
RE is locally produced, the operational cost is not only nullified but even becomes
negative, thanks to the joint action of the WO strategy and the RE generation, along
with storage, in improving the interaction with the SG, providing huge rewards that
compensate for energy cost and penalties.

Cost savings have been further investigated in the RE powered mobile access net-
work described in Sect. 6, assuming the city of Sydney as a location, realistic patterns
for the SG request occurrences and the energy management algorithm proposed in
Sect. 5. Fig. 11 reports the cost savings obtained when no RE is locally produced and
in two cases in which a RE generator is present, either with intermediate (denoted
as I : SPV = 5 kWp, B = 5) or large (denoted as L: SPV = 10 kWp, B = 15) size, and
under the possible application of WO and RoD. When no RE is available (orange
bars), the application of WO, either alone or running with RoD, allows to achieve
up to 14.9% cost saving, almost double with respect to those obtained under RoD
strategy only. Indeed, the RoD strategy is less effective, with only about 8.1% cost
reduction. The additional cost reduction provided by RoD when applied jointly with
WO is quite limited, resulting only 0.3% points higher with respect to the case in
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which WO is applied alone. When some local RE supply is available, the cost sav-
ings are significantly higher (between 7 and 15 times the value of c∗), allowing to
completely nullify the energy bill even with intermediate RE system sizing (I , blue
bars). Furthermore, results show that the RE generation system dimensioning has a
relevant impact on the possible cost savings. Indeed, the installation of PV panels and
storage with larger capacity (L , green bars) allows to obtain savings up to 120% of
the energy cost, corresponding to positive revenues provided by the SG to theMobile
Network operator. Finally, in presence of RE, the benefits provided by the application
of WO are lower with respect to the application of RoD alone, unlike the case when
no RE generator is present. A RE generation system with intermediate size provides
88% cost reduction, and the application of RoD permits to nullify the energy cost.
With a large RE system, positive revenues are always guaranteed. Focusing only on
positive revenues paid by the SG to the mobile network operator, the impact of RoD
is more evident, since the revenues are increased by 27% under WO only, by 40%
under RoD alone, and by 53% when WO and RoD are combined.

Clearly, in case of RE production, additional capital expenditures (CAPEX)
should be considered, due to the installation of the PV panels and the set of bat-
teries. However, although the initial expenditure might be considerable, based on
our results derived for several combinations of SPV and B, it would be possible to
select the proper dimensioning allowing to minimize the CAPEX+OPEX, taking
into account the PV panel and battery lifetime duration. Furthermore, according to
[28], after 8 years of RE powered mobile network operation the break-even point for
CAPEX cost can be achieved. In addition, the introduction of a new energy manage-
ment strategy could be envisioned, allowing to sell back to the SGO extra amounts of
RE that are not immediately used and, in case they cannot be harvested in the storage,
are usually wasted. The cost saving that could be obtained under the application of a
similar energy management strategy are shown in Fig. 12, where they are compared
against the case without any RE production and the case with a RE generator with
intermediate size, assuming the application of the standard energymanagement strat-
egy. The price per each energy unit that is sold to the grid is assumed to be half the
price due for each energy unit bought by the mobile network operator from the grid,
i.e. pG . Cost savings result remarkably high when extra produced RE can be sold
back to the grid, being more than twice the energy bill registered in baseline condi-
tions in case no RE is present and noWOor RoD strategies are applied, c∗. WO alone
allows to increase the cost saving by 12 additional percentage point with respect to
the case in which no WO is applied. Up to 223% cost saving can be achieved by
applyingWO in conjunction with RoD. However, in relative terms,WO and RoD are
equally effective in raising the cost saving, since they both provide savings that are
about 1.8 fold higher those assured with the standard energy management strategy.
These revenues may play a relevant role in compensating the higher CAPEX faced
for the initial installation of a RE generation system.

Table 3 summarizes the effects on the performance metrics of the various com-
binations of resource management strategies, either without any local RE generator
or under RE production. The main motivations at the basis of the different observed
effects in terms of performance are highlighted in the last column.
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Table 3 Effects of strategies on performance indicators

RE RoD WO EG Cost pU pD Motivations

– – � ↓ ↓ ↑↑ – a

– � – ↓ ↓ ↑ – b

– � � ↓ ↓ ↑↑ – a, b, c

� – – ↓↓ ↓↓ ↑↑ ↑↑↑ d

� – � ↓↓ ↓↓ ↑↑↑ ↑↑↑ a, d

� � – ↓↓↓ ↓↓↓ ↑↑ ↑↑ b, d

� � � ↓↓↓ ↓↓↓ ↑↑↑ ↑↑ a, b, c, d

Motivations a—Reduced traffic in case of D request; b—Reduced number of active BSs (hence
EG ) in case of D request; c—Increased probability of switching off additional BSs; d—Improved
capability of timely reacting to U and D requests

8 Conclusions

This work investigates the impact of WiFi Offloading, possibly combined with a
RoD strategy, on improving the interaction of a mobile access network with the SG
in a Demand Response context, considering also the case in which a RE source is
locally available to power the BSs.

Results suggest that WiFi offloading can be very effective in enhancing the capa-
bility ofmobile networks to provide ancillary services to the SGoperator. UnderWO,
up to almost 75% of SG requests of consumption decrease can be accomplished in
our scenario even when no RE production is locally available. The introduction of a
small local RE generation system combined with some storage remarkably improves
the probability of positively reacting to the SG requests, that becomes close to 1 under
larger RE generators. Furthermore, WO results beneficial even in reducing opera-
tional cost, with cost savings that are twofold those obtained under RoD only. When
RE is locally produced, substantially higher cost saving can be obtained, that are
affected by the PV panel and battery sizing more than the probability of ancillary
service provisioning is. Even with relatively small PV panel and storage dimen-
sion, the energy bill can be completely nullified, whereas under larger RE system
size positive revenues can be achieved. Finally, a reduction of less than 50% in the
energy drawn from the grid may correspond to cost saving higher than 100%, result-
ing in positive revenues, and confirming that a good energy management strategy
does not operate by reducing the total grid consumption, but by timely increasing
or decreasing the grid consumption exactly when required by the SG. Additional
revenues obtained by selling back to the SG the extra produced REmay contribute to
compensate for the CAPEX faced by Mobile Network Operators for the installation
of RE generation systems. To this aim, optimization algorithms could be deployed
as future work with the purpose of properly dimensioning the RE generation system,
in order to minimize both CAPEX and OPEX cost for the MNO.
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Structural Health Monitoring (SHM)

Raffaele Zinno, Serena Artese, Gabriele Clausi, Floriana Magarò,
Sebastiano Meduri, Angela Miceli and Assunta Venneri

Abstract This work tries to fit structural health monitoring into the Internet of
Things (IoT), the main topic of the research carried out in the context of the PON-
DOMUS project [1]. The structural analysis has always used electrical and electronic
methods for defining the deformation state of a structure. Examples are the displace-
ment transducers, the strain gauges, the accelerometers. Here we have tried to coor-
dinate and to connect the activities and the information of these sensors through the
controls and the information transfer that allow the capabilities of IoT. The problems
faced and solved by the other groups operating in the research project have also been
transferred to the structural engineering part, thus allowing an on-line and real-time
assessment of the structural health of the building and, therefore, an interaction with
the subjects in charge maintenance or for the facilitation of the emergency manage-
ment phases [2, 3].

R. Zinno (B) · S. Artese · G. Clausi · F. Magarò · S. Meduri · A. Miceli · A. Venneri
University of Calabria, DIMES, Ponte P. Bucci, Arcavacata di Rende, CS, Rende, Italy
e-mail: raffaele.zinno@unical.it

S. Artese
e-mail: serena.artese@unical.it

G. Clausi
e-mail: gabriele.clausi@unical.it

F. Magarò
e-mail: floriana.magaro@unical.it

S. Meduri
e-mail: sebastiano.meduri@gmail.com

A. Miceli
e-mail: angela.miceli.smartlab@gmail.com

A. Venneri
e-mail: assuntavenneri80@gmail.com

© Springer International Publishing AG, part of Springer Nature 2019
F. Cicirelli et al. (eds.), The Internet of Things for Smart Urban Ecosystems,
Internet of Things, https://doi.org/10.1007/978-3-319-96550-5_10

225

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96550-5_10&domain=pdf


226 R. Zinno et al.

1 Introduction

Rarely the building’s users have cognition about its structural health, both for not
having technical competences, so disregarding warning signals, and for hidden or
slowly damaging processes, with fast and unexpected failure, sometimes effects of
external causes. Furthermore, in emergency scenarios, the user is often unprepared
to handle the situation, especially if panic attacks are triggered, complicated by
incorrect information, which confuse the situation even more.

Moreover, the high seismicity of most Italian territory requires the adoption of
appropriate and effective measures to limit the effects of earthquakes on structures.
The preservation of national building heritage against seismic risk can benefit by the
in-depth knowledge of the dynamic behavior of buildings. In this context, Structural
HealthMonitoring (SHM) has been growing in the last few years as a set of time-scale
measures at significant points in the structure, for diagnosis and control of construc-
tions. It is, therefore, a non-destructive in situ technique of analysis and structural
features that underlines the real-time control and monitoring of a phenomenon by
measuring physical-mechanical parameters describing the interaction between the
environment and the state variables of the structure under consideration. A moni-
toring system usually consists of sensors of various nature to detect environmental
magnitudes and the structural response to stresses. The purpose of such a system is
not only the assessment of the resistance to a building’s earthquake: the performance
control of the structure under operating conditions is also of great importance for
both the protection against vibration risks and the reinforcement of critical structures
or of strategic interest. The typical architecture of the monitoring systems involves
the use of peripheral sensors directly connected by cables to a central data acquisition
system. However, a large number of sensors involves a large number of measure-
ments and the acquisition system may be overloaded, especially if it has to process
the data for damage identification: its algorithms would be particularly burdensome
from a computational point of view.

The present research work was intended to make the building not only able to
communicate its structural health, activating automatic procedures or, if necessary,
asking human intervention, but also capable of preparing for probable future events.
The modification of the principal vibration frequencies and vibration modes over
time, obtained from the sensors by using seismic noise, when the variations between
one and the other overpass the alert threshold, make possible alerts to be used for
maintenance or to manage emergency situations.

A prototype was realized on a school building (Industrial Technical Institute
“A. Monaco”—Cosenza), demonstrating the validity of the proposal.

The work is organized following the various phases, even temporal ones, that
have been developed during the research. First of all, the prototype building had to
be geometrically detected, also in order to verify the reliability of the available design
data found in the archives of the school and/or of the managing offices. Geometric
data confirmed the initial informations. Subsequently, non-destructive and/or semi-
destructive investigations were carried out to confirm also the mechanical data of the
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materials constituting the load-bearing structure (concrete and steel reinforcement).
The values obtained have deviated from those expected within the limits related to
the age of the building. The electronic devices used for the evaluation of the dynamic
behavior of the prototype structure are then explained. The previous phases, less
usual in the IoT, are only confirmatory and useful for a better structural response
evaluation. In fact, it will be easy to understand from the method explanation, that
it is sufficient to compare the dynamic response obtained in two phases (pre- and
post-event) to understand if a damage has occurred and if the safety limits have
been exceeded. Finally, it is described how the comparison between the theoreti-
cal dynamic data and/or between two experimental surveys occurs, and how this
information is processed locally and transferred via the network.

2 Geomatics Techniques for Structural Monitoring

The geomatics techniques for the survey and representation of territory and buildings
had an exceptional development in recent years. The applications are innumerable
and range from land planning to geophysics, frommitigation of hydrogeological risk
to monitoring of buildings, from cultural heritage to medicine. With regard to the
structures, we can distinguish the applications based on the dimensions and location
of the objects to be detected. Depending on dimensions we can have applications on
a local scale, necessary to reference the object of study in its environmental context,
and on a detailed scale (loading test in the laboratory, identification and control of
cracks). Technologies used can be divided into three categories: (a) techniques based
on the image acquisition and processing, (b) techniques based on themeasurement of
angles and distances and (c) combinations of the previous techniques. The approach
to existing structures requires the knowledge, as precise as possible, of their geom-
etry to obtain the as built. This 3D model will be used either for comparison with
the project—for testing and accounting the works actually realized—as well as for
documentation purposes [4].

In the case of old structures, very often it is not possible to have the working
drawings, so the survey activity also serves to reconstruct the stages of the build-
ing process and to disaggregate the structural organism into the elements that had
been considered and sized in the design phase [5, 6]. It is also possible to obtain
relevant information about the eventual historical-constructive evolution, the strati-
graphic composition of the structural elements, the state and the performances of the
materials, and their compatibility with the new materials, used for the conservation
and restoration purposes. The use of geomatics techniques, such as photogrammetry
[7, 8] and laser scanner [9, 10], allow knowing the behaviour of the materials, as
well as the complete deformation state of the object and the extent of deformations
in real time. The geometric models obtained from the surveys are used by the struc-
tural engineers to obtain the finite element modelling and to deduce the structural
behaviour under static loads, mobile loads, and seismic actions. The case study is
the Auditorium of the Industrial Technical Institute (I.T.I.) “A. Monaco” in Cosenza
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Fig. 1 The Auditorium of the I.T.I. “A. Monaco”

(Fig. 1), which is one of the independent building blocks that make up the whole
Institute. The building, with reinforced concrete bearing structure, occupies an area
of about 400 m2 and consists of two distinct areas: zone A and zone B, both with
rectangular shape and height of 10.20m. ZoneA has dimensions of 13.65m×9.85m
and has 3 levels. The area B, with dimensions of 24.00 m×11.15 m, has two levels.
The second level of zone B coincides with the third level of zone A and can only be
reached through the stairs present in this area. At the second level of zone B, there
is a footbridge of about 7.50 m in length, which is the covered passage, on pilotis,
between the auditorium and the school complex. The first operations carried out were
the acquisition of the 1976 working project and the visual analysis of the structure,
in order to identify in situ a cracking map and the possible degradation phenomena.
Concerning the survey of the plants (Fig. 2), the Leica DISTO™ D8 was used. It is
an Electronic Distance Meter (EDM) with a100 m range and 2 mm accuracy.

The comparison between the dimensions of the original project and those obtained
from the survey showed a substantial correspondence, taking into account the toler-
ances of reinforced concrete works (a few cm) and the thickness of the coating. For
this reason, for the area of the attic (not accessible), the foundations and the roof, the
project drawingswere considered valid. The Leica 1201+ robotic total station and the
Nikon D3200 Digital Camera were used for the elevations survey. The total station
has a range of 1 km, without a prism, with a precision of 1 mm+1 ppm; the angular
precision is 1 second. The Nikon D3200 Digital Camera has a 24.2-megapixel APS-
C (1.5x) sensor. The lens used, 55 mm Nikkor, was calibrated using the Toolbox
Camera Calibration for Matlab®. The knowledge of the calibration parameters of
the coupling lens-camera body allows resampling the images eliminating the distor-
tions. The reconstruction of the elevations was carried out by photographic rectifying
(Fig. 3), with an analytical procedure. Using at least four coplanar points of known
coordinates, measured by total station, orthogonalized images were obtained. Once
obtained the rectified frames, for each zone of the facade, we started the mosaicking.
This technique allowed us to generate a single image of the facade, mosaic of all
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Fig. 2 Plans of the various floors of the building

Fig. 3 Reconstruction of an elevation from orthogonalized images

photos reproducing the various zones. The rectified image of the facade was sub-
sequently used as a texture of the auditorium 3D model, in order to make it more
realistic. The position of the openings was consistent with that obtained through the
measurements inside the building.

Once all the elevations have been reconstructed and, therefore, all the relevant
orthogonalized images have been obtained, the degradation state has been analyzed.
The analysis showed that: (a) on the facades there are no cracks or traces of settle-
ments; (b) the painting run-off on the whole cornice and in correspondence of the
drainpipes is visible; (c) the marble slabs are missing at the corners of the building;
(d) there are some stains and there is vegetation.

In order to be able to assess the presence of any instability due to movements
of the foundation, the verticality of the edges of the building was verified. The
measurements were performed with a Leica 1201+ total station. The instrument has
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been positioned, on different station points, in such a way as to be able to collimate
the various edges optimally. Points were scanned on each corner, lying on a vertical
plane passing through the station axis (z). For each scan, the x and y average were
obtained. It is observed that the edges are all vertical. The deviations are contained
within the limits of manufacture tolerances and reach maximum values of about 1
cm.

In conclusion, a 3D model of the building has been realized, with particular
attention to the reinforced concrete bearing structure, to be used for the finite element
modelling, in order to evaluate its structural vulnerability.

3 Mechanical Properties Testing

The accurate knowledge of mechanical properties of structural materials, obtained
from experimental tests, allows having some parameters that can optimize and make
numerical analysis more reliable, such as finite element modeling. Estimation of
the in situ concrete strength has a fundamental importance in seismic assessments
of existing reinforced concrete buildings, according to the most recent regulations.
This evaluation must to be based on Destructive Testing (DT), Non-Destructive
Testing (NDT) and, eventually, on Semi-Destructive Testing (SDT) in order to obtain
representative property values for the whole structure. The only non-destructive tests
are not reliable to estimate concrete compressive strength, if not calibrated with core
test results. The first step is the execution of an experimental campaign of NDT to
evaluate the variability of concrete and to delimit homogeneous zones or portions of
the structure.

The most widely used methods for the characterization of structural concrete are
those based on: sclerometer test results (NDT); ultrasonic tests results (NDT); pull-
out test results (SDT); extraction of core samples (DT). These methods are described
below, except for ultrasonic tests [11] that have not been used in the experimental
activity. Sclerometric tests [12] have been carried out on some structural elements
(beams and columns) identified inside the building.

All tests were preceded by: (1) Carbonation tests in order to evaluate the
degradation process in concrete; (2) Pacometric investigations for the verifica-
tion/identification of the position of steel bars immersed in concrete.

Sclerometric test (Fig. 4) consists in causing the impact of a conventional mass
against the material surface and in measuring the rebound height of the mass; the
measure is expressed in terms of percentage of the rebound height with respect to
the distance made by the mass between the moment it is released and when it hits
the concrete surface. This percentage is known as rebound index IR. The use of the
rebound index involves many uncertainties and the probable accuracy in estimating
the in situ compressive strength of concrete, which is about±25%. For this reason,
this kind of test is used to evaluate the uniformity of in situ concrete and to identify
and delimit areas characterized by poor quality or deteriorated concrete. Sclerometric
tests performed on the structural elements of the Auditorium showed a good degree
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Fig. 4 a Calibration check e sclerometric test, b Ectha1000 DRC Sclerometer

Fig. 5 a Pull-out test equipment, b BOVIAR Thoro dowel, c Surface rupture

of homogeneity of concrete, providing an average value of the rebound index IR equal
to 41. To this index value, corresponds a compressive strength of about 30 N/mm2.
By cautiously fixing the RcK value equal to 70% of the compressive strength, and
using the relationship E=5700 sqrt(RcK), a value for the Young’s module of about
25,000 N/mm2 is obtained.

Pull-out test is based on the correspondence between the maximum compressive
load of concrete and the force necessary to extract a metal bar anchored to the
structural element through ametal expansion plug inserted in a special housing in the
hardened concrete. A pull-out test [13, 14] is performed by a manual pressurisation
unit equipped with a pressure gauge (with a peak indicator) that activates a hydraulic
jack connected to the plug inserted into the material to be tested (Fig. 5a). Because
of its shape, the metal dowel is pulled out with a cone of concrete whose surface
slope is approximately 45° to the vertical (Fig. 5b, c), highlighting that the collapse
condition of thematerial is due to the overcoming of the tensile strength on the lateral
surface of the cone.

The ultimate force obtained from the test is then used to define the strength param-
eters of concrete through calibration curves and/or by relating the test with other
non-destructive testing methods. Therefore, this test consists of a direct measure-
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Fig. 6 a HILTI DD150-U diamond drilling systems, bMeasurement of hardened concrete carbon-
ation depth, c Hole sealing material

ment of the tensile strength from which, with essentially empirical correlations, the
compressive strength of concrete is deduced. The compressive strength is therefore
deduced with empirical correlations but it shows a smaller margin of error if com-
pared to the sclerometric test. Test results were obtained considering as extraction
force:

F[kN]� 0, 3047 ∗ P[bar] (1)

(where P is the pressure value read on the digital pressure gauge) and the following
relation between the pull-out force and the equivalent concrete cube strength:

1[kN]� 0, 94
[
N/mm2

]
(2)

The pull-out tests carried out gave compressive strength values varying between
22 and 27 MPa. The Core test [15] consists in the extraction of cylindrical speci-
mens from the structural element through perforation with a hollow steel tube called
diamond core drill (Fig. 6a). A kind of sled is fixed on the structure, on which the
core drilling machine is mounted; the adoption of a water cooling system makes the
coring operation rather invasive if carried out on buildings in operating conditions.
A carbonation test is generally performed on each extracted cored specimen: the
phenolphthalein indicator solution is applied on the carrot’s surface causing a con-
crete color change from transparent white, in the carbonated part, to violet red, in
the non-carbonated part (Fig. 6b). All holes resulting from the extraction of the car-
rots must be sealed adequately with thixotropic, premixed, expansive or non-shrink
cementitious grout (Fig. 6c).

Identification of the areas of structure in which to perform drilling is a delicate
operation. It is necessary to choose those parts of the structure where the concrete is
less stressed (for example at half height in columns).

Laboratory direct compression tests were performed on each cored specimen to
determine the compressive strength of concrete. Concrete core drilling is the best
method to determine the compressive strength of concrete because it consists in a
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direct measurement of the original material of the structure. The limit to the number
of cores resides, as well as operational and economic issues, in the damage to the
structure that must always be reduced. Correlation between the sample resistance and
the cylindrical or cubic strength of concrete is defined by well-known standardized
procedures. Carbonation tests on the cylindrical concrete specimens provided values
of carbonation depth ranging between 3 and 5 cm, while an average compressive
strength equal to 29 MPa was found from compression tests.

4 The HVSR Analysis for the Valuation of the Dynamic
Behavior

The object of this study is to detect the dynamic behavior of a strategic structure, sub-
ject to shaking induced by seismic noise or environmental microtremor; the expected
phenomenon is the transfer of energy from the ground to the structure through the
foundations. The purpose is the assessment of the damage status and the seismic
response of the building. It is clear that the most suitable analysis in the diagnosis of
structural damage passes through the comparison between a numerical model and
the real structure, searching for any discrepancies. About that, a seismic station sur-
vey was conducted using Experimental Tromograph. The instrumental geophysical
method (HVSR), points to identify the presence of behavior of a structure consid-
ered critical in terms of seismic response. The evaluation of the presence of the effect
of double resonance between site and building is very important, although it is not
explicitly included in the technical standards because it can cause an increase in the
seismic action on the structure. This possible synchronization is evaluated simply
by comparing the natural frequency of the site with that of the building. The geo-
physical measurements of passive seismic structure also allow identifying torsional
effects due to damage; their presence may increase the stress on some structural
elements, thus increasing the vulnerability of the building. For engineering studies,
understanding these factors can be of fundamental importance, especially to quan-
tify the seismic risk of buildings. By exploiting the H/V spectral ratio techniques,
it is possible to determine the amplification of the spectral ordinates of the horizon-
tal motion of a site with respect to a reference one through the Standard Spectral
Ratio (SSR) [16], or it is possible to return the transfer function through the ratio
of the horizontal component of the motion with respect to the vertical one through
the Horizontal to Vertical Spectral Ratio (HVSR) [17]. These techniques require a
statistically significant number of data, with a good Signal/Noise ratio, in order to
represent the average properties of the propagation medium. The investigations for
the determination of the resonance frequency of the structure were conducted with
experimental instrumentation (Fig. 7a, b); the acquisitions took place according to
the indications of the SESAME project (European project, Site Effects Assessment
Using Ambient Excitations) and the post-processing took place using Geopsy® soft-
ware. The single-station microtremor measurements are carried out by means of
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(a) (b)

Fig. 7 a Experimental Tromograph in acquisition, b Position of the Tromograph inside the building

sufficiently sensitive three-part seismometers in the frequency range of engineering
interest 0.1–20 Hz, corresponding to the frequencies of the vibrating modes of most
structures. In order to be sensitive enough, an instrument must be able to detect signal
even in the most silent points of the earth’s surface. This technique is an experimental
evaluation of the spectral amplitude ratios between the horizontal components (H)
and the vertical component (V) of the environmental vibrations on the surface of
the ground measured by specific three-component seismometers. For this reason, the
test is commonly called HVSR (Horizontal to Vertical Spectral Ratio) or Nakamura
test. The frequencies at which the H/V curve shows maximum peaks are linked to
the resonant frequencies of the terrain considered below the measurement point or
of the building in question.

The main purpose of the HVSR test is to bring to evidence the presence of seismic
resonance, for example between the investigated land and the structure, in order to
allow an estimate of the frequencies at which the motion of the ground or of the
structure can be amplified due to these phenomena. In general, the estimation of the
resonant frequency f is more precise as the greater the seismic impedance contrast
responsible for this phenomenon is, that is, where the potentially dangerous effects
are greater. The measurements collected in the context of this work were carried out
by means of a digital seismometer of the Experimental Tromograph type (Fig. 8), an
instrument specially designed for microtremor measurements in the frequency range
of 0.1–500 Hz.

This toolwas developed at the SmartLab laboratory of theDimes department of the
University of Calabria. The instrument is portable, light (2 kg) and small (18×14×
8 cm)with low energy consumption. It employs very smallmasses and a non-resonant
rigid structure built with non-diffractive materials. The sensors consist of a set of
critically damped velocimeters that transmit the signal to a digital acquisition system,
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Fig. 8 Experimental tromograph

via the Theremino Datalogger card. The Theremino Datalogger (freeware hardware)
is an economic an open source system, data acquisition system (ADConverter) but
at the same time having great performance and being ease of use. Theremino is
an open source system, completely free and open, designed to interface Windows,
Linux, OSX and Android with the outside world. The modules of the system can
communicate with each other, even via theWeb. It is an Input/Output device, directly
connectable via USB to various types of PC, without needing for special drivers,
suitable for experimentation with sensors of various kinds and very simple in the
mode of operation. The device is managed using the open source software HAL
(Hardware Abstraction Layer), which is easy to understand, easy to manage and well
documented. The dynamic investigation was carried out by acquiring the recordings
of seismic noise at the various interfloors and subsequently elaborating the traces of
the horizontal components, depurated of the subsoil effect. The registrations were
made at Level 0 (level of walking surface) (Fig. 9) and in succession on the other
interplans, up to Level 3 (Fig. 10), keeping the acquisition parameters with 500 Hz
sampling frequency constant for each station, for a recording time of 20 min and
with activation of only high-gain velocimetric channels for recording environmental
micro-tremors. Subsequently, the recorded traces were processed using the Geopsy
software, thus obtaining the H/V spectrum so as to immediately verify possible
soil-structure resonance effects and quickly identify the dominant frequency of the
building.

The characteristic frequency of the site in question is 2.3 Hz, most likely linked to
the lithological change due to the 20 m of depth where there is the seismic bedrock
corresponding to the passage to sand-gravel. Another seismic discontinuity, at 13 Hz,
corresponds to the transition to poorly consolidated gravels. The fundamental fre-
quency of the building corresponds to 5.1 Hz. In case of an earthquake, the building
does not resonate with the ground since the fundamental frequency of the ground is
2.3 Hz. Even if the ground on which the building is founded is formed of alluvial
sediments of the Quaternary, seismic amplification phenomena should not occur.
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Fig. 9 Acquisition made on the ground floor of the building

Fig. 10 Acquisition on the third floor of the building

Fig. 11 Spectrum Analysis of Horizontal (E-N) and Verticals (Z) components

As shown in theAnalysis of the Spectra of theHorizontal andVertical components
(Fig. 11), the North component of the signal is equivalent to the East one, while the
vertical component, given the development in height of the building, tends to increase.



Structural Health Monitoring (SHM) 237

From these studies, performedwith the Experimental Tromograph on the structure
in question, two objectives have been reached: (a) verify whether the measurements
in terms of frequency performed with the Tromograph are in agreement with those
obtained from the accelerometric transducers; (b) provide a first measurement of the
building frequencies, which will be measured again in the future to determine if the
building conditions have been subject to change.

5 Vibration Measurement and Accelerometric Network

A vibrating body is an oscillating motion around a reference point whose oscilla-
tion parameters are not generally constant over time. Vibrations can be generated by
deterministic or random motions; they may have periodic and non-periodic or irreg-
ular characteristics and may be harmonic. Deterministic vibrations usually overlap
with random vibrations, which can be considered disturbances (or noise). Vibration
measurement can be performed in different ways and for different purposes, such as
to investigate the level of vibration transmitted to the human body by a mechanical
system in order to evaluate the induced mechanical stresses; to evaluate the ability
of a force to vibrate a system; to perform the experimental identification of the fre-
quency response function of a single body or a system of bodies and estimate its
own frequencies and its own modes of vibrating (Experimental Modal Analysis).
Furthermore, vibrations can be divided into two categories based on what generates
them: free vibrations and forced vibrations. Free vibrations occur when a mechan-
ical system oscillates without being subjected to any force, but because its initial
conditions at the time considered are different from zero or in a certain instant the
system is in a different condition from that of equilibrium. The most general free
motion is the superposition of all the proper modes. Each mode participates in a spe-
cific part, depending on the initial conditions. In the DOMUS project, the analysis
of the dynamic behavior of the structure selected as a demonstrator of the project
was carried out following two approaches: analytical approach and experimental
approach. The analytical approach determines the modal parameters of the system
(natural frequencies, damping factors, andmodal forms) starting from the knowledge
of the structure’s geometry, the boundary conditions and the characteristics of the
materials, the mass distribution and the stiffness and damping of the structure. The
experimental approach, instead, determines the dynamic parameters of the structure
starting from the measurement of the structural response stressed by mechanical
devices or environmental excitation, which can be considered a white noise: in this
case the input on the structure is not known (nor can it be measured), but it is pos-
sible to evaluate dynamic parameters of the structure using only the output data. A
sensor network consists of a series of devices distributed in space and which use
their sensors to cooperate in monitoring events or environmental situations. Typi-
cally, the original signal is translated into a voltage or current quantity in such a
way as to allow its acquisition and possible processing in digital format. The sensor
networks consist of a set of nodes. Each node of the network consists of one or more
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Fig. 12 Frequency response of a piezoelectric accelerometer

sensors, a data transmission system, a microcontroller for information processing
and an energy source. The sensor networks can be wired or wireless; it is obvious
that a structure of wired networks has a higher cost compared to a wireless network,
but at the same time the use of a wireless network involves the implementation of
more sophisticated techniques to ensure the consistency of data. For the modal iden-
tification of the I.T.I. “Monaco” Auditorium, a wired network composed of eight
high-sensitivity monoaxial piezoelectric accelerometers was created. In general, the
choice of accelerometers to be used considered the acceleration levels to bemeasured
so that they fall within the measurement range and the sensitivity of the sensor, that
is, the potential difference produced on the element for a given level of acceleration.
This last parameter is imposed when the accelerometer is manufactured and cannot
be changed, it is measured in mV/g (i.e., in tension per unit of acceleration). The
minimum and maximum measurable values are obtained experimentally during cal-
ibration. Below, Fig. 12 is a typical trend of the frequency response of a piezoelectric
accelerometer (Fig. 13).

As far as the electrical aspect is concerned, when an accelerometer ismounted on a
conducting surface there is the possibility that the sensor will be disturbed by signals
coming from other electrical devices or even from the power supply devices of the
system itself, forming a ground loop (Fig. 14), they concatenate with the acquired
signals. It is therefore convenient to isolate the accelerometers from the structure on
which they aremounted. Accelerometersmust be connected to the acquisition system
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Fig. 13 Frequency response related to the type of assembly (Source DEWESoft)

Fig. 14 Ground Loop

through strong connections to ensure continuous transmissionwithout intermittences
that would cause data loss. The output signal from a piezoelectric sensor is low,
which means that a very sensitive signal conditioning circuit is required. ICP type
accelerometers, which incorporate a micro-amplifier which converts the signal from
high to low impedance, were used for this application.

The transducer needs a constant current supply which is supplied by specific
acquisition systems and, in this case, it has been possible to use standard cables,
even of considerable length, without the signal degrading significantly. As part of
the DOMUS project, experimentation was carried out by creating an accelerometric
network whose nodes were formed by high-quality piezoelectric accelerometers and
the output of the ICP transducer permitted the use of a RG59 coaxial cable (Fig. 15).

The accelerometer used is the KS48 model, and Table 1 shows its main features.

6 Structural Analysis and Prototype Applications

The Auditorium of I.T.I. “Monaco” was modeled in the context of FEM (Finite
Element Method) in order to know its mechanical behavior [18]. The spatial model
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Fig. 15 Equivalent circuit of an ICP transducer and acquisition system

Table 1 The accelerometer features

OUTPUT ICP®

Piezo design Scher/Shear

Charge sensitivity – pC/g

Voltage sensitivity 1000±20% mV/g

Range 6 g

Residual noise (20.50 000 Hz) 4 μg

Constant current supply 2.20 mA

Output bias voltage 8.12 V

Resonant frequency >6,5 kHz

Transverse sensitivity <5 %

Capacitance without cable – nF

Operating temperature range −20/90 °C

Temp. coefficient of sensitivity −0,16 %/K

of the experimentation structure was realized with the help of the finite element
software SAP2000 (Fig. 16).

Considering that there are no signs of deterioration of the material from the visual
surveys, it has been considered a concrete that has the same characteristics as the orig-
inal one. The concrete used for the construction of the building, γcls �2500 kg/m3,
was characterized by an elastic modulus of E�25000N/mm2 and a Poisson coeffi-
cient, ν, equal to 0.27. Beams and columns have been schematized as beam elements,
while for the floors and stairs has been made to the shell area elements. The results
that can be obtained from a beam element are the torques, forces, displacements
and rotations at the nodes. The thick shell, used in the modeling of the floor of the
Great Hall, represent a part of the casting shell elements category which, compared
to the thin shell elements, also consider the deformability shear. It is flats latero-
cementitious, 25 m thickness in the zone A and 20 cm thickness in the zone B.
Unlike the beam elements, for which the shape functions are well studied and it is
possible to arrive at an exact solution also considering elements at two nodes, for
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Fig. 16 Spatial model of the building studied

shell elements it is necessary to proceed with themeshatura, which consists in subdi-
viding them into sub-elements having a ratio next to one between the sides. The stairs
were modeled as shell-thin elements of a thickness of 15 cm bound to the beams and
perimeter columns by interlocking. As regards non-load-bearing structural elements,
infill panels and partitions, it was decided to represent them as loads acting on the
beams. The analysis of construction details showed that the roof is simply resting
on brick walls along the perimeter and in the central part and does not have a rigid
behavior on its floor. Therefore, since its contribution to the overall stiffness is small
and difficult to assess, the roof has not been geometrically modeled. In any case, its
own weight and the loads acting on it (snow load) were taken into consideration and
applied directly to the relativemembers. Given the lack of documentation concerning
the foundation structures and the type of soil, the soil-structure interaction has been
imposed on the ground floor by binding the ends of the pillars with perfect interlock-
ing constraints. Once the finite element model of the structure was completed, the
modal analysis was performed [19], which provided results in terms of frequencies
and periods of vibration [20]. The contribution of the generic mode of vibration to
the structural response, considered as a translational or rotational contribution, is
established on the basis of the percentage of participant mass. While, the number of
modes to consider is fixed, according to the current legislation [21], by the percentage
of total participant mass that must be higher than 85%. In the present case, Table 2,
the structural response is defined by the first eight vibration modes.

By examining the deformations of the first three modes of vibrating of the struc-
ture (Fig. 17), we have that: the first mode vibrates at a frequency of 4.9 HZ and is
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Table 2 Translational and rotational contributions of the vibration modes

Translaton X Translaton Y Rotaton Z

Mode Frequency
(Hz)

Mass (%) Sum (%) Mass (%) Sum (%) Mass (%) Sum (%)

1 4,9001 1,58 1,58 50,00 50,00 87,00 87,00

2 6,5951 59,00 60,58 3,20 53,20 0,53 87,53

3 9,1927 0,24 60,81 19,00 72,20 1,06 88,59

4 11,519 0,43 61,24 5,13 77,33 0,10 88,69

5 14,759 21,00 82,24 0,03 77,36 1,52 90,22

6 15,335 0,00 82,24 7,00 84,35 0,46 90,68

7 15,747 0,87 83,11 0,39 84,74 2,55 93,23

8 17,003 2,35 85,45 2,65 87,39 1,03 94,26

Fig. 17 Deformed shapes of the first three vibration modes

translational in the y direction with non-symmetrical deformation since the distribu-
tion of the stiffness is irregular. In fact, in zone A, the presence of the stairs and the
greater thickness of the floor greatly increase the rigidity with respect to zone B. The
second mode, which corresponds to a frequency of about 6.6 HZ, is translational in
the direction x. The third mode is torsional and vibrates with a frequency of 9.19 HZ.

From the modal shapes, we can identify the areas that undergo greater deforma-
tions for the planning of the positioning of the sensorial instrumentation (Fig. 18). It
is precisely at the structural parts affected by excessive displacements that the trans-
ducers are positioned. In the case studied, there were eight accelerometers available.
Following the analysis carried out with the SAP2000 software, which allowed us
to get an idea of the structure’s own modes, we chose to place them at the points
indicated in the figure, which also show the share of each accelerometer and the
direction reading, chosen so as to obtain information also on the twisting component
of the motion [22]. To avoid aliasing problems, it is important that the sampling
rate is greater than or equal to twice the highest frequency contained in the signal.
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Fig. 18 Position, elevation and reading direction of the accelerometers at the ground floor and at
the 2nd floor

Fig. 19 Acquisitions of accelerometers no. 1-3-5-7

Considering that the range of frequencies to be explored is between 3 and 30 HZ,
a band-pass filter has been applied, that is a device that allows the passage of the
frequencies present within the range of interest and attenuates the frequencies out-
side its. The acquisitions were all made within 6 h. As an example, the accelerations
recorded by accelerometers 1, 3, 5 and 7 are reported (Fig. 19).
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Fig. 20 Overlap of spectra in terms of frequency (PSD)

These sensors measure the amount of force applied, the displacement and accel-
eration of the structure by converting them into electrical signals that are recorded
by the analysis system and converted into frequency. The final aspect is a graph with
the superposition of power spectra relative to the various recorded signals (Fig. 20).
From the graph, in correspondence with the values of the frequencies of the first three
modes provided by the modal analysis (theoretical frequencies), there are increases,
peaks, in terms of experimental frequency (frequency measured by the sensors). This
identifies a sufficient precise correspondence between the theoretical and experimen-
tal frequencies. For the first mode, the FEM analysis had provided a frequency of
4.9 HZ. As a way of translational vibration in the y direction, it is expected that the
accelerometers capable of providing more information are 2, 4, 6 and 8. Although
this, the PSD (Power Spectral Density) charts related to accelerometers 4 and 8 do
not have evident peaks around 4.9HZ, since the structure, in the part that in the
description phase of the work was referred to as zone A, is rather rigid compared to
zone B. For the same reason, from the results obtained from the FEM model it is
possible to notice the non-symmetry of the deformed one justifies the fact that there
are also high peaks in the PSD graphs related to accelerometers 1 and 5. Finally, the
data taken into account for the determination of the first frequency are those related
to accelerometers 1, 3, 5 and 7, i.e. those placed at the corners at the end of the zone
B, that is, at the part of the structure most affected by the translational motion in the
direction y. By way of example, the graph of the PSD relative to the accelerometer
number 6 is shown with the indication of the experimental frequency associated with
the first mode of vibrating (Fig. 21).
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Fig. 21 Indication of the first frequency (accelerometer no.6)

From the average of the frequencies provided by the graphs of the power spectral
density relative to the accelerometers of interest, it was possible to determine an
experimental frequency for the firstmode equal to 4,852HZ. For the second vibration
mode, which corresponded to a theoretical frequency of 6.59 HZ, the FEM analysis
of the model showed how it was a translational mode in the x direction. Therefore,
it is expected that the greatest information is provided by accelerometers 1, 3, 5 and
7. Actually, the greatest peak is present in the PSD graph related to accelerometer 7.
This is due to the fact that, in zone A, passing from the intermediate level to the last
level, there is a considerable reduction in rigidity due to the absence of the stairs.
This aspect is highlighted in Fig. 22, which shows the position of accelerometer no.
7 on the deformed 3D structure according to mode 2.

Furthermore, by way of example (Fig. 23), the graph of the PSD relating to
accelerometer number 7 is shown, with indication of the experimental frequency
associated with the second vibrating mode equal to 6.067 HZ.

The various accelerometers have been installed in position and direction of reading
such as to be able to provide, on the whole, information on the torsional mode.
Therefore, as far as the third way of vibrating is concerned, it is expected that, more
or less, all accelerometers will be able to provide adequate information. Despite this,
around the theoretical frequency of 9.19 HZ, the PSD charts with the most noticeable
peaks are those relative to accelerometers 5, 7 and 8. For the third mode of vibration,
an experimental frequency of 8.869 HZ was determined. By proceeding in the same
way for all the other significant vibrationalmodes, the experimental frequencies were
determined. The comparison is made by calculating the percentage error (Table 3),
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Fig. 22 accelerometer position no. 7

Fig. 23 Indication of the second frequency (accelerometer no. 7)

from which the frequencies provided by the finite element model are close to those
calculated experimentally.

The comparison is also carried out by plotting the two estimates on a Cartesian
plane (Fig. 24), which shows a good correlation between the two groups of frequen-
cies as close to the line passing through the origin of the axes and with a slope of
45°.

Therefore, the FEMmodeling and its analysis can be considered valid and used in
future applications, since it is sufficiently representative of the real conditions of the
structure from the point of view of the dynamic behavior. On the other hand, theoret-
ical frequencies had been obtained that were clearly different from the experimental



Structural Health Monitoring (SHM) 247

Table 3 Percent error Modes fteo (Hz) fsp (Hz) Error (%)

1 4,9001 4,852 0,98

2 6,5951 6,067 8,01

3 9,1927 8,969 2,43

4 11,519 10,96 4,85

5 14,759 14,14 4,19

6 15,335 – –

7 15,747 – –

8 17,003 17,65 3,81

Fig. 24 Frequency
comparison plotting

ones (white noise) and the FE modeling was carried out by making changes in the
discretization of the structural elements to obtain a model with frequencies similar
to the experimental ones.

The previous results obtained from the geometrical and geomatic analyses, from
the mechanical characterization, from the theoretical and experimental analyses for
the definition of the vibratingmodes and the principal frequencies of the structure that
can be interpreted as undamaged structure, allow at any time a comparison between
the latter data and those instantly detectable by the accelerometric network constantly
present on the structure. A difference, over a predefined tolerance, between modes
and frequencies in the case of an undamaged and damaged structure, will trigger
the transmission of an alert and the consequent actions of maintenance or rescue
intervention (Fig. 25).
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Fig. 25 Comparison of frequencies and alert system

7 Conclusions

Internet of Things is becoming increasingly pervasive in all aspects of everyday life,
especially in the aid of vulnerable groups and elderly or disabled people, facilitating
a whole series of activities that improve comfort and reduce energy consumption.
Among the various aspects that IoT facilitates there are also the safety and security
of the home, intended on the front of the usability of the building. With the study
presented in this chapter, the building itself was monitored and it was able to self-
diagnose its structural state of health and be able to detect dangers for users. It has
been demonstrated how the integration with all the other IoT systems is possible and
above all useful and efficient. It was even possible to show the operation on a real
prototype: ITI Monaco of Cosenza. It can be concluded that the results are more
than satisfactory and further possible future developments can be glimpsed in order
to pass from simple self-diagnosis and warning of structural danger to a cognitive
capacity of the building on the structural aspect, as well as to studies that allow
greater cost-effectiveness and ease of installation. solutions, to allow a widespread
diffusion of the proposed system.



Structural Health Monitoring (SHM) 249

References

1. F. Cicirelli, A. Guerrieri, G. Spezzano, A. Vinci, An edge-based platform for dynamic Smart
City applications. Future Gen. Comput. Syst. 76, 106–118 (2017)

2. G. Fortino, P. Trunfio (eds.), Internet of Things Based on Smart Objects: Technology, Middle-
ware and Applications (Springer International Publishing, 2014)

3. A. Guerrieri, V. Loscri, A. Rovella, G. Fortino (eds.),Management of Cyber Physical Objects
in the Future Internet of Things. (Springer International Publishing, 2016)

4. G. Deruyter, M. Hennau, V. De Wolf, N. De Wulf, Approach for comparing design and as
built models based on data acquisition using a 3rd terrestrial laser scanner, a case study. In: 4th
International Workshop on 3rd Geo-Information, pp. 101–116 (2009)

5. I. Lubowiecka, J.Armesto, P.Arias,H.Lorenzo,Historic bridgemodelling using laser scanning,
ground penetrating radar and finite element methods in the context of structural dynamics. Eng.
Struct. 31, 2667–2676 (2009)

6. S. Artese, J.L. Lerma, G. Zagari, R. Zinno, The survey, the representation and the structural
modeling of a dated bridge, in Proceedings of the 8th International Congress on Archaeology,
Computer Graphics, Cultural Heritage and Innovation ‘Arqueológica 2.0’ in Valencia (Spain),
5–7 Sept 2016

7. I. Detchev, A. Habib, M. El-Badry (2011) Case study of beam deformation monitoring using
conventional close range photogrammetry. In: ASPRS 2011 Annual Conference. ASPRS. Mil-
waukee, Wisconsin, USA

8. S. Artese, V. Achilli, R. Zinno (2018) Monitoring of bridges by a laser pointer: dynamic
measurement of support rotations and elastic line displacements: methodology and first test.
Sensors 18(2), 338

9. G. Vosselman, B.G. Gorte, G. Sithole, T. Rabbani, Recognising structure in laser scanner point
clouds. Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 46(8), 33–38 (2004)

10. H.M. Zogg, H. Ingensand, Terrestrial laser scanning for deformationmonitoring—load tests on
the felsenau viaduct (CH). Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.XXXVII(B5),
555–562 (2008)

11. EN 12504–4:2005: Testing concrete in structures—Part 4: Determination of ultrasonic pulse
velocity

12. EN 12504-2:2012: Testing concrete in structures—Part 2: Non-destructive testing - Determi-
nation of rebound number

13. EN 12504-3:2005: Testing concrete in structures—Part 3: Determination of pull-out force
14. ASTM C900—06: Standard Test Method for Pullout Strength of Hardened Concrete
15. EN 12504-1:2009: Testing concrete in structures—Part 1: Cored specimens—Taking, exam-

ining and testing in compression
16. R.D. Borcherdt, Effects of local geology on ground motion near San Francisco Bay. Bull.

Seismol. Soc. Am. 60(1), 29–61 (1970)
17. Y.Nakamura,Amethod for dynamic characteristics estimation of subsurface usingmicrotremor

on the ground surface. Quaterly Rep. Railw. Tech. Res. Inst. 30(1), 25–30 (1989)
18. A. Madeo, R. Casciaro, G. Zagari, R. Zinno, G. Zucco, A mixed isostatic 16 dof quadrilateral

membrane element with drilling rotations, based on Airy stresses. Finite Elem. Anal. Des. 89,
52–66 (2014)

19. D.J. Ewins, Modal testing: theory and practice, vol. 15 (Research Studies Press, Letchworth,
1984)

20. R. Potter, M. Richardson, Mass, stiffness and damping matrices from measured modal param-
eters, in ISA International Instrumentation-Automation Conference, New York, New York, Oct
1974

21. M. delle Infrastrutture, Norme tecniche per le costruzioni. Min. Inf 14 (2008)
22. B. Peeters, G. De Roeck, Stochastic system identification for operational modal analysis: a

review. J. Dyn. Syst. Meas. Control 123(4), 659–667 (2001)



A Smart Air-Conditioning Plant
for Efficient Energy Buildings

Roberto Bruno, Natale Arcuri and Giorgio Cuconati

Abstract The spread of renewable energy technologies in the building sector has
produced the new figure of “prosumer”, able to consume and produce energy simul-
taneously. In this context, a correct management of the energy fluxes is required to
increase user remuneration. All of this, paired with the use of the emergent IoT tech-
nologies, allowed the realization of a Smart Ecosystem devoted to make effective
the process of producing, storing and consuming energy. Considering PV genera-
tors, the self-produced electricity surplus has to be transferred with advantageous
conditions, alternatively it has to be stored. Air-conditioning plants employing heat
pumps represent a useful option for the rational management of renewable electricity
because the same system can be used as an alternative to “electric storage”, cheaper
and more reliable than traditional batteries. Heat pumps can be exploited to produce
thermal or cooling energy and store it in a suitable tank, though the building does
not require them, and to conciliate the time shift between energy demand and offer.
In presence of a saturated storage tank, the same building could be used as a further
thermal accumulator by exploiting radiant emission systems to activate its thermal
mass, by means of either overheating or undercooling strategies. The combination
of these solutions allows for noticeable energy and economic savings and a rational
use of renewable sources. However, a smart control system is required to make all
the various involved devices communicating and coordinating among each other. A
smart air conditioning system and the correspondent control strategies adopted for
its management, based on the employment of PV driven heat pumps with thermal
storage connected to a radiant emission system, is introduced.
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1 Introduction

In Italy, the primary energy demand in 2015 was approximately 156 Mtoe (million
tons of equivalent oil), an increase of 3.4% compared to the prior year; in partic-
ular, in the residential sector the increment was approximately 10% reaching 32
Mtoe [1]. For the latter, a fraction of 70% was employed to satisfy the building air-
conditioning demands. Therefore, the building sector represents a key element to
improve energy efficiency because 75% of the whole building stock can be classified
as “energy inefficient” [1]. A possible solution to reduce the primary energy require-
ments, deriving from fossil sources, is the correct management of a combination of
reliable and existing technologies [2]. These plants involve different primary energy
sources, both renewable and non-renewable, therefore their rational administration
has to be attained in order to favour the minimization of fossil fuel exploitation [3].
An appropriate auxiliary or integration system, usually supplied by fossil sources,
is required to find a solution to the aleatory nature of the renewable energies. The
latter are able to limit the building energy demands, especially those connected to
the air-conditioning plants, directly and indirectly involving the exploitation of solar
radiation [4]. This research field is still largely investigated, because the technolo-
gies linked to the so-called “Solar Air-Conditioning” have to be further improved
appearing very promising in terms of primary energy saving. The simplest air con-
ditioning system, exploiting solar radiation, is represented by electrical heat pumps
connected with a photovoltaic field (PV driven heat pump) [5]. PV electricity repre-
sents the direct exploitation of solar energy, whereas the thermal energy embodied
in the heat pump sources is indirectly associated to the action of the solar radia-
tion. However, in these systems the solutions of two evident problems have to be
attained. First, the asynchrony existing in winter between solar radiation availability
and thermal load request, successively heat pumps may not guarantee the coverage
of the energy demands, therefore an auxiliary device has to be considered [6]. The
first problem can be overcome by means of the sizing of a suitable storage system,
in order to accumulate thermal energy when heating or cooling are not required.
Moreover, the heat pump allows to transform PV surplus in thermal energy, though
a heating load is not requested, acting as an alternative energy storage system, per-
mitting to use the stored thermal energy in differed times. The second problem is
solved by an integrative system made by a more reliable technology that assures
the coverage of the energy demands. Therefore, such an air-conditioning plant rep-
resents a “hybrid” system, where different primary sources are involved to provide
heating and cooling loads. These typologies of air-conditioning plant, in fact, can
be used for the whole year and suitable emitters, such as fan-coils or radiant pan-
els, can be used for cooling applications too. The presence of PV generators and
of auxiliary systems makes these devices quite expensive if compared to traditional
air-conditioning plants, however the payback period reduces with the self-consumed
PV electricity growth [7]. Regarding the storage of thermal energy, insulated tanks
represent a consolidated and cheaper technology compared to expensive batteries
for the electric energy accumulation. However, a smart management of the building-
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plant system that considers the strong interaction of different devices (PV generator,
heat pumps, tank and emission system), has to be developed. The considered devices
were augmented by exploiting IoT-based technologies with the aim of realizing a
Smart Ecosystem devoted to make effective the process of producing, storing and
consuming energy. In order to attain energy savings and appropriate indoor comfort
conditions, the smart control system has to allow simultaneously the achievement of
different targets: the maximum exploitation of the renewable source, the correct use
of the storage system, and the accurate management of the emission system. For the
latter, the employment of radiant panels is suggested to increase the energy efficiency
indexes of heat pumps [8]. However, in summer the surface temperature of radiant
systems has to be monitored continuously to avoid condensation of the water vapour
by means of appropriate inlet temperature. The same emission system can be used
to activate the building thermal mass, therefore the control system has to consider
the structure as a further thermal energy accumulator to employ in the presence of
saturated storage tanks. Thus, an eventual PV electricity surplus can be exploited by
means of overheating/undercooling strategies of the indoor environment, avoiding
selling the self-produced electricity if its price is not competitive.

2 The Heat Pump Technology

By exploiting the free energy available in renewable sources such as external air,
water or ground, air-conditioning plants equipped with heat pumps represent an easy
and reliable system to reduce operational costs and the environmental impact for
heating, domestic hot water production and cooling in buildings. Thermal energy is
transferred from a thermal source to another one bymeans of the provision of electric
energy. The heat transfer occurs by an inverse thermodynamic cycle evolving with
low-boiling fluids. In Fig. 1 a typical thermodynamic cycle describing the operation
of an electric heat pump, is shown. Initially, the low-boiling fluid in gaseous form
is compressed to a higher pressure level by a compressor, absorbing electric energy
(A → B). In these conditions, the fluid tends to pass spontaneously from the gaseous
to liquid form, but the phase transition requires the release of thermal energy to a first
thermal source (B → C).When the low-boiling fluid is in liquid phase, it is subjected
to a drastic pressure drop (C → D) and successively it tends spontaneously to become
gaseous.During this transformation (D → A), the low-boilingfluidhas to absorbheat
from a second thermal source, returning to the initial point. With the transformations
BC and DA, the thermal energy is exchanged with the correspondent thermal sources
that can be represented by external air or water. For instance, in winter an air-air heat
pump extracts thermal energy from the external air to heat an air flow-rate, whereas in
presence of an air-water heat pump a water flow-rate suppling appropriate hydronic
emitters (fan coils or radiant panels), is employed. During summer, an air-air heat
pump extracts heat from the indoor air to “pump” the thermal energy to the outdoor
air. If hydronic systems are employed, the thermal energy is extracted by the water
flow rate circulating inside the emitters. Electric heat pumps connected to the ground
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Fig. 1 Thermodynamic cycle and functional sketch of an electric heat pump

as thermal source use apposite heat exchangers to transfer thermal energy between a
water flow rate and the soil. Heat pumps provide elevated energy efficiency indexes
because the largest amount of heat is absorbed from the renewable sources, allowing
a limitation of about 50% concerning the operational costs [8].

The European Directive RES “Renewable Energy Source” fully contemplates the
electric heat pumps as devices exploiting renewable energy [9]. The technological
evolution has allowed for the production ofmodern heat pumpswith energy efficiency
indexes 10 times greater than analogous products made 10 years ago, due to the
employment of innovative technologies such as compressors equipped with inverters
and refrigerant circuits operating with variable flow rates [6]. The efficiency indexes
are named in different ways in accordance with the provided service; however, both
are defined as the ratio between the “pumped” heat and the absorbed electric load
(see Fig. 2). In winter, the COP (Coefficient of Performance) at seasonal level can be
equal to 3, therefore the supply of 1 kWh of electricity (We) allows for the production
of 3 kWh of thermal energy (H2). Similar values are detected in summer and the
correspondent energy efficiency index is calledEER (EnergyEfficiencyRatio). Other
performance indexes such as SEER and SCOOP, are usually used: the first refers to
cooling application, the second to heating application, both calculated by considering
the involved energies during a whole year and in three different climatic contexts.
The energy performances of electric heat pumps, in fact, cannot be generalized: they
depend strongly on the temperature of the external source from which the heat is
absorbed (in winter) or transferred (in summer). By setting the temperature of the
supplied fluid, COP indexes increasewith the external source temperature growth and
EER increases with the external source temperature decrement. If external conditions
are too severe, heat pumps are not able to operate. Electric heat pumps are not
able to provide flow rates with high temperatures, therefore radiant emitters are
more suggested because flow rates at 35 °C are sufficient for heating applications.
Moreover, flow rates at a temperature of 15 °C are suitable in summer allowing for
the achievement of more elevated EER, corresponding to a reduction of absorbed
electric load at parity of supplied thermal energy. In Fig. 3, typical trends concerning
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Fig. 2 Heat pump operational scheme for heating (HPH) and cooling (HPC)

(a) (b)

Fig. 3 Thermal power and COP a and cooling power and EER b trends in function of the outdoor
air temperature and for two different types of emitters

the supplied power and the performance indexes, in function of the external air
temperature, are shown for a commercial air-water heat pump considering radiant
panels and fan coils as emission systems.

The size of heat pumps has to be chosen carefully in relation to the required ther-
mal and cooling loads: if the latter are lower than the supplied one, in absence of
thermal storage systems, heat pumps have to operate in partial mode with correspon-
dent worsening of the performance indexes. Usually, the magnitude of heating and
cooling loads is strongly different; therefore, the device has to be chosen in function
of the greatest power. Thus, the heat pump chosen for the winter period could be
oversized than the summer period or vice versa. A possible solution is represented
by a generation system constituted with more heat pumps activated in cascade. In
Fig. 4, the required and supplied powers of a generator system with 4 heat pumps
for heating applications, is shown. At the outdoor temperature toa, the power P has
to be provided, therefore the heat pumps HP1 and HP2 are switched on and operate
at the maximum power, with the best COP, whereas only heat pump HP3 has to
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Fig. 4 Example of operation
of more heat pumps in
cascade to limit partial mode
operation

operate in partial mode, avoiding the partialised operation of a sole and greater heat
pump. Therefore, an intelligent control system has to consider the actual thermal
load required from the building in order to determine the number of heat pumps to
activate.

In the presence of a thermal storage, if the supplied thermal load compensates the
extracted one, the tank temperature level remains constant.Contrarily, its values could
rise or decrease, therefore the tank temperature has to be continuously monitored
by the control system. Finally, improvement of the energy efficiency indexes can
be achieved increasing the temperature level of the source from which the heat is
extracted (in winter), or decreasing the temperature level of the source where the
heat is pumped (in summer) [10].

3 Heat Pumps Assisted by Solar Energy: SAHP Systems

Active solar systems are classified in two categories: thermal solar collectors to pro-
duce thermal energy (heated air or water flow rates) and photovoltaic collectors to
produce electricity. Heat pumps can be connected with active solar devices to form
SAHP systems (Solar Assisted Heat Pump). By using thermal collectors, the energy
indexes are increased during winter operation by the temperature level growth of
the coldest source [11]. Thus, a COP growth can be observed, reducing the electric
absorption, and in some circumstances the thermal level is sufficient to supply the
emission system directly. In summer, instead, the available thermal energy cannot be
used to improve EER, but it could be used to produce domestic hot water. However,
an appropriate size of the solar collector field has to be identified in order to avoid
a thermal energy availability that exceeds the summer demand of the domestic hot
water. PV generators provide a fraction of the electric load required by heat pumps
and can be employed for the whole year. These systems do not produce an actual
improvement of the performance indexes, but the possibility to satisfy partially the
electric loads by using solar radiation as primary source makes the system environ-
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mentally more sustainable [12]. From the economic point of view, the cost of PV
driven heat pump systems is similar to those required for SAHP equipped with ther-
mal solar collectors, because the recent financial incentives on PV technologies have
produced a substantial cost reduction [13]. At parity of solar radiation availability,
thermal collectors provide a higher system efficiency reaching elevated tempera-
tures, but can be used only to accumulate hot water useful for DHW production
or for heating applications. SAHP systems employing PV panels are less efficient,
more limited in term of temperatures levels but allow for satisfying both heating and
cooling demands. SAHP system with PV/T panels are more attractive: the latter, for
the same occupied space, provides both hot flow rate to use as thermal source in heat
pump systems and electricity to cover part of their electric demands [14]. However,
these systems are still more expensive and thermal energy has to be opportunely
dissipated in summer to avoid an electric efficiency decrement.

4 The Thermal Energy Storage Systems (TES)

The role of thermal energy storage systems (TES) in air-conditioning plants is sig-
nificant because they are largely recognized as the most reliable systems for the
integration of renewable sources in the coverage of building energy demands [15].
In the presence of generation systems supplied by electricity, the TES capacity is
that of converting and absorbing any instantaneous electrical surplus (peak produc-
tion) into thermal energy to use in a deferred manner. Therefore, TES systems can
be employed also as an effective tool for electricity demand managing programs
(DSM, demand-side management) rationalizing the aleatory electricity production
provided by renewable technologies [16]. TES systems, in fact, cover the role of
managing the mismatching between the availability of renewable energy and the
users energy demand. Moreover, TES systems are simple, safe, efficient, cheaper,
of high environmental quality and they are suggested for their versatility, technical
and economic feasibility and for the possibility to employ different technologies in
relation to the connected plant typology. The intelligent management of electricity
fluxes provided by renewable technologies in a TES allows to compensate the decou-
pling between energy demand and supply. When the production fluctuations typical
of renewable sources are shifted in function of the energy demand, the punctual
surplus is inevitably lost. In presence of a TES system, instead, this surplus can be
transformed in thermal energy and stored in the accumulator that acts as a buffer. An
integrated smart control system allows for exploitation of the storage potential and
themaximization of the production from renewable sources. TES can be involved not
only when the renewable electricity exceeds requirements, but also to store it when
external electricity from the grid (whose cost is continuously variable) is cheaper.
Thus, the smart management of the electric fluxes increases the production from the
renewable source and allows for a rationalized distribution on a large scale favouring
the cooperative energy exchange typical of smart districts. In order to qualify a TES
system, some aspects such as long life span, large storage capacity, reduced ther-



258 R. Bruno et al.

mal losses through the accumulator envelope, have to be considered. The different
solutions of thermal storage have to be chosen in relation to technical and economic
factors, however other aspects such as the period requested for the accumulation
of thermal energy (daily, monthly or also seasonal), the economic feasibility and
the actual operative conditions, have to be considered. The best renewable technol-
ogy to adopt in connection with TES depends especially on the demand magnitude.
Currently, the TES market offers different types of accumulators, which can be clas-
sified in three principal categories: sensible TES, latent TES and thermo-chemical
TES [15]. The first usually employs water as storage medium in stratified tanks, but
other technologies based on the employment of concrete, rocks or mixed system
constituted by water and rocks also are available. Latent storages can be made by
water ice orwith changeable phasematerials (PCM) in the desired temperature range.
Thermo-chemical storages still represent a limited application and their operation is
based on the activation of particular chemical reactions between reagent substances.

5 Radiant Panel for Heating/Cooling Applications

Radiant emitters offer good performances in term of energy savings and comfort con-
ditions, because of the advantageous inlet temperatures and the prevalent infrared
radiant exchange. Generally, radiant panels allow for a better exploitation of gen-
eration systems, such as condensation boilers or heat pumps, obtaining higher per-
formance indexes. The prevalent radiative thermal exchange involves radiant panels
and the indoor in view surfaces first, successively the convective thermal exchange
produces the set-point attainment. Thus, the internal air temperature change occurs
with delay due to the thermal inertia of the building fabric. A simpleON/OFF control,
that acts on the supply flow rate, produces elevated times for the set-point tempera-
tures achievement, therefore it is not suggested and could provide a worsening of the
comfort conditions [17]. A key element to increase the plant response to the internal
variations is represented by the modality of radiant panel installation: it is possible to
distinguish between integrated and non-integrated panels in the structure, mounted
in the floor, in the ceiling or in the vertical walls. Integrated panels, such as radiant
floors, are considered as an active surface installed inside the structure character-
ized by an elevated thermal inertia, providing a high response time and a thermal
“flywheel” effect. A radiant system not integrated in the structure is represented by
chilled ceilings, or suspended radiant ceilings, because they are physically disassem-
bled from the building with reduced time response. Both the mentioned systems can
be used for heating and cooling applications, however they can act only on sensible
loads leaving the control of latent loads to natural or mechanical ventilation, or to
other systems [18]. Radiant panels installed in the floor or in the vertical walls can
be penalized by the presence of furnishing, therefore the ceiling installation is the
most suggested. A typical section of a radiant floor is represented in Fig. 5a: under
the floor covering a lightweight concrete slab with additives (to increase the thermal
conductivity) is located, in which the pipes are installed to transport hot or cold flow
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Fig. 5 Sections of a radiant floor a and a non-integrated chilled ceiling b

Fig. 6 Scheme of a three-way motorized valve for the temperature regulation

rates, then an insulate layer to avoid the thermal losses downward and finally suitable
joints to compensate the thermal dilatations. In Fig. 5b a scheme of a chilled ceiling
is represented: a suspended structure supports the active surface supplied by a net-
work of pipes located in the upper part. The active surface can be made with different
materials such as mineral fibres or metallic plates, the latter more performant but also
more expensive. In order to accelerate the emission system time response, a suitable
control strategy varies the inlet temperature in relation of the boundary conditions
[19]. Usually, the inlet flow rate is extracted from a storage tank equipped with a
motorized three-way valve to obtain the desired temperature, using the returning flow
rate from the emitters as mixing fluid (see Fig. 6).

A typical control strategy implemented in air-conditioning plants is the “climatic”
regulation: in function of the outdoor air temperature, a precise relation calibrated
in function of the building characteristics, sets the inlet temperature. For instance,
in winter the inlet temperature is increased with the outdoor temperature decrement
in order to accelerate the emitters’ response, depending on the weather conditions.
Every building can be described, in a simplified way, by a linear trend characteristic,
to be determined by means of experimental tests, where the slope is related to the
mean heat loss coefficient of the building envelope, as shown in Fig. 4 and in a
more detailed way in Fig. 7. The inlet temperature regulation has to consider another
crucial aspect, because it fixes the panels surface temperatures. The latter cannot
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Fig. 7 Typical building
characteristic for the inlet
temperature regulation of
emitters

be excessively elevated in winter, because they could provide discomfort conditions
and damage to the emitters due to thermal dilatations. Usually, surface temperatures
higher than 29 °C have to be avoided for radiant floors, whereas temperatures slightly
more elevated can be admitted for radiant panels installed on the ceiling.

In summer, when the panel surface temperature is next to the indoor dew-point
temperature, the risk of water vapour condensation on the active surface has to be
considered carefully. It does not depend only on the emitters inlet temperature but
also on the indoor humidity level, therefore a prudential control strategy to employ
during cooling application has to be developed. Usually, the inlet temperature is set
equal to the indoor dew point temperature: thus, the thermal resistances between
the supplied flow rate and the panel surface provide a temperature increment that
assures a surface temperature that is always greater than the dew point, avoiding the
condensation phenomena [20].However, in the presence of an elevated humidity level
in the indoor environment, inlet temperatures could be insufficient to remove thermal
loads, thus the indoor set point temperature cannot be guaranteed. Considering the
employment of chilled ceilings, theoretical evaluations have demonstrated that it is
possible to decrement the dew point temperature by 4 °C in the presence of panels
made of mineral fibres or by 2 °C for metallic active surfaces, permitting to respect
the set point [21]. Contrarily, a suitable control of the internal latent loads is required:
often natural or mechanical ventilation systems are sufficient to contain the indoor
humidity levels [18]. In Fig. 8, a thermographic image of a chilled ceiling, where
surface temperatures are slightly variable around the value of 17 °C in proximity of
the serpentines, is reported.

6 A Smart Air-Conditioning Plant and Control Strategy

Considering the advantages achievable by employing different devices in a combined
way, an opportune management allows the attainment of higher performance indexes
with a significant use of renewable sources. Thus, energy and economic savings can



A Smart Air-Conditioning Plant for Efficient … 261

Fig. 8 Thermographic image of a chilled ceiling during a cooling application

be achieved with acceptable payback periods. An efficient and smart air conditioning
plant, employed to satisfy heating and cooling requirements, can be constituted by:

• a precise number of air-water heat pumps, in order to allow a rational exploitation
of the generation system in relation of the required thermal load;

• a PV plant, to provide a fraction of the electric load absorbed by heat pumps;
• a storage tank, to accumulate sensible energy, in order to manage the mismatching
between required thermal energy and renewable energy availability;

• an integration system to guarantee a minimal temperature level in the storage tank
in winter;

• a mixing valve, to regulate the emitters inlet temperature;
• internal thermostats, to manage indoor overheating/undercooling strategies;
• radiant ceilings, to supply thermal loads and to exploit the building structure as
further thermal storage system.

The control system can be divided in two levels: the first to manage the generation
system (primary control), the latter to regulate the emission system (local control).
The control strategy can be opportunely improved if different parameters involved
in the analysis of the building-plant system are known in advance. Analogously to
the electric loads, in the presence of multi-generation systems for air-conditioning
applications, the possibility to know the heating and cooling trend of the building-
plant system in a predictive manner, allows for the electric energy planning. The
predictive knowledge of the required thermal load, in fact, allows to define a suitable
management of the generation units and, consequently, a projection of the required
electric loads. Moreover, in a future scenario of Smart Cities development, the plan-
ning of electricity consumptions allows the coordination of air-conditioning plants
with other electric loads in order to make the aggregated users less dependent on the
external grid. Regarding the building thermal loads, in literature different predictive
models conceived in function of the external weather conditions, geometrical and
thermo-physical building characteristics, provide prediction of these loads generally
with an advance of 24 h [22, 23].

The control system is an articulated device, where different types of technologies
are involved. Preliminarily, an embedded computer is required in order to imple-
ment appropriate algorithms able to provide the building heating/cooling loads and
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the performance indexes concerning heat pumps and integration system. A suitable
dashboard is required to set different parameters, concerning the thermo-physical
and the geometrical properties of the building and the characteristics of the devices
employed in the generation system. The same computer has to be predisposed for
an internet connection in order to exploit different services, such as the provision of
meteorological data or the situation concerning the electric energy costs on the local
market.Moreover, the embedded calculator has to be arranged in order to acquire sev-
eral data for the algorithms implementation, in particular temperature measurements
involving the thermal storage system, the emitters inlet temperature, the outdoor and
indoor air temperatures. Finally, the decisions taken by the calculator are executed
by means of apposite actuators that not only intervene on the generation system
(devices switched on or switched off), but which are able to modify the set-point
values concerning thermostats, tank thermal level and emitters inlet temperature.

6.1 Primary Control for Heating Applications

In winter, the smart air-conditioning plant requires both electric energy (to supply
heat pumps) and a primary source for the integration system. As the thermal storage
system offers a finite capacity, the planning program has to consider its state, in
particular the attained thermal level. Therefore, the control system has to be equipped
with apposite probes (RTD PT 100, for instance) in order to measure the tank thermal
level. In particular, a resistance temperature detector has to be installed in the superior
part of the tank for heating applications, due to the temperature stratification effect.
The temperature measurements allow for considering the thermal energy availability
in the storage tank.

The presence of a PV generator allows for absorption of the self-produced elec-
tricity by the heat pump system or, if the latter is not sufficient, to integrate it with
that provided by the external grid. If PV electricity surplus is not available (overcast
conditions, night hours), the electric energy has to be absorbed completely from the
external network. However, the presence of the integration system could make the
purchase of its primary sourcemore competitive than electricity acquisition, therefore
the thermal cost of the primary source used by the integration system (in e/kWhth)
has to be compared with the thermal cost provided by the heat pumps. The thermal
costs of the generation system are continuously changeable, due to the daily vari-
ability of the electricity cost (CE) and the variability of the performance indexes of
the employed devices (in function of weather conditions and/or the operation mode),
therefore different economic frames have to be analyzed. Supposing the presence
of an integration system supplied by methane as primary source, characterized by a
lower heating value (LHV) of about 10 kWh/m3 and an average cost (CM) of 1e/m3,
the control system has to carry out the following evaluations. Preliminarily, bymeans
of apposite correlations derived from the manufacturer data sheet, the punctual effi-
ciency (η) of the integration system has to be determined in function of the required
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heating load; if the efficiency is equal to 80%, the integration system thermal cost
(CI) is calculated as:

(1)

whereas the thermal cost connected with the heat pumps (CHP), hypothesizing a
punctual COP of 2.5 and an electricity cost (CE, provided by the national institutions
concerning the management of the electric market) of 0.30 e/kWhel, is:

(2)

Therefore, CHP is lower than CI and heat pumps have to be used if this situation
occurs. In a different frame, where the COP is equal to 2 and the integration system
efficiency is 95%, the integration thermal cost (0.105 e/kWhth) becomes more com-
petitive than the heat pump thermal cost (0.15 e/kWhth), therefore the employment
of the first device is determined. The control system has to be able to evaluate the
instantaneous performances indexes of the several devices constituting the genera-
tion system, depending on precise parameters such as the outdoor air temperature
(Toa), and the heating load requested by the building (Qh). With reference to Fig. 3a,
in fact, by setting the supplied water temperature, the COP dependency from the
outdoor air temperature can be determined with good agreement by a second order
relation:

COP = a · T2
oa + b · Toa + c (3)

where the three coefficients a, b and c can be evaluated by a polynomial regression
in function of the data provided by the manufacturer. Generally, a winter set-point
value of 50 °C for the thermal level of hot water contained into the tank is suitable in
order to exploit the thermal storage capacity. Later, the motorized three-way valve
will regulate the emitters inlet temperature at the desired value. The heating load
requested from the building allows for determining:

• the number of heat pumps to activate in the generation system;
• the capacity ratio (CR) of the devices that affects the performance indexes.

In a simplified way, the latter can be evaluated as the ratio between the requested
heating load and the nominal power of a single heat pump. Thus, if CR = 1 only
a heat pump operates in nominal conditions without a worsening of the COP; if
CR > 1, other heat pumps have to be activated in cascade. For instance, if CR =
1.7, two devices will be switched on, with the first heat pump operating in nominal
conditions, the second one in partialisation mode at 70%. Generally, modern heat
pumps equipped with inverters offer a non-penalized COP if the CR is greater than
0.5 [6]. Regarding the required heating load, lumped parameters models depending
on few geometrical and thermo-physical parameters are available in literature [24].
However, the boundary initial conditions at the instant t = 0 have to be known,
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whereas in predictive models are not required because they consider the thermal
“history” of the building structure.

In presence of the PV plant, the electricity surplus (El,PV,s) is another crucial
parameter to be considered by the control system, supposing that the self-produced
electricity is absorbed by other electric loads in a priority way (domestic appliances,
artificial lighting system). The air-conditioning plant, in fact, is considered as an
alternative electricity storage device. The control system has to manage different
situations adequately, depending on energy and economical parameters. In particular,
when heating is required (Qh > 0) if a PV surplus is not available (El,PV,s = 0), the
thermal costs of the devices employed in the generation system have to be compared
in order to identify the cheapest solution. If a PV surplus is present, heat pumps will
be activated and, if the electricity is not sufficient to maintain the tank thermal level,
it can be eventually integrated with that provided by the external grid. If the tank
is saturated, the generation system is switched-off and the eventual PV surplus can
be transferred to the external environment. Instead, when heating is not required, if
a PV surplus is not available the generation system is switched-off, otherwise the
thermal level of the storage tank has to be considered. If the latter is lower than
the set-point, then the heat pump system is activated anyway (the produced thermal
energy is stored in the tank). Contrarily, heat pumps will also be used in the presence
of a saturated tank by acting on the zone thermostats with an indoor air temperature
set-point raising (Tia, for instance from 20 to 21 °C). Thus, the thermal energy is
transferred from the tank to the structure, activating heat pumps exclusively with
the PV electricity surplus and exploiting the building as further thermal storage by
the radiant ceilings. Indoor air temperatures greater than 22 °C are not suggested
in order to avoid discomfort conditions. Consequently, the control system has to be
able to modify the indoor set-point temperatures acting directly on the single zone
thermostats. Only if the storage tank is saturated and the indoor air temperature set
point is already too elevated, the PV surplus can be transferred to the external grid.
A flow chart of the described control strategy is shown in Fig. 9.

6.2 Primary Control for Cooling Applications

The summer management of the generation system is easier than heating applica-
tion because the integration system will be never used. Therefore, the sole involved
energy is the electricity provided by PV generator (El,PV,s) or by the external network
to supply the heat pumps system; considering that the self-produced electricity cost is
generally lower than the electricity purchase cost from the external grid, PV surplus
has to be used in priority way. Though cooling loads (QC) are not requested from the
building, PV electricity surplus will be equally used considering the possibility to
store the cooling energy in the storage system. This time, a temperature set point of
the storage tank (Ttank) of about 10 °C is appropriate for its rational exploitation; suc-
cessively, the emitters inlet temperature will be regulated by means of the motorized
three-way valve [25].
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Fig. 9 Control strategy employed by the smart air-conditioning plant during heating applications

In the presence of a saturated tank, the set point temperature of the heat pumps
will not be modified, but an undercooling strategy of the indoor environments will
be carried out. Analogously to the winter case, the control system acts on the zone
thermostats in order to decrease the indoor air temperature set point (Tia, setting
25 °C rather than 26 °C), thus the cooling load will be equally extracted from the
storage tank and transferred to the building structure by the radiant emitters. Only in
the presence of a saturated tank and a reduced indoor set point temperature, the PV
electricity surplus can be delivered to the external grid. The flow chart of the control
strategy developed for cooling applications is shown in Fig. 10.

6.3 Local Control

The management of the emission system is delegated to a local control that adjusts
prevalently on the inlet flow rate and temperature of the radiant panels. It acts preva-
lently on an electronic hydraulic pump and on the motorized three-way valve; when-
ever the indoor air temperature drops below the set-point value, the zone thermostat,
through the control system, activates the hydraulic pump that operates with variable
flow rate to activate the emitters. The electronically controlled hydraulic pump is
required to manage the emission system opportunely, because the water flow rate
increases with the number of activated radiant ceiling circuits. A PLC, after polling
the zone thermostats, sends an ON/OFF control signal to actuate each electric zone
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Fig. 10 Control strategy of the smart air-conditioning plant during cooling applications

valve in order to activate the proper hydraulic path. The motorized three-way valve
regulates the inlet temperature both in winter and in summer to provide a precise set-
point value. The latter can be set as a fixed value or can be set as variable depending
on the indoor or outdoor conditions: in the first case, when the indoor temperature
is far from the set point, the inlet temperature is increased in winter, whereas the
opposite occurs in summer. Generally, the motorized valve uses a PD feedback sys-
tem to obtain the desired outlet temperature quickly. Finally, in order to avoid the
condensation risk of the water vapour on the active surfaces of the ceiling, the control
system decides the inlet temperature depending on the indoor dew point temperature.

7 A Demonstrative Smart Air-Conditioning Plant

A demonstrative smart air-conditioning plant was installed at the University of Cal-
abria (Italy) suppling the locals that host the “DOMUS” research district, consisting
in a generation and emission systems similar to those prior described. In addition to
the several features already cited, the intelligent air conditioning plant was inserted
into a wide research project that involves the solution of the so called “electric pro-
sumer problem” for the rational exploitation of the electric loads [26]. In particular,
in function of the predicted electricity, the prosumer problem identifies which elec-
tric load can operate, also involving the air-conditioning plant. The latter, in fact, is
constituted by:

• N° 2 air-water heat pumps equipped with inverter and with a PV generator of
• 4 kWp tilted of 30° and exposed toward south, installed on the building roof;
• a pellet cogenerative boiler with Stirling engine as integrative system;
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Fig. 11 Particular of the heat pumps, of the correspondent external units and of the vertical storage
tank of the demonstrative smart air-conditioning plant

• a 800 L thermal storage tank employed both for heating and cooling;
• radiant ceilings made by mineral fibres panel as emission system.

The generation system was placed outside the building with heat pumps installed
on an external wall by means of anti-vibrating bars, whereas the other components
were placed in adjacency inside a delimited space (see Fig. 11). Only the integration
system was installed inside for obvious operation reasons and for the device con-
nection to an internal electric microgrid that manages the electric fluxes [27]. The
thermal storage system is represented by a vertical insulated tank equipped with two
heat exchangers: the first is connected at the bottom with the heat pumps, whereas
the second, at the top, is connected to the integration system. The water flow rate
for the emission system is extracted from the storage tank without the employment
of a heat exchanger, in order to limit the tank temperature stratification. A motor-
ized three-way valve regulates the emitters inlet temperature and was installed in the
upper part of the tank on the extraction side. The radiant panels decoupled from the
structure and installed on the ceiling have an active surface of about 125 m2 that pro-
vide heating and cooling loads to 4 different rooms, whereas the remaining surface is
equipped with usual suspended ceiling (Fig. 12). In Fig. 13 the radiant system layout,
for the different rooms, with the particular of the water distribution network and the
correspondent ON/OFF electro-valves employed to activate the emitters hydraulic
circuit, is shown. Globally, eight radiant panel circuits have been used: two rooms use
a single hydraulic circuit (A), one room two circuits (B) and one room four circuits
(C).

In Fig. 14 the sketch plan concerning the generation system with the position of
the probes employed for the measurement of the main energy parameters, is shown.
A suitable data acquisition system (DAQ), in fact, was provided for the monitoring
of the generation system, evaluating different parameters also at energy level. In
particular, energy flowmeters mounted on the hydraulic circuits connected to the
storage tank, allow to measure the supplied and the extracted thermal energies for
the evaluation of the system thermal balance. Flow rates and temperatures can also
be monitored in real time by means of different manometers installed in the main
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Fig. 12 Particular of the
installed decoupled radiant
ceilings in mineral fibre

Fig. 13 Radiant panel layout and particular of the main hydraulic distribution system

interest points of the hydraulic circuits. Apposite modules have been provided to
measure the electric energy fluxes, in particular those absorbed by heat pumps and
provided by the PV generator. Thus, performance indexes concerning heat pumps
can be evaluated in the actual operation conditions, as well as the electric fraction
provided by the renewable source. The set point for the boiler (or the water supplied
by heat pumps) was set in 10 °C in summer and 55 °C in winter, whereas the inlet
emitters’ temperature was set constant and equal to 35 °C in winter and to the indoor
dew point temperature in summer. The nominal power of a single heat pump is 5 kW
in heating operation (for a supplied water temperature of 35 °C and an external air
temperature of 7 °C), and of about 4 kW in cooling operation (chilled water at 15 °C
and external air temperature at 30 °C). The three coefficients of Eq. (3)were evaluated
in a = 0.038, b = 0.144 and c = 3.42. In winter, a sole heat pump is activated when
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Fig. 14 Sketch plan of the generation system employed for heating and cooling application

the tank temperature ranges between 45 and 55 °C, both operate with temperatures
below 45 °C. If the heat pump operation is not sufficient to guarantee the minimal
temperature level of 35 °C, the boiler intervenes until the tank temperature reaches
the set-point, maintaining the heat pumps switched off.

The integration system is characterized by a thermal power of 14 kW and an
electric power of 1 kW (in nominal conditions), managed by the internal microgrid.
In summer, two heat pumps are employed for a tank temperature greater than the
set point, a sole device for temperatures between 7 and 10 °C. The air-conditioning
plant has been functioning since the end of the summer 2017.

7.1 Energy Performances of the Demonstrative
Air-Conditioning Plant

The air-conditioned building is occupied occasionally, therefore the PV electricity
production is prevalently employed for the heat pump system. Thus, PV production
is almost coincident with the PV surplus to employ in the air-conditioning plant if
the tank temperature and the indoor air temperature allow for the accumulation of
produced thermal energy, otherwise the internal microgrid carries out its rational
management by means of energy and/or economic criteria. In Fig. 15, for the period
ranging from the 1st November to the 31st December 2017, the trends concerning the
electricity absorbed by the heat pumps, distinguished between that self-produced and
that absorbed from the external grid, of the PV surplus exploited with the overheating
strategy and the storage tank temperature, are shown. The employment of the external
electric energy (blue line) is limited for few days during December, only to guarantee
the minimal thermal level in the tank (due to the large thermal energy extraction to
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Fig. 15 Demonstrative air-conditioning plant: heat pumps electricity provided by PV plant and
external network, PV surplus employed for overheating strategy and tank temperature for themonths
of November a and December b

cover the heating loads), and in those circumstances the correspondent cost was
cheaper than biomass cost. The red line highlights the PV electricity surplus used
for the overheating strategy, because the thermal level of the storage tank is already
too elevated. During the monitored period, the indoor set-point air temperature was
elevated to 21 °C for 18 days, with a major frequency during November due to the
limited heating loads that produce a higher temperature in the storage tank. The latter
presents temperature values always contained in the interval of 35–55 °C, suitable
for the emission system, observing in days with limited solar radiation (low PV
electricity) a consistent decrement of the thermal level of the stored water and no
employment of the external electricity or of the integration system.

In Table 1, the main monitored energies in the smart air-conditioning plant, are
listed. In Italy, 19% of the electricity absorbed from the external network is produced
by renewable sources, analogously 80% of the biomass primary energy is considered
renewable, therefore the control system assures a percentage of renewable source
employment equal to 92.4% in November and 85% in December. Exclusively from
the point of view of electric energy, 100% is provided by renewable sources in
November and a percentage of 94.7% was assessed in December. Regarding the
thermal energy provided to the storage system, that connected to the heat pumps
prevails especially in November due to a major availability of solar radiation and to
reduced heating loads. The ratio between the thermal energy produced by renewable
sources and the thermal energy required by the building was evaluated as 121%
in November and 83.5% in December; for the first, the surplus was opportunely
stored in the tank or in the building, contributing to increase their internal thermal
energy. The operation of the two heat pumps in cascade allows for the achievement of
excellent COP values for the first device; the second one is more penalized because
it has to operate in partial mode to cover the power peaks. However, the worsening
of the second heat pump occurs when renewable electricity is available, therefore
it does not actually represent an inefficient energy employment. The exploitation of
the self-produced electricity in the smart air-conditioned plant has allowed for the
attainment of an economic saving of aboute115 in twomonths of the heating period.
The cost of the consumed pellets was around 50 e, corresponding to approximately
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Table 1 Main energy parameter monitored in the smart air-conditioned plant during November
and December 2017: electricity provided by PV generator (A) and by external network (B), the PV
surplus employed for thermal storage in the building (C), thermal energies provided by heat pumps
(D) and integration systems (E), supplied heating energy by emitters (F), average tank temperature
(G)

A
(kWhel)

B
(kWhel)

C
(kWhel)

D
(kWhel)

E
(kWhel)

F
(kWhel)

G (°C) COP1
(−)

COP2
(−)

November 169.3 0 14.3 558.7 103.0 503.2 46.5 4.12 1.56

December 323.6 22.5 6.3 1120.4 669.9 1703.4 41.4 3.56 2.4

Fig. 16 External network (blue line) and PV electricity (black) absorbed by heat pumps, PV elec-
tricity stored under the form of thermal energy in the building structure (red) and tank temperature
(violet) in the months of September for cooling applications

150 kg of biomass. Similar evaluations have been carried out for September (cooling
application), with trends reported in Fig. 16: tank temperature levels range from 7 to
15 °C, with a reduced heat pump operation time that provides a rapid temperature
decrement in the storage system due to the limited requests of cooling loads.

In some circumstances, with PV surplus availability, an undercooling strategywas
undertaken reducing the indoor air set-point temperature from 26 to 25 °C, avoiding
the transfer of the produced PV electricity to the external grid. However, in 7 days
the absorption of external electricity was requested to avoid excessive temperature
level in the storage tank, that could not guarantee the indoor air set-point. From
the energy point of view, the absorbed PV electricity amounts to 89 kWh, from
which 11 kWh were employed to produce thermal energy to store inside the building
structure. Moreover, a further 7 kWh have been absorbed by heat pumps from the
external network, producing an overall cooling energy of 288 kWh; therefore, the
mean monthly EER was evaluated as equal to 3.
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Fig. 17 Labview front panel for the visualization of the main parameters involved in the smart
air-conditioned monitoring

8 The DAQ System

Thedata acquisition systemwasdevelopedwithLABVIEW®, namely a dataflowpro-
gramming language (Laboratory Virtual Instrument Engineering Workbench) suit-
able for data acquisition, data analysis and data presentation. A chassis that can hold
eight possible I/O modules interfaced with temperature, analog, digital and counter
sensors, makes the I/O hardware. In Fig. 17, the LABVIEW® front panel of the smart
air-conditioning system, is shown. The energies involving the storage tank are also
measured at hourly level, with the exception of the thermal energy losses through
the tank shell. Two energy flowmeters are located on the heat pumps and on the
integration system, a third one is installed on the extraction side to determine the
thermal energy transferred to the emission system.

Each energy flowmeter is made by a water flow rate measurement sensor and
by two RTD PT100 for the evaluation of the temperatures in the inlet and outlet
pipes. The probes signals are transferred to a signal conditioning apposite module,
elaborated for communication through an Ethernet cable, and sent to a personal
computer, where they are analysed, visualized and stored. The same DAQ acquires
the temperature at the bottom and top of the storage tank, as well as the temperature
inside the conditioned rooms. Moreover, it acquires the ON/OFF state of the electro-
valves to identify the operation of a precise radiant ceiling system. Other modules
and sensors are used for the measurement of the electric powers absorbed by heat
pumps; thus, the data analysis involving the provided thermal energy and the absorbed
electric energy allows for the COP/EER calculation.

The DAQ is integrated with a control system in order to allow the operation of the
heat pumps in accordance to a suitable strategy. Because the prosumer problem is
able to determine 24 h in advance the electric energy available for the heat pumps, the
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DAQsystem acquires this information and the successive day actuates the heat pumps
until the absorbed electric energy (measured by the same DAQ system) reaches the
values indicated by the prosumer problem solution. The latter information is usually
stored in a power cloud where the DAQ system connects to retrieve data.
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A Comprehensive Approach
to Stormwater Management Problems
in the Next Generation Drainage
Networks

Patrizia Piro, Michele Turco, Stefania Anna Palermo, Francesca Principato
and Giuseppe Brunetti

Abstract In an urban environment, sewer flooding and combined sewer overflows
(CSOs) are a potential risk to human life, economic assets and the environment. In
this way, traditional urban drainage techniques seem to be inadequate for the purpose
so to mitigate such phenomena, new techniques such as Real Time Control (RTC) of
urban drainage systems and Low Impact Development (LID) techniques represent
a valid and cost-effective solution. This chapter lists some of the recent experiences
in the field of Urban Hydrology consisting in a series of facilities, fully equipped
with sensors and other electronical component, to prevent flooding in urban areas.
A series of innovative numerical analysis (in Urban Hydrology research) have been
proposed to define properties of the hydrological/hydraulic models used to reproduce
the natural processes involved.

1 Introduction

During the last few decades, the area of impervious surfaces in urban areas has expo-
nentially increased as a consequence of demographic growth. This long-term process
has altered the natural hydrological cycle by reducing the infiltration and evaporation
capacity of urban catchments, while increasing surface runoff and reducing ground-
water recharge. Moreover, the frequency of extreme rainfall events, characterized
by high intensity and short duration, is expected to increase in the near future as a
consequence of global warming [34, 38]. In addition, these processes have led to an
increase in the frequency and magnitude of two undesired phenomena which neg-
atively affect human life, economic assets and the environment: (i) local flooding
and (ii) combined sewer overflows (CSOs) [44, 47]. Urban flooding occurs when
the urban drainage system (UDS) overload during extreme rainfall events, causing
untreated combined sewage and storm water to back up into basements and to over-
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flow from manholes onto surface streets. This phenomenon is generally worsened
by obstructions in conduits and manholes due to an infrequent maintenance.

CSO [42, 43] takes place when the wastewater treatment plant (WWTP) is not
able to treat the wastewater delivered by the UDS. Specifically, the sewage and wet
weather flows that exceed the WWTP treatment capacity. Specifically, the sewage
and wet weather flows are conveyed through the UDS to the WWTP until the maxi-
mum treatment capacity is reached. The exceedance of the water flows is discharged
directly into the receiving water bodies, such as rivers or lakes, without receiving any
treatment. As a consequence, CSO is one of the major contributors to water pollution
experienced in rivers, lakes, etc.

This work proposes two innovative alternatives to manage stormwater in urban
areas:

1. Direct management by using offline storage facilities with decentralized Real
Time Control (RTC) system;

2. Pervasive management by using Low Impact Development techniques (LID).

The offline storage facilities such as storage tanks, which have the goal to tem-
porarily accumulate stormwater volumes, are widely used, even though they are
often overly expensive due to the high construction and maintenance costs. In con-
trast, approaches aiming at temporarily accumulating stormwater volumes directly
in the existing UDSs have also been developed thus avoiding large investments [5, 7,
52]. These approaches are supported by the fact that the UDSs are typically designed
by taking into account a set of safety factors. In particular, conduits are intentionally
designed to be larger than required in the case of typical network working conditions.
Basically, the UDS is managed by a real-time control (RTC) system which requires
the network to be embedded with sensors and actuators permitting the network to be
real-time monitored and regulated so as to adapt to the different rainfall events [1,
19].

Previous studies in literaturewas focused onRTCbased on a centralized approach.
In the study of Pleau et al. [45] a sewer networks global optimal control (GOC)
scheme with a two-level architecture has been designed. The upper level was com-
posed of a central station, which computed flow set points, whereas the lower level
was composed of local stations, which are used for monitoring, flow computation,
data validation and feedback control. The real-time computer was dedicated to all
RTC operations and supports a supervisory software, a GOC software, a non-linear
hydrologic–hydraulic model and a non-linear programming algorithm. The site was
controlled automatically under a flow set point computed by the GOC scheme. The
optimization problem was defined by a multi-objective (cost) function and a set
of equality and inequality constraints, based on the following control objectives:
minimizing overflows, minimizing set point variations and maximizing the use of
WWTP capacity. In Fu et al. [23] a multi-objective optimization genetic algorithm
was proposed which is used to derive the Pareto optimal solutions, which can illus-
trate the whole trade-off relationships between objectives. In Schütze et al. [52] a
global optimal predictive real time control system has been implemented, which
involves solution of a multi-objective optimization problem. The control objectives
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were the minimization of overflows, the maximization of the use of the treatment
plant capacity, the minimization of accumulated volumes and, finally, the minimiza-
tion of variations of the setpoints. The real time control system was implemented
at a central station and used flow monitoring and water level data, rainfall intensity
data, radar rainfall images and 2 h rain predictions. Set-points were translated into
moveable gate positions at local stations by Programmable Logic Controllers (PLC).
In this work we illustrate the Distributed Real-Time Control (DRTC) system already
proposed in previous studies [16, 24, 25]. A multi-agent paradigm and specifically
a gossip-based algorithm has been exploited. The UDS was equipped with electron-
ically moveable gates and a set of water level sensors spread across the network.
All the gates are locally controlled by Proportional Integrative Derivative (PID) con-
trollers which are globally orchestrated by the mentioned gossip-based algorithm
thus achieving an optimal hydrodynamic behaviour in terms of CSO and flooding
reduction. The case study is the UDS of the city of Cosenza (Italy), which is mod-
elled by using the StormWater Management Model (SWMM) simulation software.
SWMM is an open-source computer model widely used by the hydraulic engineering
community for simulation of hydrodynamic water and pollutant transport in sewer
systems. It is provided by US EPA [50] and permits an accurate simulation of the
hydrological and hydraulic behaviour of the UDS during both dry and wet weather
conditions. SWMM simulation software has been customized in order to allow it
to be integrated with an external real-time control module. Experiments, conducted
using a set of selected extreme rainfall, show a substantial reduction of both CSO
and flooding when the proposed approach is exploited.

The other innovative approach presented here consist of implementation of per-
vasive technique. This approach to land development known as low-impact devel-
opment (LID) has gained increasing popularity. LID systems consist of a series of
facilities whose purpose is to reproduce the site’s pre-developed hydrological pro-
cesses using design techniques that infiltrate, filter, store, evaporate, and detain runoff
close to its source. Low-impact development practices consist of bioretention cells,
infiltration wells or trenches, stormwater wetlands, wet ponds, level spreaders, per-
meable pavements, swales, green roofs, vegetated filter and buffer strips, sand filters,
smaller culverts, and water harvesting systems. In recent years, researchers have
focused their attention on applying and developing empirical, conceptual, and phys-
ically based models for LID analysis. In their review, Li and Babcock [36] reported
that there were >600 studies published worldwide involving green roofs, with a
significant portion of them related to modeling.

Benefits of LIDs in terms of runoff reduction and pollutants removal have been
widely discussed in the literature [14, 26, 29, 32]

For example, Kamali et al. [32] investigated the performance of a permeable
pavement under sediment loadings during its life span by evaluating the temporal
and spatial clogging trends of this facility and by finding its vulnerability to sedi-
ment loadings during rainfalls. Zhang and Guo [68] developed an analytical model
to evaluate the long-term average hydrologic performance of green roofs. Local pre-
cipitation characteristics were described using probabilistic methods, and the hydro-
logical behavior of the system was described using mass balance equations. Carbone
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et al. [15] proposed a conceptual model to predict the hydraulic behaviour of a full-
scale physical model of a vegetated roof, located at University of Calabria, Italy.
The model idealized the vegetated roof as a system consisting of three individual
components in series. A mass balance equation was applied to each block, taking
into account the specific physical phenomena occurring in each module. The model
was validated using dataset observed from the monitoring campaign carried out on
the prototype of a full-scale vegetated roof. She and Pang [53] developed a physical
model that combined an infiltration module (based on the Green–Ampt equation)
and a saturation module (SWMM). The model calculates the water content in a
green roof in a stepwise manner from the initiation of precipitation until saturation.
In simulating the hydraulic response of green roofs to precipitation, an infiltration
module is used before field capacity is reached and when no drainage is produced,
while a saturation module is used after field capacity is reached and when drainage is
produced. However, because runoff and infiltration can occur simultaneously during
heavy precipitation, this stepwise approach may not be appropriate for a wide range
of precipitation events.

Carbone et al. [12] developed a physically-based model using the explicit Finite
Volume Method (FVM) for the infiltration process during rainfall events in green
roof substrates. The model solves a modified version of the Richards equation which
considers neglected the soil water diffusivity.

In another work, Huang et al. [29] proposed a numerical model for permeable
pavements and also proved its applicability by applying it to simulate both hydraulics
and water quality. The results of this study demonstrated a good agreement between
field measurements and modeled results for three types of pavement in terms of
hydraulics and water quality variables including peak flow, time to peak, outflow
volume and TSS removal rates. The sustainable management of water resources
requires the identification of procedures to optimize the use and the management
of resources [17, 37]. As pointed out by several authors (e.g., [22, 65]), there is a
strong demand for predictive models that can be applied across a range of locations
and conditions to predict the general performance of a range of stormwater treat-
ment measures. In addition, the heterogeneity of the materials that compose LIDs
(concrete, gravel, soils, etc.) and their strongly unsaturated hydraulic behaviour,
pose significant modelling challenges. In this way, several studies demonstrated that
physically-based models can provide a rigorous description of various relevant pro-
cesses such as variably-saturated water flow, evaporation and root water uptake,
solute transport, heat transport, and carbon sequestration [10].

Although analytical and conceptual models represent a viable alternative to the
numerical analysis of green roofs, their use suffers from several limitations. Con-
ceptualization of the physical processes involved often leads to simplification of the
system and a reduction in numerical parameters. While in a physical model each
parameter has its own meaning, in conceptual models, lumped parameters often
incorporate different components of the described process. These lumped parame-
ters are case sensitive and need to be calibrated against experimental data, implying
a lack of generality of the model itself. These drawbacks could represent a barrier
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to the use of modeling tools among practitioners who need reliable and generally
applicable models.

For these reasons, in this work some techniques/procedures on how to interpret
the hydraulic behaviour of several LIDs (green roof, permeable pavement) part of
the “Urban Hydraulic Park” of the University of Calabria, south Italy, have been
presented. It will suggest experimental and mathematical procedures for model cali-
bration, which consists of: (a) experimental design (system construction, and number
and character of measured transient flow data); (b) methods for independently eval-
uating of material hydraulic properties; (c) additional analysis of material hydraulic
parameters using the transient flow data; and (d) model validation.

2 Real Time Control Approach

In urban areas with Combined Sewer Systems, stormwater and wastewater are col-
lected in the same conveyance pipes. During heavy rainfall events, due to eventual
obstructions in the pipes or to a poormaintenance, the surface runoff may overburden
existing storm-water management facilities and cause flooding or combined sewage
overflow into receptive water bodies.

Since the current drainage systems will fail to control and manage a constantly
increasing runoff volume, and given the potential risk to human life, economic
assets and the environment, an efficient adaptation strategy able to improve the flood
resilience for the future urban environment is needed.

In this context, the main objective of this section is to illustrate a Distributed
Real Time Control (DRTC) approach, proposed in previous studies [16, 24, 25], as
a solution to mitigate CSO and reduce flooding at catchment scale. To illustrate the
advantages of the flood alleviation strategy focused on DRTC, the drainage network
of the city of Cosenza (south Italy), was chosen as a testbed. The proposal consists
in instrumenting the existing urban drainage network with sensors and a series of
movable gates that, by monitoring water level and the filling degree in each conduit,
self-adjust in real time to optimize the storage capacity of the pipelines and reduce
the CSO. In the following subsections will be described the components of the
DRTC system and the approach used, then will be provided details regarding the
implementation in the network and some results.

2.1 Components and Implementation of the DRTC System

In order to achieve the proposed goals and be controlled in Real Time, an urban
drainage network needs to be instrumented with a series of components, whose
conceptual organization is basically structured in control loops which can be
implemented by hardware components including sensors, actuators, controllers and
telemetry systems (Fig. 1). Sensors, by monitoring the process evolution, collect
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Fig. 1 Control Loop
Scheme. Simple arrows
indicate data flows, bold
arrows the actions. Bold
letters indicate hardware
components and italic letters
indicate transferred
information

information about the current state of the system, actuators modify the monitored
process and influence it, controllers adjust actuators with a certain objective and the
telemetry system supports the data transmission among the different devices.

With regard to urban drainage networks, most of the time RTC implementations
are based on water level measurements. The selection of the correct equipment,
together with the choice of an adequate communication system and the proper soft-
ware to be used, is thus crucial for a durable and reliable installation of RTC systems
in UDSs. More in detail, to improve the performance of existing drainage networks
and balancing water level throughout the conduits of the network, so as to reduce
water level in the more overloaded conduits, the drainage network needs to be imple-
mented with the following equipment:

(i) Water level sensors, which measure the water level in each conduit and the flow
on the outfall;

(ii) Moveable gates, functioning as actuators, which can be real-time regulated
electronically;

(iii) Computational nodes, which can host and execute the distributed control algo-
rithm.

Sensors, which monitor water level and, hence, the degree of filling in each con-
duit, are positioned into pipes to evaluate flow depths and to monitor surcharge
conditions during rain events. Since the mechanism cannot work properly if the
increase of water level is not correctly perceived, it is important to correctly position
the water level sensor, because if it is placed in the “underloaded” part the gate-agent
would perceive a decreased water level instead of an increased one. In the proposed
approach, this issues is addressed by deploying more than one sensor per conduit
and taking the maximum sensed value as the water level value for the conduit.

Using the information acquired by the sensors, electronically Moveable Gates—-
functioning as actuators—can self-regulate to intelligentlymanage the storage capac-
ity of the pipelines. The moveable gates are made up of mobile plates rotating around
a horizontal hinge placed on the bottom of the conduit, as shown in Fig. 2. The gates
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Fig. 2 The down-hinged movable gate

are dynamically regulated in order to utilize the full storage capacity of the pipeline
by accumulating the excess stormwater volume in the less overloaded conduits thus
preventing CSO.

The gate is completely closed when the plate rotates in a perpendicular position
with respect to the flow direction. Conversely, the gate is fully open when the plate
is parallel to the flow. When the gate is closed, the opening area is null and no flow
rate is delivered from the node. An intermediate position of the gate corresponds to
a partial opening degree. The gates, as actuators, are the regulators elements of the
RTC system that are used to adjust flows and water levels in the controlled system.

The manipulation of actuators in RTC systems is performed by control units
(controller).A certain number of computing nodes are spread throughout the drainage
network in order to cover all the points of interest. In particular, these devices read data
received from local sensors through wireless connection, and collectively elaborate
the acquired information in order to provide—according to the objectives—output
adjustments to actuators and thus supply the gates with an “intelligent” behaviour
(Fig. 3).

The gates are located at the points of the networkwhere subnetworks are connected
to the main channel. Figure 4a shows the logical places for inserting the gates, while
Fig. 4b shows the gates insertion in a case of a realistic network.

Each computational node has a partial view of the network as it can read only from
sensors which are located in its spatial neighbourhood and can actuate only gates it
can physically reach. Thus, these devices dynamically regulate the gates according
to the information acquired by the sensors in the neighbour areas. On the basis of
the previous considerations the idea proposed lies in using a distributed agent-based
architecture [66]. The agent paradigm has several important characteristics:

• Autonomy: Each agent is self-aware and has a self-behaviour. It perceives the
environment, interacts with others and plans its execution autonomously;

• Local views: No agent has a full global view of the whole environment but it
behaves solely on the basis of local information;

• Decentralization: There is no “master” agent controlling the others, but the system
is made up of interacting “peer” agents.
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Fig. 3 Schematisation of the DRTC system

Fig. 4 Gate position

From the point of view of software architecture, the approach requires one agent
per gate. Each gate-agent runs on one of the computational nodes covering the specific
gate, it can perceive the local water level and communicate with the neighbouring
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gate-agents in order to elaborate a proper actuation strategy for its gate. In addition
to the gate-agents, another agent, called outfall agent, is logically associated with
the outlet node, it behaves the same as other agents except for the actuation part,
indeed, it is not associatedwith any gate. For each generated network, an optimization
algorithm, executed on computing nodes in a distributed fashion, leads to balance—in
real-time—the water level perceived by the agents and aims to distribute equally the
degree of filling of the conduits, thus preventing overcharge phenomena as far as
possible. The proposed goal has been achieved by means of agents continuously
executing two tasks:

1. Figuring out collectively the average of the water level in the generated network;
2. Each agent triggers its specific gate in order to bring the water level closer to that

average.

Task 1 is accomplished by exploiting a Gossip-based aggregation [30] for deal-
ing with the global aspect of the drainage network, while Task 2 is accomplished
exploiting locally a PID controller [4]. Once an agent knows the global water level
through the “gossip-based aggregation”, there remains the problem of appropriately
tuning its gate so as to reach that “desired” level. This issue is addressed using the
PID logic which, sending Proportional Integral and Derivative control action signals
to actuators, can be used when you do not know an exact mathematical model of the
system you want to control. A PID controller is a control loop feedback mechanism
where an error value is computed as the difference between a measured output of a
process and the desired value (setpoint). In the case studies proposed by Giordano
et al. [24] and Garofalo et al. [25], each gate of the drainage network is controlled
by a PID implemented by the gate-agent.

Once established the optimization computational operations to be carried out, the
drainage network of Cosenza was simulated using a customized version of SWMM
software, built for permitting it to Real-Time communicate with a separate Java con-
troller which implements the algorithm described before. Further hardware and soft-
ware details of this approach, which allows a dynamic management of the drainage
network, are given elsewhere [24, 25].

2.2 Case Study: The Drainage Network of Cosenza

The test site chosen for the proposed approach and the hydrological modelling of
the conversion scenarios was the Liguori catchment, a highly urbanized catchment
in Cosenza. The catchment has a population of 50.000 inhabitants and a total surface
area of 414 ha, of which almost one-half (48%) is densely urbanized and highly
impervious, while the other 52% (202 ha) is pervious, occupied by natural areas
(Fig. 5a).

The catchment is drained by a combined sewer system that collects sanitary
sewage and stormwater runoff in a single pipe system, conveying the entire water
flow directly to the wastewater treatment plant (WWTP). During the most intense
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Fig. 5 a The Liguori catchment of Cosenza; b SWMMmodel of the drainage network of Cosenza

rainfall events, wet-weather flows occasionally exceed the capacity of the sewer sys-
tem and the excess flows escape from the sewer system, via an overflow structure,
as a combined sewer overflow (CSOs) [43]. Such overflows are directly discharged,
without receiving any treatment, into the receiving water body, the Crati River.

In order to simulate the response of the LC drainage network to storm events,
the sewer dataset and the physiographic characteristics of the sub-catchments, were
imported into EPA-SWMM software [50] for the next hydraulic modelling of the
drainage system. The software SWMM, provided by EPA, is an open-source com-
puter model that allows a dynamic rainfall-runoff simulation for predicting hydro-
logical and hydraulic behaviour of urban drainage systems and watersheds.

More in detail, in SWMM, the Liguori Catchment area was simplified in 296 sub-
catchments, of which 258 are mostly urbanized (%Imp>0.7) and 23 average urban-
ized (0.3<%Imp<0.7). The urban drainage network modelled in SWMM (Fig. 5b),
instead, consists of 324 conduits with different shapes and sizes and a slope varying
from 0.5 to 6%. Some pipes are circular and egg-shaped with diameters varying from
0.3 to 1.5 m and others are polycentric pipes. Finally, there are in total 326 nodes
(with Outfall and Junctions functions) which represent the catch basins. The model
used in this study was previously calibrated on the basis of several measurement
campaigns [42]. Calibration parameters taken into consideration in flow modelling
were surface roughness of the conduit (n), the impervious (N-Imperv) and pervi-
ous (N-Perv) surfaces in the catchment, and the depths of surface depressions on
impervious (Dstore-Imperv) and pervious (Dstore-Perv) areas.

As previously said, for the purposes of the proposed studies, the drainage network
was simulated using a customized version of SWMMbuilt for the purpose for permit-
ting it to communicate in real time with a separate Java controller which implements
the algorithm described before. More in detail, in this version, the moveable gates
are modelled as a transverse weir with the opening area equal to the conduit section
area.
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2.3 Experiences and Results

In the following section, the finding obtained from the DRTC application to the case
study, will be described and discussed.

At first Giordano et al. [24] used and applied a totally decentralized RTC approach
to a drainage network. In this study the experiments were carried out using a sim-
plified network, which consists in a main channel of 1 m diameter and a total of
35 pipes inside the sub-networks, instrumented with a series of moveable gates and
sensors which monitor water level and, hence, the degree of filling in each conduit,
during severe rainy events. The water level in the pipes is balance by a combination
of a Gossip-based algorithm, which ensures a global correct behaviour, and a PID
controller used for each gate, so as to maintain locally its related water level as close
as possible to the “suggested” value computed by the algorithm. The results have
demonstrated that when the RTC is applied, the filling degree of conduits are much
closer to each other as the load on the entire network is more balanced. This means
that the network does properly exploit the residualwater capacity of the undercharged
conduits and the latter implies an improvement in the behavior of the critical conduit
that reaches the overcharge condition later. The proposal provides positive effects on
the overall hydraulic performance of the network as it is able to prevent (or delay)
flooding events that would occur in the original (not instrumented) network. Fol-
lowing works, instead, focused on extending the algorithm and validating the DRTC
approach in real drainage networks.

In the study carried out by Carbone et al. [16], the DRTC investigations have
been extended to the real drainage network of Cosenza. To evaluate the effect of
the moveable gates on reducing the storage capacity of the conduits, a part of the
drainagenetworkofCosenzawas investigated by comparing two scenarios of theCSS
in SWMM: the existing configuration (Scenario 0) and a new one (Scenario 1) where
six sluice gates were placed in the secondary conduits of the system. To investigate
the response of the new configuration of the drainage system, three extreme events
(dated March 1st, June 16th, October 8th) occurred in 2011 and which put in crisis
the system, were analysed.

Specially, in Scenario 0 were identified 2 most overloaded pipes in the main
conduit and used in this study to demonstrate the beneficial influence of gates in
alleviating the most critical sections of the system. Two example results obtained for
the Conduit 2 are reported in Fig. 6.

Figures show the distribution of storage capacity for two of the analysed events
and for both considered scenarios; as it can be noticed the storage capacity in Scenario
0 varies up to 100%; this mean that in some time points the selected conduits get
completely full. Instead the filling degree is lower when sluice gates are used to
control stormwater volumes. In Table 1 is reported the average storage capacity
reduction for each event; the reduction varies from 22 to 77% showing lower value
for the event with higher rainfall volume. However, as the authors have pointed
out, the beneficial effect may be dependent upon the storm characteristics (such as
hydrographs, intensity and duration).
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Fig. 6 Temporal distribution of storage capacity for Conduits 2

Table 1 Selected rainfall events

Rainfall event Rainfall volume (mm) Average storage capacity
reduction (%)

1 March 2011 97.40 22

16 June 2011 20.10 60

8 October 2011 48.60 77

The findings show that a series of devices inside the urban drainage systems are
actually able to control the flow rate to drop the storage capacity to a reasonable
value.

In Garofalo et al. [25], later, different scenarios have been analysed to evaluate
the performance of the DRTC as a function of the number of the moveable gates
placed in the system. As for the previous studies, the scenario without DRTC, which
corresponds to the actual UDS, is called Scenario 0. The other scenarios, controlled
by the DRTC, and differ according to the number of secondary pipes equipped with
moveable gates: 91 for Scenario 1 (S1), 107 for Scenario 2 (S2), 214 for Scenario 3
(S3) and 322 for Scenario 4 (S4). The response of the UDS for all these scenarios
is modelled for 15 independent rainfall events recorded in the weather station in
Cosenza during the years 2010–2015.

In this work, for each selected rainfall event, were evaluated both CSO reduction
(computed as the relative percentage difference between the CSO volume in the
scenarios with DRTC and the Scenario 0), and the local flooding reduction (as the
relative percent difference between the total flooding volumes from the conversion
scenarios and the reference one). Referring to the Scenarios 1 and 4, was observed
a CSO reduction which varies respectively between 2.7 and 83% (S1), and from
13 to 99% (S4), according to the rainfall events. The consistently higher CSO drop
in the S4, demonstrates the beneficial effect provided by using a larger number of
moveable gates. At the local level, thanks to the DRTC, the temporary stormwater
detention provided in the less overloaded conduits, utterly prevents the UDS from
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Fig. 7 Temporal distribution of Filling Degree (h/d) of two conduits during two rainfall events

local flooding in S1, where a drop of 100% is obtained for all the events. Otherwise,
the S4 the risk of flooding is solely mitigated, with reductions varying from 2.4 to
13.4% for all the events, except for one event (dated 23 Nov. 2013), where a drop
of 100% is obtained. As highlighted by the authors, the reasons why S4 offers a
limited flooding reduction are strongly related to the high number of gates adopted.
The high number of gates involved, able to exploit all the possible storage capacity
of the network, makes the Scenario 4 the best choice in order to prevent the CSO,
but it performs quite badly in terms of flooding reduction with respect to the other
controlling scenarios. The reason for this behaviour lies in the fact that when the
whole storage capacity is exploited, no additional water can be stored temporarily,
and so a growth in incoming water flows produces unavoidable flooding phenomena.
Therefore, these findings suggest that S2 and S3 are the most convenient solutions,
since they offer the highest overall performance in terms of reduction of local flooding
and perform well also with respect to the CSO reduction. Summing up, this study
clearly demonstrated that the DRTC produced beneficial effects on the management
of the UDS by substantially mitigating the risk of flooding and CSO.

More recently, Principato et al. [46], evaluated the potential of an integrated and
sustainable approach for a better management of the drainage network. The main
objective of this study was to assess the mitigation of CSO’s impact when dynamic
(RTC) and static (LID) measures are simultaneously adopted to cope with greater
stormwater volumes. With this purpose different conversion scenarios have been
applied on a portion of the Liguori Catchment (LC) of Cosenza: Scenario1, emu-
lates the behavior of the drainage network regulated by moveable gates controlled
in Real Time, while Scenario2 investigate the hydrologic response of the network
considering Green Roofs (GRs) implementation, in replace of impervious rooftops,
in a portion of the LC. A last scenario (Scenario3) has also been developed to ana-
lyze the combined effect of RTC and GRs implementation, in the same portion of
LC considered for the Scenario2. As a confirm of the studies already analyzed, also
these model results revealed that the RTC of urban drainage system, equipped with
a series of gates, provides beneficial effects to the overall hydraulic performance of
the network. Results reported in Fig. 7, show that the filling degree of two selected
conduits is lower when smart gates are used to control stormwater volumes: the peak
reduction is around 29% for conduit 210 and 19% for conduit 211.
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Fig. 8 Temporal distribution of Filling Degree (h/d) of the last conduit of the network during two
rainfall events

A novelty, compared to the studies already analyzed, are the results obtained from
Scenario3, which prove the importance of an integrated approach on the overall
hydraulic performance of the network, as a valid solution for controlling flooding
in urban areas. In particular Fig. 8, which refers to the last conduit of the network,
reveals that the coupling of distributed (RTC) and source control (LID) solutions,
leads a further reduction of the filling degree also compared to Scenario1, for the
most part of the event chosen.

In conclusion, the use of smart moveable gates provides beneficial effects to the
overall hydraulic performance of the network during critical rainfall-runoff events,
offering an alternative and valid solution for controlling flooding in urban areas. The
advantage of this system is to utilize the full storage capacity of the pipeline by
accumulating the excess volumes of rainwater that otherwise would be spilled out in
the pipes with a low water level. The advantage is also from the economic point of
view because it takes advantage of the existing sewer system.

3 LID Approach

Despite the hydrological benefits of LIDs are already studied in literature, these
techniques are not yet widespread probably because modelling tools often used sim-
plified methodologies, based on empirical and conceptual equations, which do not
take into account hydrological processes in a physical way. In addition, the hydraulic
properties of LIDs materials have not been investigated in a comprehensive man-
ner, limiting the investigation only to specific properties [59]. In this way, Brunetti
et al. [8, 9] proposed an innovative approach to investigate the hydraulic behaviour
of several LIDs using a mechanistic model coupled with specific numerical analysis
to explore the hydraulic properties of LIDs techniques. The LID systems considered
in this chapter are all implemented in the “Urban Hydraulic Park,” which includes
a permeable pavement, a stormwater filter, and a sedimentation tank connected to a
treatment unit.
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Fig. 9 Schematic representation of the RWH system to collect the rainwater from green roof (left)
and the inset of a cross-section of the GR (right)

3.1 Green Roof Experience

To analyse the green roof and LIDs hydraulic behaviour, as discussed in the Introduc-
tion sectin, different models from the conceptual and analytical to the mechanistic
ones have been developed and widely used, but very few studies have focused on a
comprehensive analysis of the hydrological behavior of a green roof. Starting from
this assumption Brunetti et al. [8] carried out an accurate and comprehensive analysis
of Variably Saturated Hydraulic behavior of the experimental green roof installed at
University of Calabria by using HYDRUS 3D. The experimental green roof (GR),
considered in the study,was built on afifth-floor terrace of theDepartment ofMechan-
ical, Energy and Management Engineering (DIMEG) at the University of Calabria
(Italy), in Mediterranean climate region. The area of an existing roof was parcelled
into four sectors: two sectors are vegetated with the same native Mediterranean
species (Carpobrotus edulis, Dianthus gratianopolitanus, and Cerastium tomento-
sum), but present different drainage layers; a third sector is mostly characterized by
spontaneous vegetation; while the last sector is the original roof, considered as the
reference compartment for experimental data analysis.

The water supply of GR is guaranteed by reusing the green roof’s outflow, col-
lected in a specific storage tank and distributes through a drip irrigation system during
drought periods. The Rainwater Harvesting (RWH) system (Fig. 9, left), designed
ad hoc for the site specific, consists of: (1) a system for collecting rainwater from the
experimental site; (2) a storage tank of 1.5 m3 with a pump to relaunch the irrigation
system; (3) a connection systemwith thewater supply to ensure the full satisfaction of
irrigated demand in any condition. When the storage capacity of the tank is reached,
the overflow is directly discharged into the sewer system. The drip irrigation system
is currently actioned by an electric valve at predetermined time, and the irrigation
rate is recorded by a water counter with a frequency of 1 min.
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3.1.1 Modeling Theory

To investigate the hydraulic behaviour of the GR and finally to evaluate a possible
optimization strategy of the specific green roof, it is necessary to proceed first of
all with a detailed description of its stratigraphy (Fig. 9 on the right). Thus, the GR
considered in the study, characterized by an area of 50 m2, an average slope of 1%
and vegetated, as described before, with native species, consists from top to bottom
of: a soil substrate, with a maximum depth of 8 cm, composed of a mineral soil
consisting of a hetero-disperse Particle Size Distribution (74% gravel, 22% sand,
and 4% silt and clay); a permeable geotextile; a drainage layer in polystyrene foam
with a storage capacity of 11 L/m2 and a drainage capacity of 0.46 Ls–1 m–2; an
anti-root layer and a waterproof membrane.

A weather station located directly at the site collect precipitation, velocity and
direction of wind, air humidity, air temperature, atmospheric pressure, and global
solar radiation [11]. Rainfall data are measured every minute by using a tipping
bucket rain gauge with a resolution of 0.254 mm.While the outflow from each sector
is recorded at the base of the building by a flowmeter device composed of a PVC
pipe with a sharp-crested weir and a pressure transducer (Ge Druck PTX1830) to
estimate the water level inside the pipe.

In the work of Brunetti et al. [8] two-months rainfall data from 2015-09-01 and
2014-10-30 were used and the Penman-Monteith equation [2] was implemented
to estimate the hourly reference evapotranspiration. To model the water flow in
unsaturated soils by the Richards equation, and, thus, estimate the water retention
function θ(h) and hydraulic conductivity function K(h), the evaluation of unsaturated
hydraulic properties of GR substrate was carried out by implementing a simplified
evaporation method with the extended measurement range (down to –9,000 cm)
[60]. While to simultaneously fit θ(h) and K(h) to the experimental data obtained by
the evaporation method, HYPROP-FIT [41] numerical optimization procedure was
used. For the description of soil hydraulic properties, first of all the unimodal van
Genuchten–Mualem (VGM) model [62] was implemented; next, since the unimodal
VGM model couldn’t always describe the full complexity of measured data, the
bimodal model of Durner [20] was taken into account. Results of the experiments
are reported in Table 2.

To describe the complex physical features of the experimental green roof,
HYDRUS-3D software [54], which solves the Richards equation for multi-
dimensional unsaturated flow, was used implementing the parameters obtained with
the evaporation method. Finally, to evaluate the agreement between measured and
modeled hydrographs the Nash-Sutcliffe Efficiency (NSE) index [40] was evaluate.

The results concerning the estimated soil hydraulic parameters with their confi-
dence intervals, reported in this study revealed that the bimodal function presents a
more accurate description of the retention curve. While the findings obtained during
the validation process showed that: the unimodal and bimodal models are both able
to accurately describe the GR hydraulic behavior; a higher precision is achieved by
the bimodal model; both model slightly overestimate the outflow.
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Table 2 Estimated soil hydraulic parameters and their confidence intervals (CIs) for the unimodal
and bimodal hydraulic functions

Parameter Unimodal CIs Bimodal CIs

Residual water
content, θr (–)

0 0.05 0.070 0.007

Saturated water
content, θs (–)

0.551 0.01 0.562 0.003

Air-entry
pressure head
index for the first
pore system, α1
(1/cm)

0.13 0.03 0.843 0.07

Pore-size
distribution index
for the first pore
system, n1 (–)

1.25 0.06 1.24 0.04

Saturated
hydraulic
conductivity, KS
(cm/day)

4700 3500 12,600 3700

Air-entry
pressure index
for the secondary
pore system α2
(1/cm)

– – 0.01 0.001

Pore-size
distribution index
for the secondary
pore system n2
(–)

– – 1.97 0.08

Weight
coefficient w2 (–)

– – 0.422 0.01

Tortuosity and
pore connectivity
parameter, L (–)

0.53 0.02 0.5 –

In addition, starting from the assumption that critical rainfall events occur in a
very short time [8, 13] have investigated the hydrological response of theGR to single
precipitation events. The results obtained for four rainfall events with different total
precipitation volume (Vprec) in terms of peak flow reduction Pred (%) and volume
reduction Vred (%), for both modeled and measured outflow, are shown in Table 3
and Fig. 10. By the analysis of this results the authors concluded that the green roof
hydraulic performance was affected primarily by the antecedent substrate moisture
and secondly by the precipitation pattern.
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Table 3 Analysis of the hydrological performance of the green roof during single precipitation
events

Rainfall
events

Vprec (mm) Modeled outflow Measured outflow

Pred (%) Vred (%) Pred (%) Vred (%)

9 September
2015

100 5 12 7 16

7 October
2015

42 40 27 60 31

10 October
2015

69 5 5 45 9

21 October
2015

120 5 17 7 17

3.1.2 Future Perspective: GR and RHW from a Smart and Innovative
Point of View

The integration of GR and RWH system, like in the case of the experimental site of
University of Calabria, allows considerable benefits in terms of rational management
of water resource. Furthermore, different studies have considered the RWH systems
as a good strategy to limit environmental impacts that the on-going urbanization
produce on the drainage network and receiving water bodies [48].

However, so far, these techniques (GR and RWH) have been studied from a purely
hydrological-hydraulic point of view, there are no studies that consider these ones as
smart objects for an integrated management of the water resource and urban drainage
system.

In light of this, an innovation in the field of Urban drainage is look at the single
techniques GR and RWH as smart objects, optimizing them with ICT technologies,
based on the IoT (Internet of Things) paradigm.

A new aspect, in fact, could lie in the integration of GRs and RWH techniques
through a complex network equipped with: sensors, which allow rapid quantitative
assessments from a hydraulic, energy and environmental point of view; regulators
or actuators, able to modify the processes in progress; transducers that allow the
conversion of the data detected in command; control units that report the variables
to the pre-established threshold values.

According on what was previously discussed about Green Roof experimental site
of University of Calabria, the rainwater collected in the storage tank is re-introduced
through the irrigation system at fixed time and in quantity set by the operator of the
experimental site. The optimization of this system could be achieved by considering
the smart automation through the estimation of water content and the evaluation on
the wheatear situation. More in detail, when the water content, monitored by specific
sensors dislocated within the layers of the green roof, falls below a threshold value
that causes the plant water stress, the smart system sends a command to activate the
irrigation withdrawing the water from the storage tank in the needed rates to re-reach
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Fig. 10 Rainfall (blue area) and modeled (cyan area) and measured (red line) outflow for four
selected rainfall events in the analysis of the hydrological performance of the green roof during
single precipitation events; Pred meas and Pred mod are the measured and modeled peak flow
reductions, respectively, and Vred meas and Vred mod are the measured and modeled volume
reductions, respectively

the appropriate water content. The Weather Station located at the experimental site
offers also the opportunity to make preventive estimates, based on the rainfall regime
and solar radiation recorded on the site, so as to better calibrate the operation of the
irrigation system.

Through these innovative strategies, in fact, not only a hydraulic benefit would be
obtained, optimizing the reuse of the rainwater and reducing the flow to the drainage
system, but also a thermo-energetic one. The activation of the irrigation system could
also be carried out following the temperature measurements in the rooms below in
order to improve the summer thermal comfort of the building.
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Furthermore, if we consider the possibility of reusing water for other domestic
uses (WC flushing, machine washing, ect.), it is possible to achieve total system
hydraulic efficiencywithminimum runoff discharge in the sewer system. In this case,
the collected rainwater could be reused totally, avoiding that, in autumn and winter
season, when irrigation demand is lower and precipitations increase, the storage tank
exceeds themaximum value and the overflow is directly sent in the drainage network.

This innovation could be extended to the integration of others LID techniques
(green wall, permeable pavement, etc.) with RWH systems in order to maximize the
hydraulic, environmental and energy efficiency of these solutions. Furthermore, it
would be appropriate to develop of an optimization algorithm that not only includes
local actions for the building-scale system, but also evaluates the efficiency on the
district and basin scale to favour smart and eco-sustainable neighbourhoods. The
smart system, so thought, could be classified in function of its Hydraulic Efficiency
Class, i.e. the rainwater rate spilled in the urban sewer system.

3.2 Permeable Pavement Experience

Lack of studies in literature focused on the description of the hydraulic behavior
of a permeable pavement in a comprehensive manner suggested that research is
particularly needed in the development and identification of accurate modeling tools
for the analysis of LID practices, especially for permeable pavements.

In their work, Brunetti et al. [9] explored the suitability of the HYDRUS mecha-
nistic model to correctly describe unsaturated flow in typical permeable pavement,
installed at the experimental site of the University of Calabria. Multiple uniform
and nonequilibrium flow models included in HYDRUS-1D, such as single and dual-
porositymodels, are used to define the hydraulic behavior of the permeable pavement.
The problem was addressed by combing a Global Sensitivity Analysis (GSA), used
to prioritize the hydraulic parameters and identify those that are non-influential, with
a Monte Carlo filtering approach, used to investigate the parameter space and iden-
tify behavioral regions. Results from these analysis are then used in the calibration
process conducted with the Particle Swarm Optimization (PSO) algorithm. Finally,
the calibrated model was validated on an independent set of measurements.

The studied permeable pavement has an area of 154 m2, an average slope of
2%, and a total depth of the profile of 0.98 m. Figure 11 shows a schematic of the
permeable pavement, consisting of 5 layers.

The surface wear layer consists of porous concrete blocks characterized by high
permeability (8 cm depth). Base (35 cm depth), sub-base (45 cm depth) and bedding
layers (5 cm depth) were constructed by following the suggestions of the Interlock-
ing Concrete Pavement Institute (ICPI), which recommends certain ASTM stone
gradations.

Aweather station located directly at the site measures precipitation, wind velocity
and direction, air humidity, air temperature, atmospheric pressure, and global solar
radiation. Rain data are measured by a tipping bucket rain gauge with a resolution



A Comprehensive Approach to Stormwater Management … 295

Fig. 11 A Schematic of permeable pavement

of 0.254 mm and an acquisition frequency of one minute. Climatic data are acquired
with a frequency of 5 min. Data are processed and stored in the SQL database.

Outflow from the pavement is measured by two flux meters, composed of a PVC
pipe with a sharp-crested weir and a pressure transducer. The pressure transducers
were calibrated in the laboratory by using a hydrostatic water column, linking the
electric current intensity with the water level inside the column. The exponential
head-discharge equations for the two PVC flux meters were obtained by fitting the
experimental datawith a coefficient of determinationR2�0.999 for both devices. No
measurements of pressure heads or volumetric water contents inside the pavement
were taken.

Two month-long data sets were selected for further analysis. The first data set,
which started on 2014-01-15 and ended on 2014-02-15, was used for parameter
optimization and sensitivity analysis. Total precipitation and total potential evapo-
transpiration for the first data set were 274 and 43 mm, respectively. The second
data set, which started on 2014-03-01 and ended on 2014-03-31, was used for model
validation. Total precipitation and total potential evapotranspiration for the second
data set were 175 mm and 81 mm, respectively. The second data set was selected
so that it had significantly different meteorological data than during the first period.
The optimization set is characterized by multiple rain events with few dry periods.
The validation set has fewer rain events, which are concentrated at the beginning and
end of the time period and separated by a relatively long dry period between. Surface
runoff was not observed during these time periods.

Potential evaporation was calculated using the Penman-Monteith equation [2].
The permeable pavement was installed in 2013 and has been constantly exposed to
atmospheric conditions and traffic since then that has altered the surface roughness
and color. For these reasons, an albedo of 0.25 was used as suggested by Levinson
and Akbari [35] for weathered gray cement.
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3.2.1 Modeling Theory

Water flow simulations were conducted using the HYDRUS-1D software [57].
HYDRUS-1D is a one-dimensional finite element model for simulating the move-
ment of water, heat, and multiple solutes in variably-saturated porous media.
HYDRUS-1D implements multiple uniform (single-porosity) and nonequilibrium
(dual-porosity and dual-permeability) water flow models [56].

Two different conceptual models have been used to study the unsaturated water
flow in the pavement structure. Scenario I assumed that water flow in all five soil
layers of the permeable pavement can be described using the classical single-porosity
approach (SPM) described using the one-dimensional Richards equation:

∂θ

∂z
� ∂

∂z

[
K (h)

(
∂h

∂z
+ 1

)]
(1)

where θ is the volumetric water content [–], h is the soil water pressure head [L],
K(h) is the unsaturated hydraulic conductivity [LT–1], t is time [T], and z is the soil
depth [L]. The soil hydraulic properties are described by the vanGenuchten–Mualem
relation [62].

Scenario II assumes a single-porosity model for the wear layer, the bedding layer,
and the protection layer, and a dual-porosity model for the base and sub-base layers.
This configuration was selected in order to consider the occurrence of preferential
flow in the coarse layers of the pavement that are composed of crushed stones, with
particle size diameters ranging from 2.5 to 37 mm in the base layer and from 20 to
75mm in the sub-base layer. Crushed stones were washed before installation in order
to remove fine particles. From a physical point of view, the structure of the base and
sub-base materials closely resembles fractured aquifers [6].

In this way, the classical approach to model water flow in fractured porous media
is the so-called “dual-porosity” or “mobile-immobile water” (MIM) approach [6,
63, 64]. This approach assumes that flow occurs only in the mobile fracture domain,
while water in the matrix domain is immobile with a coefficient �w that represents
the mass transfer between two domains, which is assumed to be proportional to the
difference in effective saturations of the two regions [55, 56].

�w � ω · (Smθ − Simθ ) (2)

In this, Scenario II thus includes 20 parameters (additionally also ω and θs of the
immobile domain for the base and subbase layers).

3.2.2 Global Sensitivity Analysis

A sensitivity analysis (SA) can identify the most influential parameters and their
interactions and how these parameters affect the output [51].
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Most SAs performed in the literature of environmental sciences are the so-called
‘one-at-a-time’ (OAT) sensitivity analyses, performed by changing the value of
parameters one-at-a-time while keeping the others constant [18, 28, 49].

One of the most widespread algorithms for the GSA is the variance-based Sobol’
method [58]. Variance-based methods aim to quantify the amount of variance that
each parameter contributes to the unconditional variance of the model output. For
the Sobol’ method, these amounts are represented by Sobol’s sensitivity indices
(SI’s). These indices give quantitative information about the variance associated
with a single parameter or related to interactions of multiple parameters. For a more
complete explanation about the Sobol’ method, please refer to Sobol’ [58].

In order to assess the accuracy of estimations of the sensitivity indices, the boot-
strap confidence intervals (BCIs) [21] were estimated. The rationale of the bootstrap
method is to replace the unknown distribution with its empirical distribution and to
compute the sensitivity indices using aMonte Carlo simulation approach where sam-
ples are generated by resampling the original sample used for the sensitivity analysis.
In our case, the q samples used for the model evaluation were sampled 1000 times
with replacement, whereby Sobol’s indices were calculated for each resampling. In
this way, 95% confidence intervals are constructed by using the percentile method
and the moment method [3].

The sensitivity analysis was conducted using the programming language Python
and in particular, the Sensitivity Analysis Library (SALib) [61]. An elaborated script
overwrites the input file containing the parameters for different materials at each
iteration. The script then executes HYDRUS-1D, which usually runs less than one
second.

As stated before, the GSA was also coupled with a basic Monte Carlo filtering in
order to identify behavioral regions in the parameter space and to reduce the uncer-
tainty in the following parameter estimation step by using the same sample and runs
of the GSA. Potential solutions are divided into two groups depending on the value
of the objective function calculated: behavioral, solutions with NSE>0.0, and non-
behavioral, solutions with NSE≤0.0. Particle Swarm Optimization Inverse model-
ing is a procedure to estimate unknown parameters of the model from experimental
data. In this work a global search method based on Particle Swarm Optimization
(PSO) [33] have been used. PSO has been used in multiple studies involving inverse
modeling with complex environmental models [27, 31, 67]. In PSO, collections of
“particles” explore the search space, looking for a global or near-global optimum.

For the optimization process, a modified version of the PySwarm Python Library
has been used.

3.2.3 Experimental Results

Results from SA indicated that only two parameters exhibit a significant direct influ-
ence on the output’s variance, the pore-size distribution index n1 and the air-entry
pressure parameter a1. The third most influential parameter, the saturated hydraulic
conductivity Ks1, has the effect, which is only half of the second most influential
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parameter, a1. Ten parameters have a first-order index lower than 1%,which indicates
that their main effect on the output variance is negligible.

In addition, SA showed that almost 75%of variance in simulated outflow is caused
by n1, either by the variation of the parameter itself (30%) or by interactions with
other parameters. Together with a1 (51%) and Ks1 (42%), it is the most influential
parameter for simulated flow. It can be noted that the saturated hydraulic conductivity,
Ks1, has a relatively low main effect but a relatively high total effect. That indicates
that this parameter has a limited direct effect on the variance of the objective function,
but it has an effect in interactions with other parameters.

The effect of the sub-base layer on the output is less significant, while the wear
layer strongly conditions the output.

A Monte Carlo Filtering procedure was applied to the runs of the GSA. The
threshold value of NSE�0.0 produced a filtered sample composed of 1,452 behav-
ioral solutions.

Also, for Scenario II, parameters a1 and n1 exhibit the highest main effects on
the output’s variance (about 35%). For both scenarios, modeling results are most
sensitive to the wear layer, which strongly influences the output’s variance. However,
in Scenario II, the influence of the wear layer is partially reduced and redistributed
to other layers. It is evident that the adoption of the dual-porosity model for the
unsaturated hydraulic properties significantly affects the influence of the base and
sub-base layers on the model’s output. The dynamics of sensitivity indices between
the two scenarios suggest that the physical description of unsaturated flow in the
sub-base layer is an important element in numerical simulations.

AMonte Carlo Filtering procedure was again applied to the runs of the GSA. The
filtered sample now consisted of 28,107 behavioral solutions. The filtered sample of
behavioral solutions for Scenario II was considerably larger than for Scenario I. This
indicates that the implementation of the dual-porosity model leads to higher values
of the objective function.

Figure 12 compares measured and modeled hydrographs for the two scenarios.
The PSO for Scenarios I and II resulted in NSE values of 0.43 and 0.81, respectively.
Both NSE values of the objective function are higher than zero and thus admissible
[39]. However, the implementation of the dual-porosity model for the base and sub-
base layers in Scenario II provides a more accurate description of the hydraulic
behavior of the permeable pavement.

In order to evaluate the reliability of the estimated parameters, the model has
been validated on another independent set of experimental data. Figure 13 shows
a comparison between measured and modeled hydrographs for the two scenarios
during the validation period.

The value of the objective functions is NSE�0.43 for Scenario I and NSE�
0.86 for Scenario II. For Scenario I, the value of the objective function remains the
same, which confirms the reliability of the calibrated model. Although the simulated
hydrograph provides an overall sufficiently accurate description of the hydraulic
behavior of the pavement, it is less accurate during rainfall events, which may be
a time period of main interest. For Scenario II, the value of the objective function
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Fig. 12 Comparison between the modeled and measured hydrographs for Scenarios I (top) and II
(bottom) for the optimization process

actually increased and reached the value NSE�0.86, which is very high and reflects
the accuracy of the modeled hydrograph.

4 Conclusion

The aim of this chapter was to presents the recent experiences in the Urban Hydrol-
ogy field able to manage stormwater in a correct way. The cited works have shown
how the smart management of the drainage networks and the application of urban
regeneration facilities such as green roof or permeable pavement can help in knowl-
edge of flooding phenomena. In particular, findings from Garofalo et al. [25] showed
how DRTC algorithm proposed was able to balance the hydraulic capacity of the
conduits within the system by utilizing the storage capacity of the less overwhelmed
conduits during intense rainfall events. In other words, the DRTC algorithmwas able
to control the water level within the UDS successfully, ensuring a full utilization of
the actual storage capacity of the system. The findings clearly demonstrated that the
DRTC produced beneficial effects on the management of the UDS by substantially
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Fig. 13 Comparison between the modeled and measured hydrograph for the two scenarios for the
validation period

mitigating the risk of flooding and CSO. Results from Brunetti et al. [8, 9] showed
that the implementation of a model aimed at soil systems, together with accurate
experimental and numerical procedures, has been able to accurately describe the
hydraulic behaviour of systems of multiple layered materials that are not really soils.
Future perspectives are oriented in the smart optimization of LID and RWH systems
by the IoT advanced innovations in order to maximize the hydraulic efficiency of
these techniques and mitigate the urban flooding risk.
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Cooperative Video-Surveillance
Framework in Internet of Things (IoT)
Domain

A. F. Santamaria, P. Raimondo, N. Palmieri, M. Tropea and F. De Rango

Abstract In this chapter a cooperative heterogeneous system for an enhanced video-
surveillance service will be presented. Edge and fog computing architectures make
possible the realization of evenmore complex and distributed services.Moreover, the
distribution of sensors and devices gives us the possibility to increase the knowledge
of the monitored environments by exploiting Machine to Machine (M2M) commu-
nications protocols and their architectures. The rapid growth of IoT increased the
number of the smart devices able to acquire, actuate and exchange information in a
smart way. In this chapter, the main issues related to the design of an architecture
for a smart cooperative video-surveillance system will be presented. The end-system
shall exploit edge and fog computing for video-analytics services and communi-
cation protocols for cameras data exchange. Finally, all systems together realize a
cooperative tracking among cameras that involves detection and tracking techniques
to work jointly. At the end a detected anomaly can be followed among cameras
generating alerting and notifying messages that will be sent to the designed human
interaction system without explicit human interactions in the detection, tracking and
system managing processes.
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1 Introduction

In the last few years, computer vision algorithms have acquired even more impor-
tance in video surveillance platforms. This happened due to several reasons that have
permitted to increase related services and functionalities to make more reliable and
affordable systems. Usually, these systems or platforms are composed of several
cameras distributed in the areas of interest sending video streaming towards a cen-
tralized node that has the main task to elaborate videos and collect meta-data and
information on recognized activities. The detection of anomalies and alarms is left
to human checks that may commit evaluation errors. Hereby, people designed mon-
itoring tasks are not able to recognize on the fly some important events and only a
post-analysis of saved videos can bring up important information about what has hap-
pened. Moreover, video surveillance system has become a critical part in the security
and protection system of modern cities and smart urban ecosystems. Smart moni-
toring cameras and smart devices can cooperate for the realization of an intelligent
video analytic platform. Efficient techniques can monitor and pre-alarm abnormal
behaviors or events spreading these information in the smart-device environment
ecosystem. However, with the expansion of the surveillance network, massive data
are collected by video-cameras. These data open new and complex challenges to the
analytics, storage and retrieval in the Big Data era [1]. In this chapter, the basis for
building an enhanced framework for the automatic detection of abnormal behavior
of people in a given area of interest will be provided. Moreover, once the anomaly
is detected, its source will be tracked in Line Of Sight (LOS) of the camera that is
performing monitoring of the Region of Interest (ROI). Tracked objects/people will
be followed in the neighbors camera in case of leaving the LOS of the current camera
by adopting cooperation mechanisms that will enroll the whole system. For detect-
ing an object a self-adapting mechanism can be used that exploits the availability of
video-streaming. It analyzes frames and through a learning algorithm can carry out
meta-data about normal behaviors that people or object may assume in the observed
ROI. This complex schema can be realized because the availability of novel tech-
nologies that allow the implementation of a distributed architecture. In this way it
is possible to decentralize the computational load and distribute in the environment
several custom devices keeping the price of infrastructures low [2]. The feasibil-
ity and the characteristics of these devices may open the road for the design and
development of new services. In fact, smart devices have grown in interest because
of the opportunities that they may create in several application domains. One of
the major fields of interest is represented by the video-surveillance systems able to
cooperate with external services for achieving a smarter system. The whole system
will be composed of several heterogeneous sub-systems able to work as independent
platforms with their services and their users interactions. In the same way, each plat-
form will cooperate with the others to better know the application domain increasing
this way the quality of supplied services. In this chapter, the main goal is to design
a partially autonomous system for the video-surveillance tasks. It shall be able to
recognize malicious events by cooperating with all sub-systems available in the envi-
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ronment. The whole system could be autonomous or composed of several services
and devices exploiting M2M and IoT architectures and communications protocols.
This makes possible the realization of complex activities by distributing computation
and information exchange. Modular system may be applied in several fields but this
chapter will focus on the building of a smart video-surveillance system. The main
objective is to create a feasible, simple and efficient cooperation between systems
and sub-systems. This cooperation brings up several problems to be addressed such
as interfaces, roles and communication rules between heterogeneous systems. Alse
some basic concepts about distributed systems will be given. We will introduce com-
munication protocols for M2M and IoT domain and computer vision principles that
will be used to detect anomalies in the ROI. Distributed architectures are very use-
ful because allow to distribute computational load and increase system scalability.
This makes services more reliable, robust and detailed because of the possibility to
sample a huge amount of data from sensors and devices placed in the environments.
Nowadays social security is even more important and tracking is a key aspect for
smart surveillance systems. These applications must detect and follow position and
movement of people, objects and vehicles. The reasons for these tracking tasks can
concern, for example, the presence of people inside a restricted area. The knowledge
of movements and positions of these individuals are really important security issues
in order to avoid dangerous situations. A well known issue of security/surveillance
systems is the difficulty to analyze and manage complex scenarios. Inter alia the
more the complexity increase, in terms of number of objects or individuals, the more
is difficult to successfully detect them and the more is the computational complexity
required. This issue becomes harder to treat when we try to analyze crowd scenarios
with an high density and it’s necessary to profile the behavior of a group of people.
The major problem in analyzing a crowd scenario is represented by the difficulty of
tracking a single person inside the crowd. Individuals inside a crowd interact among
them, the partial occlusion and the complex behavior-drivenmechanism that depends
on individuals role increase exponentially the difficulty of tracking a single person.
To avoid this kind of issues a set of tracking algorithms that ensure a good accuracy
learning collective movement patterns has been developed [3–5]. These collective
patterns are extracted, analyzed and learned in relation to a specific scene or fixed
point of view and are used to predict probable crowdmovements detecting abnormal-
ities. Recently data-drivenmethods for visual recognition [6, 7] have been developed,
it is possible to analyze and test videos evaluating a large set of crowd patterns and
use these information already learned to enhance efficiency of, for example, an on-
line tracking video technique. Regarding image analysis the extraction of already
learned features eases and enhances the tracking operations. Finally a testbed will be
designed to bring up the goodness and feasibility of the communication architecture
and modular system herein described.
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2 Distributed Architecture

Even more solutions use distributed architecture to build off novel applications and
services. In particular, when a high number of users, devices or appliances need a
communication infrastructure a decentralized solution may help. The scalability of
systems and applications is a common issue for complex architectures, in fact, several
researches have been made covering several fields of interest such as Call Admission
Control (CAC) algorithm, routing protocols, multimedia systems and heterogeneous
architectures [8–10]. For example, the scalability is one of the most important issues
to face in case of large systems because of the number of users that may request
access to the network and its services. Moreover, when the mobility of the users has
to be considered new challenges raise such as the Quality of Service (QoS) or the
possibility to keep the connection up. Here the routing protocols have the goal to
reduce the side effects of mobility by assuring the delivery of packets and avoiding
network resource wastages [11–13]. In these last years, the edge and fog computing
makes possible to simplify data filtering and aggregation for further uses on the cloud
based services. Usually, data are produced at user or device layers and sent towards
the cloud for storage, aggregation, filter or data mining elaborations. This process is
complex to be performed andwith the increase of accesses the whole system presents
performances degradation in terms of time and space allocation. For these reasons
the edge/fog computation may help to reduce these performance degradations.

The edge-fog cloud paradigm is characterized by a huge number of networked
objects that generate and consume data placed in a large geographic area or even
the whole world. This distributed architecture is hierarchical and can be seen in
Fig. 1. As showed this architecture is able to support future IoT applications with
the help of edge-fog cloud computing facilities deployed. Vehicles, buildings and
even people equipped with proper devices can be considered IoT nodes inside a city.
Besides these low-level nodes we can find at few hops or at the network edge a set of
loosely coupled often human-operated nodes such as tablets, smart-phones, wireless
access points and small data centers. These edge devices are equipped with wireless
device-to-device connectivity and with a reliable and stable connection to fog nodes.
Their purpose is to collect data from the sensors and pre-process them as shown in
Fig. 1. In this figure is possible to point out how these edge nodes aggregate and
shrink this huge amount of environmental data of orange IoT nodes in order to detect
events of interest like fire or collapsing structures. Green nodes instead can be used
to detect sudden accidents on the road and alert in soft real-time other reachable cars
that are coming in the same dangerous area. Fog nodes are distant from the area of
concern compared to IoT objects and are machines with a remarkable computational
power with the main task of analyzing a huge amount of data and temporary store
them. Even if these nodes have great computational capabilities they are not able
to face the increasing complexity of possible future applications. For this reason
most of analytics have to still be hosted in a central cloud. So in order to take some
of this complex services from the cloud to the edge nodes of the networks some
virtualized entities that run both on the nodes and the cloud are necessary. Usually
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Fig. 1 A whole distributed ecosystem in the modern cloud domain

these devices are virtualized appliances or networking devices called smart gateways
with adequate computing capabilities and a fast and stable access to the network.
Fog nodes are capable of running on their architecture cloud applications developed
by cloud providers. These nodes are mainly used to analyze time-sensitive data
and to compute heavy-load tasks to obtain a reduction of latency and traffic. Cloud
Computing has been one of the hot topic in the Information Technologies (IT) in the
past decade with two main innovations. The first is the centralization lowering this
way marginal costs of system administrations and operations. The second one is that
in this way small organizations can avoid the starting costs for an IT infrastructure
using services and resources that are already exploitable through a fast and stable
internet connection. The trend in the last years is to externalize all IT needs into
the cloud data-centers spread across the world with resulting economic benefits and
less risks. Opposite to this centralization trend there is a dispersion trend driven
by the appearance of a huge amount of small devices with network and computing
capabilities known as IoT. We can consider fog-computing paradigm as a middle
way in which micro data centers, cloudlets (also called fog-nodes) are placed on
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the network’s edges in close proximity to mobile devices and sensors. Thanks also
to giants like Nokia and IBM the interest for this midway paradigm has grown
dramatically in recent years. They jointly introduced the Radio Applications Cloud
server that is an edge computing platform for 4G/LTE networks. Data collected about
end-to-end latency from this first application were first articulated in 2009 and can
be considered the foundation for edge computing. Edge computing is structured as
a two-level architecture. The first level is the cloud infrastructure and is still today
almost unmodified [14]. The secondone consists of devices called cloudletswith state
cached from the first level. In 2012 Flavio Bonomi et al defined fog computing as a
dispersed cloud infrastructure prioritizing scalability rather thanmobile applications’
interactive performance [15] with a multilevel hierarchy of fog nodes stretching
from the cloud to IoT devices. The chance of accessing internet every time and
everywhere with 3G/4G connections led us to ignore the advantages of physical
proximities. These advantages are summarized in low latency, low jitter and high
bandwidth. Physical proximity ensures low end-to-end latency, high bandwidth at
low cost, secure establishment of trust and survivability. Obviously, even with direct
hardware access to the network, latency and performances have a limit due to the
physical limit of the speed of light and to the heterogeneous nature of networks that
needs relay nodes to work. Each hop introduces queuing, routing delay and buffer
bloat [16]. There are several advantages in having cloudlets relatively close on the
edges of the network:

• the proximity of deployed services make them highly responsive achieving a low
end-to-end latency, high bandwidth and low jitter. This is very valuable for appli-
cations such as Augmented reality and Virtual reality that offload computation to
the cloudlets.

• Easy scalability. Traffic generated from the sensor is summarized and reduced
before it is sent to the cloud.

• Privacy-policy enforcement. A cloudlet can enforce the privacy policies on the
first contact with IoT nodes before the data release towards the cloud

• Redundancy of services. When a service is not available the cloud can mask the
outages by fallbacking to a service on a nearby cloudlet temporarily.

2.1 Scalability in the Edge Computing

Edge computing ensures the reduction of ingress bandwidth into the cloud. Taking
into account a video analytic application where several video analysis are need to be
performed in a quasi real-time way users continuously send video to the cloud for
content analysis. The data in the cloud is received in a cumulative way and the ingress
rate is very high. Therefore it is not easy for the cloud to satisfy each single request
in a reasonable time. Just considering a certain number of users in a metropolitan
area it is easy to achieve a saturation of network in a short time. In Fig. 2 a possible
solution is shown. Here users send videos to nearby fog devices that are responsible
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Fig. 2 A possible solution for fog computing in the computer vision an analytics domain. Here
video streaming analysis is performed locally in the fog layer and the results of the analysis in terms
of metadata are sent to the cloud. This permits to gain in terms of ingress bandwidth into the cloud

of processing data streaming [17]. The results of this video analysis can be obtained
in a quasi real-time way because of the available resources and low delays. Finally,
analysis results are send back to user. These results are also sent to the cloud in
terms of meta-data for further analysis. In the fog layer, it is possible to instantiate
processing, filtering or aggregate routines to reduce the amount of data to transfer
from user devices to cloud services.

2.2 Distributed Tasks

People monitoring and tracking activities in surveillance system usually generate
massive amount of data from IoT devices such as cameras. Several issues need to
be addressed, including data migration over limited bandwidth and high latency
in communication networks. The decentralization of tasks between cloudlets and
cloud platforms may help to reduce the overload in the end devices to achieve better
performances [18]. The authors in [18] propose to use the architecture layers shown
in Fig. 3. This architecture is commonly used to decentralize the tasks and also in this
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Fig. 3 A possible
architecture solution in the
Internet of Things (IoT)
domain for distributing
computer vision tasks

chapter to demonstrate the goodness of the cooperation in a distributed environment.
Here, the full processing schema is composed of two steps. The first one is performed
locally on the device and it has the pre-processing task of finding interesting objects
in the analyzed frames. The second step is the classification of the recognized objects
and the related post-analysis function. This mechanism shall be better investigated
in further sections.

3 Computer Vision

3.1 Introduction

In the last few years there have been a lot of improvements in video surveillance tech-
niques thanks to the application of computer vision algorithms. The word tracking
is used to describe the process of pursuing one or more object that are moving along
sequential frames. This kind of algorithms analyzes each frame of a video returning
as output the position of the objects of interest also called targets. There are several
application environments in which these computer vision techniques are used like
industrial automation, multimedia entertainment, security and so on. The exponen-
tial diffusion of small devices able to process video stream fostered the spread of
smart applications in which user identity or user activity have to be recognized in
order to reach their goals. One of the most challenging scenario is linked to very
complex frames, full of not interesting objects or noise, and to high crowded appli-
cation cases.Most of the techniques that are stated in literature are based on the target
model construction and on the tracking method. The target model can be defined as
the set of features that trigger a positive individuation. These features are hard to
find due to the visual nature of the task in which dimensions, color and shape are
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very sensible to light, point of view and so on. The most known tracking algorithms
come from engineering-mathematic application of image elaboration theory like:
Particle Filter, Kalman Filter, Template matching, Background subtraction, object
detection and histograms [19]. The particle filter technique has a high computational
cost that makes it not really adapt to real time analysis application. On the contrary
the Kalman filter technique is really fast but is not suitable to track objects with
unpredictable trajectories. Template matching is not suitable when the target object
frequently changes its pose or its scale compared to the environment. Background
subtraction it’s fast and accurate enough in detecting the shape of the target but it’s
not able to discern between multiple shapes and it cannot be used with mobile cam-
eras. Also Object Detection techniques have problems in discerning between similar
objects and has a really high computational cost, moreover they must be trained on a
set of very specific features. Histogram based algorithms are very fast when the target
dimensions are small. They do not perform well when the environment has multiple
features in common with the target object. The most well known histogram based
techniques are Meanshift and Continuously Adaptive Mean Shift (CAMShift). They
both can estimate the position of the target inside the frame finding the local max of
the probability distribution but the second one it’s also capable of estimating impor-
tant parameters like target dimension and orientation. CAMShift is a color tracking
algorithm developed for the first time by Bradski for facial recognition continuously
adapting the searching region inside the frame. Background Subtraction algorithms
can extract shapes of human/objects in the foreground detecting differences between
the video frame and the background model. This technique has limits: the streaming
camera must be fixed, only moving objects are detected and it’s really hard to discern
human shapes in a crowd.

3.2 Classifiers

One of the most important instruments for the object recognition task is represented
by the available classifiers for the computer vision framework. One of the most used
framework for computer vision is OpenCV thanks to a lot of different classifiers that
are chosen on the basis of the case of use. The classifier has the task to assign a label
at recognized objects. In order to build and test a classifier it is important to train it
by supplying a controlled input. This set of input is called training set. Two kinds of
learning are possible:

• supervised learning;
• unsupervised learning.

Supervised learning is where you have input variables (x) and an output variable
(Y) and you use an algorithm to learn the mapping function from the input to the
output.On the contrary in unsupervised learning you have only input variables (x)
and the algorithm has to model the underlying structure or distribution in the data
in order to learn more about the data. To verify a classifier goodness a test set is
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tried and the results are evaluated. OpenCV presents several methods to build new
classifiers, some of them are herein reported:

Neural Networks Machine Learning (ML) algorithms based on Neural Net-
work (NN) in OpenCV works with the model Multi Layer
Perceptions (MLP) which is the most commonly used type
of neural networks. Its main working schema is depicted
in Fig. 4. All neurons in the layers are quite similar. The
inputs of a neurons are summed with a certain weight plus
a bias term. This sum is then transformed by an activa-
tion function that may be different for each neuron. Three
common activation functions exist: Identity, Symmetrical
sigmoid and Gaussian;

K-Nearest Neighbours This model is based on the k-Nearest Neighbor (KNN), it
is one of the most simple classification algorithm and it
belongs to the supervised learning set; The basic idea is to
find the closest class into a given featured space considering
k-neighbors in the nearest space. An example about this
classification algorithm is shown in Fig. 5;

Decision tree A decision tree is a binary tree that can be used either for
classification or for regression. When used as a classifica-
tion model each leaf is marked with a class label. Multiple
leaves may have the same label. When used as a regression
model to each leaf a constant is assigned. It is important
to point out that when this technique is applied to com-
puter vision sometimes certain features of the input vector
are missed. An example is the missing color if the tree is
operating on a dark image. In this case surrogate splits are
used in order to allow the classifier to do not get stuck on
a node.

Cascade Classifier The word cascade refers to several sub-sequential applica-
tions of a simple classifier inside an image. The classifier

Fig. 4 Multi Layer
Perceptions (MLP) based
schema where an Input layer
is connected with the hidden
layer. Finally the output
layer will supply the results
of classification; Each layer
is composed of one or more
neurons
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Fig. 5 k-Nearest Neighbor
(KNN) algorithm example in
a 2-D featured space. Here
the red triangle, and blue
square class has been used to
define the featured space in
the trained set. The classifier
will assign a class to the
green circle taking into
account the k-nearest
neighbors applying sum
operator

works with haar-like features and is trained over a few
hundred sample views of a particular object. This kind of
classifiers use boost technique over very simple classifiers
to combine their results and achieve a better accuracy.

Bayesian Classifier This model is used in theML problem. The classifier func-
tions are based on statistical laws. This simple classifica-
tion technique assumes that feature vectors from each class
are normally distributed. In this way the whole data distri-
bution function can be considered a Gaussian mixture with
one component per class. During training data are used to
estimate mean vectors and covariance matrices for every
class that are used during the prediction phase.

3.3 Image Recognition

Image recognition represents one of the most interesting feature of computer vision.
Several algorithms are introduced in this application field year by year outperforming
older. Also human detection in video frames represents a great challenge because
the difficulty in building efficient classifiers. A feature descriptor called Histograms
of oriented gradients (HOG) was very useful and changed the way to approach the
problem. It was proposed in 2005 by by N. Dalal and B.Triggs with a paper titled
Histograms of oriented gradients for human detection[20].

3.4 Object Detection

Most of computer image classification algorithms to detect objects of interest follow
a pipeline of three main steps:
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Fig. 6 Common image processing steps

• Preprocessing
• Feature Extraction
• Learning Algorithms.

Techniques that involve deep learning bypass the second step. The preprocessing step
consists of normalizing contrast and brightness effects. One of themost common pre-
processing techniques is to subtract the mean of image intensities and divide by the
standard deviation. It is impossible to know in advance which of the various pre-
processing steps will produce good results so this can be considered a trial&phase
[21]. Operations like cropping or resize can also be considered as preprocessing
techniques. Every image contains not necessary information for detecting objects of
interest so the feature extraction step is necessary. For example if we want to detect
a button in an image feature like color is unnecessary while edges and shape are
relevant. A set of features that are very well known in computer vision environment
are the Haar-like features. These features can count HOG, Scale Invariant Feature
Transform (SIFT), Speeded Up Robust Feature (SURF) etc. In particular HOG fea-
tures will be object of further analysis. The third step takes in input the features
extracted during step two and learn how to classify images returning in output a class
label. Before a classification algorithm can return good results a training stage is
necessary in which thousand of examples are required. An example of a full image
processing in Fig. 6 is shown [22].

3.5 Tracking

Tracking can be defined as the process of locating a single or multiple objects over
time inside a video stream. A video stream can be considered a set of consecutive
frames in which the tracking algorithms have to associate target objects. This task
can be really difficult when the objects are moving fast relative to the frame rate.
The recognition of objects is a very complex task that a human brain learn to do
starting from early years but is really hard to be replicated onmachines. The difficulty
increases when objects inside frames change orientation or perspective and when
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brightness is low. Brightness and image resolution affect the ability of the machines
to recognize interesting features like colors or specific shapes.

Tracking techniques can be divided into two main groups.

• low level techniques fast and robust;
• high level techniques able to detect complex shapes but slow and less robust;

In the low level set we can count approaches like blob detection, background subtrac-
tion, corner detection. Template matching instead can be considered as a borderline
technique due to its complexity. In the high level set we can count a lot of very
complex approaches and some of the most known are face recognition and activity
recognition. When the stream is recorded from a fixed camera one of the most rele-
vant techniques to use is background subtraction. In these scenarios the background
is any pixel that does not change between consecutive frames. Then the subtraction is
applied and an image with only the changed pixels is calculated. Combining images
obtained with background subtraction techniques we can build the Motion History
Image (MHI). When using this kind of techniques it’s required the complete view of
the object of interest to work. If the target is not full visible then the recognition is not
sure. For good results it is important to recognize which kind of approach is better to
use. With low level techniques the identification of interesting features is entwined
with the computational capacity of the device ind its low level functions already
implemented. These functions are typically really generic and hardly customizable
so it’s nearly impossible to tune them for a very specific target. On the other hand high
level techniques can manage more complex functions. Obviously the computational
cost is much higher also because most of them use mathematical approaches with
probability distributions and classification. Generally hybrid approaches are used in
order to achieve good enough results in a reasonable time.

3.5.1 Blob Detection

The goal of Blob Detection is the detection of points or areas of interest inside a
picture. These points or regions are characterized by a certain brightness value that is
processed from the algorithm. These set of techniques can be divided into two main
groups:

• differential methods based on derivative expressions
• local environmental intensity based techniques

Both approaches have the goal to identify interesting features. An example of this
technique results are shown in Fig. 7. As can be seen in Fig. 7 the main task of
the algorithm is to detect image areas that are less bright than the others. Areas of
interest are highlighted with a green circle. One of the strengths of these approaches
is that is able to find points of interest even if the shapes or outlines are not well
defined. Descriptors based on Blob Detection have been used to outline the presence
of features with high information content for the detection of objects based on local
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Fig. 7 Example of Blob detection application

image statistics. Moreover this technique is able to recognize dimension and pitch
changes.

3.5.2 Corner Detection

Blob Detection techniques are suitable to detect image areas where there are bright-
ness variations of a set of pixels. They are not able to scan points belonging to corners
or angle points. An edge is an area of the image with a strong brightness gradient
discontinuity only in one direction. A corner instead possesses a strong brightness
gradient discontinuity in more than one direction. One of the most important char-
acteristics of corners is that they have a good resistance to lightness change and
for this reason are recognizable in dynamic scenarios. Mathematically the gradient
is defined as a vector containing partial derivatives of the analyzed function along
principal directions:

� I [x, y] =
[
δ I [x, y]

δx
,
δ I [x, y]

δy

]
(1)

To explain how this works let’s take into account a gray scale image. In regions with a
strong depth discontinuity can be detected by the analysis of partial derivatives of the
image pointing out this way edges and corners. When there are strong variations the
derivative assumes high values instead where the texture is continuous the derivative
module is near zero. To enhance noise resistance when the partial derivative are
calculated some digital filters are applied like Sobel filter that can be considered as
an operator.A weak point of this technique occurs when it’s necessary to evaluate the
gradient along directions that are different from the one of the target. This problem
is also known as the aperture problem and it’s bound to the eye perception of objects
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seen through an aperture. In this situation it can be difficult to understand the direction
of the moving object if it has some kind of patterns. For these reasons edges are not
taken into account and only angular points are considered in order to not produce
ambiguities. Every system must count on an efficient and reliable algorithm for
corner extraction. Not all the areas of an image must be taken into account. For
example a smooth surface without any texture do not possess information about
the movement. An object border gives movement information only when the object
moves perpendicularly compared to another object border. There are two groups of
algorithms to manage these situations: the first one extracts borders inside the image
and search for points with maximum curvature or where borders collide; the second
one search for angles analyzing directly the gray scale.

3.6 Human Detection

The task of detecting a human body relying only on the appearance is a more difficult
task than detecting rigid objects as cars or still faces. Unlike rigid objects the human
body is dynamic and articulated and this implies that can assume a very high range of
poses or postures. Furthermorewhen performing human detection task is not possible
to use as key features textures or colors because of the variety of worn clothes.
In order to detect a human body a robust feature set is necessary to discriminate
cleanly targets even in cluttered backgrounds or in low light conditions. For this
purpose a combination of HOG features and Support Vector Machines (SVM) are
used [23]. HOG features have been chosen as they provide excellent performance
over other existing feature sets like wavelets. These features are computed on set of
uniformly spaced cells to overlap local contrast normalizations improving this way
performances. Using HOG descriptor is advantageous because it shows invariance
to geometric and photometric transformations. Simplicity and speed are the desired
attributes found in SVM classifiers used as baseline [23]. For human detection one
of the feature descriptors that works better, as previously introduced, is the HOG.
This technique counts occurrences of gradient orientation in localized area of an
image. The computation is performed over uniformly spaced cells using overlapping
local contrast normalization to improve accuracy. The theory behind this kind of
descriptors is that an object appearance and shape can be described by a distribution
of intensity gradients. The key feature of this descriptor is that , since it works on local
portion of the image, is unaffected by geometric and photometric transformations.
Change of object orientation is still a problem. These qualitiesmakeHOGdescriptors
highly suitable for human detection [24]. In [25] authors propose a technique to
identify and track humans in the acquired video. This method initially removes noise
from the captured images then segments the images using frame difference and
binary conversion techniques and finally tracks the person using a bounding box
based on occurrence of high intensity values horizontally and vertically. To enhance
these mechanisms we worked on the possibility to store meta-data in the cloud to
permits framework to better analyze current frames. An example of achieved results
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Fig. 8 Human detection based on edge contours to simplify frequency routine counter for building
historical meta-data of the Region of Interest (ROI)

is shown in the Fig. 8. A detected human figure is then followed by tracking analysis
of the incoming video streaming acquired by the smart cameras. Human and object
tracking is still an open challenge because of occlusions, illuminations, shadows,
motion blur and so on. At present, the existing tracking methods are divided into
two categories. The First are generative methods that use the appearance model to
estimate the target state in a new frame, such as mean shift [26], L1 [27]. Second
instead learn a classifier to discriminate between the target and background, such as
KCF [28], SVM [29]. Moreover, nowadays it is possible to work with a combination
of both approaches as shown in [30].

3.6.1 Classifier Optimization Using HOG

Using this technique it’s possible to considerably reduce false positives during frame
analysis. This algorithm splits the frame in a cells matrix of variable size in order
to adapt them to the environment composition. This cell division is used to build an
occurrence vector in which are stored information about the presence of a human in a
specific cell of the frame. Using a based Daimler classifier (Pedestrain classification)
it is possible to detect multiple humans inside the frame. If another type of objects
must be detected we can simply change classifier and obtain the same results. In
order to achieve better results we decided to use three different types of area:

• frequented areas with an high density of targets
• partially frequented areas with an average density of targets
• poorly frequented areas with a low density of targets
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Using this approach we achieved a better comprehension of targets behavior building
a better occurrences map. In this way we identify the type of scenario finding paths
that are more used. If a target is detected inside a poorly frequented area an alarm is
raised. To make this approach more adaptive we used a dynamic approach allowing
cells to change their type during time taking into account present and past information
with different weights.

4 Distributed Computer Vision

One recent evolution of computer vision is the development of distributed multi-
camera systems inwhich object tracking inside images is performedwith cooperative
techniques. Pioneers work that use this approach are based on video surveillance
systems and DARPA monitoring. For example the system developed in [31] use
a cooperative tracking technique where tracked objects are processed by multiple
cameras; Particularly each sensor (SPU) classifies targets in twomain groups: human
or vehicle. In [32] Mallet and Bove developed a distributed network of cameras that
is able to manage targets in real time. This distributed network is composed by
small cameras that are placed on the room ceiling. Cameras are able to move and
in this way it is possible to improve their focus on the target depending on the
information provided by the system. Lin et al in [33] developed a distributed system
for recognition management that integrates data received after a certain number of
image processing, this is achieved using a peer-to-peer protocol for communication.
A similar approach is used in [34] where the moving target inside the scene is
“captured” and followed by every camera of the system. Every camera has a tracking
task that depends on the movement of the target. Let’s explain more clearly what is
a distributed camera system. A distributed camera system is a system that merges
data and features that are detected. These data are combined and the final result is
subjected to classification. The simplest form of data fusion is pixel combination.
For this purpose algorithms like Image Stitching can be used like in [35] to perform
merging of different images. Usually a preprocessing of data is performed before
merging operation due to the great amount of data that need to be computed. A
crucial operation is the features extraction. These features can be extracted using
various methods. The SIFT, for example, is a very common technique. First of all a
feature vector set is extracted from the image according to the value returned from
the subtraction operation applied between a Gaussian function and a smoothing
filter applied to sampled image. Then these features are clustered and compared
among them. Using distributed algorithms these clustered features are combined and
processed. A general schema of a distributed camera system can be summarized in
next figures:

Inside this Fig. 9 on the left cameras are placed evenly inside a circular fictitious
region inwhich theybelong.Acamera group is determinedby radial distance between
circular areas (usually adjacent to each other). Figure on the right instead shows
another way to pace cameras inside the system; in this scenario the camera groups
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Fig. 9 Distributed camera system where multiple cameras intersect their Line Of Sight (LOS)

are determined by the field of view on the target. On the right also is shown how
cameras overlap their field of view in order to focus on a common target. Unlike
the figure on the left , in this scenario cameras must not be close to each other. A
common problem inside distributed camera system is represented by tuning. Camera
networks to operate efficiently need to be tuned temporally and spatially. Without
an appropriate tuning it is impossible to compare or analyze data processed by each
camera. Spatial calibration can be divided in intrinsic and extrinsic. In thefirst case the
instrument is tuned compared to the coordinates of a reference system. In the second
one instead the tuning is made compared to parameters like focal distance. Another
important aspect is temporal calibration. Camerasmust be synchronized among them
self and if this synchronization is lost theremust be amechanism to get it again as fast
as possible. Often used systems cannot guarantee a good synchronization because
of their low quality. When developing a distributed system is crucial the choice of
the right trade off between costs and performances. A system that can ensure good
performancemust posses a good temporal stability (synchronization) even if it means
reducing the quality of image processing units.

4.1 Cooperative Video-Surveillance Framework

In this section, the proposal framework will be tested in some case of uses to demon-
strate the feasibility and the interoperability of the systems. The main goal is to
bring up the cooperative capabilities of the involved sub-systems to accomplish the
main tasks. First of all the main scenarios have to be designed to have a suitable
case of use avoiding false positive results. The whole testbed system will be com-
posed of a cloud-assisted platform that has the main task to instantiate and manage
software agents that implements communication interfaces between managing plat-
forms, field devices and user interaction layers such as notifying subsystems. The
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Fig. 10 Reference scenarios used as testbed

resultant system is composed of a distributed and decentralized architecture assisted
by edge and cloud computing layers that permits to achieve a scalable and reliable
system. In order to evaluate the whole framework two different environments have
been realized that are herein summarized:

• Outdoor Environment where the video-analytic and computer vision algorithms
work exploiting raw video streaming acquired from a camera devices. Here algo-
rithmworks observing the real-time video and taking into account historical meta-
data to identify anomalies;

• Indoor Environment, in this environments the system performs a continuous mon-
itoring of the interested areas to detect anomalies;

the reference scenarios are depicted in detail inside Fig. 10. In the depicted scenario
different system components work in a cooperative way to exchange heterogeneous
information. In particular, embedded devices are used to use a smart camera as field
device. Its main task is to acquire video streaming sending it to video-surveillance
framework. Fog computing is performed on several devices placed along the edge of
monitored area to perform video analysis. Historical data and meta-data are achieved
by elaborating key frames on edge layers, alarms and system notifications, instead,
are managed by cloud layers exploiting a dedicated agent based framework. Thus
the framework is composed of the following layers:

Field data layer This layer is composed of field devices such as cameras, sensors
and smart devices that are responsible of their physical control
and management services.

Fog layer This layer is composed of computational devices that are responsi-
ble of the elaboration of data acquired by the field devices. More-
over, it is also responsible of data communication between systems
and devices as well as virtualization tasks.
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Cloud layer This layer is composed of several units where the cloud frame-
work takes place. In particular, it is responsible of instantiate some
Virtual Objects (VOs) that permit inter-system communications.

Notify layer This layer is responsible of managing alert and notification mes-
sages raised by the subsystems to allow interaction between
humans and machines and machine and machine. This layer is
also used by the devices to perform cooperative actions such as
dynamic tracking of anomalies between cameras.

Each smart camera is focused on a particular ROI acquiring video streaming in a
real-time way. Each ROI shall be identified by an unique id in the whole system and a
dedicated service is instantiated in the fog layer to elaborate its streaming. Collected
streaming is analyzed for finding anomalies in the ROI. This specific application
anomaly is verified when human actions are detected in some areas of ROI where
usually those areas are not involved in human activities. The identification of these
anomalies is based on machine learning routines that keep updated identification
patterns.

4.2 Smart Camera

In order to allow the aforementioned services and applications, the entire system
needs to be equipped with smart devices that are able to work in a distributed archi-
tecture and communicate with heterogeneous systems such as other devices, systems
or external services. This is possible designing a custom device able to acquire data
from field sensors elaborate these data and communicate results to others. In Fig. 11
a possible architecture is presented. It is based on raspberry pi 3 device equipped
with OpenCv framework and software API to instantiate cloud interfaces and their
agent. Thus the device is virtualized and it is able to communicate with other VOs.

4.3 Anomaly Detection

In this section, we investigate the problem of identifying an anomaly in a given ROI.
The first step is to define what the anomaly is in order to train the analytic engine that
has to elaborate incoming streaming for rising on alarm notification. In this example
the anomaly has been identified as the possibility to recognize human actions in ROI
areas where commonly people are not moving on. Two different way could be used,
the first one is to train a static engine where the areas to monitor are pre-setted and
the engine has the task to identify people and monitoring their action in the ROI.
The second one is represented by the possibility to let the engine to dynamically
find those area in the ROI. In the proposed framework the second method has been
chosen and a learning time-lapse is shown in Fig. 12. Here in the image is shown
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Fig. 11 Logical architecture of the designed smart camera able to cooperate in an IoT domain

how the training is made in the ROI with a step by step sequence. A time based
mechanism is used to define an observation window that is exploited to mark the
sub-area of the ROI where humans are recognized. The whole ROI is assumed to
be composed of several sub-areas where the size of each sub-area is evaluated at
run-time and depends on several factors such as average and maximum number of
detected activities, light condition, relative speeds of the objects in the camera LOS
and so on. Each sub-area is marked as normal, warning, and danger. The mark value
of each sub-area is changed if the occurrences of detected activities in the covered
area change in the time by creating a time-dependent relationship between them,
frequency and historical data of sub-area. To smooth the behavior of the system we
use the following smoothed equation that permits to consider the past with a different
weight by analyzing the application context and the environment conditions.

subareai, j = (1 − α) ∗ OVk + (α ∗ H Li, j ) (2)

In the Eq.2 is shown how the framework evaluate the value for the the marking
function made by the cloud system. Here, we have the index i and j that are used
to find the sub-area of the ROI in a matrix based data structure. α is the smooth-
ing factor that may change during the execution time because of the change of the
environment conditions. Commonly the system starts with a value of 0.75 that has
been evaluated by performing several simulation tests in a controlled environment.
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Fig. 12 Human activities in the Region of Interest (ROI) covered by a camera. Training step in an
observation window with area mark update

OVk is the k − th observation window that measures the human occurrences in the
monitored frames at the k − th observation period. At the end H Li, j is the historical
data of the occurrences for the sub-area in the position i, j . The results is shown
in Fig. 13 where the final results obtained at the end of an observation window is
shown. Here a different color mark is depicted for each area. If a human activity is
confirmed in a warning or danger area, then an alarm is generated and it is sent to
the monitoring system to perform notify events.

4.3.1 Cooperative Tracking of Detected Anomaly

A computer vision task consists in the identification of specific features of interest
inside images. One major challenge is the translation of these simple features in a
manner that a computer or a mathematical model can understand. A simple feature
like an object color must be translated in a discrete representation to be elaborated
by an algorithm. It is possible represent a single feature in different ways through
different representations and each of these representation ismore suitable to a specific
detection technique. Moreover every representation is affected differently by the
image characteristics that are analyzed, like image resolution, brightness, sharpness
etc. The main components of which any computer vision algorithm is composed
are 4:
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Fig. 13 Anomaly detection based on the depicted heating map related to the mark value of the ROI
sub-areas

• Object Representation
• Tracking Features
• Object Detection
• Object Tracking.

Object Representation consist in the way of representing the object of interest
inside the image. There are various representations in literature like using a cloud
of points or some geometric shapes to highlight area of interest. Every of these
representation highlight different characteristics depending on the algorithm that has
been used. Tracking features are the characteristics or properties that have to be
identified inside an image. They can be simple like a certain color or more complex
like contours , movements or textures. The discovery and identification of these
features is a very delicate phase and a lot of flexible models have been implemented
in order to adapt to the specific case. After the identification of interesting features
it’s possible to continue with object detection. Object detection is the discovery and
identification of an object of interest inside the image. The technique used for this
kind of detection must be appropriate compared to the feature representation that
has been used and compared to features selected before starting the search. Some
classic examples are the detection of points of interest, background subtraction and
image segmentation based on contours. Object tracking can be considered as the
extension of detection techniques to a series of consecutive images that compose
the video stream. Just like detection techniques also tracking algorithms include
the analysis of point of interest, contours and objects which movement is detected
through background subtraction or motion flow [21, 36, 37]. A complex scenario of
whole system is shown in Figs.14 and 15 while in Fig.16 the switching procedure
between cameras to keep the target in LOS is depicted.
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Fig. 14 Learning steps are performed in the cloud layer, human activities are recognized. Mean-
while, system is updating its internal data structures and tracking is performed locally in the edge
layer to reduce latency on elaboration

Fig. 15 Once learning is
going finish transitory,
system can finally recognize
anomalies sending an alarm
notification by exploiting
M2M communication
protocols to interface other
modules of the
video-surveillance system.
The result is visive messages
on the central dashboard and
snooze sounds on the
registered end-user devices
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Fig. 16 Cooperation schema used by cameras to raise alarms, send notifications and activate track-
ing on neighbor camera for achieving the continuous tracking of detected anomaly

5 Conclusions

In this chapter we focus on a cooperative and distributed video-surveillance system
able to detect and track anomalies along available cameras in the defined Region
of Interests (ROIs). First of all we investigate current solutions and how new tech-
nologies and cooperative systems in the domain of IoT may help to improve overall
performances. Distributed architectures can help to reduce local computation of the
end devices for achieve better network performances avoiding to waste resources
such as bandwidth and memory. This may help systems to work in a better way
improving current results in terms of system response time to events. It can also help
developers to introduce new services such as engine for anomaly detection based on
continuous monitoring of the environments. Moreover, in this work we propose to
introduce a smart framework able to allow camera cooperations to track anomalies
during its travel in the monitored ROIs. This result can be obtained by exploiting
M2M communication protocols and distributed architecture notifying alarm track-
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ing message that will inform operators to follow detected anomaly in the available
cameras covering space.
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Personal Connected Devices
for Healthcare

Adina Riposan-Taylor and Ian J. Taylor

Abstract Personal connected health technologies are fast becoming integral in a
person’s daily life to help improve their health and wellbeing. Aside from the ubiqui-
tous personal fitness devices applications, there are numerous monitoring devices for
personal healthcare, along with more proactive devices that enable users to engage
in self-therapeutic techniques in order to improve their overall wellbeing. In this
chapter, we provide a broad overview for a range of devices that allow people to
monitor their own health and also those that provide self-therapeutic benefits using
biofeedback or neurofeedback to learn to control their own physiologic functions.
We discuss such devices within the context of the access to data and provide a taxon-
omy that covers the software for data integration, the type of connectivity and user
interfaces for data collection, API authentication and authorization, and data access
policies and formats.

1 Introduction

Urban ecosystems are facing some of the major challenges of our time, including
global warming, pollution, waste management, energy efficiency, a rise in health
issues, etc., and many smart city policies are evolving to address these issues. The
Internet of Things (IoT) is driving these changes, by providing a paradigm where
objects of everyday life are equipped with microcontrollers, transceivers and pro-
tocol stacks and are fast becoming an integral part of how users interact with the
Internet. IoT has numerous healthcare applications from remote monitoring, diagno-
sis and treatment of patients using telemedicine, to smart sensors and medical device
integration for the improvement of personal healthcare.
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As interconnectivity of data from such devices becomesmore seamless, our aggre-
gated viewof our health informationwill becomemore andmore commonplace in our
daily lives. For example, technologies identified in previous books of this series have
already identified techniques for representing devices in more intelligent ways, using
smart objects (SOs) [1] or Cyber Physical Objects (CPOs) [2]. In such approaches,
IoT is seen as a loosely coupled, decentralized system where SOs and CPOs can
be used to discover, communicate, connect and optimize devices in a decentralized,
distributed, and cooperative manner.

According to [3], the global connected health and wellness devices market is
expected to reach $612.0 billion by 2024. Demand for wearable medical devices and
remote patient monitoring systems is surpassing expectations because of the shift-
ing consumer preferences towards healthier lifestyles. Furthermore, chronic diseases
requiring continuous health monitoring have risen rapidly, and along with the avail-
ability of advanced products, such as remote sensors, adapters, and connectedmobile
communication, personal healthcare devices are fast becoming ubiquitous in house-
holds. For example, approximately 80 million people in the USA are hypertensive
and at greater risk of suffering a heart attack or stroke. It is therefore becoming
critically important to monitor blood pressure regularly and sharing that data with
healthcare professions in order to avoid a catastrophic cardiac event.

Government initiatives and non-profit organizations such as the Healthcare Infor-
mation andManagement SystemsSociety (HIMSS) [4] are helping to raise awareness
of such technologies, which is fueled by a rising emphasis on the development of
advanced healthcare solutions in the connected health and wellness devices market.
There are also a number of funding initiatives by government organizations, such as
the Healthcare Research and Quality (AHRQ) USA, which provide funds to expand
health information systems.

As such trends persist and technology continues to become a part of everyday life,
the use of mobile devices to maintain a state of health and wellbeing and manage
illness is becoming mainstream. However, the use of such devices for personalized
use is complex, as it requires the integration of data frommultiple sources and analysis
to form a complete picture for the case of illness, care and treatment. Therefore, the
promise of personal connected health will not be possible if data is only available in
the devices used to record them.

The rest of the chapter is organized as follows. In Sect. 2, we provide an introduc-
tion to the current landscape of the two core themes of this chapter: Sect. 2.1 discusses
personal connected devices and the standards and protocols that enable their integra-
tion; and in Sect. 2.2, we describe the use of biofeedback and neurofeedback devices
for self-therapeutic monitoring to improve health and performance. In Sect. 3, we
provide an overview of existing protocols that are used within this area in order to
provide the reader with context for the metrics used in the evaluation taxonomy,
described in Sect. 4. The taxonomy is first applied in Sect. 4.1 to devices, applica-
tions and data access to personal health data, and then in Sect. 4.2 to biofeedback and
neurofeedback. Finally, in Sect. 5, we reflect on past experience using contemplative
practices and discuss how lessons learned could lead to new future directions and
techniques for human wellbeing.



Personal Connected Devices for Healthcare 335

2 The Landscape of Personal Connected and Wellness
Devices

In this section, we introduce prior efforts that have led to standards and protocols
that have paved the way to personal connected health devices being made avail-
able to patients for home monitoring. We then introduce self-therapeutic monitoring
methods that employ the use of biofeedback and neurofeedback techniques and then
finally, we discuss the recent advances that have shifted emphasis from clinical ther-
apy to using personal biofeedback and neurofeedback devices in wellness.

2.1 The Evolution of Standards in Personal Health
Monitoring

In an attempt to address the aforementioned issues, the Continua Health Alliance
industry coalition was established in 2006. It was designed from the outset to address
such issues as lifestyle, health management and demographic tendencies, which are
some of the main factors causing a substantial rise in medical costs. The organization
essentially promotes the establishment of technology standards and design guidelines
that enable interconnection and operation of healthcare devices.

For manufacturers, standards decrease time-to-market, reduce development costs
and increase efficiencies. They enable more rapid, less expensive integration to elec-
tronic health records (EHR) or health information exchange (HIE) platforms. Con-
tinua was a founding member of the Personal Connected Health Alliance (PCHAl-
liance), a non-profit organization formed by HIMSS. PCHAlliance members provide
a vibrant ecosystem of technology and life sciences industry icons and innovative,
early stage companies along with governments, academic institutions, and associa-
tions from around the world.

To support the vision, the PCHAlliance hosts an annual Connected Health Con-
ference to exchange research, evidence, ideas, innovations and opportunities in
personal connected health. The PCHAlliance publishes and promotes the global
adoption of the Continua Design Guidelines, which enable an open framework for
user-friendly, interoperable health data exchange in personal connected health. The
Continua Design Guidelines are recognized by the International Telecommunication
Union (ITU), an agency of the United Nations, as the international standard for safe,
secure, and reliable exchange of data to and from personal health devices.

The high-level architecture of Continua is provided in [5]. The Personal Health
Devices Interface is based on standards developed by the IEEE Personal Health
Device working group [6] that define the data format and exchanges between the
sensor and the personal health gateway. The Services Interface (WAN Interface)
standardizes around the IHE Patient Care Device (PCD-01) [7] Transaction to move
data between a Personal Health Gateway and the Health and Fitness Services. The
Health Information Service Interface (using theHealthRecordNetwork (HRN) inter-
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face) standardizes around the HL7-based Personal Healthcare Monitoring Report
(PHMR) [8] tomove information between aHealth&Fitness Service and theHealth-
care Information Service provider (e.g. EHR). End-to-end security and privacy is
addressed through a combination of identity management, consent management and
enforcement, entity authentication, confidentiality, integrity and authentication, non-
repudiation of origin, and auditing.

2.2 Self-Therapeutic Monitoring Using Biofeedback and
Neurofeedback

Biofeedback (BFB) encompasses a number of treatments and scientifically based
self-therapeutic techniques that allow patients to use instruments that help them
become aware of their own physiologic functions [9, 10] (what is going on inside
their bodies and their brains [11]), to monitor their responses to emotional, cognitive,
or physical stimuli [12], in real time, and to gain more control over these responses,
with practice and feedback [13–15]. As principles in cybernetics, one can control a
variable only if information (or feedback) about the variable is made available, and
that feedback makes learning possible [11]. The idea in biofeedback training is that
the trainees receive direct feedback about their states and, based on this feedback,
they learn to increase the control over their own biologic functions [11]. A consensus
definition of biofeedback was given by the Association for Applied Psychophysiol-
ogy and Biofeedback (AAPB) [16], Biofeedback Certification International Alliance
(BCIA) [17], and the International Society for Neurofeedback and Research (ISNR)
[18], in 2008: “biofeedback is a process that enables an individual to learn how to
change physiological activity for the purposes of improving health and performance”.
The ultimate goal of biofeedback training is to being able to manipulate physiologic
processes and responses at will [9, 10] and to establish permanent positive changes,
so that, over time, these changes can endure without continued use of an instru-
ment [10]. The Biofeedback Federation of Europe (BFE) [19] provides international
education, training, and research activities in biofeedback and neurofeedback.

There are multiple types of biofeedback that include various types of physio-
logic measures, such as heart rate variability (HRV), surface electromyography (e.g.,
sEMG, muscle tension), galvanic skin response (GSR; i.e., skin conductance), sur-
face temperature, breathing rates (via the use of a respiration belt), and/or electroen-
cephalography (EEG) [12]. The devices are used to transmit data to the user (either
as single measure or multiple measures) and the data is displayed by audio and/or
visual means to provide information (or feedback) about an individual’s biological
functions. The user can experiment with different thoughts, feelings, and sensations
and get immediate feedback on the physiologic changes [11], while controlling ele-
ments (such as the controls of a computer game) are used to learn to control these
responses in order to reduce symptoms, improve performance, and/or increase health
andwell-being [13–15]. For example, if the biofeedback system provides a stress and
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relaxation assessment, the user will be immediately notified if there are abnormal
or exaggerated responses [12]. Biofeedback may therefore be used to improve the
physiological changes that naturally occur in conjunction with changes to thoughts,
emotions, and behavior by following the real time visual/audio presentation of the
measures associated with changes in thinking, emotions, and behavior, and learning
to pursue the desired physiological changes.

Neurofeedback (NFB), also called neurotherapy or neurobiofeedback, on the other
hand is a type of biofeedback that is specifically employed to teach self-regulation
of brain function, and it typically makes use of electroencephalography (EEG) for
real-time displays of brain activity (i.e., the brain waves). So, whereas Neurofeed-
back uses the electrical activity of the human brain (EEG) as feedback to the client,
biofeedback uses various other physiological signals, except the EEG [11, 20]. In
EEG-biofeedback, EEG sensors are placed on the scalp to measure the electrical
activity of the brain and to produce a signal that is provided to the user using video
displays or sound. In neurofeedback training, this display is outlined as positive feed-
back for desired brain activity and as negative feedback for undesirable brain activity
that should be controlled, altered and ultimately changed. The subject becomes aware
of the changes occurring during the training session, will consciously try to improve
the brain patterns following the real-time changes occurring in the sound or video,
and will have the possibility to keep track and assess the progress, which in time and
with practice can lead to optimum performance. [21–23]. This change is thought to
contribute to neural plasticity as a mechanism of training [12, 24].

Neurofeedback started in the 1960’s with the Alpha activity experimentation in
the human brain and the promising results inspired many new experiments; it is
virtually undisputed today the fact that humans can learn to alter their brain function
by the use of EEG-biofeedback [11]. EEG sensors are placed on the scalp on standard
electrode placement locations to measure the electrical signals of the brain, i.e. on
standard recording channels in the frontal, temporal, central, and occipital lobes, and
neurofeedback systems provide audio and/or video feedback to the user (e.g., the
power of a signal in a frequency band can be shownby a varying bar graph [21]).More
advanced neurofeedback conducted in clinical and research settings may employ
functional magnetic resonance imaging (fMRI) instead, or in combination with,
electroencephalography (EEG), for real-time visualisation of brain activity. In user-
oriented EEG-biofeedback, visualising the brainwaves in real-time teaches people
to influence their brain activity consciously and adjust their state of mind, thereby
teaching self-control of their brain functions. There are a series of neurofeedback
hardware and software systems available, either for clinical/research or for personal
use, and the neurofeedback treatment/training protocols typically include alpha, beta,
alpha/theta, delta, gamma, and theta, or other ratio combinations [21–23].
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2.3 From Clinical Therapy to Personal Devices in Wellness

The rise of health care costs has brought the need for more cost-effective, non-
pharmacological treatments which converged with an increase in the population’s
interest in preventative medicine, holistic therapies and integrative medicine in the
recent years. In clinical biofeedback and neurofeedback therapy, performed in med-
ical and rehabilitation centres, the user is guided by a trained clinician [13–15] and
there are international professional and scientific institutions and non-profit organisa-
tions that coordinate education, training, and research in biofeedback and neurofeed-
back [16–19]. However, due to the high cost of the treatment and equipment, and the
fact that generally there is no insurance coverage for biofeedback training, the trend
in industry and research is towards at-home use of biofeedback and neurofeedback
portable devices. A series of personal wellness systems have been developed that
appeal to people interested in relatively affordable, home-use, “wearable” devices
that can be used for biofeedback self-therapy and training to monitor and improve
well-being and performance, which is to develop the ability to generalise the control
over one’s physiologic processes to “in-vivo” settings [12] (taking the therapy out
of the clinical settings and into one’s home). Some of the processes that a person
can learn to control include heart rate, brainwaves, breathing rates, muscle tone, skin
conductance, and pain perception [25]. Recent advances in EEG technology and the
ability to use “dry sensor” electrodes to pick up and digitize EEG signals [12] made
neurofeedback accessible at home-use level and a variety of neurofeedback portable
devices and headsets have been made available to the public.

Both biofeedback and neurofeedback may reduce the need of taking medication,
and in some cases regular practice can replace treatment. Users can follow (see or
hear) representations of data related to their own physiologic responses to stress or
distraction, in real time, and they learn to alter these responses, being guided by the
user-friendly applications to help increase attention or concentration, mindfulness, or
to decrease activity in certain areas, by utilizing relaxation and breathing techniques,
which correlate with patterns associated with healthy functioning, improved mood
and welbeing [12, 24]. For example, biofeedback has been found to be effective for
the treatment of headaches and migraines [26].

Neurofeedback—either referred to as neurotherapy, or as brain function training—
is a safe and non-invasive procedure and it is considered an effective method to treat
a variety of health problems at present. A list of different levels of efficacy of neuro-
feedback for various applications has been provided by The American Association
of Applied Psychophysiology and Biofeedback (AAPB) [16] and The International
Society for Neurofeedback and Research (ISNR) [18], which indicates that, for some
applications, neurofeedback is an accepted treatment, while for other conditions it
shows promise, and for some it should still be considered an experimental method
[11]. With the recent advances in brain science, the use of “wearable” neurofeed-
back devices has been encouraged both to help patients self-regulate and reduce the
antisocial behavior of individuals which has an undesirable impact on the society
[27]. The neurofeedback training has been used in the treatment of depression; anx-
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iety; insomnia; attention deficit/hyperactivity disorder (ADHD); autistism spectrum
disorder (ASD); obsessive compulsive disorder (OCD); restless legs syndrome; learn-
ing disabilities, dyslexia and dyscalculia; drug addiction; eating disorders; migraines
and headaches; pain management; fibromyalgia; epilepsy; schizophrenia; parkinson
disease; recovery from an injury and stroke problems [21]. It has also been used
for improving memory and for enhancing the performance of athletes, artists, and
surgeons [21].

The effectiveness of neurofeedback therapy has been studied on many diseases
and there are still methodological limitations and clinical ambiguities [21]. Neu-
rofeedback has its own pros and cons as many other therapies, as its validity has
been questioned in terms of conclusive scientific evidence of its effectiveness [21].
There are still questions such as how many sessions are needed for a participants
to learn to exert an alert control over their own alpha waves (in the alpha treat-
ment protocols), or how many sessions are needed to produce the expected therapy
effect at the optimal performance level, or how long the positive effects may last
without continuing the neurofeedback therapy, or if there are any long-term effects
after the use of a device is discontinued [21, 28]. For example, neurofeedback has
been recently studied for use in the treatment of traumatic brain injury (TBI) in both
civilian and military populations [12]. In addition to treating direct symptoms such
as headaches and migraines, mood changes, fatigue, and memory issues, the neuro-
feedback therapy also addressed comorbid diagnoses or symptoms that mimic those
associated with traumatic brain injury (TBI)—e.g., attention deficit hyperactivity
disorder (ADHD), post-traumatic stress disorder (PTSD), or substance abuse [12].
Preliminary data shows that TBI survivors who continue to suffer from longer-term
symptoms and struggle with finding effective treatments to address their symptoms
could greatly benefit from biofeedback and neurofeedback long-term therapy with
affordable, home-use, portable devices that have the potential to improve their qual-
ity of life and life satisfaction [12]. Preliminary data also suggests that the use of
personal user-friendly devices may additionally increase their motivation for treat-
ment [12]. A review of research on the biofeedback efficacy for various medical
conditions, that used an efficacy rating on the Association for Applied Psychophys-
iology and Biofeedback scale spanning from Level 1 (“Not empirically supported”)
to Level 5 (“Efficacious and specific”), has listed TBI as having a “Level 3; Probably
Efficacious” rating [12].

At the clinical level, biofeedback and neurofeedback therapies are expensive
procedures which are not covered by many insurance companies, they are time-
consuming and their immediate benefits may not be long-lasting. Practice and train-
ing using biofeedback and neurofeedback may take a long time to reach the desired
improvements and to potentially establish permanent positive changes. Therefore,
the availability of affordable, home-use, portable devices as personal biofeedback
and neurofeedback systems has the potential to increase the efficiency of such treat-
ments as long-term training and self-therapies with cumulative training effect and
longer-lasting benefits on health and well-being.
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3 Technologies

This section provides a brief overview of some of the underlying technologies and
protocols that are referenced in this chapter.

3.1 WiFi

WiFi1 is a radio-waves technology for connecting devices to a local area network.
Devices connect to a WiFi using a wireless access point, and the wireless access
point, in turn, connects to the Internet WLAN. Such an access point (or hotspot) has
a range of about 20m (66 feet) indoors and a greater range outdoors.

Hotspot coverage can be as small as a single room with walls that block radio
waves, or as large as many square kilometres achieved by using multiple overlapping
access points. Once configured, WiFi provides wireless connectivity to your devices
by emitting frequencies between 2.4 and 5GHz, based on the amount of data on the
network. Wireless networking is known as WiFi or 802.11 networking as it covers
the IEEE 802.11 technologies. The major advantage of WiFi is that it is compatible
with almost every operating system, game device, and advanced printer.

3.2 Bluetooth

Bluetooth [29] uses radio waves to transmit data from one device to another and
it works in a similar way to other radio receivers, such as television. However,
whereas televisions use radio waves that travel hundreds (possibly even thousands)
of km/miles through the air, Bluetooth operates on a far shorter range (less than 10
m).

Each Bluetooth device contains a Bluetooth radio, which is a computer chip that
contains software for pairing Bluetooth devices and streaming data between them.
Bluetooth sends and receives radio waves in a band of 79 different frequencies
(channels) centered on 2.45 GHz. The short range of Bluetooth transmitters mean
that they use virtually no power and are theoretically more secure than wireless
networks that operate over longer ranges, such as Wi-Fi.

Communication between Bluetooth devices happens over ad hoc networks known
as piconets. A piconet is a network of devices connected using Bluetooth technology.
When a network is established, one device takes the role of the master while all the
other devices act as slaves. Piconets are established dynamically and automatically
as Bluetooth devices enter and leave radio proximity.

1There are a number of theories about what the termmeans, but the most widely accepted definition
is Wireless Fidelity.
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3.3 Bluetooth� Smart

The Bluetooth Special Interest Group (SIG) released the Bluetooth Smart logo in
2011 to differentiate between the new low energy devices and the other Bluetooth
devices. Bluetooth Smart Ready indicates a dual-mode device compatible with both
Classic and low energy peripherals, whilst Bluetooth Smart indicates a low energy-
only device which requires either a Smart Ready or another Smart device in order
to function. However, in May 2016, the Bluetooth SIG phased out the Bluetooth
Smart and Bluetooth Smart Ready logos and has reverted to using the Bluetooth
logo, however, the logo uses a new blue color. Bluetooth Smart is also known as
Bluetooth 4.0 and Bluetooth LE (BLE).

3.4 ANT

The Advanced and Adaptive Network Technology (ANT) is a protocol that uses the
same frequencies as WiFi and Bluetooth (2.4 GHz) but the data transfer rate is much
slower. It uses very low power so that it can run on a watch battery for a long time
and the working distance is typically less than five feet.

There have been two versions: ANT and ANT+ [30]. ANT sensors were not
designed to be interoperable but using ANT+, all manufacturers agreed to follow the
same specification, so that heart rate monitors, heart rate chest straps, power meters,
ect., are all interoperable. This allows the power meter designed by onemanufacturer
to work with the bike computer of another manufacturer.

3.5 ANT FIT

The Flexible and Interoperable Data Transfer (FIT) protocol [31] defines a set of data
storage templates (i.e. FIT messages) that can be used to encapsulate information,
such as user profiles and activity data as files. It is designed specifically for sharing
sport, fitness and health devices data. The FIT protocol’s main focuses are to be
compact, interoperable and extensible.

The ANT File Share (ANT-FS) is an extension of ANT for transferring files
wirelessly between two devices. ANT-FS is an optimized protocol that has ultra low
power consumption and can be used in coin cell battery operated devices on both
sides of the link. ANT-FS is typically used for fitness devices e.g. watches that collect
real-time data from sensors and make this data available to other devices e.g. phones,
PCs.
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3.5.1 Google Fit

Google Fit [32] was originally a software framework allowing app developers and
hardwaremakers to record, log and display health-related data with as little coding as
possible. But after initial development, it has expanded to become a complete health-
tracking platform developed for Android. It offers an API that blends data from
multiple applications and devices, as well as collecting data from the activity tracker
or mobile device, to record physical fitness activities (such as walking or cycling),
which are measured against the user’s fitness goals to provide a comprehensive view
of their fitness. Users can choose who their fitness data is shared with as well as
delete this information at any time.

The Google Fit API [33] allows developers to upload fitness data to a central
repository where users can access their data from different devices and apps in one
location. There are several APIs including: the Sensors API to provide access to raw
sensor data streams; the Recording API that provides automated storage of fitness
data using subscriptions; and the History API to provide access to the fitness history
and it allows applications to perform bulk operations, like inserting, deleting, and
reading fitness data. Applications can also import batch data into Google Fit.

Google Fit APIs cannot be used for non-fitness purposes, such as storing medical
or biometric data, so the use is restricted.

3.6 Apple HealthKit

The Apple HealthKit [34] is similar to Google Fit. It collects in data from all various
fitness apps and wearable companion apps on your iPhone and Watch, including
Apple’s own Watch workout app, and attempts to put the data in one, easy-to-read
place. A user provides permission for a third party application to read andwrite health
and activity data, and then this data is aggregated into a personal and central data
collection point, which can be used by other applications to make more extensive
uses of the data.

The HealthKit saves data in an encrypted database called the HealthKit store.
Access to this store is through integration via an apple app, using Swift or Objective-
C e.g.the database is accessed using the HKHealthStore class. Both the iPhone and
the Apple Watch have their own HealthKit store, which is kept in sync, with old data
being periodically purged from Apple Watch to save space.

4 Data Taxonomy for Personal Connected Health Devices

In a recent study comparing blood pressure devices for health monitoring [35], the
authors compared eight devices that are currently in the American marketplace:
Omron 10, Rating 4.3, Bluetooth connectivity and allows 2 users; WithingsWireless
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BPM, Rating 3.7, Dual connectivity (Bluetooth + wired) and allows multiple users;
Philips Upper Arm BPM, Rating 4.3, Bluetooth connectivity and allows 2 users;
QuardioArm BPM, Rating 3.9, Bluetooth connectivity and allows up to 8 users;
Blipcare Blip Wi-Fi, Rating 4.2, WIFI connectivity and allows 2 users; iHealth Feel
BPM, Rating 3.8, Bluetooth connectivity and allows multiple users; iHealth View
BPM, Rating 3.3, Bluetooth connectivity and allows multiple users; and Koogeek
Smart Wrist BPM, Rating 3.8, Bluetooth connectivity and allows up to 16 users.

All of the above devices provide applications for the recording, interaction and
visualization of the data. However, the way in which the data is stored and can be
used varies significantly across manufacturers. Some companies provide an openly
accessible APIs to enable third party authorized access to the data, whilst others
keep the data completely private or provide access for specific approved business-
to-business interactions. In this chapter, we take a look at several companies that
operate in this space, the devices they provide and the type and means of access to
the data. Specifically, the following metrics or criteria are used for the comparison:

1. Type of Connectivity. e.g. bluetooth, NFC, WiFi, wired
2. Available Devices. e.g. blood pressure monitor, heartbeat monitor, scales, etc.
3. API Type. How is the data access e.g. is access provided directly from the device

or is it available through an API
4. Authentication. The type of authentication e.g. OAUTH 1, 2, etc.
5. Data Access Policy. Is the data available to third developers for making their own

applications or is the data openly available to any developers that sign up to access
it and are authorized to use it

6. Data Format. The data format for the API e.g. JSON, XML, FIT, etc.
7. API Pricing Model. Is the access to data free, is there a one-off license fee or a

subscription model.
8. Other. Other comments about the availability or release state.

The focus of this comparison is on devices that can be used at home to monitor
medical conditions and, therefore, personal fitness health monitoring devices are out
of scope. There are also a number of companies that are not covered in this chapter,
which offer Bluetooth (or other) connectivity to applications on Android, Apple or
Windows devices, but those that do not offer an API or direct device integration are
not covered here e.g. 1byone [36] is an example that offers a blood pressure monitor
and an app but does not provide developer access to such data.

Using this taxonomy metrics, devices are covered in detail and are divided into
the following two broad sections: “Personal Health Monitoring” and “Personal Self-
Therapeutic Biofeedback for Wellbeing”.

4.1 Personal Health Monitoring

Weapply this taxonomy to the following companies that provide devices, applications
and data access to personal health data:
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1. Philips
2. Garmin
3. Omron
4. Beets Blu
5. Withings
6. iHealth
7. Quardio.

4.1.1 Philips HealthSuite

The Philips HealthSuite [37] is built for complex healthcare challenges and provides
clinical databases, patient privacy, industry standards and protocols, and both per-
sonal and population data visualizations. It uses the cloud to store health data securely
and provides analysis tools that can be used to provide insight into individuals for
healthcare professionals.

Philips offers multiple connected consumer and health systems products, such as
Philips: Lumify tablet-based ultrasound; Health Watch; Upper Arm Blood Pressure
Monitor; Wrist Blood Pressure Monitor; Body Analysis Scale; Ear Thermometer;
andAvent uGrow smart babymonitor. The devices are connected using the Bluetooth
or Bluetooth Smart technology.

The data is HIPAA-compliant and developers have access to a variety of sources,
including electronic medical records (EMRs), personal devices, diagnostic, imaging
andmonitoring equipment.Adeveloper also has access to the complex analytics algo-
rithms that the platform offers, which can deliver predictive, personalized insights
e.g. to help motivate healthy behavior through digital coaching, or to alert medical
teams to potential problems.

At the time of writing the HealthSuite SDK andAPI has not yet been released [38]
but they say it will be based on open standards, such as FHIR, REST, and oDATA. The
APIwill be offered as a Platform-as-a-Service (pay per use), as part of theHealthSuite
Digital Platform to avoid the cost and effort of setting up, maintaining and operating
a backend. Instead, the online service communications, such as firmware updates,
user registration and data collection, are handled through the platform.

Philips does have an experimental platform called “Connect to Healthy”, which
supports different tools, devices and wearables [39] including: Withings, MyBasis,
Fitbit, iHealth and Jawbone. This platform had a lot of potential for providing a com-
mon API to multiple types of devices but it is currently not part of their production
environment and therefore only contains prototypes of the data for experimenta-
tion. As of writing, the API provides access to the following information: blood
glucose, blood pressure, burned calories, energy intake, fat percentage, hba1c (gly-
cohemoglobin), heart rate, resting heart rate, skin temperature, sleep duration, steps
and weight.
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Fig. 1 Garmin index smart
scale

4.1.2 Garmin

Garmin is an American multinational technology company founded in Lenexa,
Kansas and is now based in Schaffhausen, Switzerland. The company is primar-
ily known for its GPS technology development and its use in automotive, aviation,
marine, outdoor, and sport activities and utilities. However, more recently they have
moved into the health and fitness marketplace, developing wearable technology and
devices for health monitoring.

Garmin mostly focuses on fitness monitoring but they do make some health mon-
itoring products also: the Garmin Index Smart Scale (Fig. 1 and wearable devices
(e.g. vívosmart and forerunner), which monitors heart rate, amongst other things
[40]. Furthermore, Garmin offers a full suite of data APIs which can be used to
interact with the data.

The Garmin Connect API [41] is an online API designed to work with Garmin’s
devices and it analyzes end-user data and supports more than 30 different activity
types. The Garmin Connect API provides authorized third-party developers access
to data with end-user consent and provides the original data file (FIT, GPX or TCX,
depending on the device) using PUSH notifications. Near real-time data is pushed
directly to third party servers that a developer can set up to collect user data. They
also have a suite of REST APIs that can be called to extract specific information e.g.
workout service.2

Garmin offers another API (Wellness API), which is primarily used as a corporate,
research/clinical solution and provides only summary data (including steps/sleep/all
day monitoring). The Wellness API has no licensing fee.

4.1.3 Omron

Omron is a market leader in heart health and a distributor of personal wellness prod-
ucts. Omron’s products include home blood pressure monitors and electrotherapy
devices. Omron invented its first blood pressure monitors nearly 40 years ago and

2https://connect.garmin.com/proxy/workout-service-1.0/.

https://connect.garmin.com/proxy/workout-service-1.0/
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Fig. 2 Omron blood
pressure monitor

since then, has been passionate about empowering people to take charge of their
personal health.

Omron has a number of bluetooth enabled devices world wide but in the states,
only blood pressure monitors and activity trackers allow such connectivity, for exam-
ple, the Omron Health Care BP786 Digital Blood Pressure Monitor (Fig. 2) and the
Omron HJ-327T Alvita Wireless Activity Tracker.

Omron’s API allows the integration of Omron end user’s blood pressure and/or
fitness activity data into applications. Interaction with the API can be achieved in
any programming language, as long as it supports HTTPS-based request/response
scenarios. The API uses the OAuth 2.0 and OpenID Connect protocols for authenti-
cation. There is a free staging environment for development and the user data flows
from the devices to Omron’s backend site to the client applications. User must autho-
rize access to any client application and once enabled the application can perform
on-demand polling and pulling of data. There is also an OmronWellness app offered
for monitoring blood pressure but there are mixed reviews on Android [42].

Omron also has a Telehealth initiative that provides three further ways of integrat-
ing devices into applications [43] but their uses is restricted to certain geographical
areas (as of Mar 2017):

1. Device integration via OMRON connect App (USA, Canada, India, Korea, Japan,
Thailand, Taiwan, China, Australia, Indonesia, Philippines, Singapore and Viet-
nam, China, Japan, Taiwan, Australia, China, Malaysia, Vietnam, Thailand, Sin-
gapore, Hong Kong, Philippine, Japan, New Zealand and Indonesia). This option
allows direct integration with the device itself using an Omron Telehealth device
and adopting standard Services and Profiles designated by Bluetooth SIG.

2. Integration via the server (China and Japan), where data is recorded on the server
and the applications query that server.

3. Integration via OMRON connect App provided by OMRON (Taiwan, Australia,
China, Malaysia, Vietnam, Thailand, Singapore, Hong Kong, Philippine, Japan,
New Zealand and Indonesia) where data is collected on the servers and also
OMRON connect App can be used to interact with the data.
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Fig. 3 Beets BLU digital
scale

4.1.4 Beets BLU

Beets BLU was founded in 2012 by a group of specialists in the fields of mobile
applications, fitness technologies and electronics, specializing in wireless sensors
with Bluetooth Smart technology. Beets Blu [44] offers two bluetooth devices that
are designed to use Bluetooth Smart technology, which is a protocol designed to
connect low energy devices with mobile phones.

They offer an easy-to-use bathroom scales (see Fig. 3) and a heart rate monitor.
Beets do not offer a Web API, instead they offer direct integration to Android, Win-
dows or Apple devices and provide example applications for developers to use [45].
The heart rate monitor uses the standard protocol from Bluetooth SIG but the smart
scale uses a proprietary protocol.

4.1.5 Withings

Withings3 [46] is a French consumer electronics company that is known for design
and innovation in connected health devices. Withings was purchased by the Finnish
company Nokia on 26 April 2016 and since then has began the transitioning and by
year end 2017 all products with carry the Nokia brand name.

Withings have been in the connected health space for some time, releasing the
first ever Wi-Fi scale in 2009. They have a large suite of products including a: WiFi
Body Scale (Fig. 4), FDA approved Blood Pressure Monitor, Smart Baby Monitor,
Smart Kid Scale, Smart Body Analyzer and Wireless Scale, Pulse Ox (heartbeat,
steps taken, distance, etc.), Steel (activity and sleep), and Thermo (thermometer).

They have an extensive open API [47] to access the device data, and a developer
can sign up and get access instantly. It uses OAuthV1 for request signingwith a hash-
based message authentication code (SHA1) [48]. This algorithm creates a signature
by hashing the request information, mixed with a secret composed of a consumer
key and the access token.

3pronounced “with-things”.
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Fig. 4 Nokia (Withings)
digital scale

Fig. 5 iHealth feel wireless
blood pressure monitor

The documentation is very clear and they also provide a push and pull model,
using web hooks within their notification system. So, for example, a developer can
subscribe to specific data from specific devices and a web method is called with
updates as and when data from a particular user is updated in the database [49]. The
callback provides a start time, end time and data type, the application can then use
the query method to collect the actual data.

4.1.6 iHealth

iHealth Labs Inc [50] is based in Mountain View, California and is a subsidiary of
Andon Health, a Chinese manufacturing company and one of the largest OEM health
technology manufacturers in China. The company is known for its wireless devices
(Bluetooth or WiFi enabled) that can measure vital signs and are compatible with
Apple and Android devices.

iHealth devices include blood pressuremonitors (e.g. iHealth Feel in Fig. 5), blood
glucose monitors, body analysis scales, pulse oximeters and activity and sleep track-
ers. All of the devices sync directly with a free mobile app that makes monitoring,
viewing, storing and sharing of health vitals simple and comprehensive.
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Fig. 6 QardioCore wireless
continuous ECG monitor

iHealth’s openAPI [51] enables an application to interfacewith user data collected
using iHealth products i.e. the data travels from the iHealth product to the iHealth
cloud, and then to the application. Developers can develop applications in the iHealth
Sandbox [51], which allows experimentation and testing before migrating to active
user data.

The iHealth API authenticates and authorizes using the OAuth 2.0 protocol. The
API provides the ability for developers to set unit profiles (e.g. cm or in, kg or lbs),
which can either be based on the type of language (English US, UK or the default,
which uses the Europeanmeasurements) or a user can provide their own profile. Data
is requested via https via the API located at https://api.iHealthLabs.com:8443. The
API supports XML or JSON payloads and supports pagination making it particularly
suitable for front end Web applications.

Currently, the API provides access to the following data: blood pressure, weight,
blood glucose (BG), blood oxygen, activity report or sleep report. The API also
supports subscription notifications for users that authorize the partner app for data
access through OAuth.When one of these events are created or deleted, a notification
is pushed to the registered application webhook, which is set using the application
configuration page when it is registered.

4.1.7 Quardio

Quardio [52] is anAmerican technology companybased inSanFrancisco that focuses
on wireless wearable technology for heart health monitoring, including a blood pres-
sure monitor, smart weighing scale and body analyzer, multi-sensor electrocardiog-
raphy (ECG) monitor (See Fig. 6).

Their QuardioMD [53] product is a platform that allows Quardio devices connect
to the QuardioMD platform to help doctors manage chronic care patients. Patients
measure their blood pressure, ECG, weight at home with Quardio’s medically accu-
rate devices and doctors use theQuardioMDweb portal tomonitor patients’measure-
ments. QuardioMD automatically analyzes and prioritizes patients based on individ-
ually set criteria so that the doctor knows which patients are doing well and which
needs more attention.

Quardio take a somewhat different approach to making data available by using
mobile device manufacturers’s APIs. Quardio have integrated their devices with
both Google Fit [32] and Apple Health [34] to allow the sharing of data with those
platforms. Users with Android devices can connect their Quardio accounts and auto-
matically send all of the QuardioBase weight measurements to Google Fit [54]. It

https://api.iHealthLabs.com:8443
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has also recently (March 2017) been integrated into Apple’s HealthKit, enabling the
sharing of blood pressure, heart rate and other health data [55]. However, there are
restrictions of using such an approach due to license agreements, as generally only
fitness and wellbeing applications are allowed to use the data and medical uses are
not permitted.

The Quardio app [56] has one of the highest ratings of any Apple store health
monitoring application (4.8 out of 5 at the time of writing).

4.2 Personal Self-Therapeutic Biofeedback for Wellbeing

For biofeedback and neurofeedback we cover the following devices:

1. Emotiv
2. InteraXon
3. Spire
4. Electrical Geodesics (EGI).

4.2.1 Emotiv

Emotiv is a bioinformatics company founded in 2011. The company has its headquar-
ters in San Francisco, USA, and facilities in Sydney, Hanoi andHoChiMinh. Emotiv
develops BCIs (Brain Computer Interface) technology also referred to asMMI (Mind
Machine Interface), DNI (Direct Neural Interface), BMI (Brain Machine Interface).
While the applications for the EMOTIV technology and interface can span a large
variety of industries, the company mainly focuses on empowering individuals to
understand the human brain and the use of electroencephalography (EEG) to track
cognitive performance and monitor emotions, and to employ machine learning of
trained mental commands to control both virtual and physical objects. Providing
technology and knowledge to accelerate brain research globally, Emotiv’s commu-
nity of developers and researchers spans over 100 countries.

MyEmotiv [57], the mobile app recently made available by Emotiv, is compatible
with both their wearable EEG neuroheadsets Insight and Epoc+, uses Bluetooth
wireless connectivity, and is supported by Apple iOS and Android (See Fig. 7). The
users can choose either the Insight 5 Channel EEG headset, or the Epoc+ 14 Channel
EEG headset, to capture electrical signals from their brain activity and measure their
mental performance and fitness. Performance metrics provide real-time detection
of cognitive and emotional states, and the 3D BrainViz viewer provides a real-time
display of the brain’s activity patterns, which feed information to the users to track
and optimize their brain performance. Saving the recordings and playback make it
possible to compare the results to previous sessions and participate in the Emotiv
on-line community.
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Fig. 7 Emotiv MyEmotiv
neurofeedback mobile App

Emotiv has an SDKCommunity Edition [58] called Cortex, which allows interac-
tion with the Emotiv Insight, Epoc and Epoc+ products. The Cortex API is a locally
accessible API and corresponding SDK that is built on JSON and WebSockets to
allow access from different programming languages and platforms. You can use
Cortex to create games and applications, record data for experiments, etc. Cortex
uses WebSockets, JSON, and JSON-RPC to provide a real-time connection to the
underlying Cortex service for use in both desktop and web-based applications. By
default, a developer can work with Cortex without client id/ secret but if access to
raw EEG data and high-resolution performance metrics is required, a client ID and
secret needs to be supplied to the authorize method to verify the subscription level
grants access. They offer 3 types of license: basic (free), Pro, or commercial. The
basic API does not allow access to the EEG data or performance metrics, the Pro
has EEG but not performance metrics and the commercial allows everything. Cortex
support for iOS and Android mobile application development is not available at the
time of writing but is expected to be available soon.

4.2.2 InteraXon

InteraXon is a brain-sensing technology innovator based in Toronto, Canada. Inter-
aXon has worked with a variety of industries to create brain-sensing customer pro-
grams. The company launched their first product, Muse (“the brain sensing head-
band”), in 2014.
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Fig. 8 InteraXon muse
neuroheadset and mobile app

The Muse neurofeedback device [59] uses Bluetooth wireless connectivity and
is supported by Apple iOS and Android (See Fig. 8). Muse utilises brain-sensing
technology and a lightweight headband with 7 dry sensors to detect and measure
brain activity at specific points across the forehead and behind the ears and provide
real-time feedback to the user for improving the meditation practice. The device
provides auditory feedback to the users to ascertain states of calmness and alertness
in real-time and the apps record and track the progress with practice so that the users
can assess their scores and earn “rewards” for attaining longer periods of calmness,
as measured by the device. Recordings and real-time experiences can be shared with
multiple accounts in the on-line community.

Muse has an sdk [60] that enables integration with a number of platforms (iOS,
Android,Windows andUnity) and Tools for other platforms (Windows,Mac, Linux).
The data is collected using MuseDirect or MuseIO and then data is sent around
using Open Sound Control (OSC), originally intended as a successor to the control
protocol for electronic instruments (MIDI), but it became far more general. Data can
be downloaded into an app using an OSC server, which is bundled with the software.

4.2.3 Spire

Spire is a small group of professionals from four continents, specialising in hardware
and software engineering, algorithms, marketing, healthcare, and operations, that
teamed up to develop solutions for empowering individuals to control their own
mental and physical health by the use of continuous respiration sensing technology,
real-time interventions, and actionable feedback.Theproduct design utilised research
work in respiratory psychophysiology at Stanford University’s Calming Technology
Lab.

The Spire Stone biofeedback device [61] is a personal stress management and
activity tracker that uses Bluetooth wireless connectivity and the Spire App for iOS
and Android (See Fig. 9). Spire measures the user’s breath via the expansion and
contraction of the torso, and provides permanent feedback to the user to guide breath
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Fig. 9 Spire stone
biofeedback device

adjustment. The Spire App algorithms classify respiratory patterns to correlate with
cognitive and emotional states and the app categorises breathing as calm, tense, or
focused. Following a real-time view of their own breathing patterns on the device’s
screen, in-app guidance and notifications of sudden changes, the users can learn to
reset their breath, establish new patterns, and watch their progress metrics over time.

Spire exposes aWebAPI for interfacing with your personal data [62] and there are
third part SDKs available, such an a NodeJS package [63]. The API requires a token
for a user,which is obtained by emailing the customer support. Third party integration
is not currently supported at tis time. Since Spire monitors breathing to help reduce
stress and improve your sleep, the API provide access to three parameters: “br”—
breath rate in breaths per second; “steps”—number of steps; “calories”—number of
calories burned.

4.2.4 Electrical Geodesics (EGI)

EGI (Electrical Geodesics, Inc.) is a neurodiagnostic medical technology company
founded in 1992. The company is based in Eugene, Oregon, and it operates in the
United States, Canada, Europe, Asia, and internationally. As of July 21, 2017, Elec-
trical Geodesics, Inc. operates as a subsidiary of Philips Holding USA Inc. EGI
provides non-invasive dense array electroencephalography (dEEG) devices for mon-
itoring and interpreting brain activity and the HydroCel Geodesic sensor net, the
brain acquisition and visualisation software environment, electrical source imaging
and head modelling, and the neuroscience online laboratory high-performance com-
puting environment. The company also offers wireless portable EEG systems for
research and personal monitoring.

The Avatar EEG is a portable EEG device [64] that uses Bluetooth wireless con-
nectivity and amobile app for Android smart phones and tablets (See Fig. 10). Avatar
is an 8-channel recorder device and the channels can be used for recording EEG,
ECG, EOG, and EMG data. Avatar can be used as a biofeedback and neurofeedback
personal device.

The Avatar recorder is designed for direct integration and measures EEG, ECG,
EOG, and EMG. There is a version of the data collection software for Android
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Fig. 10 Electrical geodesics
(EGI) avatar EEG
biofeedback and
neurofeedback device

[65] and provides a distribution with the device in Python [66] to: receive data via
Bluetooth from one or more Avatar EEG recorders; convert an Avatar EEG recorder
native binary file to comma separated format (CSV); convert an Avatar EEG recorder
native binary file to European Data Format (EDF); and to convert an Avatar EEG
recorder native binary file to BDF+ format—the 24 bit version of a European Data
Format (EDF+) file. Since this is written in Python it supports all major platforms.

4.2.5 Other Biofeedback and Neurofeedback Initiatives

This section describes several other companies that make devices in this space, but
do not have interfaces to the data at this time.

• The HeartMath institute [67] provides the Inner Balance [68] device for personal
use that uses a Bluetooth HRV Sensor for iPhone and Android, and Lightning
sensor for iPhone. The Inner Balance Bluetooth Sensor attaches to an iPhone, iPad
or Android device and an earlobe and feeds the user’s heart rhythms recordings
into the app. emWave 2 [69] is a standalone handheld device used to observe the
heart rhythm during a session and provide real-time coherence feedback. These
devices provide real-time feedback to train the users to shift and replace emotional
stresswith emotional balance and coherence, by analyzing and displaying the heart
rhythm, measured by heart rate variability (HRV), which indicates how emotional
states affect the users’ nervous system during live sessions. “Quick Coherence”
training techniques and real-time coaching tips are used to guide the users to reach
and maintain the state of coherence and track progress over time.

• The Biofeedback company [70] offers the Flow [71] biofeedback personal device
for Android. The biofeedback heart rate sensor attaches to the finger or the ear;
the HRV wearable device analyzes data from the sensor and sends it wirelessly
to the smart phone. The mobile apps display real-time feedback in user friendly
graphics and are particularly recommended for training in ADHD and ADD.
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• WellBe [72] offers the WellBe Stress Balancing Bracelet [73] with mobile apps
for iPhone and Android. The wireless bracelet includes biofeedback sensors that
monitor the heart rate variability (HRV) and uses a patent pending stress analysis
algorithm to determine stress and calmness levels based on personalized stress
triggers.

• The Pip Personal Stress Trainer [74], with mobile apps for iPhone and Android,
combines electrodermal activity (EDA) and biofeedback based relaxation training
(BART). My Pip [75] HIPPA compliant cloud platform syncs seamlessly with all
Pip Apps.

• Stens company offers a DP200M Complete Home System called the DynaPulse
HomeMonitor [76], which is a home-use electronic blood pressuremonitor. Dyna-
Pulse displays the waveform allowing the user to monitor irregular heartbeats
(arrhythmia) and it can be used as a biofeedback device showing each individual
heartbeat during a measurement.

4.3 Taxonomy Comparison

This section provides a table containing each company that offers personal connected
health devices using the taxonomy identified in Sect. 4, for the “Personal Health
Monitoring” and the “Personal Self-Therapeutic Biofeedback for Wellbeing” areas.
The information is presented as a table with the companies representing the columns
and the criteria or metrics being integrated into the rows.

In Fig. 11, it can be seen that each company has its own niche or individual
offering on features and focuses. For theWeb-based APIs the competitors of the free
offerings are Withings and iHealth. For paid platform as a service models, Omron
and Philps are direct competitors with Garmin offering one time fee. In terms of
comprehensiveness, Withings probably has the edge at the time of writing but things
can change very quickly in this space.

In terms of the number of available devices supported the clearwinners are Philips,
Withings and to a lesser extent iHealth in the USA, but in the worldwide market,
especially in Asia, Omron has an excellent extensive portfolio. It remains to be seen
however, whether these devices make it to Europe or the USA.

In Fig. 12, the four companies: Emotiv, InteraXon, Spire andEGI are compared for
self-therapeutic techniques and wellbeing applications. For these types of applica-
tions, the general interface preference is using an SDK because typically, the devices
are directly integrated using amainstreamOS e.g.Windows,Mac or Linux, ormobile
platforms. Spire is the only company in this category that collects its data via a cloud
server and provides a Web API to it. The other three, provide data via Bluetooth or
WiFi to a mobile or desktop application and then provide SDKs for those devices to
interact with the data directly. All allow third party applications to interface with the
device to access the data for the user that is using the device at that point in time.
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Fig. 11 Personal health monitoring taxonomy

Fig. 12 Personal self-therapeutic biofeedback for wellbeing taxonomy
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5 Contemplative Practices: Learning from the Past
and Future Directions in Wellbeing

In this section and as a conclusion to this paper, we reflect on some of the traditional
contemplative disciplines and their transition into today’s IoT space for personal
wellbeing. We see this fusion of “East meets West” being an increasing focal point
as IoT in this space further personalizes health and wellbeing.

Applied biofeedback was originally developed based on cultural factors that con-
tributed to merging Eastern and Western traditions, with the rise in popularity of
meditation and mindfulness practices and the so-called “expansion of conscious-
ness” [11]. As Yoga and Zen masters were thought to be able to alter their physi-
ological states through meditation, some biofeedback experiences were developed
based on related phenomena, and biofeedback received its nicknames of “the Yoga
of the West” and “electronic Zen” [11, 12] Psychotherapies can be used in con-
junction with biofeedback and neurofeedback; cognitive–behavioral therapy (CBT)
or mindfulness-based therapies have shown to help improve the patients’ coping
skills and to affect thought patterns that lead to learning how to alter the behaviors,
habits, patterns, and responses that contribute to the persistance of symptoms and
reduce well-being, performance or function [13–15]. Contemplative practices that
help establishing coherence between the heart and the brain, increase parasympa-
thetic modulation and improve heart rate variability (HRV), can be implemented as
protocols in biofeedback therapy for internal self-regulation (cognitive, affective, and
autonomic regulation) as an integrated function of the heart and the brain [77]. Medi-
tation techniques that bring awareness to the sinoatrial (SA) node (the heart’s natural
pacemaker that controls the heart rate and helps adjust abnormal heart rhythms), such
asRamanaMaharshi’s self-inquirymethods andHridayameditation of the heart [78],
may be used as such guided methods to enable internal self-regulation.

As mindfulness meditation has been scientifically proven to reduce symptoms
associated with stress, anxiety, and depression and to improve attention, perfor-
mance, self-efficacy, calmness, mindfulness, and quality of life [12, 59], some neu-
rofeedback devices use mindfulness-based guided meditation exercises (provided as
electronic “personal meditation assistants”) to help the user reach states of calmness
and/or focus while adjusting from undesirable states of distress and/or distraction.
Harvard Medical School and Spaulding Rehabilitation Hospital are currently con-
ducting a pilot study of 20 patients with chronic mild-to-moderate TBIs (traumatic
brain injury) [12] comparing a group using the Muse neurofeedback device [59] and
a group receiving the same mindfulness meditation intervention via the app without
the use of the device, over a 6-week intervention of daily meditation practice [12].
The purpose of the study is to assess if there is a benefit in this population when using
the neuroheadset device on measures of attention, mood, and mindfulness. The pre-
liminary results suggest increased motivation and consistency in the daily practice
with the Muse neuroheadset groups, potentially due to the feedback provided by the
device, as these groups have shown longer time spent practicing on their own and
above the required daily intervention [12]; such results suggest that survivors of TBI
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could benefit from improved motivation for treatment as well as decrease of symp-
toms related to attention, mood, and mindfulness with the addition of neurofeedback
therapy to mindfulness meditation training [12].

Other types of biofeedback devices use breathing function measurements as indi-
cators of the user’s mindset and the respiratory patterns are correlated with cogni-
tive/emotional state [61], which relates to the Eastern self-cultivation practices of
“pranayama” (breathing exercises, breath awareness and control) that were recently
translated into protocols for clinical interventions shown to alleviate anxiety and
pain, increase heart rate variability, and reduce blood pressure.

Biofeedback devices provided by the HeartMath institute [67] use real-time heart
rate variability (HRV) feedback to train the users to shift and replace emotional
stress with emotional balance and coherence. Coherence is an optimal physiological
state in which the heart, mind and emotions are operating in sync and in balance,
and the immune, hormonal and nervous systems function in a state of harmonious
coordination; physiological entrainment may be established during coherence (i.e.,
rhythmic physiologic patterns becoming harmonious and synchronized) [67]. Quick
training techniques and real-time coaching tips are used during the biofeedback
sessions to guide the users to reach and maintain the state of coherence and track
their progress over time.

Contemplative practices are associatedwith positive trends in heart rate variability,
blood pressure, reduced stress, anxiety and depression, increased mindfulness, har-
monization of the emotional and psychological functions, improved self-acceptance,
reduced catastrophizing, increased coping mechanisms and accommodative coping
skills, and positive effects in chronic pain patients. The integrated innate system
for internal self-regulation works through a series of feed-back and feed-forward
loops, and these disciplines have the potential to enhance the balance of the auto-
nomic nervous system (ANS) by adjusting sympathetic and parasympathetic activity,
improving functions of the immune and autonomic nervous systems.

It will be extremely interesting to see if, how and when such techniques are
integrated using IoT to provide the next generation of personalized practice and
wellbeing applications—bringing the old wisdom to widespread adoption and usage.
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Evacuation and Smart Exit Sign System

V. Ferraro and J. Settino

Abstract Smart systems based on the Internet of things are being successfully
applied in multiple sectors. In this work, the application of the Internet of things
to emergency evacuation systems will be tackled. Fixed direction signs represent the
current practice in identifying evacuation paths, but they can be misleading or lead
evacuees to unsafe areas. Smart evacuation systems can overcome all these issues
and allow the shortest and safest path to be determined based on the real time data
gathered from sensors. A description of the proposed algorithm is presented. The
communication between the different devices and exchange of information are of
crucial importance in real-time operations. A reliable evacuation algorithm has to
consider if an escape route is no longer usable and promptly provide an alternative
path. The evacuees are guided by “smart exit signs” which can change their direc-
tion dynamically. Simultaneously, more precise and accurate data is available for the
rescuers to ensure a more effective intervention.

1 Introduction

The intertwine between information and communication technologies and physical
devices has led to the development of smart systems based on the Internet of things
technology and smart objects (SO). Through sensors, actuators and a connection
module, smart objects are able to communicate between each other, with the sur-
rounding environment and interface with the user. An insight into new methods,
protocols and architecture for the management of SO is given by Guerrieri et al. [8].
The emergence of the internet of things and smart objects coincidedwith the develop-
ment of sensor technologies whose advancements have further enhanced the benefit
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of smart systems. They allow to meet the users expectations of higher comfort level
and quality of the services provided while ensuring a more efficient management of
the resources. This novel approach has significant implications in multiple sectors.
Fortino and Trunfio [5] provide an extensive description of the many possible appli-
cation of smart objects (SO) in a wide variety of smart environment: Smart Cities,
Smart Health, Smart Buildings and Advanced IoT Projects.

This work focuses on the application of the Internet of things technology to emer-
gency evacuation systems. The need of readily available information, gathered from
different sources, and of a prompt response is never so impelling as in case of emer-
gency. Unlike traditional systems, smart systems allow to fulfill these requirements
thanks to an efficient communication network between the different devices. An
EmergencyEvacuation Service is proposed byGokceli et al. [7]. The authors describe
in detail the system and its real-time implementation for Building Automation Sys-
tems. A smart building evacuation system has also been proposed and implemented
by Chen [2] using a fuzzy logic method.

In thiswork, a smart evacuation systembased onDijkstra’s shortest path algorithm
is described.

The chapter is structured as follows. In Sect. 2, traditional evacuation systems and
their shortcomings have been analyzed. An overview of a smart guidance evacuation
system is provided in Sect. 3. Each physical and software component is analyzed
in detail: sensors, actuators and shortest path algorithm. In Sect. 4, a shortest path
algorithm suitable for a smart guidance system is proposed. Results and possible
applications are discussed in Sect. 5. Final remarks are provided in Sect. 6.

2 Evacuation Exit and Direction Signs

Fire regulations provide clear guidance on fire prevention and fire-fighting systems.
Nevertheless, scientific literature points out that in case of emergency, the statu-
tory evacuation procedures could be insufficient to adequately support occupants in
the first moments of an evacuation alarm, when they can rely only on themselves.
According to Kobes et al. [10], the factors influencing the fire response performance
are essentially three:

• Fire characteristics: propagation speed, generated heat, presence of smoke and/or
toxic gases;

• Features of the building: building layout, ease of way-finding, number and location
of emergency exits;

• Human behavior: individual characteristics, familiarity with the building, relation-
ship between occupants.

Fire characteristics strongly affect the possibility to escape. Extremely dangerous
are fires with a high growing rate. In these cases, detect the fire at its early stage and
promptly evacuate the building are of crucial importance. Nevertheless, as observed
by Proulx [14], the reaction to a fire alarm is not immediate, often the danger of a
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certain situation is not clearly perceived. Presence of smoke is a clearer indicator of a
fire; hence the pre-movement time is reduced [9]. The pre-movement time is the time
interval between when the alarm is given and the first action undertaken by people
to escape, while the movement time refers to the actual time necessary to escape.
In reducing the movement time, a key role is played by the location and number of
the emergency exits. The regulation prescribes a maximum distance of 30 m of each
area of the building from an evacuation exit, while the number of exits depends on
the congestion (number of people per square meter). The location of the closest exit
has to be highlighted by signs. According to the regulations, the signage consists
of both maps of the building, indicating the current position of the evacuee and the
location of the exits, and permanent signs, pointing towards the closest exit or safety
areas. These are fixed signs and their direction cannot be modified. Signs have to be
durable and resistant to impact and adverse conditions. A good visibility of the signs
has to be ensured even under poor light conditions and in presence of smoke; hence
either electric signs have to be used or radio and photo-luminescencent exit signs.
The former relies on electrical energy provided by a centralized back-up system or
locally by batteries. On the other hand, radio and photo-luminescencent signs do not
require an electrical source, luminescence is induced by radiation of a radioactive
material or it is due to phosphorescence, i.e. the absorbed light is later re-emitted.
These signs are also known as “self-luminous” and “glow in the dark” respectively.
According to Cho et al. [3] the signals currently used increase the risk of ambiguity
and disorientation, adding more stress in a situation already characterized by low
levels of lucidity. Moreover, the occupants are more likely to incur in dangerous
situations since with permanent signs is not possible to take into account the location
of the fire and re-direct the evacuees accordingly.

Among the factors influencing the fire response, human behavior is the most
difficult to predict. People have different reactions depending on the situation and
circumstances [16]; hence, the mutual influence between human behavior and envi-
ronment has to be taken into account. As stated by Paulsen [12], the early studies on
human behavior in case of fire have been carried out by Wood in Great Britain and
by Bryan in the United States, in the second half of the 20th century. People involved
in fire incidents have been interviewed to understand their reactions and the reasons
behind them. An element highlighted by both works is the importance of relation-
ship between people, that re-entered into the burning building to search for family
members [12] or waited for them before escaping. Moreover, in case of residential
fire, people would try to extinguish the fire themselves rather than escape. Personal
features have also an influence on the undertaken decisions. The experimental study
carried out by Kobes et al. [11] shows that people staying overnight in a hotel, not
used to this situation, tend to escape trough the main exit, thus through more familiar
routes. Moreover, the authors compared the behavior of people which had received
a building evacuation training to those who had no. Experiments under different
conditions of fire and smoke have been carried out. The results show that when no
smoke is perceived the majority of trained participants (55.6%) escape through the
nearest exit compared to the 36.4% of not trained evacuees. In the smoke scenario
the nearest exit was used by 88.9% of trained and 60.7% by not trained participants.
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3 Smart Evacuation Guidance System

The problems pointed out by many experimental studies, lack of awareness of the
presence of exit signs, people hesitation and uncertainty of the right direction to
take, can be overcome with a smart guidance system. The use of smart evacuation
guidance systems allow to guide people step-by-step providing clear and unequiv-
ocal instructions. It is composed of three main subsystems: sensors, algorithm to
determine the escape routes and actuator systems.

3.1 Sensors and Data gathering

Sensors have a crucial importance in ensuring a real-time response of the guidance
system. They provide all the necessary information, ranging from the location of a
fire and its extend to the number of occupants in a given environment. Fire detectors
are based on a constant or short intervals monitoring of at least one of the physical
and/or chemical phenomena associated with a fire: heat, flame and smoke. Thus, they
can be divided into three categories:

• Heat detectors
• Flame detectors
• Smoke detectors

Fire detectors can be further divided into point-to-point detectors, which monitor
what is happening at a given point in the environmentwhere the sensor itself is placed,
or linear detectors, which allows to control the parameters on a continuous line. Heat
detectors are sensitive to temperature rise. They can be fixed-temperature or rate-to-
rise, also known as thermo-velocimeters. In the first case, the sensor determines if the
temperature exceeds the set threshold value. This value is usually 10–35 ◦C higher
than the highest expected temperature of the ambient. Typical values are between 50
and 60 ◦C. Thermo-velocimeters or rate-to-rise detectors are able to detect sudden
changes in temperature. Such a detection mechanism is effective if fire develops very
rapidly a large amount of heat.

Flame detectors are sensitive to the infrared and ultraviolet radiation emitted by
the flames. Thus, the fire can be detected from its very beginning, ensuring the
possibility of timely intervention. An important factor which has to be taken into
account is that the system is ineffective in presence of dense smoke.

Smoke detectors can detect the presence of combustion products. Depending on
the physical principle exploited, they can be categorized into optical and ionizing
smoke detectors. The former are based on the so-called Tyndall effect. They have a
source of light in the infrared field and a sensitive photodiode. An optical labyrinth
prevent the transmission of the signal to the receiver. Smoke entering the detector
reflects the light emitted by the infrared LED, making it a path to the receiver, which
emits the alarm signal. This type of detector is unable to detect dark smoke, for which
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the Tyndall effect is not appreciable. Unlike optical sensors, ionization detectors are
suitable for detecting all types of smoke, however they are less used because of
maintenance requirements and radioactive contamination due to the use of Americio
241.

Considering the advantages and shortcomings of each fire detector, it could be
necessary to instal more than one type to ensure the detection of any type of fire since
its initial stage, avoiding false alarms. The location and number of sensors should
also be carefully determined based on the characteristics of the environment (surface,
height, shape), identifying the most critical areas. All the information gathered from
the different sensors should be analyzed and crosschecked to avoid false alarm and
have a clear and accurate picture of the situation.

Another important aspect which should be monitored is the presence of people
[17]. This can be done in different ways, using: infrared detectors, vision based
systems, which analyze the images registered by a video camera [1], or indirectly,
by detecting the presence of a device through Bluetooth and Wifi signals.

3.2 Shortest Path Algorithms

Shortest-Path algorithms represent the heart of smart evacuation guidance systems.
A proper translation of the building layout into a graph is the basis of all evacuation
algorithms. A graph (G) is a set of objects called nodes (N) connected through edges
(E). Information on the connection between two nodes can be stored in adjacency
matrices (A) or lists. The adjacencymatrix is aN × N Booleanmatrix: the aij element
is equal to 1 if there is an edge connecting node Ni to node Nj or it is equal to 0 if
there is no connection. The representation of a graph through adjacency lists is
instead based on the association of each vertex with a list of neighboring nodes. The
use of adjacency lists is usually preferred in sparse graphs, with a limited number
of edges, since the storing space required is lower. Nevertheless, check whether two
nodes are connected is straightforward when adjacency matrices are used, whilst for
adjacency lists the procedure is slower. In the following discussion we will refer to
the representation by adjacency matrix.

It is also important to consider that information on the distance between two nodes
is also necessary. Graphs can be weighted or unweighted, depending if a value is
assigned to each edge or not. For the application under analysis, graphs are weighted
and oriented (directed), i.e. edges are represented by arrows to indicate the direction
of movement.

Each physical area of the building (rooms, corridors, stairs, exits etc...) is asso-
ciated to a node and the weight of the edge, connecting two nodes, is equal to the
distance between the two corresponding locations in the real building.

This information is typically stored in square matrices called distance matrices.
The only difference with adjacency matrix is that the aij element is equal to the
distance dij from node i to node j and it is equal to infinite if there is no connection
between the two node. Thus, in undirected graphs the distance matrix is symmetric,
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Fig. 1 Building layout and the corresponding graph

while this does not necessary occur for directed graphs where there could be the
possibility to move from node i to j but not vice versa, i.e. aij = dij but aji = Inf .
Figure 1 shows a simple building layout and the corresponding graph and distance
matrix. Scaledvalue of the distance can also beusedwithout influencing the algorithm
results.

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1.2 − − − − 0.6
1.2 − 1.8 − − − −
− 1.8 − 1.7 − − −
− − 1.7 − 2.8 0.4 −
− − − 2.8 − − −
− − − − − − −
− − − − − − −

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

Once the distance matrix is known, the shortest path between each source node
and the exit nodes, representing the evacuation exits, has to be determined. Cho et
al. [3] classified the shortest path algorithms in four categories:

• Single-pair (SPSP), based on a single start point and a single destination point;
• Single-source (SSSP) with a single start point and multiple destination points;
• All-pairs (APSP) which search for the shortest path between all the possible com-
binations of single start points and destination points;

• Single-destination (SDSP) that search for the shortest path between multiple start
points and a single destination point.

Single-Pair (SPSP) and Single-Destination (SDSP) algorithms are unsuitable for
identifying the shortest path, considering that it is necessary to select among vari-
ous exits the closest one. Among single-source shortest path (SSSP), Dijkstra’s and
Bellman-Ford algorithm are the main examples. Dijkstra’s algorithm can only be
used with positively weighted graphs, while the Bellman-Ford algorithm is suitable
also for negative weights. However the complexity of the Dijkstra’s algorithm is
O((N + E)logN) while for the Bellman-Ford algorithm it is O(NE). Thus, it is evi-
dent the advantage of using the Dijkstra’s algorithm, moreover if it is considered that
the weights cannot be negative since they represent a distance.
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An alternative is the FloydWarshall algorithm, which allows to determine the
shortest path between each pairs of vertex, with a computation time of O(N 3). This
strategy is equivalent to apply the Dijkstra algorithm to all vertex of the graph;
thus with a computational time of O(N(N + E)logN) or O(EN + N2logN) with an
optimized code based on the fibonacci heap. The benefit of the Dijkstra algorithm,
compared to the FloydWarshall’s one, is evident for sparse matrices with a low
number of edges (E) and considering that determine the path between all pairs would
result in unnecessary calculations.

It is also worth noting that there are substantial differences between a generic
shortest path algorithm and the onewhich is required to control a smart exit system. In
the latter, identify the shortest path is not enough, all the information, gathered by the
different sensors, have to be elaborated in order to exclude unsafe paths and provide
a real-time evacuation management strategy. A modified version of the Dijkstra’s
algorithm suitable for a smart evacuation system will be described in Sect. 4.

3.3 Smart Actuators

Once the dangerous situation has been detected, it is necessary to promptly alert
the occupants. Even if bell alarms are usually used, the studies of Kobes et al. [10]
suggest that vocal messages or directives would sort a better effect on people. The
authors observed that rather than escape as soon as the traditional alarm sound is
heard, the occupants were uncertain and waited for other people action, while a
shorter delay has been observed in case of voice messages. This simple expedient
can have an important role in reducing the pre-movement time and consequently
increase the survival rate.

An important component of the smart guidance system is represented by the smart
directional signals. Unlike conventional signs which have a permanent and fixed
direction, ‘smart exit signs’ are designed tomodify the pointing direction according to
the information provided by the shortest path algorithm. To identify the escape routes,
a dynamic guidance system has been developed by the University of Greenwich and
its partners in the GETAWAY project. It is based on the use of the traditional exit
signs properly modified and a red cross is used to indicate that a certain direction is
not viable any more, as indicated in Fig. 2.

In the DOMUS project [4], an alternative solution has been taken into account,
i.e. the use of electrical light paths. The experiments carried out by Kobes et al. [9]
highlight the benefit of using light paths, even more if they are placed at floor level,
since they can be more visible even when smoke is present. The authors show that
when no smoke is visible only a minority of the occupants would escape through
the nearest fire exit, ignoring the traditional exit signs, but the percentage of people
escaping via the closest exit increases using green light paths located at floor level.
Figure3 shows a typical element of a light path suitable in the application of a smart
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Fig. 2 Dynamic guidance systems. The signs show that only one exit way is accessible. Source
Galea et al. [6]

Fig. 3 Element of a light
path for smart guidance
systems

guidance system. One of the two arrows is highlighted to dynamically change the
direction and the evacuees are guided in each step without any risk of confusion.

4 Direction Setting Algorithm

Various versions of the original Dijkstra’s algorithm have been proposed by different
authors and adapted for being used in a smart evacuation algorithm. Cho et al. [3]
assumed as source node the exits and calculated backwards the different paths from
the exit towards all the remaining nodes. The reason of this choice is due to the
unknown starting position of the evacuee, which could be anywhere.

Even though still based on the Dijkstra’s algorithm, a different approach has been
used by Shekhar et al. [15], that proposed a Capacity Constrained Route Planner
(CCRP), which takes into account the maximum amount of people which can transit
through a certain area at the same time. The proposed algorithm determines the
optimal paths to reduce the evacuation time rather than to minimize the distance.
The authors applied the algorithm to an area with a radius of 10 miles, proving the
suitability of this approach also for large areas.

A problem which could arise in a capacity constrained system for building evacu-
ation is that evacuees from the same location would be required to leave the building
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through different routes. Even if this strategy aims at reducing the evacuation time, it
can sort the opposite effect, creating confusion and disorienting the occupants. Thus,
people behavior, in a real situation of emergency, should once more be carefully
taken into account.

In this section, a detailed description of the Dijkstra’s algorithm for evacuation
systems is provided. The algorithm aims at minimizing the distance the evacuees
have to travel before reaching the exit. Four are the main steps required:

1. input the distance matrix, obtained as described in Sect. 3.2,
2. identify the source nodes and the exit nodes,
3. update the matrix according to fire information provided by sensors,
4. determine the shortest paths.

The algorithm can be applied to a wide extend of situations, due to its flexibility.
It is sufficient to properly represent the building layout with an oriented graph and
provide the corresponding distance matrix.

Based on the particular structure of the matrix, the source nodes and exit nodes
can be easily identified. The exit nodesNe, which represent the evacuation exits, only
have arrows pointing towards the node, the aej elements from node Ne to any other
node Nj is equal to infinite, therefore the e row of the matrix contains only elements
with a value of infinite. All the remaining nodes are classified as source nodes.

The minimum distance paths are then determined applying the Dijkstra’s algo-
rithm to each source node. Nevertheless, if the minimum path for a certain node Nx

has still been not determined, but Nx occurs in the minimum path of the Ni node,
then the minimum path of Nx is automatically assigned and Nx together with Ni are
added to the list of visited nodes. Applying the Dijkstra’s algorithm for the Nx node
would result in unnecessary calculation, whilst, computational time can be reduced,
through simply verify whether the nodes have already been visited or not. Reduce
the computational time, providing a prompt response to the data collected by sensors
is a key parameter for a reliable and efficient evacuation guidance system. In case
of emergency, if a fire is detected the involved areas are determined, based on the
information gathered from sensors. The graph is updated and a new graph is gener-
ated, which reflects the real-time situation inside the building. Dangerous areas are
excluded, the corresponding Ni node connections are deleted setting all the aij and
aji elements of the distance matrix equal to infinite. The evacuation paths are then
recalculated based on the new graph. A flowchart of the process is provided in Fig. 4.

A step by step explanation is provided by the following example for the building
layout shown in Fig. 5.
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Fig. 4 Flowchart highlighting each step of the algorithm
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Fig. 5 Building layout and graph

Step 1 : Input the distance matrix

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− − − − − − − − − − − 0.6 − − − − − − −
− − − − − − − − − − − − − − 0.6 − − − −
− − − − − − − − − − − − − − − 0.6 − − −
− − − − − − − − − − − − − − 0.6 − − − −
− − − − − − − − − − − − − − − − − 0.6 −
− − − − − − − − − − − − − − − − − 0.6 −
− − − − − − − − − − − − − 0.6 − − − − −
− − − − − − − − − − − − 0.6 − − − − − −
− − − − − − − − − 0.6 − − − − − − − − −
− − − − − − − − − − 0.6 − − − − − − − −
− − − − − − − − − − − − − − − − − − −
− − − − − − − − − 0.6 − − 1.5 − − − − − −
− − − − − − − − − − − 1.5 − 3.5 − − − − −
− − − − − − − − − − − − 3.5 − 1 − − 3.1 −
− − − − − − − − − − − − − 1 − 1 − − −
− − − − − − − − − − − − − − 1 − 1 − −
− − − − − − − − − − − − − − − − − − −
− − − − − − − − − − − − − 3.1 − − − − 0.8
− − − − − − − − − − − − − − − − − − −

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Step 2 : Define the exit nodes and the source nodes
The exit nodes can be identified considering that they only have edges pointing
towards them, all the remaining nodes are classified as source nodes. For the example
under analysis:
ExitNodes = [11, 17, 19]
SourceNodes = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 15, 16, 18]



374 V. Ferraro and J. Settino

Fig. 6 Graph modification in case of fire

Step 3 : Update the graph
In case of fire, the graph is updated and the distance matrix is modified accordingly.
For sake of security, if the node Ni, where the fire is located, has only arrows origi-
nating from the node, not only the aij and aji elements are set to infinite but also the
connections of the neighboring nodes are deleted, as Fig. 6 shows for node 3.
In this case, not only a3,16 = Inf but also the connection of node 16 are deleted:
a15,16, a16,15 and a16,17 are set to infinite.

Step 4 : Determine the shortest path for each source node
For each source node the Dijkstra’s algorithm is applied. For the example under
analysis, at the first iteration the algorithm is applied to node 1 and the calculated
path is:
OptimalPath(1) = [1, 12, 10, 11]
Thus, the shortest paths for nodes 10 and 12 are already known and OptimalPath
and V isitedNodes are updated.

OptimalPath(12) = [12, 10, 11]
OptimalPath(10) = [10, 11]
V isitedNodes = [1, 10, 12]
The process is iterate until the best evacuation routes for all the source nodes are

known. Step 3 to 4 are repeated and if necessary newevacuation routes are determined
until there are no people in the building.

Figure 7 shows the shortest paths determined when all routes are still viable,
whilst Fig. 8 and Fig. 9 show the new paths recalculated when the presence of fire is
detected.
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Fig. 7 Shortest Paths when no fire is detected

Fig. 8 Shortest Paths obtained under the hypothesis of fire in node 3

Fig. 9 Shortest Paths obtained under the hypothesis of fire in nodes 3 and 5
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Fig. 10 Cyclic structure:
1-3-5-4-3-2-1 is an example
of closed walk while 1-2-3-1
is a simple cycle

The robustness of the algorithm is verified even in particular situations, such as
the presence of cycles, as confirmed by the tests performed. Cycles occur when from
the starting node Ni there is a path of edges and nodes which allow to reach again
Ni, without any repetition of the edges, while nodes can repeat or not, depending
whether it is a closed walk or a simple cycle (Fig. 10).

A critical situation may occur, in which some nodes have no exit path, or more
precisely, no safe exit path can be determined since the fire obstructs every possible
escape route. Even in this case the smart evacuation guidance system can provide
important information on the most critical areas and on the number of people still
present in those areas. This is of great importance for rescuers to promptly plan
the action and evaluate the possibility of finding alternative routes to help the evac-
uees, for example entering the building from a window. The planned action could be
promptly communicated to the occupants avoiding them to take extreme and dan-
gerous decision. Whenever this would not be possible the shortest path is indicated
to the user even though it cannot be considered safe.

If the number of people in each area is know, based on the evacuation paths deter-
mined, it is possible to evaluate whether there is the risk of overcrowded interconnec-
tion points. This is a potentially dangerous situation, a bottleneck in the evacuation
process, which can increase the risk of injuries because of people pushing each other
and panic. People behavior in crowded area have been analyzed by Pelechano et
al. [13]. The density of people has an important influence on the movement speed.
According to Pelechano et al. [13], an estimation can be obtained through the fol-
lowing correlation:

v = k − akD (1)

where v is the speed (m/s), k is the velocity factor which depends on the area where
the evacuee is located. It is equal to 1.4 for corridors and doorways but it decreases
to 1.19–1 for stair depending on the riser. D is the density of occupants and a is a
constant (0.266m2/pers). If the people density is less than 0.55, the evacuees would
not be expected to interfere between each other. Thus, the maximum velocity is
assumed and it can be determined as follow:

v = 0.85 · k (2)
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Based on this considerations, it is possible to estimate the time required to escape.
Nevertheless, other aspects should also be considered, such as the individualmobility,
presence of peoplewith disabilities but also the presence of smoke in the environment
which can slow down the moving speed.

5 Results Discussion and Applications

The algorithm described in Sect. 4 can be applied to any type of building, very
complex structures and scenarios with a large number of exit routes, but it can also
find interesting application in large evacuation plan of a whole geographical area.

It is also worth noting that the smart guidance system can be an extremely pow-
erful tool to help rescuers, too. The current best practice for firefighters consists in
identifying the location of the fire once arrived on the scene, its extend, presence of
people trapped into the building and then plan the intervention accordingly. A smart
guidance system can provide to the rescues all necessary information allowing them
to plan their actions even before arriving on-site, therefore saving precious time.

Examples of application of an evacuation guidance system are provided. Figure
11 shows the layout of a building and its corresponding graph. The ID of each node
and the connections among them are highlighted. Node 1, 7, 16, 27, 33, 38 and 42
represent the exit doors. The shortest path for each source node towards the nearest
exit is provided in Fig. 12 and highlighted with green arrows. These paths, obtained
assuming that no fire alarm is detected, coincide with the ones used in traditional
evacuation system to guide people towards the closest exit.

To assess the reliability of the proposed evacuation guidance system, different
scenarios have been hypothesized. Figure 13 shows the recalculated shortest path
whenfire is detected in node 26.Due to its proximity to node 26, node 24 is considered
as a potentially dangerous area. Hence, evacuees, located in node 20, 21, 22 and 23,
which originally where transiting through node 24, are now guided to the nearest
safe exit, represented by node 33. In case the fire continues to expand involving node
23, the new shortest paths are identified among all the possible safe alternatives. As
shown in Fig. 14, people located in node 22, 21 and 20 are guided towards the exit
node 38. The lack of safe path is underlined in Fig. 13 and Fig. 14 with red arrows.
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6 Conclusions

The Internet of things (IoT) allows to overcome the intrinsic limit of traditional tech-
nologies, addressing the safety issues of traditional evacuation systems that multiple
experiments have pointed out. The smart evacuation guidance system allows a gen-
eral real-time approach to the problem of determining escape routes, enabling the
occupants to escape as safest and fastest as possible. This system can be applied
to various types of buildings or even to a whole geographical area, provided that
they are suitably represented by graphs. It also allows for more accurate planning of
the intervention by the rescuers, since it is easy to identify the area where the fire
developed and its extend, but also information on people in danger and their location
can be provided for more effective emergency relief.
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