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Foreword

I had the pleasure and honor of reviewing and writing foreword for a previous
book by the same editors. I want to congratulate them for another book with a
similar theme. This second book is more focused on nature-inspired computing.
Comparison of contents of the two books shows the progress in the field over last
2 years.

This book is an interesting mix of techniques and applications. The contents
of the book probably provide a good sample: optimization, applications to computer
networks, and nature-inspired computing.

Neural and genetic processes provided early inspiration to tackle problems that
could not be solved using conventional mathematics. The early neural networks
(perceptrons) were decidedly limited in terms of the set of problems that could be
solved. The workings of a perceptron could be easily proven mathematically for
linear separable problems. Most real-world problems are not linear. Yet, biological
entities regularly survive in the nonlinear world. Computing scientists cautiously
started borrowing some of the principles from natural processes. Looking at the
model of brain gave us multilayer perceptrons. Support vector machines extended
perceptrons based on mathematical optimization. Deep learning extended the
concept of multilayer perceptrons based on higher level understanding of human
reasoning process, especially for understanding the images. Neurocomputing is not
always associated with nature-inspired computing. This book contains one chapter
(Chapter “Enhanced Throughput and Accelerated Detection of Network Attacks
Using a Membrane Computing Model Implemented on a GPU”) that looks at P
systems or membrane computing (MC) that can use neural-like processing. The
Chapter “Enhanced Throughput and Accelerated Detection of Network Attacks
Using a Membrane Computing Model Implemented on a GPU” in this book focuses
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on a different aspect of membrane computing: tissue-like MC. I enjoyed learning
about these different variations of nature-inspired computing that I had either not
seen before or had only looked at them peripherally.

Optimization seems to be the primary focus of many chapters in this book.
Optimizing search of the solution space was one of the first and important goals of
artificial intelligence. The number of possible solutions to even a simple real-world
problem tends to be in billions. Evaluating each one of these solutions and iden-
tifying optimal solution is an impossible task. Nature continues to find acceptable
solutions to problems that are several magnitudes more complex. Cellular automata
that evolved into genetic algorithms provided excellent solutions to many opti-
mization problems. The researchers have taken the nature-inspired computing to the
next level by understanding and coding behaviors of many species. The list of early
efforts included ants (ant colony optimization), fish/birds (particle swarm opti-
mization), fireflies, bats, and bees. The list of these analogies continues to grow.
I was intrigued by many more mentioned in this book. For example, Chapter
“Artificial Feeding Birds (AFB): A New Metaheuristic Inspired by the Behavior of
Pigeons” introduces the use of a different behavioral aspect of birds—feeding
strategy. Among other applications, this approach has been used to optimize neural
network training. Chapter “Application of Nature—Inspired Algorithms in Medical
Image Processing” uses the optimization inspired by Lions and Monkeys. Chapter
“Modified Krill Herd Algorithm for Global Numerical Optimization Problems”
adds Krill herd behavior to the portfolio of species covered in this book. Readers
will be able to read how the behaviors of at least eight species can help solve
complex optimization problems. Having all these techniques in a single book will
help readers contemplate the similarities and differences of these natural strategies
to wade through the exponential search space of possible solutions.

The number of application domains in this book is almost as varied as the
number of natural processes. There is an emphasis on networking applications.
Graph theoretical/networking problems are often computationally expensive and
can benefit greatly from heuristics from nature-inspired optimization techniques.
The book also demonstrates the effectiveness of these techniques in other appli-
cation domains including traffic management, numerical optimization problems,
and bioinformatics.
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In summary, I would like to say that the book represents a diversity of tech-
niques for a variety of real-world applications. It will give readers sufficient but not
overwhelming selection of topics. I thank the editors for an opportunity to review
this wonderful collection.

Halifax, Canada Pawan Lingras1

Saint Mary’s University

1Pawan Lingras is a graduate of IIT Bombay with graduate studies from the University of Regina.
He is currently a Professor and the Director of Computing and Data Analytics at Saint Mary’s
University, Halifax. He is also involved with a number of international activities, having served as
a Visiting Professor at Munich University of Applied Sciences and IIT Gandhinagar, as a Research
Supervisor at Institut Superieur de Gestion de Tunis, as a University Grants Commission (India)
Scholar-in Residence, and as a Shastri Indo-Canadian scholar. He has delivered more than 35
invited talks at various institutions around the world. He has authored more than 200 research
papers in various international journals and conferences. He has also co-authored three textbooks,
and co-edited two books and eight volumes of research papers. His academic
collaborations/co-authors include academics from Canada, Chile, China, Germany, India,
Poland, Tunisia, the UK, and USA. His areas of interests include artificial intelligence,
information retrieval, data mining, web intelligence, and intelligent transportation systems. He has
served as a general co-chair, program co-chair, review committee chair, program committee
member, and reviewer for various international conferences on artificial intelligence and data
mining. He is also on the editorial boards of a number of international journals. His fundamental
research has been supported by the Natural Science and Engineering Research Council (NSERC)
of Canada for 25 years, and the applications of his research to the industry are supported by a
number of funding agencies, including NSERC, the Government of Nova Scotia, NRC-IRAP, and
MITACS.
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Preface

Nature-inspired computing underlines the concept of learning and behaving as per
the biological species to achieve the adaptability for survival by fulfilling certain
objectives. Nature-inspired computing techniques have successfully been experi-
mented on and applied to machine-learning and advanced artificial intelligence. It is
still a less-explored area but has potential to change the meaning of the learning
process of machines. Most of the current research is focused on methods encour-
aged by these concepts. It is having an especially important role in science and
engineering and is becoming a backbone of almost all developing technologies.

This presented book has focused on current research while highlighting the
empirical results along with theoretical concepts to provide a comprehensive ref-
erence for students, researchers, scholars, professionals, and practitioners in the
field of advanced artificial intelligence, nature-inspired algorithms, and soft
computing.

This book contains quality research contributions from leading scholars from all
over the world with comprehensive coverage of each specific topic, highlighting
recent and future trends and describing the latest advances. The book is aimed to
bring together leading researchers and practitioners in this field who are working on
nature-inspired computing and related techniques.

We express our heartfelt gratitude to all the authors, reviewers, and publishers,
especially Mr. Jakub Tlolka, Eliska Vlckova and Ms. Lucia Zatkova for their kind
support. Special thanks to Prof. Pawan Lingras for accepting our request to write
the Foreword and guiding us throughout the process of this publication. We hope
that this book will be beneficial to all the concerned readers.

Bhopal, India Shishir Kumar Shandilya
Bhopal, India Smita Shandilya
Liverpool, UK Atulya K. Nagar
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Automatic Generation of Cyber
Architectures Optimized for Security,
Cost, and Mission Performance:
A Nature-Inspired Approach

Neal Wagner, Cem Ş. Şahin, Jaime Pena and William W. Streilein

Abstract Network segmentation refers to the practice of partitioning a computer
network into multiple segments and restricting communications between segments
to inhibit a cyberattacker’s ability to move and spread infection. While segmenta-
tion is widely recommended by cybersecurity experts, there is no clear guidance
on what segmentation architectures are best to maximize a network’s security pos-
ture. Additionally, the security gained by segmentation does not come without cost.
Segmentation architectures require resources to implement andmay also cause degra-
dation of mission performance. Network administrators currently rely on judgment
to construct segmentation architectures that maximize security while minimizing
resource cost and mission degradation. This chapter proposes an automated method
for generating segmentation architectures optimized for security, cost, and mission
performance. The method employs a hybrid approach that combines nature-inspired
optimization with cyber risk modeling and simulation to construct candidate archi-
tectures, evaluate them, and intelligently search the space of possible architectures to
hone in on effective ones. We implement the method in a prototype decision system
and demonstrate the system via a case study on a representative network environment
under cyberattack.

This material is based upon the work supported by the Assistant Secretary of Defense for Research
and Engineering under Air Force Contract No. FA8721-05-C-0002 and/or FA8702-15-D-0001.
Any opinions, findings, conclusions, or recommendations expressed in this material are those of the
author(s) and do not necessarily reflect the views of the Assistant Secretary of Defense for Research
and Engineering.
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2 N. Wagner et al.

1 Introduction

Network segmentation (ns) is a defensive mitigation technique designed to reduce
the damage due to cyberattack. Its goal is to limit attacker access to and movement
within a network by partitioning the network into multiple segments or enclaves and
restricting communications between enclaves and between enclaves and the Internet.
This partitioning is typically implemented by the use of firewalls, network egress and
ingress filters, application-level filters, and/or physical (hardware) infrastructure [8].
ns is widely regarded as critical for network security [9, 16, 20, 25] but is poorly
understood with only vague guidance (e.g., [20, 23]) on how to apply it. For even
small networks, many different ns architectures are possible and the number of
possibilities grows exponentially with network size.

The problem is compounded by the fact that security does not come without cost.
Segmentation architectures require resources to implement and maintain and also
may cause degradation of mission performance. Network administrators must select
architectures thatmaximize security posturewhileminimizing resource cost andmis-
sion degradation. Currently, administrators are forced to rely on judgment to balance
tradeoffs between security, cost, and mission performance. A further compounding
factor is that for many enterprise networks, the problem of mission mapping has not
been solved [11, 26]. Mission mapping refers to the mapping of an organization’s
mission onto the cyber assets (e.g., devices/servers, software applications, commu-
nication protocols, etc.) used to execute it. Because many organizations do not know
exactly what cyber assets are being used to support their mission and how they are
being used, they cannot reasonably estimate the mission degradation that may result
due to a given ns architecture.

This chapter proposes an automated method for constructing ns architectures that
are optimized for security, cost, and mission performance. The method employs a
hybrid approach that combines nature-inspired optimizationwith cyber riskmodeling
and simulation to construct candidate architectures, evaluate them, and intelligently
search the space of possible architectures to generate efficacious ones. The pro-
posed method is implemented in a prototype decision system and demonstrated via
a case study on a representative network environment under cyberattack. Our work
addresses an important gap in the area of cybersecurity decision support (CSDS): the
need for systems that leverage data-driven methods to generate optimal/near-optimal
security decisions.

The field of CSDS is still quite young with only a handful of studies to date. Two
recent studies seek to aggregate input from subject matter experts (SMEs) to address
cyber threats: in [10] SME assessments are used to forecast threats and recommend
security measures while in [17] SME rankings of cyberattacks and relevant security
components are aggregated to provide security assessments of computer systems
during the system design phase.

Another study details a cyber infrastructure to facilitate and secure individual-
based decision-making and negotiation for Internet-of-Things devices with respect
to applications in health care [12]. In [18], a Bayesian Belief Network, cyber
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vulnerability assessment, and expected loss computation are combined to compute
appropriate premiums for cyber insurance productswhile [4] utilizes game theory and
combinatorial optimization to evaluate cybersecurity investment strategies. Finally,
in [13], a decision support system to assist cyber defenders protecting mobile ad-
hoc networks (MANETs) is developed to remediate malicious intrusions and reduce
network energy costs.

In this chapter, we build upon the work of [27] to develop an automated deci-
sion system to generate ns architectures optimized for multiple objectives. In [27],
a semiautomated system for the ns decision problem is developed that optimizes
for one objective only, namely security risk. Here, we present a fully automated
implementation of the system that includes optimization with respect to the three
critical, and often conflicting, objectives: security, cost, and mission performance.
The contributions of this chapter are the following.

• We provide a method to automatically generate effective ns architectures and
realize this method in a fully automated decision system. The system utilizes a
novel hybrid algorithm that combines nature-inspired optimization with cyber risk
modeling and simulation.

• The system outputs ns architectures that are optimized for security, cost, and
mission performance.

• We provide a mission performance model that allows for approximated measure-
ment of mission degradation due to a given segmentation architecture when the
mapping of cyber assets onto organizational mission is not available.

The rest of this chapter is organized as follows: Sect. 2 provides an overview of the
network segmentation defensive mitigation, Sect. 3 describes the decision system’s
overall design, Sect. 4 details the security, cost, andmission performancemodels used
to evaluate candidate architectures, Sect. 5 presents a case study that demonstrates
the system for a representative network environment under cyberattack, and Sect. 6
concludes.

2 Network Segmentation Defensive Mitigation

Network segmentation (ns), as described above, is a cyber defensive mitigation
meant to inhibit an attacker’s ability to move and spread infection throughout the
network. ns accomplishes this by partitioning the network into multiple enclaves
and restricting communications between enclaves and between enclaves and the
Internet. This partitioning is implemented by the use of firewalls, network egress and
ingress filters, application-level filters, and/or physical (hardware) infrastructure [8].
Figure1a, b provides example ns architectures.

Figure1a gives an example architecture in which no partitioning is utilized. Here,
the entire network (i.e., network devices, servers, routers, switches, etc.) is contained
within a single enclave in which all network devices are allowed direct communi-
cation with all other network devices. Additionally, the enclave is connected to the
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Fig. 1 Two example network segmentation architectures: a a network with no partitioning and b a
network partitioned into four enclaves, three that allow direct communications to the Internet and
a fourth enclave that allows direct communications to the other three network enclaves but not to
the Internet

Internet, that is, it allows direct communication to the Internet where cyberattackers
preside. Communications between the network enclave and the Internet occur via
one or more software services (e.g., web browsers, email, ssh, etc.) running on the
enclave. In the figure, X software services allow this communication.

In Fig. 1a, a cyber attacker may exploit vulnerabilities present in one or more
of the software services to penetrate the network enclave. Common strategies for
penetration include sending phishing emails with infected attachments or links to
infected websites to entice a network user to open the attachment or browse to the
infected website and, thus allow the attacker to infect her device and gain a foothold
in the network. Once inside, the attacker can easilymove and spread infection to other
network devices because the infected device is allowed to directly communicate with
all other network devices.

The example given by Fig. 1b is an ns architecture that is partitioned into four
enclaves, three that are allowed direct communicationwith the Internet (Enclaves #1–
3 in the figure) and a fourth that is allowed direct communications to the other three
enclaves but not to the Internet (Enclave #4 in the figure). Note also that Enclaves
#1–3 do not have direct communications with each other. Communications from
Enclaves #1–3 to the Internet occur via the same set of X software services (split up
over the three enclaves) as given in Fig. 1a. An additional software service provides
communication from these Internet-facing enclaves to Enclave #4.

For the architecture of Fig. 1b, an attacker may also be able to penetrate the
network and gain access to one of Enclaves #1–3. However, upon penetration, the
attacker’s ability to spread infection to other network devices is hampered by the
communication restrictions. In order for the attacker to infect a device in Enclave #4,
she must exploit an additional software service, the one that allows communication
with that enclave. To spread to other Internet-facing enclaves, she must also exploit
additional services. The restrictions created by the architecture serve to slow down
the rate at which the attacker can spread infection and allows the defender more time
to patch vulnerable software services and/or cleanse infected enclave devices.
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An ns architecture selected by the defender consists of the following components.

• A set of network enclaves. An enclave is defined as a group of devices with
homogeneous reachability.

• Software services that allow communications between enclaves and between
enclaves and the Internet.

• The rate at which software services are patched.
• The rate at which enclaves are cleansed. Enclave cleansing is a process by which
an enclave’s devices are cleansed to remove infection and restored to their orig-
inal state. The result of enclave cleansing is to dis-entrench an attacker who has
penetrated.

3 Automatic Generation of NS Architectures:
Decision System Design

Extending the work presented in [27], we have designed an automatic method for
generating ns architectures that are optimized for security, cost, and mission perfor-
mance. The proposed method is realized as a fully automated decision system. The
system inputs parameters that characterize the network environment and cyber threat
and outputs an effective architecture for that environment.

Figure2 gives a graphical depiction of the decision system. In the figure, the sys-
tem is represented by the gray box. System inputs (blue and red inflowing arrows to
the left of the figure) are used to characterize the network environment including its
security posture and existing cyber threat. System output (blue arrow to the right of
the figure) is an optimized ns architecture for the given network environment. The

Fig. 2 High-level design of the decision system to automatically generate ns architectures opti-
mized for security, cost, and mission performance
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decision system is comprised of two algorithmic components, nonlinear optimiza-
tion, and cyber risk modeling and simulation (mod/sim) (depicted by the yellow and
green boxes inside the gray box in the figure). The optimization component suggests
candidate ns architectures while the mod/sim component evaluates these architec-
tures. These two components run iteratively: the optimization component suggests
a candidate architecture, it is evaluated via the mod/sim component, and the evalua-
tion is then fed back to the optimization component where it is utilized to guide its
search to construct newer, more promising candidate architectures. Together, these
components work to search the space of possible ns architectures and hone in on
effective architectures.

As discussed in Sect. 1, the number of possible ns architectures grows exponen-
tially with network size and thus deterministic search methods are intractable for all
but the smallest networks. Here, we employ soft computing algorithms inspired by
nature to execute the function of the optimization component. The current version
of the system utilizes a Simulated Annealing (sa) algorithm to explore the space of
ns architectures.

sa is an adaptation of the Metropolis–Hastings Monte Carlo method for approx-
imating the global optimum of a given function. It is inspired by the process of
annealing in metallurgy [2]. Generally, the algorithm starts with an initial solution,
generates a new solution that is a neighbor to it in the decision problem search space,
evaluates both the old and new solutions against a given objective function, prob-
abilistically accepts the new solution in place of the old solution, and then repeats
these steps (using the currently accepted solution) for some number of iterations.
The algorithm mimics the annealing process by initially having a relatively higher
probability of accepting a new solution that is inferior to the currently accepted solu-
tion and progressively lowering that probability at each iteration. Note that if a new
solution is superior to the currently accepted solution, it is always accepted.

Algorithm 1 specifies the sa algorithm for the ns decision system. In the algo-
rithm, the objective is to minimize the combined risk to security, cost, and mission
performance, and thus lower values of the evaluation function eval (lines 8, 9 of the
algorithm) are superior. Computation of the evaluation function is detailed in Sect. 4.

In Algorithm 1, the function Generate-Neighbor (line 7 of the algorithm) is used
to generate a new candidate solution architecture that is a “neighbor” to the currently
accepted solution architecture. Recall from Sect. 2 that an ns architecture includes
a set of enclaves, the software services that allow communications, and the rates at
which software patching and enclave cleansing occur.Anewarchitecture is generated
by altering the current architecture in one of the following ways:

• Increasing or decreasing the number of enclaves.
• Adding or removing software services allowing communication between two
enclaves or altering a software service to change one of its endpoints (i.e., change
its source or destination enclave).

• Changing the software patching rate or the enclave cleansing rate.
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Algorithm 1 Optimize-ns-Architecture(s0, kmax)
1: {s0: initial segmentation architecture, kmax : max. no. of iterations}
2: s ← s0 {Accept s0 as current solution}
3: sbest ← s {Save the best solution found so far}
4: k ← kmax
5: repeat
6: T ← k

kmax
{Set temperature T}

7: snew ← Generate-Neighbor(s)
8: eval(s) {Evaluate s, snew}
9: eval(snew)

10: if eval(snew) < eval(s) then
11: s ← snew {Accept snew if superior to s (lower risk)}
12: if eval(snew) < eval(sbest ) then
13: sbest ← snew {Save the best solution found so far}
14: end if
15: else
16: r ← random value ∈ [0, 1] {Probabilistically accept inferior snew}

17: if r ≤ e
(1−eval(snew)−eval(s))

T
e(1/T )−1 then

18: s ← snew
19: end if
20: end if
21: k ← k − 1 {Decrement k to reduce T}
22: until k = 0
23: return sbest

Figure3a, b illustrates operations that increase/decrease the number of
enclaves. Figure3a depicts the Split Enclaves operation.Here, the number of enclaves
is increased by splitting an existing enclave into two or more enclaves. Figure3b
depicts the Merge Enclaves operation: the number of enclaves is decreased by merg-
ing two or more enclaves into a single enclave.

The operations described above are used to generate new ns architectures that
are then evaluated by the mod/sim component. This combination of generation and
evaluation serves to drive the decision system to explore promising areas of the
search space and automatically construct effective architectures. The decision sys-
tem is implemented using a combination of Java 1.8, Scala 2.11, Python 2.7, and
ECMAScript 7.

Figure4 shows a screen capture of the user interface of the prototype system. The
plot to the left of the figure gives the fitness value of the current solution architecture
over several iterations of the sa algorithm and the three graphs to the right of the
figure give graphical representations of the starting, current, and best-so-far archi-
tectures generated during the run. Note that Fig. 4 provides an illustrative example
of the prototype system interface; results shown do not correspond to experiments
discussed in this paper. Section4 below details the system’s fitness function while
Sect. 5 describes architectures generated during experimentation and their graphical
representations.
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Fig. 3 Generating a new ns architecture by changing the number of enclaves: a the Split Enclaves
operation to increase the number of enclaves and b the Merge Enclaves operation to decrease the
number of enclaves

Fig. 4 Screen capture of the user interface of the prototype decision system
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4 NS Architecture Evaluation Model

The decision system described in the previous section requires an evaluation function
to measure the effectiveness of generated solution architectures. As discussed in
Sect. 1, we wish to generate architectures that are optimized for security, cost, and
mission performance. The following sections detail the security, cost, and mission
performance models used for evaluation.

4.1 Measuring Security Risk

We utilize a continuous-time Markov chain model (ctm) developed in [24, 28] to
measure the security inherent to an ns architecture. The ctm characterizes security
risk for a given network environment under threat from external attackers whose goal
is to penetrate and spread throughout the network. Themodel captures changes in net-
work state due to the arrival of new software vulnerabilities, patches, exploits, and the
communications allowed within a given ns architecture. Arrivals of these security-
related events are modeled as Poisson processes, and thus transitions between states
are characterized by sampling rates in which intervals between event samples are
exponentially distributed with a given mean. Here, we use Poisson processes to cap-
ture attackers arriving to exploit vulnerabilities and defenders arriving to remediate
vulnerabilities and/or cleanse infected enclaves as used in [14]. We will refer to these
sampling rates as simply Poisson rates.

The model consists of three entities: (i) a network environment, (ii) one or more
network enclaves (i.e., groups of devices with homogeneous reachability), and (iii)
one or more software services. A network environment is characterized by a set of
enclaves and communication pathways that connect these enclaves. Communication
pathways represent functional information flows (fif) which include physical con-
nections (i.e., by a physical line), transitive connections (e.g., a server enclave being
able to communicate with the Internet even though no direct line exists), and more
complex flows (e.g., an email is sent from the Internet that arrives at a dmz enclave,
is pulled by an exchange server, and is finally downloaded and read by a user in a lan
enclave). A fif is modeled only as a communication pathway from a source enclave
to a destination enclave. Intermediate enclaves between the source and destination
are not modeled. Note that the Internet is also modeled as a single enclave in which
we assume the attacker presides and, thus is always compromised.

A fif connecting two enclaves is enabled by one or more services (i.e., software
applications) running on the destination enclave that are subject to vulnerabilities
that may be exploited by an attacker and patches that remediate these vulnerabilities.
Figure5a, b depict the Markov process states for an individual service and enclave,
respectively.
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(a)

(b)

Fig. 5 aMarkov process states for a software service represent howmany vulnerabilities are present
and whether an exploit for any of the vulnerabilities has been developed since it was last patched.
b Markov states for an enclave represent whether or not the enclave has been penetrated by an
attacker since it was last cleansed

As given in Fig. 5a, a service is characterized by states reflecting its current number
of vulnerabilities (0, 1, 2, . . .) and whether or not attackers have developed an exploit
for one or more of these vulnerabilities. To capture transitions between states we
utilize three Poisson rates: the vulnerability arrival rateΔ−1

vuln, the exploit development
rate Δ−1

dev, and the patch rate Δ−1
patch. A service starts out in the 0-vulnerability state,

transitions to higher vulnerability states with the arrival of vulnerabilities, transitions
to the exploit developed state upon the development of 1 or more exploits for its
existing vulnerabilities, and finally, transitions back to the 0-vulnerability state upon
a patching event.While the service is in the exploit developed state, it can be exploited
by the attacker. Exploit events are captured by the exploit deployment rate Δ−1

exploit .
Figure5b shows the Markov states for an enclave. An enclave is characterized by

two states, a clean state and a compromised state. An enclave starts out in the clean
state, transitions to a compromised state with the arrival of exploit events for one
or more of its software services, and then transitions back to a clean state upon the
arrival of an enclave cleansing event.

The enclave cleansing rateΔ−1
clean is a directly specifiedparameterwhile the enclave

compromise rate Δ−1
comp is specified as a function of the Markov processes governing
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the states of one or more services running on the enclave. Services running on an
enclave are independent and Δ−1

comp is computed as

Δ−1
comp =

N∑

i=1

Δ−1
comp(si) (1)

where si represents ith service, i ∈ [1,N ], running on a given enclaveE,N is the total
number of available services on E and Δ−1

comp(si) is the compromise rate of service
si. Note that the compromise rate for a single service Δ−1

comp(si) is captured via the
Markov process model depicted in Fig. 5a.

An event-based simulation is used to compute the security risk for a given ns
architecture. The simulation computes, for each enclave in a given architecture, the
expected probability that the enclave is compromised (i.e., penetrated by the attacker)
at any moment. A simulation run is executed by the following steps. (1) A given ns
architecture is instantiated with its enclaves, their services, and the communications
topology that specifies which services allow communication between enclaves and
between enclaves and the Internet. (2) Events are generated via the above-described
Poisson rates. A run is terminated when it reaches a specified maximum number of
simulated time units.

The security risk for an ns architecture as a whole is measured as the expected
probability of enclave penetration by the attacker over all enclaves,

Sec(env, s) = 1

|encls(s)|
∑

e∈encls(s)
Ppenetrate(e) (2)

where env is a network environment under cyber threat, s is a segmentation architec-
ture, encls(s) is the set of all enclaves in s, e represents a single enclave and varies
over all enclaves of encls(s), Ppenetrate(e) is the probability of attacker penetration
for enclave e, and Sec(env, s) is the expected probability of enclave penetration by
the attacker for environment env and segmentation architecture s. This measure is
normalized to [0, 1] where lower values mean lower security risk.

4.2 Measuring Cost

Cost is characterized as an information technology (IT) maintenance cost: greater
segmentation (i.e., more enclaves) incurs a higher IT cost to maintain. We utilize
a normalized exponential function to capture the cost increase as the number of
enclaves increases. The cost function is given by

C(env, s) = e(N×k)/M − 1

ek − 1
(3)
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Fig. 6 IT maintenance cost function (Eq.3) for M = 100 and k = 1, . . . , 7

where env is a network environment under cyber threat, s is a segmentation architec-
ture, N is the total number of enclaves in s, M is the maximum number of enclaves
that can be supported by the IT maintenance process, k is a steepness constant, and
C(env, s) is the IT maintenance cost for a given environment env and segmentation
architecture s. This function is normalized to [0, 1] where lower values mean lower
cost.

Figure6 gives a graphical depiction of the cost function for maximum number of
enclaves,M = 100 and several values of the steepness constant k. The cost function
of Eq.3 is designed to be flexible: it can characterize a linear increase in cost with
increases in the total number of enclaves,N (as shownby the blue line in the plotwhen
k = 1) and it can also characterize an exponential increase in cost with increases in
N (shown by the black line in the plot when k = 7).

4.3 Measuring Mission Performance

As discussed in Sect. 1, the security gained by deploying an ns architecture may have
detrimental impacts on mission performance. Because many organizations have not
solved the mission mapping problem, that is they do not know exactly what cyber
assets are being used to execute the mission and how they are being used, they cannot
easily measure and predict the negative effects to mission performance that a given
ns architecture can cause. Administrators and network architects are thus put in the
difficult position of having to use subjective judgment to select a ns architecture
that maximizes security posture but does not degrade mission performance to an
unacceptable level.

Our goal is to construct amodel tomeasure themission degradation, the fraction of
mission performance that is negatively impacted, due to a given ns architecture. The
model should provide viable estimation of mission degradation for networks envi-
ronments in which knowledge of mission dependencies to cyber assets is incomplete
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or unavailable. Towards this goal, we focus on two components of ns architecture
that the defender must select: the software patching and enclave cleansing rates.

The idea is to capture mission degradation when complete knowledge of mission
execution is not known. Here, we assume cleansing devices in an enclave or patch-
ing software services results in a cost to mission performance, that is the mission is
degraded to some fraction of its optimum performance.When an enclave is cleansed,
its devices are unavailable for some amount of time and this lack of availability neg-
atively impacts the mission. When a software service is patched, it is unavailable for
some amount of time which can also negatively impact the mission, albeit potentially
to a lesser degree as patching usually takes less time than cleansing and does not
necessarily require devices to be completely unavailable during the patching process.
However, there exists another form of mission degradation due to software patching:
that of software dysfunctionality. New versions of software may not function exactly
as older versions due to upgrades, new features, or new software bugs introduced.
The altered functionality of a software application after it has been patched can cause
mission operations that depend on it to execute less quickly, less accurately, and/or
less completely. Regardless of what mission is being executed or whether or not that
mission has been mapped to the cyber assets that support it, the base assumption
is that more frequent enclave cleansing and/or software patching by the defender
results in more mission degradation.

DA′ = wclean ·
(

Δ−1
clean

Δ−1
cleanMax

)
+ (

wpatchTime + wpatchDisf
) ·

(
Δ−1

patch

Δ−1
patchMax

)
(4)

DA = max

[(
Δ−1

clean

Δ−1
cleanMax

)
,

(
Δ−1

patch

Δ−1
patchMax

)
,DA′

]
(5)

Equations4 and5 specify a mathematical model to capture the defender’s activity
with respect to cleansing and patching. Equation4 characterizes a defender’s activity
as a weighted average of the ratios of the rates of cleansing and patching to their max-
imum possible rates, respectively. In Eq.4, Δ−1

clean and Δ−1
patch represent the defender

rates for cleansing and patching, respectively, Δ−1
cleanMax and Δ−1

patchMax represent the
maximumpossible rates of cleansing and patching, respectively, andwclean,wpatchTime,
andwpatchDisf are weights representing the relative impact that cleansing and patching
have to mission degradation, respectively. Note that there are two weights associated
with the impact of patching, wpatchTime, and wpatchDisf . wpatchTime reflects the impact
that patching has on mission-related cyber asset availability and wpatchDisf represents
the impact that patching has on mission-related cyber asset functionality. DA′ gives
the measure of cleansing and patching activity by the defender as a weighted aver-
age where wclean + wpatchTime + wpatchDisf = 1.0 This measure is normalized to [0, 1]
where higher values mean more defender activity, a value of 1 means the maximum
amount of defender activity, and a value of 0 means no defender activity (i.e., the
defender never cleanses or patches).
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Equation5 computes thefinalizedmeasure of defender activity,DA, as amaximum
of the individual ratios of the cleansing and patching rates to their respective max-
imum possible rates and DA′ computed in Eq.4. We utilize the maximum function
because it is possible that one activity (either cleansing or patching) when executed
at the maximum possible rate may effectively causemaximum activity and thusmax-
imum mission degradation in and of itself. For example, if the maximum possible
rate of enclave cleansing is once per day and the defender chooses that rate, she may
completely shut down mission operations regardless of what the patching rate is.

We utilize a normalized exponential function similar to the one given in Eq.3 to
capture the increase in mission degradation as the defender activity in cleansing and
patching increases. The mission degradation function is given by

MD(env, s) = e(DA×k)/DAmax − 1

ek − 1
(6)

where env is a network environment under cyber threat, s is a segmentation archi-
tecture, DA is the defender activity component of s given by Eq.5, k is a steepness
constant similar to that given in Eq.3, and DAmax is the maximum possible defender
activity for cleansing and patching and always has a value of 1.0. This function is
normalized to [0, 1] where lower values mean lower mission degradation.

4.4 Combined Measure of Security, Cost, and Mission
Performance

The final evaluation function computes a combined measure that represents the over-
all risk to security, cost, andmission performance and consists of the three component
measures described above. The combined risk measure is given by

R(env, s) = w1 · Sec(env, s) + w2 · C(env, s) + w3 · MD(env, s) (7)

where Sec(env, s) is the security risk component (Eq.2),C(env, s) is the cost compo-
nent (Eq.3), MD(env, s) is the mission degradation component (Eq. 6), and w1, w2,
and w3 are weights in [0, 1] representing the relative importance of the security, cost,
mission performance component measures, respectively, subject to the constraint
w1 + w2 + w3 = 1.0. This final risk measure is normalized to [0, 1] where lower
values mean lower combined risk. Overall, the objective of the decision system is,
for a given network environment under cyber threat env, to generate a segmentation
architecture s, that minimizes R(env, s) of Eq.7.
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5 Experiments

We demonstrate the system via a case study on a representative network environment
under cyberattack. The aim is to use the system to improve an initial segmentation
architecture tominimizeR(env, s) of Eq.7 formultiple scenarios inwhich the relative
importance of security, cost, and mission performance vary.

Figure7 shows the initial architecture, which represents an unsegmented network,
that is a network with only a single enclave such that all network devices can com-
municate directly with all other network devices. In this single enclave network,
direct communications are allowed from enclave to the Internet where cyberattack-
ers preside. Communications from the network to the Internet are made through 15
software services (applications).

The network environment is specified by parameters described in Sect. 4. We
leverage real vulnerability, patch, and exploit data to characterize a representative
software service and its associated expected rates of vulnerability arrival, patching,
and exploit development using the process given in [28, 29]. Below is a summary of
this process.

5.1 Network Environment Parameters

Within the ctm (Sect. 4), a software service requires specification of multiple rate
parameters including (i) vulnerability arrival rate (Δ−1

vuln), (ii) patch arrival rate
(Δ−1

patch), (iii) exploit development rate (Δ−1
dev), and (iv) exploit occurrence rate

(Δ−1
exploit). Additionally, each enclave requires specification of the enclave cleansing

rate (Δ−1
cleanse). Here, the goal is to characterize a representative service.

We utilize data from the National Vulnerability Database [21] as well as results
from large-scale vulnerability studies [5–7, 19]. These studies define a vulnera-
bility lifecycle that captures the state of a vulnerability over time. We use this to

Fig. 7 Initial segmentation architecture to be improved by the decision system
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Fig. 8 Time dependencies between vulnerability lifecycle phases (purple arrows represent transi-
tions between phases)

characterize vulnerability phases including vulnerability disclosure (when the vul-
nerability becomes known), exploit development (when an exploit for the vulnerabil-
ity is developed), exploit deployment (when the exploit is used), and patching (when
a patch for the vulnerability becomes available). Figure8 shows time dependencies
between these phases. From the figure, vulnerability disclosure kicks off two pro-
cesses in parallel: exploit development and patch arrival. Once an exploit has been
developed for the vulnerability (and before a patch has arrived), exploits that may
result in compromises can now occur for that service. Patching ends the lifecycle
by rendering its exploit(s) ineffective. We use data collected with respect to these
phases to compute rates for a representative service.

Δ−1
vuln: To characterize the vulnerability arrival rate of a representative service, we

average the most common services given in [7] as shown below:

Δ−1
vuln =

∑
i∈N

Vi
T

|N | (8)

where i represents the most vulnerable application for a vendor from the top vendor
list derived by [7]. Vi is the weighted sum of vulnerabilities for application i over time
period T where weights are given by each vulnerability’s severity score [3].N is a set
containing themost vulnerable applications from top vendor list derived by [7] which
collects vulnerability data over a 7-year period (2000–2007) and groups them by
vendors (e.g., vulnerabilities for Microsoft products, for Adobe products, etc.). Note
that Eq.8 considers the set of all known vulnerabilities for a given software service
s over a given time period, T . Using Eq.8, we compute the expected vulnerability
arrival rate, Δ−1

vuln, as one every 65days.
Δ−1

patch: [6] analyzes data on nearly 15K vulnerabilities over a 5-year period (from
2001 to 2006) and derives vulnerability discovery dates and patch availability dates
from public sources. We fit their results to a Poisson distribution and then compute
a weighted average of these fitted results. Our computation yields an expected patch
availability rate of one every 25days (after vulnerability arrival). Recall from Sect. 3
that one of the choices the defender must make when specifying a segmentation
architecture is the patching rate. The defender may choose to patch at a slower
or faster rate and this choice will affect both the security posture and the mission
performance of a given network environment. The above-computed rate represents



Automatic Generation of Cyber Architectures Optimized for Security … 17

the fastest rate at which a defender may choose to patch, that is the defender cannot
apply patches to software services of a given network environment before those
patches are released to the public.

Δ−1
dev: [6] executes a similar process to derive exploit availability (exploit develop-

ment) dates. This study derives exploit development rates ranging from ≈ 8days
before disclosure to ≈ 2days after disclosure. Additionally, [7] reports that for
≈ 90% of vulnerabilities collected, exploits are available within 10days of their
corresponding disclosure dates. For our experiments, we use the midpoint of these
bounds, an expected rate of exploit development as one every 5days (after vulnera-
bility arrival).

Δ−1
exploit : Incident reports are generally difficult to come by because organizations

do not like to share data on detected compromise events within their networks. Addi-
tionally, different kinds of exploits can be executed in varying amounts of time.
Some exploits take advantage of vulnerabilities in server software (for example, the
Shellshock vulnerability [22]) while others utilize phishing emails to entice users to
download and open malicious file attachments. Exploits that target server vulnera-
bilities can be executed at any time by the attacker, but exploits that rely on phishing
require the victim to trigger the exploit (e.g., by opening a malicious email attach-
ment). We use a conservative estimation for our experiments, an expected rate of
exploit deployment as one every 5days (after exploit development).

The final rate to consider is the enclave cleansing rate, Δ−1
cleanse. Here, we con-

sider the maximum rate that the defender may choose to cleanse. As discussed in
Sect. 4, enclave cleansing usually results in greater device downtime than software
patching, and thus cleansing may have greater detrimental effects on mission per-
formance than patching does. For these experiments, we assume that the maximum
rate of enclave cleansing is one every 7days. For many network environments and
organizational missions, cleansing that frequently would likely make it impossible
to execute mission operations.

The settings for network environment parameters are given in Table1. Parame-
ters Δ−1

vuln, Δ
−1
dev, and Δ−1

exploit represent the vulnerability arrival, exploit development,
and exploit deployment rates, respectively, and remain static over all experiments.
Parameters Δ−1

patchMax and Δ−1
cleanMax represent the maximum possible rates of patch-

Table 1 Network environment parameter settings

Parameter Description Setting

Δ−1
vuln Vulnerability arrival rate 1 every 65days

Δ−1
patchMax Max. patch rate 1 every 25days

Δ−1
patchInit Initial patch rate 1 every 30days

Δ−1
dev Exploit development rate 1 every 5days

Δ−1
exploit Exploit deployment rate 1 every 5days

Δ−1
cleanMax Max. enclave cleanse rate 1 every 7days

Δ−1
cleanInit Initial enclave cleanse rate 1 every 365days
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ing and enclave cleansing, respectively (also static over all experiments). Parameter
Δ−1

patchInit represents the initial setting for patching rate selected by the defender. Note

that the patching rateΔ−1
patch specified by a given architecture can vary over the course

of a single experiment as the defender may choose slower or faster rates for patching
(subject to the constraint given by Δ−1

patchMax).

Parameter Δ−1
cleanInit in Table1 represents the initial setting for cleansing rate

selected by the defender. Note that like the patch rate, the cleansing rate Δ−1
clean can

vary over the course of a single experiment as the defender may choose slower or
faster cleansing rates subject to the constraint given by Δ−1

cleanMax. We utilize a study
that sheds light on the activities of a real cyberattacker to specify Δ−1

cleanInit . In [15],
a nation-state-sponsored cyber attacker that was able to compromise hundreds of
enterprise networks across many countries is documented. The study investigates
the time that the attacker, code-named APT1 (Advanced Persistent Threat 1), was
able to persist inside an enterprise network before being removed/cleansed from the
environment. The study reports persistence times that are up to 4years with an aver-
age persistence time of approximately 1year, and we use this average persistence
time to set Δ−1

cleanInit .
Recall from Sect. 4 that the mission performance component measure requires

the setting of weights wclean, wpatchTime, and wpatchDisf of Eq.4 representing the rel-
ative impact that cleansing and patching have to mission degradation, respectively.
For these experiments, we use wclean = 0.7, wpatchTime = 0.15, and wpatchDisf = 0.15
to represent a network environment in which enclave cleansing causes a signifi-
cant degradation of mission performance while patching causes smaller performance
degradation with respect to both downtime and dis-functionality. Both the mission
performance and cost component measures (Eqs. 6 and 3, respectively) also require
setting the steepness constant k to capture the increase in these measures as defender
cleansing/patching rates and the number of enclaves increase, respectively. For these
experiments, we select k = 1.0 for the mission performance measure, which char-
acterizes a nearly linear rise in mission degradation when cleansing and patching
rates are increased. For the cost measure, we select k = 6.0 with maximum number
of enclaves M = 25, which characterizes an exponential rise in cost as the number
of enclaves increases to the maximum. With this setting, there are small increases in
cost when the number of enclaves is less than 10 but quickly growing cost when the
number of enclaves is greater.

5.2 Search Parameters

As mentioned above, we aim to explore how varying the relative importance of
the three component objectives, security, cost, and mission performance, affect the
choice of segmentation architecture by the defender. We execute several experiments
in which the weights of Eq.7, w1, w2, and w3 are varied. We vary w1, the security
component measure weight, from [0,1] in increments of 0.1. For each value of w1,
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we explore all possible combinations of values for w2 (cost component measure
weight) andw3 (mission performance componentweight) at increments of 0.1 subject
to the constraint that w1 + w2 + w3 = 1.0. We thus execute 66 total experiments
overall with each experiment starting with the initial architecture given by Fig. 7 and
consisting of 50 iterations of the decision engine.

We constrain the search to explore architectures with at least three software ser-
vices allowing direct communication from a network enclave to the Internet. This
constraint is used to prevent the system from generating architectures that are dis-
connected from the Internet as we assume that most enterprise networks require
communication with external networks via the Internet. The output of each exper-
iment is the best architecture found, that is the one with the minimum value of
R(env, s) from Eq.7.

5.3 Results

Figure9 gives the results of the 66 experiments executed. Security andmission perfor-
mance weightings are plotted against the normalized fitness of the best architecture
found by the system where lower fitness values represent better solutions (i.e., less
risk) with respect to the weightings used.1 Note that the weightings for cost are
also varied as described above, but these weights are not plotted in the figure for
clarity, although they can easily be inferred from the weight values of the other two
component measures. In the figure, the surface of the result space is colored using a
spectrum from pink (higher combined risk) to turquoise (lower combined risk).

From Fig. 9, we see that better fitness outputs occur when the security weight
is 0.0 signifying scenarios in which all importance is placed on cost and/or mission
performance and no importance is given to security. This intuitively makes sense as it
is relatively easy to specify an architecture with minimal cost or minimal degradation
of mission performance if security is not a concern: simply do not partition the
network at all (reduces cost to itsminimumvalue) and/or reduce rates of cleansing and
patching (reduces degradation of mission performance). We also see that the worst
fitness output occurs when the security weight is 1.0, meaning that all importance is
placed on security and none is given to cost ormission performance. Thismakes sense
as well: as discussed in Sect. 1, the number of possible ways to partition a network
and restrict communications between enclaves grows exponentially with network
size and, thus, it is much more difficult to construct a partitioning that results in
minimal security risk.

The surface of the result space in Fig. 9 consists of several peaks and valleys in the
middle areas of the plot whereweightings for security, cost, andmission performance
are all greater than 0.0 and represent scenarios in which importance is given to all

1Normalized fitness is computed by R/Rworst where R is the fitness output of the experiment (Eq. 7)
and Rworst is the worst fitness (i.e., largest) outputted by any of the 66 experiments executed.
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Fig. 9 Experimental results for varying weightings of security, cost, and mission performance.
Security and mission performance weights are plotted against the normalized fitnesses of the best
architectures found by the decision system for each experiment (cost weights are not displayed for
clarity)

Fig. 10 Segmentation architecture generated by the system when cost weight is 1.0 and security
and mission performance weights are both 0.0

three objectives. This illustrates the inherent complexity of the tradeoffs between
security, cost, and mission performance and shows that different weightings given
to these objective measures can result in very different architectures.

Figures10, 11, 12 and 13 give graphical depictions of the best architectures out-
putted by the system in four of the 66 experiments. In the figures, the architecture
is represented as a graph in which each node represents an enclave. The topmost
node (labeled i0) represents the Internet and the other nodes represent the enclaves
of the network (labeled e1, e2, . . .). Lines connecting two nodes represent software
services that allow communication between enclaves or between an enclave and the
Internet. The enclaves are color-coded to represent their security with colors ranging
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Fig. 11 Segmentation architecture generated by the system when mission performance weight is
1.0 and security and cost weights are both 0.0

Fig. 12 Segmentation architecture generated by the system when security weight is 1.0 and cost
and mission performance weights are both 0.0

from red (very insecure) to green (secure). The Internet node is always red as that is
assumed to be compromised at all times. Also shown in the figures are the cleansing
and patching rates Δ−1

clean and Δ−1
patch, respectively, associated with the architecture.

Figures10 and11 show the best architectures outputted by the system when the
cost weight is 1.0 and when the mission performance weight is 1.0, respectively, and
represent scenarios in which all importance is placed on either cost or mission perfor-
mance and no importance is given to security. From the figures, these architectures
do not use any partitioning at all, that is the system chooses a single enclave in which
all network devices can communicate directly with all other devices. This follows as
partitioning does not offer any benefit to either cost or mission performance.

When the cost weight is 1.0 (Fig. 10), the cleansing and patching rates are
unchanged from their initial settings (1/365 and 1/30days, respectively). However,
when the mission performance weight is 1.0 (Fig. 11), the cleansing and patching
rates are reduced from their initial settings to 1/409 and 1/46days, respectively. This
also follows as the cost measure only considers the number of enclaves present
and does not consider rates of cleansing or patching while the mission performance
measure does consider these rates and, thus, reduce these rates to improve mission
performance. As expected, the security risk component measure (Eq.2) for both of
these architectures is high: 0.670 for the architecture of Fig. 10 and 0.810 for the
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Fig. 13 Segmentation
architecture generated by the
system when security weight
is 0.3, cost weight is 0.4, and
mission performance weight
is 0.3

architecture of Fig. 11. This means that for those architectures a network enclave is
compromised (i.e., penetrated by the attacker) an average of 67 and 81% of the time,
respectively.

Figure12 shows the best architecture generated by the system when the security
weight is 1.0, representing a scenario where all importance is given to security and no
importance is given to either cost ormission performance. Here, the system partitions
the network into 9 enclaves and increases the cleansing rate Δ−1

clean to 1/351days to
achieve a security risk component measure of 0.165, a significant improvement in
security compared to the architectures of Figs. 10 and11. As expected the cost and
mission performance component measures are not as good (i.e., higher) with cost
component measure of 0.016 (compared to 0.0 for the architecture of Fig. 10) and
mission performance degradation of 0.019 (compared to 0.013 for the architecture
of Fig. 11).

In Fig. 13, the best architecture generated when the security and mission per-
formance weights are each set to 0.3 and the cost weight is set to 0.4 is shown,
representing a scenario where roughly equal importance is given to all three objec-
tives. This architecture gives an interesting and nonintuitive solution to satisfy the
three objectives. It utilizes fewer enclaves than the architecture of Fig. 12 which
gives an improved cost component measure of 0.004. It also uses slower cleansing
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and patching rates to produce an improved mission performance degradation com-
ponent measure of 0.018. With fewer enclaves and slower cleansing and patching
rates, onemight expect the security risk component measure to be worse (i.e., higher)
but this is not the case. The architecture makes use of fewer total software services
and communication pathways that rely on depth to actually improve the security
risk component measure to 0.130 compared to the architecture generated when the
security weighting is 1.0 (which has a security risk component measure of 0.165).

Because of the nonzero cost and mission performance weightings, the system
is forced to explore alternative solutions beyond just increasing the total number
of enclaves or increasing cleansing/patching rates to improve security. Here, the
system uses depth to position some enclaves multiple hops away from the Internet.
This makes it more difficult for an attacker as she must wait for new vulnerabilities
to appear and utilize new exploits at each hop in order to spread to internal enclaves.

These results show that the system can construct segmentation architectures that
satisfy simple scenarios when only one objective is given importance as well as
complex scenarios when importance is placed on three different and conflicting
objectives. The system utilizes nature-inspired search to explore effective solutions
that are sometimes counterintuitive and, thus, can potentially generate architectures
that are better than the ones specified by human experts. These experiments were run
on a midrange business laptop (Dell Latitude E6540 with Intel Core i7 @ 2.80GHz
and 16.0GB RAM) and took approximately 3–5min to execute per experiment.
Because the system is automated, it can potentially be used in high-performance
computing environments to generate solution architectures for network environments
at larger scales (e.g., 102or103 enclaves).

6 Conclusion

This chapter presents a nature-inspired cybersecurity decision system that automat-
ically generates ns architectures optimized for three conflicting objectives, security,
cost, and mission performance. The system makes use of two algorithmic compo-
nents: nonlinear optimization and cyber riskmodeling and simulation. These compo-
nents work together iteratively to intelligently search the space of possible architec-
tures and hone in on effective architectures. The fully integrated, automated system
is implemented and demonstrated for a representative network environment under
cyberattack. Results show that the system can generate architectures that satisfy
both simple scenarios where only one objective is considered and complex scenarios
where multiple objectives must be considered. Furthermore, our experiments high-
light the system’s ability to explore new areas of the decision search space to discover
intelligent architectures that satisfy contrary objectives. Specifically, we show that
the system, when faced with increasing importance weightings for cost and mission
performance can find novel architectures that actually increase overall security as
well. This illustrates the system’s ability to find counterintuitive solutions that may
be better than solutions constructed by human experts.
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Future work is focused on testing the decision system in real or emulated network
environments to validate the effectiveness generated architectures. Further work will
consider alternative algorithms for the optimization component of the system such as
genetic algorithms, grammatical evolution, and/or memetic algorithms. Finally, we
plan to extend the decision system to solve new cybersecurity decision problems such
as optimal configuration of wireless sensor networks or software-defined perimeter
defense [1].
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Optimizing Resource Allocation
of Wireless Networks with Carrier
Aggregation Using Evolutionary
Programming

Marcus Vinícius Gonzaga Ferreira and Flávio Henrique Teles Vieira

Abstract In this chapter, we propose a resource allocation scheme for wireless
networks that aims to maximize the total data rate and attain certain Quality of
Service (QoS) parameters using an Evolutionary Programming (EP) heuristic. The
performance of the resource allocation algorithm is verified and compared to others in
the literature using computational simulations. In these simulations, we also consider
current and candidate techniques for next-generation networks such as f-OFDM
(filtered-Orthogonal Frequency Division Multiplexing) and carrier aggregation in
order to show that is possible to provide higher data rate in relation to 4G networks
and other algorithms in the literature.

1 Introduction

In the near future, different wireless technologies will connect billions of machines,
health monitors, self-driving cars, and countless other devices for which applications
have not yet even been conceived [23]. To attain these demands, drastic improvements
need to be made in cellular network architecture and the next-generation 5Gwireless
networks will have to expand capabilities of communications [15].

Globally, the cellular industry has converged to 3rdGeneration Partnership Project
(3GPP) Long-Term Evolution (LTE), including LTE-Advanced, as the common air
interface. A cellular operator that was previously fragmented among multiple air
interfaces now has one standard, resulting in huge economies of scale for infrastruc-
ture and user equipment. Thus, many researchers in the field propose that 5G will
become an extension of this communications platform [20, 23].
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Fig. 1 Total throughput using f-OFDM for 5, 15, 25, and 30 individuals considered in EP

With focus on technologies that aim to improve data transmission to support the
next-generationwireless networks, one of the topics covered in this work includes the
concept of carrier aggregation, anLTE-Advanced feature that operators are deploying
globally to provide higher data rate, better coverage, and lower latency [22]. This
chapter also considers the recently introducedwaveform framework, named f-OFDM
(filtered-Orthogonal Frequency Division Multiplexing), which can enable such a
spectrum slicing operation and allow for efficient coexistence of multiple sub-bands,
aiming to improve the spectrum utilization and enable flexible waveform [7, 26]. The
choice of f-OFDM technology is justified by the improvement of the system transfer
rate by 10% when using the guard bands of LTE networks, besides supporting the
asynchronous transmission of different users and being compatible with Multiple-
Input Multiple-Output (MIMO) [4].

There are several proposals for resource allocation in wireless systems [5, 9, 14,
17, 25]. In [25], an algorithm is proposed to allocate resource blocks in anLTE system
based on a Particle Swarm Optimization (PSO) algorithm, aiming to maximize the
total bit rate of the system. In [14], it is proposed an algorithm that aims to guarantee
the criterion of minimum rate required by user. In [9], it is proposed an algorithm
that aims to minimize the delay criterion. These allocation schemes, in addition to
others notmentioned here, have the samepurpose ofmaximizing the data rate through
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Fig. 2 Total throughput using OFDM and f-OFDM

heuristics focusing on several QoS parameters, such as delay, minimum transmission
rate, etc.

In this chapter, we propose a resource allocation scheme for wireless networks,
considering next-generation techniques, in order to attain the QoS parameter of min-
imum transmission rate. The resource allocation problem is solved by applying an
Evolutionary Programming (EP) heuristic. This chapter is divided as follows: First,
we present concepts regarding resource allocating problem and f-OFDM technique.
Further, the EP is applied in order to decide which resource blocks to be allocated
to each user, given a minimum rate requirement per user. The performance of the
proposed EP based allocation scheme is validated by simulations comparing with
other state-of-the-art algorithms. Finally, we present the final considerations.

2 System Model and Problem Formulation

Consider an Long-Term Evolution-Advanced (LTE-Advanced))-based cellular net-
work with a single evolved NodeB (eNB) consisting of N User Equipments (UEs))
as α � α1, α2, . . . , αN . Each user αn ∈ α may have a different Carrier Aggregation
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Fig. 3 Total throughput using f-OFDM

(CA) capability which is modeled as μ � {μn|μn ∈ {1, 2, 3, 4, 5}}1×N , where μn

represents the maximum number of Component Carriers (CCs) that αn ∈ α can sup-
port (for instance, if αn ∈ α is an LTE Release 8 user, μn � 1). All UEs in a given
Transmission Time Interval (TTI), compete for M nonoverlapping orthogonal CCs
as β � {β1, β2, . . . , βM} where each βm ∈ β has a different number of Resource
Blocks (RBs) and can be written as γ � {γm |γm ∈ {6, 15, 25, 50, 75, 100}}1×M,
where γm shows the number of RBs in a given βm [22].

Assume maximum supported Modulation and Coding Scheme-index (MCS-
index) of all UEs in different RBs is modeled as follows [22]:

K � {
km,p,n|km,p,n ∈ {0, 1, . . . , h}}MxPxN (1)

where km,p,n represents maximumMCS-index of αn on βm in pth RB; value of km,p,n

depends on channel quality ranges between 0 and h; value of h for the uplink is 22 and
for the downlink is 28 and P � max

[
γ
]
. We also define a resource block allocation

matrix as a binary matrix as follows [22]:

A � {
am,p,n|am,p,n ∈ {0, 1}}MxPxN (2)
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Fig. 4 Average throughput using f-OFDM

representing RB allocation map where am,p,n � 1 if and only if pth RB located in
βm is allocated to αn uniquely and am,p,n � 0 otherwise. The resource allocation
matrix Amust satisfy the interference constraint defined in (3), i.e., two or more UEs
cannot utilize same RB simultaneously.

N∑

n�1

am,p,n ≤ 1 f or 1 ≤ p ≤ P, 1 ≤ m ≤ M (3)

It is defined CC allocation matrix as a binary M × N matrix [22]

E �
⎧
⎨

⎩
em,n|em,n � 1 ↔

P∑

p�1

am,p,n ≥ 1

⎫
⎬

⎭
M×N

(4)

where em,n represents whether the βm is assigned to αn or not. To represent the
allocated MCS(s) to each αn for a given TTI, a user rewarded matrix is defined as
follows:

B � {
bm,n|bm,n ∈ {0, 1, . . . , h}}M×N

(5)
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where bm,n represents the allocated MCS-index for αn in βm for each TTI. In [3],
it is specified corresponding data rate of each MCS-index using table presentation.
In this work, to depict the relationship between MCS-index and the data rate, it is
used notation r � R(b)where R maps each MCS-index to a corresponding data rate
according to [3]; in other words, r is the achieved transmission rate for a UE on an RB
withMCS b. It is defined users’ data rate matrix as R � {

rm,n|rm,n � R
(
bm,n

)}
M×N

as aM × N matrix where rm,n represents the data rate per RB for αn on βm [22].
Furthermore, eNB is responsible for all admission-related procedures, resource

scheduling, and the link adaptation. After receiving Channel State Information (CSI)
from all UEs, a resource allocation map is constructed and the MCS-index is deter-
mined accurately by eNB and then sent to each UE through control channels [22].
According to the assigned MSC-index, modulation type and coding rate of each UE
in each assigned CC can be determined [3].

In this work, the scheduler is applied to maximize cell throughput while attending
minimum data rate required for each user. For nth UE, the optimization problem
is defined as the achievable throughput over tth TTI and can be calculated as (t is
positive integer number)

f (t) �
N∑

n�1

M∑

m�1

P∑

p�1

r (t)
m,n × a(t)

m,p,n (6)

where r (t)
m,n and a

(t)
m,p,n are rm,n and am,p,n in tth TTI, respectively, subject to

N∑

n�1

am,p,n ≤ 1, (7)

M∑

m�1

em,n ≤ μn, (8)

bm,n ≤ km,p,n (9)

rm,n ≥ rmin
m,n (10)

for 1 ≤ p ≤ P , 1 ≤ m ≤ M, and 1 ≤ n ≤ N . Expression (7) assures that each
RB in the network is assigned to a maximum of one UE. Expression (8) guarantees
that the number of assigned CC to each UE is less than its maximum aggregation
capability. Expression (9) ensures that the assigned MCS-index for each UE in each
CC is less than the maximum supported MCS-index in each of assigned RBs in its
corresponding CC. Expression (10) ensures that the scheduler attends the minimum
data rate required for each user.
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Fig. 5 Fairness index using f-OFDM

3 Filtered OFDM

To support the increased diversity of the future services to be provided by 5G net-
works, the system bandwidth is expected to be divided into several sub-bands, where
the frame structure and within each sub-band can be configured according to the
individual traffic type and the associated channel conditions [4, 26]. The recently
introduced waveform framework, named f-OFDM, can enable such a spectrum slic-
ing operation and allow efficient coexistence of multiple sub-bands [26, 28].

The main idea of f-OFDM is as follows. To reduce the interference between adja-
cent sub-bands, the baseband OFDM signal, or even other types of waveforms, of
each sub-band is filtered by a band-limited filter to suppress its out-of-band emission.
In this way, the interference from adjacent sub-bands can be restrained to a sufficient
level. In each sub-band, tailored structure including subcarrier spacing, cyclic prefix
(CP) length, and transmission time interval (TTI) can be configured to achieve the
design target associated with each type of service. For example, the structure for
the enhanced mobile broadband (eMBB) sub-band could aim for high spectrum effi-
ciency, while that for the ultra-reliability and low latency communication (uRLLC)
sub-band should target a low latencywith larger subcarrier spacing and shortTTI [26].
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Another advantage of f-OFDM is to support multi-user asynchronous transmis-
sion in the uplink. With per-UE (User Equipment) filtering to suppress the out-of-
band leakage, the interference between UEs becomes negligible. In LTE, the timing
advance (TA) signal sent to each UE by the base station (BS) brings large signaling
overhead, especially when a large number of users are present. By introducing per-
UE filtering to suppress the inter-UE interference, the UEs do not need to maintain
stringent synchronization with the BS (thus to exploit the orthogonally of OFDM),
and the TA signaling overhead can be reduced [4].

In LTE specifications, 10% of the system bandwidth is reserved as guard band
on a carrier basis, to meet the adjacent channel leakage ratio (ACLR) and spectrum
mask requirement [26]. By applying f-OFDM, the baseband OFDM signal can be
shaped with ultra-narrow transition region, and thus the guard band can be reutilized
to transmit useful signals, leading to enhanced spectrum utilization [28].

Although the filter length may go beyond the CP length and cause inter-symbol
interference (ISI), the ISI leakage to neighboring OFDM symbol is expected to be
negligible for the following reasons [26, 28]:

• Since the bandwidths of both the transmit and receipt filters are generally larger
than the subcarrier spacing, the main energy span of the end-to-end filter in time
domain is significantly smaller than the OFDM symbol length and depending on
the filter design can be made even smaller than the CP length;

• A well-designed filter has an almost flat frequency response over the entire sub-
band bandwidth at both transmit and receipt. Therefore, themajority of subcarriers
within the sub-band will not be impacted by transmit and receipt filtering and
thus will not experience observable time-domain spreading. It is the side lobe
suppression of only a few edge subcarriers that will cause a minor time-domain
spreading, which is much smaller than the CP length.

4 Evolutionary Programming

Evolutionary programming was first developed by Lawrence Fogel, which focused
on the use of an evolutionary process for the development of control systems using
finite state machine representations [10]. Further works considered the application
of evolutionary programming to control systems [24], function optimization, and
system identification [11–13, 21, 27].

Evolutionary programming is a global optimization algorithm and is an instance of
an evolutionary algorithm from the field of evolutionary computation, sibling of other
evolutionary algorithms such as genetic algorithm and learning classifier systems [8].
It is inspired by the theory of evolution by means of natural selection. A population
of a species reproduces, creating progeny with small phenotypical variation. The
progeny and the parents compete based on their suitability to the environment, where
the generallymore fitmembers constitute the subsequent generation and are provided
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Fig. 6 Processing time using f-OFDM

with the opportunity to reproduce themselves. This process repeats, improving the
adaptive fit between the species and the environment [8].

To describe the metaphor of the algorithm application, it is formulated a global
minimization problem which can be formalized as a pair (S, f ), where S ⊆ Rn is
a bounded set on Rn and f : S → R is an n-dimensional real-valued function. The
problem is to find a point xmin ∈ S such that f

(
xmin

)
is a global minimum on S.

More specifically, it is required to find an xmin ∈ S such that [27]

∀x ∈ S : f
(
xmin

) ≤ f (x) (11)

where f does not need to be continuous but it must be bounded. According to the
description of Bäck and Schwefel [6], the classical EP is implemented as described
in Algorithm 1.
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Algorithm 1: Classical Evolutionary Programming Algorithm [27]
1. Generate the initial population of μ individuals, and set k � 1. Each indi-

vidual is taken as a pair of real-valued vectors, (xi , ηi ),∀i ∈ {1, . . . , μ},
where xi ’s are objective variables and ηi ’s are standard deviations for Gaus-
sian mutations (also known as strategy parameters in self-adaptive evolu-
tionary algorithms).

2. Evaluate the fitness score for each individual (xi , ηi ),∀i ∈ {1, . . . , μ}, of
the population based on the objective function, f (xi ).

3. Each parent (xi , ηi ), i � 1, . . . ,↑ μ, creates a single offspring
(
x ′
i , η

′
i

)
by

for j � 1, . . . , n

x ′
i ( j) � xi ( j) + ηi ( j)Ni (0, 1) (12)

η′
i ( j) � ηi ( j) exp

(
τ ′N (0, 1) + τN j (0, 1)

)
(13)

where xi ( j), x ′
i ( j),ηi ( j), andη′

i ( j)denote the j th component of the vectors
xi , x ′

i , ηi , and η′
i , respectively. N (0, 1) denotes a normally distributed one-

dimensional random number with mean zero and standard deviation one.
N j (0, 1) indicates that the randomnumber is generated anew for each value

of j . The factors τ and τ ′ are commonly set to
(√

2
√
n
)−1

and
(√

2n
)−1

.

4. Calculate the fitness of each offspring
(
x ′
i , η

′
i

)
,∀i ∈ {1, . . . , μ}.

5. Conduct pairwise comparison over the union of parents (xi , ηi ) and off-
spring

(
x ′
i , η

′
i

)
,∀i ∈ {1, . . . , μ}. For each individual, q opponents are cho-

sen uniformly at random from all the parents and offspring. For each com-
parison, if the individual’s fitness is no smaller than the opponents’, it
receives a “win.”

6. Select the μ individuals out of (xi , ηi ) and
(
x ′
i , η

′
i

)
,∀i ∈ {1, . . . , μ}, that

have the most wins to be parents of the next generation.
7. Stop if the halting criterion is satisfied; otherwise, k � k+1 and go to Step 3.

5 Resource Allocation Algorithm Using Evolutionary
Programming

The optimization problem described in (6) can be solved using the classical EP by
making some considerations. The classical EP does not have constraints, so it is con-
sidered the minimum bandwidth constraint (10) as a penalty function, as described in
(14). The penalty function is related to the percentage of the minimum rate stipulated
to each user. When the minimum rates for all users are achieved, the penalty function
is zero, i.e., the constraint is attained.
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F �
N∑

n�1

f (t)
n −

[
max

(
rmin
m,n

)]2 N∑

n�1

[

min

(

0,
rm,n − rmin

m,n

rmin
m,n

)]2

(14)

The optimization in EP algorithm is carried out by evaluating the cost of each
solution through the objective function, as described in Algorithm 2. In this chapter,
the solution vector of the proposed problem represents an integer index vector of
resource blocks allocated to users. To implement such solution, we propose a round-
ing of values which represent individual (xi , ηi ) to the nearest integer.

The lowest costs arememorized andused in algorithm, in otherwords, the resource
blocks are allocated to users. If there are still available resource blocks, these are
allocated to users with better channel conditions.

Algorithm 2: Resource Allocation Algorithm Using Evolutionary
Programming
1. Receive network system parameters.
2. Initialize the algorithm parameters.
3. Evaluate the cost of each solution through the objective function (14) using

EP algorithm described in Algorithm 1.
4. Save the lowest cost and allocate the resource blocks according to it.
5. Allocate the remaining blocks for users with better channel conditions.
6. Calculate users bit rate.

6 Simulation Results

In this section, we present the simulation results of the resource block algorithm
carried out using software MATLAB® version R2015a.

Channel conditions for each user and RBs in terms of Signal-to-Interference-plus-
Noise-Ratio (SINR) were generated for each TTI according to parameters shown in
Table 1.

Simulations were carried out considering parameters for downlink scenario trans-
mission shown in Table 2.

Bit rate and MCS associated to SINR are defined with 4 bits CQI, as shown in
Table 3.

The EP and PSO algorithm simulations were performed with 15 and 30 individ-
uals, respectively, and 100 maximum iterations as stop criterion.

Simulations were performed comparing the results of the proposed EP algorithm
with the following resource allocation algorithms: PSO algorithm [25], QoS guaran-
teed algorithm [14], and delayminimization algorithm [9]. All the algorithms studied
were implemented using f-OFDM and carrier aggregation techniques.



38 M. V. G. Ferreira and F. H. T. Vieira

Table 1 Simulation parameters for channel modeling [19, 1, 2]

Multipath model Rayleigh

Multipath delay profile ETU (Extended Typical Urban)

Path loss model L � 128.1 + 37.6 log 10(R), R in kilometer

Lognormal shadowing Mean 0, standard deviation 10 dB

Distance between UE and eNB 1 km

White noise power density −174 dBm/Hz

Maximum eNB transmitter power 46 dBm

eNB antenna gain after cable loss 15 dBi

UE antenna gain 0 dBi

UE noise figure 9 dB

UE interfering margin 4 dB

UE speed 3 km/h

Table 2 Downlink simulation scenario

CA capability (number of resource blocks) [25, 50, 50, 100, 100]

Minimum rate required per user 0.768 Mbits/s

Subframe length 1 ms

Number of TTIs simulated 1000

Modulation scheme OFDM/f-OFDM

Table 3 CQI, modulation scheme and bit rate [18]

CQI Modulation Bit rate (1/1024) Information bits per
symbol

0 QPSK 0 0.00

1 QPSK 78 0.15

2 QPSK 120 0.23

3 QPSK 193 0.38

4 QPSK 308 0.60

5 QPSK 440 0.88

6 QPSK 602 1.18

7 16-QAM 378 1.48

8 16-QAM 490 1.91

9 16-QAM 616 2.41

10 64-QAM 466 2.73

11 64-QAM 567 3.32

12 64-QAM 666 3.90

13 64-QAM 772 4.52

14 64-QAM 873 5.12

15 64-QAM 948 5.55
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It was simulated scenarios for different numbers of individuals in the implemen-
tation of the EP, as shown in Fig. 1. It is verified that there is a low difference in
terms of total throughput when considered more than 15 individuals in simulation.
Therefore, from here the simulations were performed considering a fixed number of
15 individuals.

Figure 2 shows the comparative results of the EP algorithm using OFDM and
f-OFDM. It is verified that when using f-OFDM in the allocation algorithm, the
performance in terms of throughput improves considerably in relation to OFDM.

The proposed EP algorithm presents the highest values of total throughput in all
scenarios with different number of users considered in allocation, as can be seen in
Fig. 3. This result is explained by the fact that the proposed algorithm gives a higher
priority in resources allocation to users with better channel conditions, consequently
guaranteeing higher throughput. QoS guaranteed and min-delay algorithm presents
similar values, higher than PSO algorithm when considered more than 10 users.

Figure 4 shows that EP and PSO algorithm present similar values of average
throughput if it is considered less than 10 users. By considering more than 10 users,
the algorithm of this work presents similar values. The average throughput is cal-
culated through the simple mean of total throughput as a function of the number of
users considered in simulation.

In terms of fairness index [16], the QoS guaranteed and min-delay algorithms
present similar values, mostly the highest values. The EP algorithm presents the
lowest values, as can be seen in Fig. 5. The low performance of proposed algorithm
in terms of fairness is due to the fact that it provides higher allocation priority to
users with better channel conditions.

Figure 6 presents the processing time (in milliseconds) of simulation, consid-
ering that simulations were performed using a microcomputer with the following
configuration: Processor Intel Core IR-3570 3.40 GHz, 8 Gb RAM, HD SATA III
7200 RPM, Windows 10 64 bits. The QoS guaranteed and min-delay algorithms
present the lowest values of processing time. This fact was expected, since EP and
PSO algorithms are heuristics that aim to maximize throughput, at the expense of
increasing complexity. The proposed EP algorithm reaches considerably lower val-
ues when compared to the PSO algorithm, due to the reduced number of individuals
considered, 15, while PSO algorithm considers 30 individuals.

7 Conclusion

We propose in this chapter a scheme of resource block allocation for next-generation
wireless systems. For this, we propose to apply Evolutionary Programming to solve
the resource allocation problem, defined as themaximization of system total through-
put subject to the minimum transmission rate required for each user.

The results presented in the simulations show that when using f-OFDM in the
allocation scheme, the performance of the proposed algorithm in terms of throughput
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is considerably improved in relation to OFDM. The values presented are on average
10% higher.

Simulation results show that the proposed EP algorithm outperforms the PSO,
QoS guaranteed, and min-delay algorithms in terms of total and average throughput,
considering all scenarios with different number of users, at the expense of increased
processing time and low fairness index. This fact is justified by the characteristic of
the proposed algorithm to provide higher resources allocation priority to users with
better channel conditions. It is important to observe that the proposed EP algorithm
presents better results in general than PSO algorithm, even considering half the
number of individuals in the optimization.
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Artificial Feeding Birds (AFB): A New
Metaheuristic Inspired by the Behavior
of Pigeons

Jean-Baptiste Lamy

Abstract Many optimization algorithms and metaheuristics have been inspired by
nature. These algorithms often permit solving a wide range of optimization prob-
lems. Most of them were inspired by exceptional or extraordinary animal behaviors.
On the contrary, in this chapter, we present Artificial Feeding Birds (AFB), a new
metaheuristic inspired by the very trivial behavior of birds searching for food. AFB
is very simple, yet efficient, and can be easily adapted to various optimization prob-
lems. We present application to unconstrained global nonlinear optimization, with
several benchmark functions and the training of Artificial Neural Networks (ANN),
and to the resolution of ordering combinatorial optimization problems, with two ex-
amples: the traveling salesman problem and the optimization of rainbow boxes (a
recent visualization technique for overlapping sets). We compare the results with
those produced with Artificial Bee Colony (ABC), Firefly Algorithm (FA), Genetic
Algorithm (GA), and Ant Colony Optimization (ACO), showing that AFB gives re-
sults equivalent or better than the other metaheuristics. Finally, we discuss the choice
of inspiration sources from nature, before concluding.

1 Introduction

Many algorithms have been inspired by nature. Two well-known examples are Arti-
ficial Neural Networks (ANN) [1] and Genetic Algorithms (GA) [5]. More recently,
researchers inspired themselves from the behavior of animals for inventing new op-
timization algorithms: social organization of insects [3] like ants [6] and honey bees
[9], cohesion within a swarm in flight [18], communication by light between fireflies
[22], parasitic behavior of cuckoo [24], ability of pigeons to orientate themselves spa-
tially according to the sun position and the North pole direction [7]. These algorithms
typically rely on swarm intelligence, i.e., they consider a population of agents that
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interact between themselves and with their environment [8]. These agents are very
simple but they can achieve complex tasks together, and in particular they can solve
optimization problems [2]. These algorithms are called metaheuristics when they
provide a top-level strategy that can be used to guide a low-level heuristic search
strategy [16, 21]. Consequently, a metaheuristic is not specific to a given type of
problem; it can solve very different problems, depending on the chosen low-level
search strategy.

Most of the metaheuristics were actually inspired by exceptional or extraordinary
animal behaviors. For instance, the ability of fireflies to emit light is exceptional: only
a few animal species are able to emit light. Even the social organization of insects is
quite rare:many species do not organize themselves in huge colonies (even not all bee
species). However, from an evolutionary point of view, the most efficient behaviors
lead to a higher chance of survival and thus, they are expected to be observed more
frequently. Consequently, we might regard exceptional behaviors as poorly efficient
ones (in terms of performances or capability of adaptation), and common behaviors
as more efficient.

In this chapter, we propose Artificial Feeding Birds (AFB), a new metaheuristic
that follows a different kind of inspiration: it has been inspired by a very trivial and
common behavior that we observed on birds like pigeons, when they are searching
for food on sidewalks or in a garden. Our hypothesis is that, if pigeons are so com-
mon, it is because their food search strategy is efficient, and thus it is an interesting
inspiration source for algorithms. AFB presents several advantages: (1) the meta-
heuristic is very simple, (2) it provides good results, and (3) it is easy to adapt to
new optimization problems, and in particular it makes no assumption on the solution
space and does not require the computation of distances between solutions. Here, we
will show the adaptability of AFB by applying it to unconstrained global nonlinear
optimization, including the training of ANN, and to the resolution of ordering opti-
mization problems, with two examples: the Traveling Salesman Problem (TSP) and
the optimization of rainbowboxes [14]. Rainbowboxes are a recent information visu-
alization technique for overlapping set that requires to solve a complex optimization
problem.

The rest of the chapter is organized as follows. Section2 presents a brief state of
the art of nature-inspired optimization algorithms. Section3 describes the behavior
that we observed on pigeons and other birds searching for food. Section4 presents the
metaheuristic algorithm, and its adaptation to two problems: unconstrained global
nonlinear optimization and ordering optimization. Section5 presents various experi-
ments performed for determining parameters values, and for testing AFB on several
benchmark functions, on TSP and on rainbow boxes optimization, and comparing
AFB with other metaheuristics. Finally, Sect. 6 discusses the main results, the differ-
ences between AFB and other metaheuristics, and gives some perspectives.
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2 Related Works

Many optimization algorithms have been inspired by nature [23]. Many of them
are based on the social behavior of insects [3] and their ability to communicate
through chemical substances, moves or light. An example is the behavior of ants,
which inspired Ant Colony Optimization (ACO) [6]. Ants explore their environment
for searching food and they leave a track behind them using chemical substances
named pheromones. These pheromones are then considered by other ants as signals
indicating them the directions to follow or not to follow. Fireflies’ behavior and
their use of light to attract sexual mates also inspired an algorithm [22]. The Firefly
Algorithm (FA) has been used subsequently for training ANN [4].

The Artificial Bee Colony (ABC) algorithm [9] has been inspired by the commu-
nication between bees through their waggle dances when they are searching nectar.
When a bee has found an interesting food source, she goes back to the hives and per-
forms the waggle dance to “recruit” other bees for bringing them to the food source.
ABC considers three types of bee: workers, onlookers, and scouts. Each worker is
associated with a food source, whose position corresponds to a solution of the opti-
mization problem. Better solutions correspond to richer source food. On each cycle,
each worker tries to improve her solution by trying a nearby solution, and keep this
new solution if it is better than the current one. Then, she communicates to onlookers
the quality of her solution. Onlookers obtain this information from workers; on each
cycle, each onlooker chooses a worker to help, the choice is random but with a higher
probability to choose the workers with better solutions. Then, the onlooker tries to
improve the solution, in a way similar to the worker. When a solution cannot be
improved after a fixed number of trials, it is abandoned and the scout bee is in charge
of finding a new random food source for the worker. The ABC metaheuristic has
been adapted to unconstrained global nonlinear optimization [9], the optimization of
constrained problems [10], the training of ANN [11], and clustering [12].

Particle Swarm Optimization (PSO) is a technique inspired by the behavior of
animals that move in a swarm (flying insects or birds, fishes) [18]. In the swarm, the
move performed by each individual at a given time depends on the position of the
other individuals and of the quality of the solutions associated with their positions.
FA can also be seen as an improvement of PSO.

More recently, several bird-inspired algorithms were published. XSYang et al. in-
spired themselves from the parasitic behavior of cuckoo [24]. H Duan et al. proposed
an algorithm inspired by pigeons and their ability to orientate themselves spatially
according to the sun position and the North pole direction [7]. The algorithm has
been used for air robot path planning.
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Fig. 1 The four types of move observed on birds when they are searching for food

3 Behaviors Observed on Birds

Our observations were carried initially on pigeons, and then in groupsmixing various
types of birds feeding at the same place. Pigeons are very common birds in European
towns, and they are easy to observe. They feed by pecking seeds or crumbs of food
on the ground. When no food is in reach, they explore their environment, using the
two modes of movement at their disposal: walking and flying.

We observed that a pigeon performs four types of move when searching for food
(Fig. 1): (1) walking to a new position close to his current position (because they
walk slowly), (2) flying and landing at an arbitrary semi-random position, (3) flying
and returning to a memorized position rich in food (such as a picnic area), and (4)
flying and landing close to another pigeon. Typically, a pigeon walks for searching
food (one or several move 1). After a while, if no food is found, he flies and goes to
a random place (move 2), to a memorized position (move 3) or join another pigeon
(move 4). Then, he begins to walk again (move 1), and so on.

This simple behavior optimizes the food search. Move 1 (walk) allows a local
search. This is meaningful because there is a high probability to find food close
to a position where food has already been found (e.g., if crumbs of a sandwich are
present somewhere, it is probable to find other crumbs of the same sandwich nearby).
Move 2 (fly to random position) allows the random exploration of space. Move 3
(return to a memorized position) allows retrieving food, or continuing to look for it
in the surroundings. Move 4 (join another bird) allows benefit from the food that the
other bird might have found. This leads to big groups of pigeons when an important
quantity of food is available in a given place.

These observations were carried on pigeons; however, many other birds present
a similar behavior, including sparrows and gooses. When several species of birds
are mixed together and feed at the same place, we observed that the size of the bird
has an impact on move 4 (join another bird): a big bird can join a smaller one. On
the contrary, a small bird is frightened by bigger ones and does not join them. We
observed this behavior in population mixing gooses and pigeons.
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4 Translation in Algorithms

4.1 Metaheuristic

We designed a metaheuristic inspired by the bird feeding behavior. We consider a
multi-agent system, each agent being an artificial bird. The position of each bird
corresponds to a candidate solution for the optimization problem. Each bird also
keeps inmemory the best position he found, i.e., the one corresponding to the solution
that minimizes the best the cost function. When the current position of a bird is
better than the memorized position, the current position is memorized and the bird
is considered to “have fed.”

The metaheuristic performs several cycles. In each cycle, each bird performs one
of the four moves described previously. For a given bird, the next move is determined
as follows: if the bird has flown in the previous cycle, he walks. If the bird has eaten in
the previous cycle, he walks. Otherwise, one of the four moves is randomly chosen,
with different probabilities associated with each move. In addition, we considered
two sizes of birds: small and big ones. Only big birds can perform move 4 and join
another (small or big) bird. While this rule does not exactly match our observation,
it efficiently avoids that all birds get stuck in a local minimum.

Twomoves (3 and 4) are generic and independent from the optimization problem.
On the contrary, the two othermoves (1 and 2, i.e., walk and randomfly) are problem-
dependent. Therefore, we can define an optimization problem as a triplet of three
functions (cost, fly,walk), as follows:

• cost : A → R, the cost function to minimize, where A is the admissible set of
solutions for the cost function,

• fly : φ → A, a function that returns a random position,
• walk : N → A, a function that returns a random position close to the current po-
sition of the bird indicated by the given integer index.
The metaheuristic takes five parameters:

• n, the number of artificial birds,
• r, the ratio of small birds in the total bird population (the other being big birds),
• p2, the probability that a bird chooses move 2,
• p3, the probability that a bird chooses move 3, and
• p4, the probability that a bird chooses move 4.
The probability for move 1 is thus p1 = 1 − p2 − p3 − p4.
The metaheuristic defines six per-bird variables, 1 ≤ i ≤ n:

• xi ∈ A, the current position of bird i,
• fi ∈ R, the value of the cost function for xi,
• Xi ∈ A, the best position found and memorized by bird i,
• Fi ∈ R, the value of the cost function for Xi,
• si ∈ {0, 1}, the size of bird i (0 is a small bird, e.g., a pigeon, and 1 a big bird, e.g.,
a goose), and
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Algorithm 1 The AFB metaheuristic in pseudocode.
For 1 ≤ i ≤ n:

xi = Xi = fly()
fi = Fi = cost(xi)
mi = 2
si = 0 if i ≤ r × n, 1 otherwise

Repeat:
For 1 ≤ i ≤ n:

If mi ∈ {2, 3, 4} or fi = Fi:
p = 1

Else, if si = 0:
p = random real number between p4 and 1

Else:
p = random real number between 0 and 1

If p ≥ p2 + p3 + p4:
mi = 1
xi = walk(i)
fi = cost(xi)

Else, if p ≥ p3 + p4:
mi = 2
xi = fly()
fi = cost(xi)

Else, if p ≥ p4:
mi = 3
xi = Xi
fi = Fi

Else:
mi = 4
j = random integer number between 1 and n, j �= i
xi = xj
fi = fj

If fi ≤ Fi:
Xi = xi
Fi = fi

Check stopping condition

The best solution found is Xk , with 1 ≤ k ≤ n such as Fk = min({Fi | 1 ≤ i ≤ n})

• mi ∈ {1, 2, 3, 4}, the type of move performed by bird i at the previous cycle (1
walk, 2 fly to a random position, 3 fly to the memorized position, 4 fly to the
position of another bird).

Algorithm 1 shows the metaheuristic. It initializes the variables, runs cycles, and
finally determines the best solution found. During initialization, the position xi of
each bird is randomly defined using the fly() function, the current cost fi is computed,
and mi is set to 2 (because the random initialization is comparable to move 2).

In each cycle, for each bird i, the algorithm chooses one of the four possiblemoves
using the previously described rules, updates mi with the chosen move, performs the
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Algorithm 2 fly() and walk() functions for optimization problems in Rd .
Function fly():

x′ ∈ R
d

For 1 ≤ k ≤ d :
x′
k = random real number between xmin and xmax

Return x′

Function walk(i):
x′ ∈ R

d , x′
k = xik for 1 ≤ k ≤ d

j = random integer number between 1 and n, j �= i
k = random integer number between 1 and d
Δ = ∣

∣xik − xjk
∣
∣

if Δ = 0: Δ = 0.001
r = random real number between -1 and 1
x′
k = x′

k + r × Δ

If x′
k < xmin: x′

k = xmin
Else, if x′

k > xmax: x′
k = xmax

Return x′

move, and updates the best position if needed.Moves 1 and 2 call thewalk() and fly()
functions, respectively, and then the cost() function. Moves 3 and 4 move the bird to
the best memorized position or to the position of another random bird, respectively.
These two moves do not test a new solution and thus do not require to call the cost()
function.

If the current cost fi is lower or equal to the best memorized cost Fi, then the
current position and cost are memorized. The condition “lower or equal” allows the
modification of the memorized position in order to keep a solution that is not better
than the previous one, but different; this potentially increases the diversity of the
solutions memorized by the population of birds.

Finally, it is necessary to include a stopping condition in the algorithm.We suggest
stopping the algorithm after a predefined number of solutions have been tested (i.e.,
to limit the number of calls to the cost() function). As our metaheuristic does not
test a new solution for each bird in each cycle, this stopping condition allows a fair
comparison with other optimization algorithms that test more solutions per cycle.

At the end of the process, the best solution found is the best position memorized
by the birds.

The walk() and fly() functions depend on the optimization problems. fly() returns
a random solution, and walk() a new solution close to one of the given birds. Simple
walk() functions just modify the bird position. More sophisticated walk() functions
(as the two presented below) first evaluate the local density of birds at the given bird’s
position. The local density is roughly estimated by Δ, a partial distance computed
between the walking bird and another bird chosen randomly. Then, walk() modifies
the solution of the bird by performing a move (or a change) that is proportional toΔ.
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4.2 Adaptation to Unconstrained Global Nonlinear
Optimization

In this section, we apply the AFB metaheuristic to the global optimization of a real
function with d parameters, i.e., A = R

d . The solutions are points in a space with d
dimensions, whose coordinates are between xmin and xmax.

Algorithm 2 describes the fly() and walk() functions we propose for global non-
linear optimization. The fly() function simply returns a random position. The walk()
function modifies a randomly chosen coordinate k of the current bird position xi.
The modification has a maximum amplitude which is Δ, the absolute value of the
difference between coordinates xik and xjk , where j is another randomly chosen bird
index. This allows smaller amplitudes when birds are closer. This is a similar lo-
cal search heuristic than the one proposed in the ABC algorithm [9]; however, our
metaheuristic differs.

4.3 Adaptation to Ordering Optimization

In this section, we apply the AFB metaheuristic to ordering problems, i.e., problems
inwhich an optimal order of the elements of a setT must be found.Ordering problems
are a subcategory of combinatorial optimization problem. Algorithm 3 describes the
fly() and walk() functions we propose for solving ordering problems. Bird positions
xi are ordered sequences of the elements in T . The fly() function generates a random
order. Thewalk() function corresponds to a variant of the 2-opt local search heuristic
[17], in which the sequence is opened at two points, and reconnected after reversing
one of the two parts (e.g., if the sequence ABCDEF is split between B-C and E-F,
the resulting sequence is ABEDCF). We modified the heuristic in order to take into
account the local similarity of the bird’s position with the position of another random
bird j (Fig. 2). The similarity is (roughly) estimated by Δ, the number of elements in
xj between the element located in position k (the first opened edge) and the previous
element in xi. If no satisfying value can be found for Δ after 100 tries, a default
random value is used.

5 Experimentations

5.1 Implementation

The algorithms described in the previous section were implemented in the Python
language and executed with the PyPy2 interpreter (a version of Python integrating a
Just-In-Time (JIT) compiler). Other algorithms (ABC, FA, GA, and ACO) have also
been implemented in the same language, for comparison purpose.
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Fig. 2 Examples of themodified 2-opt local search heuristic on sequences of six elements,ABCDE-
F. Notice how the order of another random bird j affects the 2-opt for bird i (the schema shows the
results for two different birds j). Variable names (i, j, k, l, Δ, . . .) correspond to those in Algorithm
3

The AFB implementation in Python is available online under the GNU LGPL
Open Source license, including most of the examples of the chapter:

https://bitbucket.org/jibalamy/metaheuristic_optimizer

5.2 Benchmarks and Tests

For nonlinear optimization, we selected five functions frequently used in bench-
marks (Fig. 3): a five-dimensional sphere function, the Rosenbrock function, the
10-dimensional Rastrigin function, the Eggholder function (we added a constant to
this function, so as its global minimum is about 0, as for the other functions), and
the Himmelblau’s function.

https://bitbucket.org/jibalamy/metaheuristic_optimizer
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Fig. 3 The five benchmark functions for experimentation

In addition,we tested the trainingofANN,using the “Xor6”problem,which is also
commonly used for benchmarking [4]. It consists of an ANNwith two input neurons
I1 and I2, two hidden neuronsH1 andH2, and one output neuronO. Neurons have no
bias, and there are thus six coefficients to optimize: I1-H1, I1-H2, I2-H1, I2-H2, H1-
O, and H2-O. The four learning samples (I1, I2,O) are (0, 0, 0), (0, 1, 1), (1, 0, 1),
and (1, 1, 0); they correspond to a logical exclusive or. The cost function takes six
parameters corresponding to the six coefficients of the ANN, and returns the Mean
Squared Error (MSE). We tested the Xor6 problem with two activation functions:
sinus and sigmoid, leading to two functions to optimize: Xor6sin and Xor6sig , with
xmin = −100 and xmax = 100.

For ordering optimization, we tested two problems. The first one is the Traveling
Salesman Problem (TSP). It is a well-known optimization problem in which a trav-
eling salesman must visit a set T of towns and then return to his starting town. The
objective is to find the optimal order for visiting the towns, in order to minimize the
total distance of the trip. We used the FRI26 dataset, which includes 26 towns.

The second problem is the optimization of rainbowboxes. Rainbowboxes [13, 14]
are an information visualization technique that we recently proposed for overlapping
sets. We applied this technique for the visualization of drug properties [15]. Several
elements and sets are to be visualized, each element can belong to several sets, and
each set can contain several elements. In rainbow boxes, each element is represented
by a column, and each set by a rectangular box that covers the columns corresponding
to the elements belonging to the set (see example in Fig. 4). When these elements
are not presented in adjacent columns, holes are present in the box. The optimization
problem consists in finding the optimum column order to minimize the number
of holes. Therefore, the cost() function computes and returns the number of holes
produced by a given column order. We tested two previously presented rainbow
boxes datasets [13], amino acid and histones, and we generated two sets of 100
randomdatasets, the first with small datasets (20 elements, 8 sets, and 30membership
relations) and the second with larger ones (30 elements, 15 sets, and 60 membership
relations).
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Fig. 4 Example of rainbow boxes, corresponding to one of the small random datasets (“el” stands
for “element”). Here, after optimization, there are three holes, one in set four, and two in set five

5.3 Parameter Values

First, n was set to 20 semi-arbitrarily: this value gives good results and is used in
several other population-based algorithms, such as ABC. Similarly, r was set to 0.75
(corresponding to 15 small birds and 5 big ones).

Finally, for studying and determining the values of the parameters p2, p3, and
p4, we created two instances of the AFB metaheuristic, one in charge of optimiz-
ing the parameters of the other. Table1 shows the best parameter values found for
each benchmark function. Since each parameter p1−4 corresponds to one of the four
moves, we can see that some moves are not pertinent for optimizing some functions
(However, notice that p1 = 0 does not mean that the birds never walk, because they
always walk after landing or feeding; it just means that the bird never walk after an
unsuccessful walk move). However, additional tests showed that the values found for
p4 are overestimated in Table1: when optimizing parameter values, we computed the
mean of 20 runs for each set of parameter values, but there is still a certain variability
in the results. A high p4 value means that the AFB algorithm will focus more on the
best solutions found, and this possibly benefits more to better runs, which are those
selected during the optimization process.

The last line of Table1 shows the parameter values that we retained. These values
will be systematically used in the rest of the chapter.

5.4 Results on Unconstrained Global Nonlinear Optimization

We testedAFBon the optimization of the benchmark functions presented in Sect. 5.2,
andwe compared the resultswith those obtainedwithABCandFA.The stopping con-
dition was fixed to 40,000 tested solutions. For ABC, parameters were the following:
n = 20 (number of bees), limit = 100 (a food source is considered exhausted if it can-
not be improved after 100cycles). These values correspond to the conditions used by
Karaboga for theABCalgorithm: 2000cycles for 20 bees [9]. For FA,wewere unable
to find a set of parameter values that performedwell on all tests.Weused the following
values: n = 20 (number of fireflies), α = 0.022, αfade = 1.0, β = 0.442, γ = 3.413
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Table 1 The best values obtained for parameters p2, p3 and p4 for each test function, and the
retained values

p1 (walk) p2 (random fly) p3 (memory) p4 (join other)

Sphere() 0 0 0.64 0.36

Rosenbrock() 0.54 0.05 0.36 0.05

Rastrigin() 0 0 0.58 0.42

Eggholder() 0.37 0.01 0.31 0.31

Himmelblau() 0 0.20 0.66 0.14

Xor6sin() 0.06 0.09 0.52 0.33

Xor6sig() 0.20 0 0.51 0.29

Retained values 0.25 0.01 0.67 0.07

for Rosenbrock(), α = 0.268, αfade = 1.0, β = 0.128, γ = 9.807 for Eggholder(),
and α = 0.37, αfade = 0.98, β = 0.91, γ = 0 for others. These values were obtained
by running another optimization algorithm on the parameter values.

Table2 gives the results. For ABC, they are similar to the ones published [4, 9].
AFB gives the best results for all functions but Xor6sig() and Himmelblau(), but
for these two functions, AFB is close to the best results. Compared to ABC, AFB
performs much better for two functions, Rosenbrock() and Eggholder(). We explain
this difference as follows. In ABC, a single coordinate of the solution is modified,
and then a greedy selection is performed between the new solution and the previous
one. This implies that the solution can move only in a single axis, and the move
needs to improve the results to be conserved. But the Rosenbrock() function has a
narrow “valley” that requires diagonal moves. In AFB, walk moves also involve a
single coordinate; however, several walks can be performed before returning to the
best memorized position. This permits diagonal moves.

Finally, computation times were similar between AFB and ABC, but higher for
FA.

5.5 Results on Ordering Problems

We compared the results obtained with AFB with those obtained with GA and ACO.
The GA we implemented is the random-key algorithm proposed by Snyder et al.
[19] for generalized TSP. We tested the algorithm both with and without local opti-
mizations (2-opt and swap). We used two ACO algorithms: ACO-pants,1 a Python
ACO implementation for TSP with some TSP-specific optimizations, for TSP and
the MAX-MIN Ant System (MMAS) [20] for rainbow boxes optimization (without
any specific optimization).

1https://github.com/rhgrant10/Pants.

https://github.com/rhgrant10/Pants
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Algorithm 3 fly() and walk() functions for solving ordering problems.
Function fly():

x′ = sequence of the elements in T , in a random order
Return x′

Function walk(i):
Δ = 0
Repeat maximum 100 times:

j = random integer number between 1 and n, j �= i
k = random integer number between 1 and |T |
Δ′ = position of xik in xj − position of xi(k−1) in xj
If 1 < abs(Δ′) < |T | − 1:

Δ = Δ′
Break

If Δ = 0: Δ = random integer number between 2 and n − 1
l = (k + Δ) modulo |T |
If k > l: Swap k and l
x′ = clone of sequence xi
Reverse the order of elements between x′

k and x′
l

Return x′

Table 2 Comparison of the results obtained when minimizing various functions with AFB and
ABC. Results are the means over 250 runs, and the lower values are the best. (*) 0 results are
understood at double precision (which is 1e-323)

AFB ABC FA

Sphere() Result 5.07e-81 6.23e-17 2.36e-32

Std. deviation 2.88e-80 3.05e-17 1.62e-32

Time (ms) 15 15 310

Rosenbrock() Result 2.64e-05 8.73e-03 2.84e-03

Std. deviation 8.05e-05 1.40e-02 3.56e-02

Time (ms) 13 10 176

Rastrigin() Result 0 (*) 7.94e-15 95.04

Std. deviation 0 1.02e-13 113.30

Time (ms) 26 28 383

Eggholder() Result 0 (*) 0.48 11.3

Std. deviation 0 2.86 18.16

Time (ms) 17 17 185

Himmelblau() Result 6.00e-31 5.80e-17 2.46e-31
Std. deviation 3.37e-31 3.17e-17 4.04e-31

Time (ms) 11 11 156

Xor6sin() Result 1.24e-06 9.31e-06 1.34e-04

Std. deviation 2.78e-06 1.13e-05 8.39e-04

Time (ms) 37 39 337

Xor6sig() Result 4.40e-02 4.05e-02 1.26e-01

Std. deviation 3.77e-02 3.10e-02 1.75e-02

Time (ms) 41 39 49
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For TSP, the stopping condition was fixed to 40,000 tested solutions and we
performed 250 runs for each algorithm. The best possible tour has a distance of 937.
For rainbow boxes optimization, the stopping condition was fixed to 40,000 for large
random datasets, and to 10,000 for the others. We performed 250 runs for each of
the amino acid and histone datasets, and one run for each of the random datasets.
The best-known results are four for amino acids and six for histones. Table3 gives
the results. AFB performed better than other algorithms. For TSP, AFB yielded a
mean distance of 941.0. This represents a 0.43% error margin compared to the best
possible solution. ACO performed well on rainbow boxes small datasets, but poorly
on large ones.

Results obtained with GA for TSP are not on par with those published by Snyder
et al. [19]. Two reasons can explain that. First, the number of tested solutions was
much lower in our experiment and the GA needs to run longer, especially if local
optimizations are used because they performa lot of calls to the cost function. Second,
we did not implement the TSP-specific optimizations proposed by Snyder et al. (such
as considering the two tours ABCD and BCDA as identical), since we were targeting
ordering problems in general.

6 General Discussion

In this chapter, we presented Artificial Feeding Birds (AFB), a new metaheuristic,
inspired by the behavior of pigeons searching for food.We showed that AFBwas able
to solve various problems: unconstrained global nonlinear optimization, including
training of neural networks, traveling salesman problem, and rainbow boxes opti-
mization. We also showed that AFB competes well with ABC, FA, GA, and ACO
algorithms.

We focused on rapid tests and rather small datasets, because our short-term goal
is to optimize visualizations, such as rainbow boxes, and they often need to be
produced dynamically, on the fly. In particular for TSP, the results presented here
need to be confirmed on bigger datasets and with longer computation times. For
rainbow boxes optimization, we previously proposed a specific heuristic algorithm
[13, 14]; however, it was limited to 25 elements or less, due to computation time.
Here, we showed that AFB could be used up to 30 elements, and possibly even more.

Lones [16] identified severalmetaheuristic aspects that are shared bymany nature-
inspired optimization algorithms. The following ones are found in AFB:

(a) Neighborhood search consists of testing new solutions that are close (or simi-
lar) to the previously tested solution. In AFB, thewalk move performs a local search,
by producing a position that is close to the current position.

(b) variable neighborhood search is similar to neighborhood search, but considers
moves with variable steps, depending, e.g., on the position of other agents. In AFB,
the two walk() functions we proposed perform variable neighborhood search: the
step of the walk move is proportional toΔ, which depends on the position of another
bird.
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Table 3 Comparison of the results obtained on ordering problems. Lower values are the best

AFB GA GA+local
op

ACO

TSP (26 towns) Result 941.0 1082.0 983.3 968.21

Std.
deviation

7.1 66.2 36.1 13.6

Time (ms) 133 574 103 4203

Rainbow
boxes

Amino acid
dataset

Result 4.04 7.16 6.46 4.82

Std.
deviation

0.20 1.24 1.42 0.69

Time (ms) 205 219 263 648

Histone
dataset

Result 6 6.39 6.53 6.27

Std.
deviation

0 0.73 0.82 0.5

Time (ms) 550 512 557 623

Small
random
datasets

Result 3.85 5.39 4.92 3.87

Std.
deviation

1.08 1.16 1.25 1.02

Time (ms) 184 194 208 658

Large
random
datasets

Result 12.59 16.63 15.59 21.21

Std.
deviation

1.90 1.94 1.58 1.53

Time (ms) 1052 3496 4528 61523

(c) hill climbing consists of trying to improve a given solution incrementally. If
the new solution is better than the previous one, it is kept. Otherwise, it is discarded
and the previous solution is kept. In AFB, when awalkmove leads to a better solution
than the one memorized by a bird, a second walk is systematically performed in the
next cycle.

(d) accepting negative moves consists of keeping a new solution that is worse
than the previous one; it is somehow the opposite of hill climbing. In AFB, when a
walk move does not lead to a better solution, a second walk is still possible, but not
systematic.

(e) population-based search consists of considering multiple agents. AFB con-
siders a population of artificial birds, each bird having its own position and memory.

In particular, when using specific parameter values, AFB performs like well-
known algorithm. If p1 = 1 and p2 = p3 = p4 = 0, AFB performs a random walk.
If p3 = 1 and p1 = p2 = p4 = 0, AFB performs like a hill climbing algorithm.
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AFB presents some similarities with ABC. In both algorithms, agents perform
the four following tasks: random exploration of the solution space, local search,
reversion to the best solution found so far, and concentration of several agents on
the most promising solutions. In AFB, these tasks correspond to the four moves of
the birds: move 2 allows random exploration, move 1 local search, move 3 reversion
to the best solution, and move 4 allows a bird to “join his force” with another bird
and eventually to adopt his best solution. In ABC, these tasks are associated with
the three types of bee. Scouts are in charge of the random exploration, workers of
local search with reversion to the best position found in case of failure, and onlookers
allow concentratingmore agents on the best solutions. However, there is an important
difference between ABC and AFB: in ABC, local search and reversion to the best
position are grouped in the worker behavior, while in AFB, we separated them in
two distinct moves (1 and 3). This separation allows accepting negative moves (i.e.,
“diagonal moves” in nonlinear optimization), and we have seen in Sect. 5.4 that it
improved the results for some benchmark functions. While our walk() function for
global nonlinear optimization was inspired by ABC, our metaheuristic differs, and
hence the difference observed in the results.

The inspiration source of AFB is particular at two levels. First, in Sect. 2, we no-
ticed that most inspiration sources were exceptional or extraordinary animal behav-
iors, such as light emission. Here, on the contrary, we successfully inspired ourselves
from a very trivial behavior: birds searching for food. From an evolutionary point of
view, the most efficient behaviors lead to a higher chance of survival and thus, they
are expected to be encountered more frequently. Consequently, it should be more
interesting to inspire ourselves from very common behaviors, widely spread over
many species, rather than exceptional behaviors. However, this hypothesis needs
additional verification.

Second, most inspiration sources include communication between animals, using
chemical signs (ants), dances (bees), or light (fireflies). On the contrary, we did not
observe communicationwhen pigeons are feeding; their behavior seemed to us rather
“individualistic”. For example, when a pigeon finds some food, he does not seem
to call other pigeons. When a pigeon joins another one, it is not following a call,
but rather following a simple observation (“another bird is there, he seems to feed,
let’s get closer!”). In consequence, in AFB, observation replaces communication. In
Algorithm 1, each agent accesses only his own information and variables, as well
as the position of other agents, which can be obtained through simple observation.
On the contrary, an agent never accesses to the best position found by another agent.
Surprisingly, when we modified the metaheuristic by adding communication of the
best position, i.e., changing move 4 so as it moves the bird on the best position found
by another bird (xi = Xj and fi = Fj) rather than his current position, the results did
not improve significantly (and they were even poorer for Rosenbrock()).

The first strength of AFB is its extreme simplicity. Nature-inspired algorithms are
often surprisingly simple, with regards to their performance [23]. This is especially
true for AFB: the metaheuristic (Algorithm 1) is very simple and, in particular, does
not need complex computations, contrary to many other algorithms (e.g., ABC has
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a complex formula for computing the probability of onlooker bees to choose a given
food source).

The second strength of AFB is its generic nature. It can be run on any optimization
problem that can be defined by a (cost, fly,walk) triplet of functions, and we have
shown that it performswell on very different kinds of problems. In the presentation of
our algorithms, we clearly separated the AFBmetaheuristic from its adaptation to the
two problems (global nonlinear optimization and ordering problems). This separation
greatly facilitates the adaptation to new problems, since one only has to define the two
functions fly() and walk(). Usually, in other metaheuristics, the separation between
the problem-specific and the problem-independent part of the algorithm is not so
clear. Furthermore, AFB makes no assumption about the optimization problem and
the solution space, and in particular, it does not require to compute distance between
solutions. Distance computation is not trivial in some problems, such as TSP, in terms
of computation method and computation time. Finally, AFB is rather insensitive to
parameter values, since we used the same default values across all our experiments.
This allows to use themetaheuristicwithout having to tune the algorithm for a specific
problem.

Perspectives of this work include the adaptation of the AFBmetaheuristic to other
optimization problems, such as clustering, and its use in real-life applications. AFB
could also be improved, for example, by adding additional moves, possibly inspired
by other metaheuristics. Finally, the extreme simplicity of AFB could also make it
interesting for educational purpose.
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Application of Nature—Inspired
Algorithms in Medical Image Processing

S. Kanimozhi Suguna, R. Ranganathan, J. Sangeetha, Smita Shandilya
and Shishir Kumar Shandilya

Abstract Medical image processing plays an indispensable role in our day-to-day
life, as every individual is dependent on it in some of the other aspects. The depen-
dency is quite essential and acts as stepping stone to further advanced applications and
scientific endeavors. To achieve better and efficient results the process itself is carried
out in multiple phases. For performing segmentation and classification on medical
images, in this chapter among the myriad options available in the advanced scien-
tific and technological field, nature-inspired algorithms such as Lion Optimization
Algorithm (LOA) and Monkey Search Optimization Algorithm (MSO) is utilized.
This chapter concludes with results and discussions of the optimization algorithms,
along with a futuristic scope of the algorithm in the medical processing field.

Keywords Lion optimization algorithm · Monkey search optimization algorithm
Medical image processing

1 Introduction

The world is unraveling around medical data which has become a sine qua non for
human existence. Though the primary means of medical imaging is life-saving and
extending the human life expectancy, the medical data processing in an efficient way
aids in better understanding of the problem. Since the number of personals utilizing
the medical images has increased manifolds; it has prompted the need for effective
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implementation of nature-inspired algorithms [6–8, 15–17, 25, 38] for unambiguous
definite results.

Multiple domains such as image processing, data mining, networking, navigation,
etc., are exploited by nature inspired algorithms. Many optimization techniques are
discussed in [1, 9, 14, 19, 21–24, 28, 32, 39–41, 57, 58, 60, 68, 75, 79]. This arti-
cle focuses on the discussion of two such nature-inspired optimization algorithms
namely, Lion Optimization Algorithm (LOA) and Monkey Search Optimization
Algorithm (MSO) .Most of the nature-inspired algorithms focus on twomajor behav-
ioral aspects of the specimen (i.e., inspirer): mating and food gathering.Mating refers
to the process performed by the specimen to create the next generation, while food
gathering refers to acquiring foods for survival and reproduction. The specimen fol-
lows ‘survival of the fittest,’ guarantying of the survival. Hence, this chapter will
discuss the process regarding the search for food in chosen algorithms. Extension of
this concept in medical image processing can improve accuracy and decrease error
rates regarding misclassification of images.

1.1 Overview of the Breast and the Breast Cancer

Breast Cancer is the second leading cancer next to Cervical Cancer [49]. Breast
cancer is a type of cancer originating from breast tissue; most commonly form the
inner lining of milk ducts or the lobules that supply the ducts with milk. There are
two types of breast cancer tumors. The terms cancer and tumor are not synonyms
to each other, but they have the close relation to each other. A mass of abnormal
tissue is called a tumor. There are two types of breast cancer tumors. They are benign
(non-cancerous) and malignant (cancerous) [88].

Benign is a condition in which though the cells are identified [4] with the tumor, it
will not spread to the neighboring cells and responds well to the medical treatment.
Malignant is a tumor state in which the cells will spread and affect the adjacent cells
which further extends to different body parts [89]. These malignant tumors may or
may not respond to the medical treatment and often recurs after removal. Breast
cancer is a type of cancer originating from breast tissue; most commonly form the
inner lining of milk ducts or the lobules that supply the ducts with milk [27]. Figure 1
shows The Breast: cross-section scheme of the mammary gland.

The exocrine gland in the breast associates, the degree of a non-uniform anatomic
structure composed of layers of various varieties of tissue; among those predomi-
nantly two varieties are fatty tissue and glandular tissue, which affects the lactation
functions of the breasts. Figure 2a represents the mammogram image used in this
chapter. Features of breast anatomy considered in this research are depicted in the
following Fig. 2b.

To make better study and performance in the medical images implement image
processing techniques by considering more tissue regions. Among the four views
of mammography procedure, MLO view is preferred in this research. Hence, mam-
mogram images are chosen from Mini Mammographic Database from Mammo-
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1. Chest wall
2. Pectoralis muscles
3. Lobules
4. Nipple
5. Areola
6. Milk Duct
7. Fatty tissue
8. Skin

Fig. 1 The breast: cross—section scheme of the mammary gland

(a) Original Image (b) Image with Breast Regions

Fig. 2 Mammogram image

graphic Image Analysis Society (MIAS) for this research. MIAS Mini Mammo-
graphic Database is the first MIAS (digitized at 50-micron pixel edge) [54] database
which is decreased to 200-micron pixel edge and cut/cushioned with the goal that
each picture is 1024 pixels×1024 pixels [91]. Figure 2b represents different regions
in the mammogram image. The background region includes labels and other marks
having the details of the patient is name or number and some additional information.
While performing the scanning process, the pectoral muscle region is also scanned
and is highly complicated to avoid it. Remove these two regions before segmenting
the region of interest (ROI), as the pixel properties of these regions will be similar to
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that of the ROI, because of which there might be increased misclassification of the
mammogram image.

The background tissue in the breast includes normal breast tissues, abnormal
tissues, and nipple region. The normal background of breast tissue can be of three
different characteristics such as fatty, fatty-glandular and dense-glandular. The sever-
ity of abnormality in this database is benign and malignant, whereas the classes of
abnormalities in the database are: calcification, well-defined/circumscribed masses,
spiculated masses, ill-defined masses, architectural distortions, asymmetry and nor-
mal [3]. Among all the classes of abnormalities, in this chapter they are grouped as
normal and abnormal mammogram.

1.2 Different Modalities and Views of Mammogram
Images—An Outline

Medical imaging is a technique, method, and art of making visual presentations of
the inside of the body for the clinical analysis and medical intervention.Women have
the highest possibility of breast cancer. Some of the modalities used in scanning the
breast are Digital Mammography, Ultrasonography, Magnetic Resonance Imaging
(MRI).

The result of the mammography process is Mammogram, and there are two types:
Screening and Diagnostic Mammogram. Screening is performed to identify breast
cancer when the patient does not have any symptom of it whereas in the latter method
either abnormality is identified in screening or when women face some physiological
problem such as nipple discharge, breast pain and so on. This method also helps in
examining the nearby tissues which are affected by cancerous cells and hence it is
most preferred than others.

The image observed by mammography can be of different views [29], and it
is as in the Fig. 3. The direction of scanning is as in the Fig. 3a and the successive
images Fig. 3b–e represents theMediolateralOblique (MLO),Cranio—Caudal (CC),
Medio—Lateral (ML) and Latero—Medial (LM) views of the breast respectively
[87]. The reason for choosing MLO is more breast tissue obtained from the upper
outer quadrant of the breast and the axilla (armpit). In this MLO view, the pectoral
muscle should be pictured obliquely from the top down to the nipple position and
furthermore down. Besides these regions, the breast muscle should be curve or bulge
outwards, nipple should be depicted and a small stomach fold must be visible [87].
Observing the whole of the breast region aids in the visibility of these regions.

Modalities are implemented for breast cancer screeningwhereas image file format
is the standardized means of organizing and storing digital images. The images
of Lossless compression such as JPEG, PNG, etc., are preferred over the Lossy
compressed image since it preserves the representation of the original uncompressed
image than the latter.
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(b) MLO (c) CC

(d) ML (e) LM

(a) Scanning Direction

Fig. 3 Different view of mammogram images
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1.3 Medical Images and Processes Involved in Digital Image
Processing

In the image received from any of themodalities, image processing techniques cannot
be applied directly to it. The image obtained from any of the modality will be in the
combination of electrical power and sensor material which is the transformation of
incoming energy into voltage. Digitize the output waveform before implementing
any of the steps in the medical image. To convert the continuous image into the
digital form, sampling the function based on both the coordinates and in amplitude is
necessary. Digitizing the coordinate value is called sampling whereas digitizing the
amplitude is called as quantization. In an image, it is not mandatory to implement
all the processes. The processes involved in digital image processing [52] and its
resulting outputs are displayed in the following Table 1.

1.4 Chapter Overview

The chapter arrangement has eight subchapters comprising of this introduction sub-
chapter and seven further subchapters as follows. Section 2 discusses the Machine
Learning andAnalysis and is supported bySects. 3 and 4with the concepts ofMonkey
Search Optimization (MSO) Algorithm and Lion Optimization Algorithm (LOA)
respectively. Forthcoming Sects. 5 and 6 discuss the implementation of an algorithm
for Medical Images and Results and Discussion of the implemented concepts and
they are followed by Conclusion of Sect. 7.

2 Machine Learning and Analysis

A subfield of software engineering all the more especially delicate figuring, called
Machine taking in advanced from the investigation of example acknowledgment
and computational learning hypothesis in automated reasoning. Characterization of
machine learning as a “Field of concentrate that gives PCs the capacity to learn with-
out being expressly modified” is explained in [35]. Machine learning investigates the
examination and development of calculations that can gain from and make forecasts
on information.

Machine learning is now and then conflated with information mining, where the
last subfield concentratesmore on exploratory information examination and is known
as unsupervised learning. Machine learning identifies (and regularly covers) com-
putational measurements, which additionally focuses on forecast making using PCs.
It has substantial connections to scientific streamlining, which conveys strategies,
hypothesis and application spaces to the field.
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Table 1 Process involved in digital image processing

S. No Name of the process Function of the
process

Output for the process

1 Image acquisition • Pre-processing like
scaling

Image

2 Image enhancement • Highlight certain
features of interest
in an image

• Subjective

Image

3 Image restoration • Mathematical or
probabilistic model
for improving the
appearance of an
image

• Objective

Image

4 Colour image
processing

• To work on color
images

Image

5 Wavelets and
multi-resolution
processing

• Representation of
image over various
resolutions

• Used for data
compression

Image

6 Compression • Reduces storage for
saving the image

• Reduces bandwidth
for transmitting the
image

Image

7 Morphological
processing

• Extracting image
components for
representing and
describing the shape

Image based on
neighbor’s value

8 Segmentation • Partitioning an
image

Image attributes

9 Representation and
description

• Raw pixel data
• Boundary
representation

• Regional
representation

• Feature selection

Image attributes

10 Object recognition • Label object based
on its description

Image attributes
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Grouping of machine learning assignments is generally into three general classes,
contingent upon the idea of the learning “flag” or “criticism” accessible to a learning
framework. Not at all like an arrangement, are the gatherings not known heretofore,
making this usually an unsupervised errand. Inside the field of information examina-
tion, machine learning is a technique used to devise complexmodels and calculations
that loan themselves to expectation; in business utilize, and it is the prescient inves-
tigation. Such calculations work by building a model from a case preparing a set of
info perceptions with a specific end goal to settle on information-driven expectations
or choices communicated as yields, as opposed to following entirely static program
directions. In bunching, information sources are arranged to isolate into gatherings.

Formative learning, expounded for robot learning, creates its particular arrange-
ments (additionally called educational modules) of learning circumstances to in
total secure collections of unique abilities through independent self-investigation
and social cooperation with human instructors and utilizing direction systems, for
example, dynamic learning, development, engine collaborations, and imperson-
ation. Powerful machine learning is troublesome because discovering designs is
hard and frequently insufficient preparing information is accessible; accordingly,
machine-learning programs regularly neglect to convey. Among the different classes
of machine learning issues, figuring out how to learn takes in its particular inductive
predisposition given past involvement.

3 Monkey Search Optimization (MSO) Algorithm

3.1 Introduction to Monkey Search Optimization Algorithm

The monkey search optimization proposed [47, 48, 84] in this chapter is derived
from the simulation of the monkey’s mountain climbing process [31]. The foraging
behavior (search of food) of monkeys involves several activities, such as: exploring,
climb, watch—jump, cooperation and somersault. The foraging behavior focuses on
the search for the local optimal solution in the search space [5, 10]. The activities
are performed in sequence by the monkeys. Apply this algorithm to mammogram
images for removing the background region, pectoral region removal and for feature
extraction, feature selection, and segmentation. After finding the optimal solution,
i.e., after the completion of the segmentation process, is completed, the monkey
algorithm will be terminated [81].

The critical role of the activities performed by the monkeys is to mark the quantity
and quality of the food source. As the algorithm is a population-based algorithm,
the monkeys will move in groups. Hence, consider the whole mammogram image as
forest and the background region is assumed as the non-edible region by themonkeys.
Monkeys are in need to find the boundary between the edible and non-edible regions;
hence it will make a natural process to go in search of food.
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The behaviors of monkey species such as Howler, Spider, and Squirrel differ with
one another based on the food type, movement, searching for food, resting, watching,
and doing other activities [31, 84]. Types of food for the monkeys are leaves, fruits,
and insects. Howler monkey depends on leaves, Spider monkey focuses on leaves
and fruits, whereas Squirrel monkeys have both fruits and insects [35].

3.2 Food Classification for Monkeys

Monkey takes less time for consuming food when compared to the time it has taken
for foraging. Food is classified as leaves (a low-quality food) are in abundance, while
fruits (a better-quality) is in less abundant, and insects (a high-quality food) are the
least abundantly available. In the mammogram image assume the following: leaves
found in abundance as the background details, fruits which are less abundant as
pectoral muscle region and insects as the region of interest.

Though the leaves and fruits are low-quality and better-quality foods, the chance
of having non-edible, low quality and average quality foods are in abundance when
compared to that of the high-quality food.Hence, in themammogram image, consider
if an area is having the background details and pectoral muscle regions it has to be
removed, whereas if it is the region of interest, i.e., the high-quality food, select the
part, extract and segmented for further processes.

3.3 Foraging Behaviour of Monkeys

Monkeys are involved in various activities such as exploration, climb, watch—jump,
cooperation, and somersault for finding the local and global optimum [2]. After
finding the global optimization, the algorithm gets terminated, showing there are no
more processes to be performed. Figure 4 is the representation of activities conducted
by the monkeys. In the exploration process, the monkeys explore the new search
area, and in the climb, the monkeys make some movement. Climb process can be
subdivided into Long-Step and Short-Step climb process, to avoid getting distracted
from reaching the target food [31]. Based on the gradient—descent function, choose
either of the two climb processes. After finding the individual best, see the local
optimum by performing watch—jump process and is followed by the cooperation
process to make all the monkeys to gather in a single place. Somersault process is to
find the global best. These sequences of step terminate when there is no more best
to be seen.
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Fig. 4 Activities performed
by monkeys

3.4 Mathematical Explanation of MSO

Segmenting mammogram images can be performed by implementing the Monkey
Search Optimization (MSO) algorithm. In this segmentation process, it involves the
removal of the background region, pectoral muscle region and feature extraction of
the region of interest. All these three processes are carried out with the implemen-
tation of MSO algorithm. This section explains the different processes involved in
this MSO algorithm with its application in the segmentation processes, and it is as
follows.

Let us assume the concept of having the decision variable vector Ri �
(r1, r2, r3, . . . , rn)

T and the objective function for minimization as f (R) [80].�R �
(�r1,�r2,�r3, . . . ,�rn)

T is a randomly generated vector. The pseudo-gradient of
function f (R) at the point, R can be expressed as

(
f ′
1(R), f ′

2(R), . . . , f ′
n(R)

)T
and

is represented by the following Eq. (1).

f ′
j (R) � f (R + �R) − f (R − �R)

2�r j
j ∈ {1, 2, . . . , n} (1)

The repetitions in the generations of �R, the local optimum is found by the
decrease in the objective function f (R) based on the sign caused as a result of slow
replacement of R with R +�R or R − �R. Replacement of the value R defines that
the monkey has obtained a better pixel value when compared with the current pixel
value. The value R +�R and R − �R denote the variation in the pixel properties in
forwarding and the backward pass of the transition [35].

Based on the Fourier Transformation, Eq. (2) depicts the energy calculation for
monkeys. Fourier Transformation is performed in the frequency domain to decom-
pose the image into sine and cosine components which aid to calculate the distance of
variation in the properties of the images [90]. This Fourier Transform will be used to
convert the image from the spatial domain to the frequency domain and vice—versa.
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As the image processing in the spatial domain focuses on the frequency of change in
the pixel properties and also the repetition of the pattern change in the image, image
processing in the frequency domain is preferred. Depending on the image process-
ing application and its needs, the domain of implementation can be either spatial or
frequency domain.

‖E‖2 �
√∫ ∞

−∞
f (r)e−ihwdr (2)

where

f (r) � (hw)i j (3)

where hw in Eq. (3) is the energy required by eachmonkey formoving fromone place
to another [35]. The value e−ihw can be calculated as e−ihw � (cos(hw) − i sin(hw)).
This aids in identifying the pixel with better properties in the curved regions in the
mammogram image.

Norm is the mathematical notation for representing the total size or length of all
vectors in the vector space or matrices [78]. There are various norms with various
forms. In Eq. (2) E is represented in l2—is the Euclidean Norm which is used to
measure the distance in the vector space. As the image is a vector image and the
number of monkeys considered is also in vector, it is preferable to use Euclidean
Norm for measuring the distance between the vectors. Another advantage of using
l2—norm over other norms is that it extracts the best solution from infinite solutions
available in the search space.

Total energy, i.e., the energy for all the monkeys is calculated based on the fol-
lowing Eq. (4) with the boundary conditions as in Eqs. (5)–(7).

T (r) � ‖E‖2(hw)i j � ‖E‖2
M∑

i�1, j�1

(hw)i j (4)

Im Iv � Ia − Id (5)

−I Ml ≤ Il ≤ I Ml , l ∈ L ∪ L ′ (6)

0 ≤ r j ≤ r Mj , j ∈ {1, 2, . . . , n} (7)

where

E is the total energy,
Im is the image matrix,
Iv is the pixel value,
Il is the original image or the image where the previous process has occurred,
Ia represents the active pixels in the image,
Id represents the dense pixels in the image,
I Ml is the maximum of how many pixels affected in the image,
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L is the set of an existing path for movement,
L ′ is the set of a new path for movement.
r j is the number of monkeys in the correct position, and
r Mj is the maximum number of monkeys,

The solution representation for the given problem is depicted in Eq. (8).

Ri � (
ri,1, ri,2, ri,3, . . . , ri,n

)T
(8)

The objective function of MSO is represented as in the Eq. (9), for which the
value will be modified for each monkey.

min f (x) �

⎧
⎪⎪⎨

⎪⎪⎩

RE
M∑

i�1, j�1
(hw)i j + G0

∑

l∈L∪L ′
max

{
0, |RIl | − RI Ml

}

GI Otherwise

(9)

while (t <MaxGeneration) or (segmentation completed).
G0, gravitational force when monkey jumps from one tree to another,
GI , the penalty if the monkey is unreachable.
The initial population of M monkeys is generated as in Eq. (10).

ri � (r1, r2, r3, . . . , rn)
T (10)

(a) Climb Process

Initialize random position forM monkeys as Ri � (
ri,1, ri,2, ri,3, . . . , ri,n

)T
. The

current position is evaluated to reach the border of the image. For this process,
monkeys can select either of large-step or small-step climb process. The following
subdivisions describe the generation of the large-step and small-step climb process.

The Large-Step Climb Process
The process of generating the large-step climb process is given in the following
points.

�Ri � (
�ri,1,�ri,2,�ri,3, . . . ,�ri,n

)T

Interval [−rL , rL ] where rL is the length of large-step climb process.
Calculate f (Ri + �Ri ), f (Ri − �Ri )

If f (Ri + �Ri ) < f (Ri − �Ri ) and f (Ri + �Ri ) < f (Ri )

Then Ri � Ri + �Ri

Else if f (Ri + �Ri ) < f (Ri − �Ri ) and f (Ri − �Ri ) < f (Ri )

Then Ri � Ri − �Ri

Repeat (i)–(iii) of large-step climb until NC,L has been reached.
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The Small-Step Climb Process
The process of generating the small-step climb process is depicted in the following
points.

�Ri � (
0, . . . , 0,�ri, j , 0, . . . , 0

)T

where j{1, 2, . . . , n} and �ri, j is a non-zero integer with an interval of [−rS, rS]
where rS is the length of small-step climb process.

and (iii) steps for the small-step climb process is similar to the (ii) and (iii) steps
in large-step climb process.

Repeat (i)–(iii) of small-step climb process until NC,S has been reached [35].
The base for the large-step and small-step climb processes on the images is the

pseudo-gradient function which follows the concept of the dynamic sliding window
[45]. Usual scanning process invloves 3×3matrices for identifying the region which
has to be segmented. In some circumstances, if there is no variation in the pixel
properties, then the monkeys can change its step size to larger and continue to move
in the direction. While the monkey is moving with large-step climb process and if it
identifies a change in the pixel properties, it chooses the small-step climb process and
continues its movement. Every time it checks for a change in the pixel properties.
Accordingly, it changes its step from small to large or vice versa.. During these
processes, the large-step climb process will have a doubled kernel size of the small-
step. This small-step will have the kernel size of 3×3 which is the standard kernel
size used in scanning and making modifications in the current position.

(b) Watch—Jump Process

Check whether if there is any higher position when compared to current position
based on the eyesight b [35]. The role of eyesight in the scanning process is to
watch for the better values when compared with its value, i.e., it includes the process
of analyzing the values of the personal best with the individual best of neighbor
monkeys. If there is available when compared with the personal best of the monkey,
the monkey will move on to the individual best of its neighbor. The following points
depict this short discussion.
If higher position is available,

Then generate an integer r ′
i, j for an interval of

[
ri, j − b, ri, j + b

]
randomly,

where j ∈ {1, 2, . . . , n} [31].
Let R′

i � (
r ′
i,1, r

′
i,2, . . . , r

′
i,n

)T
[107].

If f
(
R′
i

)
< f (Ri ), let Ri�R

′
i .

Repeat (i)–(ii) until maximum allowable number Nw has been reached.

(c) Co-Operation Process

The optimal solution in one iteration is assumed as R∗ � (
r∗
1 , r

∗
2 , . . . , r

∗
n

)T
. Let

the initial position of the monkeys be Ri � (
ri,1, ri,2, ri,3, . . . , ri,n

)T
[40]. The main

advantage of this process is to maintain the coordination among the monkeys. In
this process, each and every monkey’s personal best is compared with the individual
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best of its neighbor [31]. Then the entire monkey’s will climb to the tree or position
which has better quality food.

Generate real number β in [0, 1] randomly.

Calculate r ′′′
i,1 � round

(
β r∗

j + (1 − β)ri, j
)
, j ∈ {1, 2, . . . , n}.

Let Ri � (
ri,1, ri,2, . . . , ri,n

)T
.

Set Ri � R′′
i and repeat the climb process.

The climb process is continued to reach the better value. Previous points represent
the calculation procedure for the cooperation process.

(d) Somersault Process

After all the monkeys have grouped to reach the better quality food as compared
with the neighbors, they have to check for still more better quality food in the given
search space than the current position. Then the monkeys will do the somersault
process for identifying the better quality calcified cells in the search space of the
mammogram image. The following points explain the discussed procedures.

Generate the real number α in [c, d].

Calculate u j � 1
M

M∑

i�1
ri, j , j ∈ {1, 2, . . . , n},

where Û � (u1, u2, . . . , un)
T as the pivot of Somersault process.

For ∀i ∈ {1, 2, . . . , M},∀ j ∈ {1, 2, . . . , n},
Calculate r ′′′

i, j � ri, j + round
(∣∣u j − ri, j

∣∣)

Let R′′′
i � (

r ′′′
i,1, r

′′′
i,2, . . . , r

′′′
i,n

)T
.

Set Ri � R′′′
i and repeat climb process.

If r ′′′
i, j is new position > upper limit r Mj ,

Then

r ′′′
i, j � r Mj

Else if r ′′′
i, j < 0

Then

r ′′′
i, j � 0

After the completion of the somersault process, if there is a calcified cell of higher
quality, themonkeyswillmove to the newposition. This somersault process is similar
to finding the global optimization value. In the normal money search, the monkeys
will climb to the top of the mountain and search for another mountain which is of
greater height is compared with the current mountain. If there is the availability of
mountain with greater height when compared with the current mountain height, all
the monkeys will somersault to the mountain with greater height. As per this process,
themoney search in image processing for searching the calcified cells, once it reaches
the local optimization (Cooperation process), the monkeys will look forward to the
global optimization. As the monkeys are scattering around the search space with
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their cooperated better quality cells, the monkeys will then compare their values
with other groups and will repeat the climbing process.

(e) Stochastic Perturbation Mechanism

Once all the monkeys have reached the global optimization, verify the value of
each monkey with the equivalent pixel values of other monkeys to confirm that there
is no single monkey with a different food source or unwanted food source. This
process of cross verification is the stochastic perturbation which and the following
points explains it.

When ri, j is same for all monkeys,
Then,

u j � ri, j

Hence, r ′′′
i, j � ri, j for monkey k, k ∈ {1, 2, . . . , M},

Let rk, j � e, where,e is a uniformly distributed integer from is
[
0, r Mi

]

(f) Termination Process

The MSO algorithm will reach its termination when either of the following two
criteria is met.

Reaching the stochastic perturbation (or)
Entering the maximum number of iteration.

4 Lion Optimization Algorithm (LOA)

4.1 Introduction to LOA

Lion Optimization Algorithm (LOA) is a Nature—Inspired Search Algorithm by
[51] or Nature—Inspired Metaheuristic Algorithm by [44]. This subchapter focuses
on the foraging behavior of the lion. In this LOA, consider the population of the
Lion have categories among them. They are categorized based on their age and the
foraging behavior. This foraging behavior of lion includes different stages and the
stages are, initialization, hunting, moving toward the safe place, roaming, mating
defense, migration, population equilibrium, convergence [50].

The foraging behavior of most of the metaheuristics algorithm can be either in
search of food or mating. This LOA makes a deviation from this approach, i.e.,
by considering both the behaviors reduces the computational complexity. But this
condition need not be mandatory for all the circumstances. Implementation of LOA
algorithm for Image Steganalysis and Data Clustering is in [3, 59].
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4.2 Foraging Behaviour of LOA

LOA being a variant of GA allows metaheuristic approach to global optimization.
Like many other nature-inspired algorithms, this studies the behaviors of the Lion
species allowing insight into better optimization. Lions happen to be of particular
interest due to their social and robust sexual dimorphic nature. Lions exist instead
as nomads or in pride. The switch between lifestyle is possible. Lions hunt together,
mainly the females’ only hunt in a pride. As for mating, once the young ones sexually
mature, they are removed from the pride. Nomads usually roam in the territory.

4.3 Mathematical Explanation of LOA

(a) Initialization

Lion is represented by a set of values, while computing the cost (fitness value) is
the function on the set of values. On initial run, positions are marked with respective
best-visited positions.

(b) Hunting

Hunting forms the main aspect of survival and fitness in the algorithm. From the
set of females, selected ones go for hunting of prey. These are then split into three
wings namely: left right and center. Center has the highest fitness. There is a regular
update on fitness with each iteration and hunt. Opposition Based Learning is applied
by the left and right parties to engage the prey. To mimic the hunting and encircling
of the location is updated to nearer or required position as given in Eqs. (11) and
(12).

Hunter′ �
{
rand((2 × PREY − Hunter),PREY), (2 × PREY − Hunter) < PREY

rand(PREY, (2 × PREY − Hunter)), (2 × PREY − Hunter) > PREY

(11)

Hunter′ �
{
rand(Hunter,PREY), Hunter < PREY

rand(PREY,Hunter), Hunter > PREY
(12)

Pseudocode as follows
Divide hunters into three subgroups randomly
Generate a prey
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If the new place of an ith hunter is better than its last

(c) Moving to the safe location

The non-hunting female lions move in search of the better fitness area, i.e., area
where their fitness is bigger and secured. The reference to fitness can be done by that
of an individual lion or a pride’s fitness average. The determination of fitness is an
iterative process concerning Eq. (13)

S(i, t, P) �
⎧
⎨

⎩

1Bestti,P < Bestt−1
i,P

0Bestti,P < Bestt−1
i,P

(13)

where best position is found by a lion I until iteration t. A large number of lions
covering at a point identifies the greater number of success. A low value of success
shows that the lions are swinging around the optimum solution without significant
improvement. This helps in selection of Tournament. Equation (14) determines the
Tournament’s size.

T Size
j � max

(
2, ceil

(
K j (s)

2

))
j � 1, 2, . . . , P (14)

Pseudocode is as follows:
For i � 1 to P(P is number of pride)
Calculate tournament size for ith pride
For j � 1to R(R is number of remained female in i th pride)
Select a place among pride’s territory by the tournament selection
Move jth female toward the selected place
End
End

(d) Roaming

Roaming allows the lion to wander in search of better fitness or better solution.
Random selection of lion and its roaming behavior allows updating of the best solu-
tion. Equation (15) gives the movement inside the pride.

x ∼ ∪(0, 2 × d) (15)
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where d represents distance between male lion’s position and target location and x is
a random number with uniform distribution. For wider area searching, add the angle
θ to this direction.

Pseudocode is as follows,
the

the

the

the

the

  than it's best-visited position

If the new place of the ith nomad is better than its best-visited position

These steps vary for nomad line:

Nomad’s adaptive roaming allows prevention of local minima, maintained by
using Eqs. (16) and (17).

Lion′
i j �

{
Lioni j if rand j > pri
RAND j otherwise

(16)

pri � 0.1 + min

(
0.5,

(Nomadi − BestNomad)

BestNomad

)
(17)

i � 1, 2, . . . , number of nomad lions

where pri is a probability calculated for each nomad lion independently, and Nomadi
and Bestnomad Bestnomad represents the cost of the current position.

(e) Mating

Mating allows survival as well as a means to exchange among members. Certain
females of the pride mate with randomly selected males to produce offspring. For
nomads, the mating operator is a linear combination of parents producing two new
offerings as in Eqs. (18) and (19).

Offspring j1 � β × Female Lion j +
∑ (1 − β)

∑N R
i�1 Si

× MaleLionij × Si (18)

Offspring j2 � β × Female Lion j +
∑ (β)

∑N R
i�1 Si

× MaleLionij × Si (19)
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where j is dimension, Si decides to select whether male-i is to mating or not; NR
represents a number of resident males, β is randomly generated number with some
mean value and standard deviation. Of the two offspring, one is randomly assigned
male and the other female.

(f) Defense

Beaten males while defending or from combat, leave the pride of becoming a
nomad. Vice versa, if the nomad is strong enough it can become resident, making
current resident lion nomad. Defense operator involves defending against mature
resident males or nomad males.

Pseudocode for Resident Males

Merge new mature males and old males
Sort all males according to their fitness
Weakest males drive out of the pride and become nomad and remained
Males become resident males.

Pseudocode for Nomad Lions

the
a

,

(g) Migration

Migration allows an increase in diversity of the target pride, as well as building
bridge for exchange of information. In pride, size to be migrated to nomad is decided
as%I of a maximum number of females in the pride. After this step, consider a sorted
list of nomad females to satisfy the %S sex ration to be maintained.

(h) Convergence



80 S. K. Suguna et al.

For stopping condition, control either by the number of iteration in contrast to
assumed CPU time.

5 Implementation of Algorithms for Medical Images

The dataset used for comparing the performance of the algorithm is theMammogram
Image Analysis Society (MIAS).

This section explains the experimental setup metrics used in the study of the
performance of the algorithms implemented on images. Algorithms involved in the
analysis of segmentation and classification processes are Monkey Search Optimiza-
tion (MSO) Algorithm and Lion Optimization Algorithm (LOA).

5.1 Introduction to Mammogram Image

The performance analysis on segmentation by LOA and MSO algorithms were car-
ried out on the mammogram images of MIAS database. MIAS database has 322
images digitized at 50-micron pixel edge which has been reduced to 200-μm pixel
edge [86]. Every image in the database has 1024×1024 pixels [12]. The images in
the database have two major categories: (1) 207 images of abnormal and (2) 115
images of normal, making the total of 322.

Analysis of classification by algorithms is trained on three–fourth of the total
322 images in database mammogram and tested on rest of one-fourth count of the
image database. The above ratio results to the training of 240 images and testing
of 82 images in the database. The database has various types of abnormalities such
as calcification, well-defined, circumscribed masses, spiculated masses, ill-defined
masses, architectural distortions, asymmetry and normal. The two significant cat-
egories of mammogram image are abnormal and normal. In these two categories,
normal will have only the normal abnormality, and the remaining other abnormalities
are categorized into abnormal. The segmentation and classification analysis of algo-
rithms on the MIAS database which is implemented using the software MATLAB
R2009a. The objective of this research is to minimize the energy consumed by the
agents of the algorithms MSO, and LOA for better classification.

5.2 Preprocessing on Mammogram Image

The mammographic image database chosen is Mediolateral Oblique (MLO) view as
it is the only view which covers the whole breast region while scanning the breast
using Mammography modality. For performing functions in the medical images,
uncompressed image file format provides better results. Hence, choose the image
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with lossless compression. The reason for selecting the lossless images is that the
images will have better quality without any loss in the pixel. Among various file
formats, a medical image with the following file format of lossless compression is
preferred: (1) PGM, (2) PPM and (3) PNM (produced by PBM, PGM, and PPM file
formats).

5.3 Feature Selection and Extraction of Region of Interest
in Mammogram Images

5.3.1 Background Removal

This section discusses the process involved in the removal of the background region.
In general methodologies, the process involved in the removal or the suppression of
the background region is similar steps as that of the filters used in the process of noise
removal [71]. In this background removal, the kernel will take the values of either 0
or 1. When the kernel slides in the image, based on the pixel intensity, replace the
pixels with either 0 or 1. In this process, the grayscale image is converted to binary
image. After this conversion, the image will have a cluster of pixels. Among those
clusters, a clusterwith least number of the pixelwill represent the non-breast region of
labels, tapes, and scanning artifacts. This group of the pixel replaces regarding other
value. After this process, select the remaining image from the original image. From
the following Fig. 5a–d, explains the pictorial representation of the label removal
process. The image obtained from Fig. 5c will be mapped to the original image
(Fig. 5a) to obtain the image Fig. 5d.

The process next to the noise removal is the removal of the background region.
This background region consists of various features such as labels, machine parts,
some marks made by the radiologist (example patient name, numbers) and so on. In
some circumstances, the pixel properties of this region might be equivalent to the
pixel properties of other areas. These properties may lead to misclassification. To
avoid this problem, the background region is suppressed before getting into the next
processes.

5.3.2 Pectoral Muscle Removal

This section focuses on the removal of the pectoral muscle region [62, 64, 65, 67]
after the removal of the background region in the mammogram images. Pectoral
muscles are the regions in mammograms that contain brightest pixels [85]. Before
performing the pectoral muscle segmentation, it is necessary to find the orientation
of the breast as left or right. Determining the breast orientation is a little difficult task.
When the pectoral muscle region is pointed at the top left corner of the mammogram
image, it indicates that the breast region orients towards the right and hence it is
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(a) Original Image. (b) Binary Converted Image.

(c) Label Removed Binary Image. (d) Background Removed Image.

Fig. 5 a Original image. b Binary converted image. c Label removed binary image. d Background
removed image

called as the right orientation breast. When the pectoral muscle region points to the
top right corner of the mammogram image, then the breast region will be pointed
towards the left and hence the orientation of the breast will be on the left [30]. There
are various methods involved in identifying the orientation of the breast.

In the first method, divide the mammogram image into two equal columns. Then
count the number of non-zero pixels, and compare the value with each other. The
subdivided column which has higher number of non-zero pixels will be determined
to have the pectoral muscle region.

In the secondmethod, discussion about the pectoral muscle detection and removal
is in [30]. In his dissertation, the sum of the pixel intensities of the first five columns
and last five columns are taken. Then the values are compared with simple if-then
rules, based on which the group of columns with higher intensity the orientation of
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the breast is determined. From the Fig. 6, the hypotenuse (x1, y1) and (x2, y2) has
to be determined based on the origin (0, 0). These two points (x1, y1) and (x2, y2)
which is in the format of (row, column) in the digital images are obtained by iterating
the rows and columns of the binary image. The process involved in identifying the
orientation of the right or the left breast is performed using the following steps.

(a) In the binary mammogram image, the point (x1, y1) is obtained by checking
the first row of the image for the occurrence of a 1, as the value 0 represents
the black pixels or the background region of the image. The point (x1, y1) is
marked when there is the first occurrence of the value 1 in the first row of the
image.

(b) Similar to the previous step, to determine the point (x2, y2), the first occurrence
of first 1 is searched in the first column of the binary mammogram image, and
the point (x2, y2) is marked when the first occurrence of 1 is obtained.

(c) After determining these two points (x1, y1) and (x2, y2), an offset value of
r is specified which transforms these two points (x1, y1) and (x2, y2) into
(x1 − r, y1) and (x2, y2 + r) for right side breast and on the other hand, the
value is specified as (x1 + r, y1) and (x2, y2 + r).

(d) Next to these points are the straight line equation is employed to represents the
hypotenuse of the right-angled triangle which acts as the boundary between the
breast profile region and the pectoral region which is about to be segmented.
The straight line equation can be represented as given in Eq. (18) in which m
represents the slope of the line or the steepness of the line and c is the intercept
on the y-axis, i.e., the line which crosses the y-axis.

Fig. 6 Right angled triangle for the removal of pectoral muscle region.a Right angle triangle
representing the pectoralmuscle region of right—oriented breast.bRight angle triangle representing
the pectoral muscle region of left—oriented breast
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y � mx + c (20)

(e) In Eq. (20), m represents the slope, and it can be calculated using Eq. (21).

m � y1 − x1
(y2 − x2)

(21)

where c is an intercept which is calculated using the Eq. (22).

c � y1 − (m ∗ y2) (22)

From Eq. (18) straight line can be obtained with the range of (x2 < x < y2)
where the value of x2 is always 1.

(f) The vectors x and y will combine to form the data matrix. This data matrix
superimposes on the image for the removal of the pectoral muscle.

The third method is searching for nonzero pixels, which starts at the top left and
right corner simultaneously. The width of the image in which the nonzero pixel
detected from both the corner is counted and compared. If the left width is smaller
than the right width, then it is assumed that the pectoral is on the left side of the image
else it is on the right side. From the detected corner pixel, expose the discontinuity
in the intensity of the pixel on every column of the same row. If there is an intensity
change in the coordinates of the pixel, consider it as the width of the pectoral region.

All the pixels which lie inside the pectoral width and half of the height of the
whole image are segmented from the original image. This rectangle shaped image
contains the entire pectoral muscles. To extract the pectoral muscles from this image,
implement the process of obtaining the binary image by simple thresholding. This
binary image contains pectoral muscles and other tissues. To segment, the pectoral
muscles from the binary image implement raster scanning the right or left the side of
the image to detect the intensity discontinuities. The resulting image contains only
the pectoral muscle, and delete this region from the original image.

As the pectoral muscle is of right-angled triangle shaped, analysis of the whole
image is not needed. Hence, remove the pixel which is of high intensity nearer to
it. There might be three regions after the process of thresholds which represents the
pixels of higher, lower, and with intermediate intensities.

The pixels of higher intensity will represent the pectoral muscle region (but it will
have region of interest also) and that of the lower intensity will be the background
region (this region will be removed before pectoral removal, but this process of
pectoral removal is more suitable when the background removal is not performed)
whereas the intermediate pixel intensity represents the regions nearer to the pectoral
region. The next process is to compute the transitional region between the pectoral
and intermediate region, i.e., this intermediate pixel intensity might be a border
between the pectoral muscle and the breast.

Apply the gradient operator along with some adjustment calculations (e.g., ignore
the pixels which are too far from the sequence of pixels previously recognized as
border points) to calculate the hypothetical coordinates of this border. As it was
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mentioned earlier labels and other artifacts are removed on the occasion of previous
operations. Indeed, the image with the region of low-intensity pixels may contain
some of the background and skin-air interface. Again if we compute the gradient on
this image the approximate breast border region can be estimated. Then the pectoral
muscle region is removed from the mammogram image.

5.3.3 Extract the Region of Interest for Classification

The texture is the most important characteristics used in image processing to identify
the objects or regions in an image. In [54] the introduction of the textural features
which is the only most frequently used second order statistical features is explained.
This feature has two steps for the process of feature extraction [67]. At first, compute
the co-occurrence matrix and then the calculation of the texture feature based on the
co-occurrence matrix as a second process. Some of the segmentation and classifica-
tion algorithms proposed by various authors are explained in [11, 13, 18, 20, 26, 42,
43, 46, 53, 55, 56, 61, 66, 69, 70, 76, 77, 82, 83].

For the process of feature extraction [37], consider the Gray Level Co-Occurrence
Matrix (GLCM) and on the other hand, use Haralick features for the classification of
the mammogram image [63, 72]. Both GLCM and Haralick’s features have the same
working principle of K-Nearest Neighbours (KNN). There are fourteen Haralick’s
features. Before getting into the process of GLCM, the list of Haralick’s features are
discussedwhich are as [73]: Angular SecondMomentum,Contrast, Correlation, Sum
of Squares—Variance, Inverse DifferentMoment, SumAverage, SumVariance, Sum
Entropy, Entropy, Difference Variance, Difference Entropy, Information Measure of
Correlation 1, Information Measure of Correlation 2, and Maximum Correlation
Coefficients.

The process ofGLCMwill focus on the eight connected graph of the neighborhood
in the eight directions such as 0, 45, 90, 135, 180, 225, 270, and 315. Use GLCM in
a different order to work with a different function on texture calculations. First order
texture will have a statistical calculation on the values obtained from the image, and it
will not consider the relationship between the neighbor pixels. Second-order texture
calculation will consider the relationship between the neighbor pixels of the original
image. Third and higher order pixels will consider the relationship among three or
more pixels. But the implementation of the third order will increase the time for the
calculation process. In most of the applications, second order texture classification
will be performed.

5.4 Hybrid Classification with SVM

The SVM is a popular binary classifier introduced in [74]. These classifier works
are based on mapping input points to a high dimensional feature space, which is
separated by a hyperplane. It maximizes the distance between the closest patterns
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and is called a margin. The main advantage of using SVM is simple to use and gives
better classification results.

The samplemarginal hyper-plane of SVM is shown in Fig. 7.Many possible linear
classifiers can separate different data from each other, but these linear classifiers
consider the maximization of the margin (maximizes the distance between it and the
nearest data point of each class) only. This linear classifier is the maximized margin
separating the data as a hyperplane. Intuitively, it is expected that this boundary will
generalize better when opposed to other possible boundaries.

In a hyperplane, the distance between the closest point to the origin can be found
by maximizing x, as x is on the hyperplane. The process is repeated for other points
with a similar scenario. Thus solving and subtracting the two distances will be the
summed distance from the separating hyperplane to the nearest point is obtained.

The major advantage of SVM is the training process, which is relatively easy. No
local optimal, unlike in neural networks. Scaling is relatively good to high dimen-
sional data and the trade-off between classifier complexity and controlling of error
is evident. The main weakness is the need for a good kernel function and sometime
SVMoften leads to the over-fitting problem from optimizing the parameters tomodel
selection.

There are twomajor types of classification. One is linear classificationwhereas the
other is non-linear classification. In linear classification, the output for the classifi-
cation performed in medical images will be categorized only as normal or abnormal.
In non-linear classification, the classification is further extended the categorization
of abnormal into two more subclasses as benign and malignant. Hence the result of
this non-linear classification will have three categories (minimum). They are normal,
benign andmalignant. Like the types of classification, themethodology of classifying
the image has two major types.

Support vector machine (SVM) can be hybridized with other algorithms to per-
form the classification process. This hybrid classification is varied based on either
algorithm or characterization. Algorithm-based hybrid classification [36] focuses on
classifying the data based on metrics (properties) of the image. On the other hand,

Fig. 7 Margin
hyper—planes of SVM
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Table 2 Confusion Matrix for Mammogram Image Classification

Predicted class

Abnormal Normal

Actual class Abnormal True positives False positives

Normal False negatives True negatives

characterization or class-based hybrid classification, for defining the character it is
in need of a property. For this purpose, rule generation is performed in class-based
hybridization. The rules are framed with a neural network, fuzzy logic or a genetic
algorithm. In this research, the hybrid method used for classifying the mammogram
is linear classification.

SVM classifier is a simple and a better classifier besides lacking in some prob-
lems such as kernel function and overfitting. The hybridization of this classifier is
required for efficient classification. Classification accuracy is performed based on
two categories. They are confusion matrix and the sensitivity-specificity—accuracy
calculation.

Confusion Matrix is also known as a contingency table or an error matrix for
visualizing the performance of an algorithm. Each column of the matrix represents
the instances in a predicted class, while each row represents the instances in an
actual class. The table of confusion or the confusion matrix has two rows and two
columns which represent True Negatives (TN), True Positives (TP), False Negatives
(FN) and False Positives (FP). Confusion Matrix helps in calculating Sensitivity,
Specificity, and Accuracy of the Optimization Techniques. The confusion Matrix for
the mammogram image classification can be represented as in the following Table 2.

Positive is the condition in which the samples are identified (as abnormal) and
Negative is the condition where the samples are rejected (as normal). True Positive
(TP) is the circumstance where the samples are correctly identified as abnormal.
False Positive (FP) is the state in which the samples are incorrectly identified as
abnormal. If the samples are correctly rejected as normal, the situation is termed as
True Negative (TN) else if the samples are incorrectly rejected as normal, the form
is False Negative (FN).

Sensitivity relates to the ability to identify a condition correctly by the optimization
techniques, hence sensitivity is also termed as the True Positive Rate (TPR). The
sensitivity of the test is the proportion of people known to have the disease. The
mathematical representation of Sensitivity is as given in Eqs. (23) and (24).

Sensitivity � Number of True Positives

Number of True Positives + Number of False Negatives

� Number of True Positives

Total Number of Sick Individuals in the given population
(23)

Sensitivity = probability of a positive test (24)
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Specificity relates to the ability to identify a condition negatively by the optimiza-
tion techniques, hence specificity is also termed as the True Negative Rate (TNR).
The sensitivity of the test is the proportion of people known to have tested with neg-
ative results. The mathematical representation of Specificity is as in the following
Eqs. (25) and (26).

Specificity � Number of True Negatives

Number of True Negatives + Number of False Positives

� Number of True Negatives

Total Number of well individuals in the given population
(25)

Specificity � probability of a negative test (26)

Accuracy measures how correct an optimization technique (diagnostic test) iden-
tifies and excludes the given condition. Accuracy can be calculated with the mathe-
matical representation as shown in the following Eq. (27).

Accuracy � True Positives + True Negatives

True Positives + True egatives+

True Negarives + False Positives

(27)

A Receiver Operator Characteristic (ROC) or ROC curve is a graphical plot illus-
trating the performance of the binary classifier. ROC curve is plotted with the values
of the fraction of True Positive (TP) versus the fraction of False Positive (FP) or True
Positive Rate (TPR) versus False Positive Rate (FPR) at different threshold settings.
TPR is also known as the Sensitivity, whereas FPR is calculated by one minus the
specificity. As ROC makes a comparison of two operating characteristics such as
TPR and FPR, ROC is also called as the relative operating characteristic curve

From Fig. 8, x and y axis are plotted as FPR and TPR respectively are noted. As
TPR is equivalent to sensitivity and FPR is equal to (1—Specificity), this ROC curve
is also called as the Sensitivity—(1—Specificity) curve. ROC curve is plotted based
on the predictions obtained from the confusion matrix. The point (0, 1) is called
as the Perfect Classification Point. The diagonal line drawn from the left bottom
corner to the right top corner based on the random guess is called as the Line of
No—Discrimination which is plotted irrespective of the positive and negative rates
of classification.

After plotting the classification results, if the curve is above this random guessed
line then the algorithm forwhich the curve is plotted is a good classification algorithm
(as A in the Fig. 8) when compared to the random guessed plot. If the plotline lies
over the random guessed line it indicates that the algorithm gives 50% accuracy (as
B in Fig. 8). In Fig. 7.2, C represents the originally predicted result, where C′ is the
mirror of C which is obtained by reversing the methods of C. Though C is in worse
state, its mirror method C′, has shifted to the better space which is also better than
the original method A. In such a manner, if the method is worse than the random



Application of Nature—Inspired Algorithms … 89

guess, the method’s prediction can be reversed to make that method to shift on to the
better space.

6 Results and Discussions

6.1 Results of Preprocessing Technique

As this research focuses on the medical image processing, the images obtained from
various modalities may have noises. There are various causes for having noises in
the images and are discussed in earlier sections. The following Fig. 9a–d depicts the
image showing some of the noises implemented on the mammogram image.

This research is based on the medical image processing. Most of the medical
image will of digital and the noise obtained in these images might be of Gaussian
in nature. The following Fig. 10 depicts the representation of 3×3 averaging mean
filter. These figures are followed by Fig. 11a, b showing the mean filter applied to
mammogram image. From these two images it can be observed that as the kernel size
is getting increased, the smoothing or blurring in the image is also getting increased.

Figure 11c, d gives the result of Median and Gaussian filters applied on the
mammogram image.

From the above discussion and results on the noises and filters, it is observed that
in medical images the type of noise observed is the Gaussian Noise and also, from

Fig. 8 Sample ROC curve
space and plot
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(a) (b)

(c) (d)

Fig. 9 a Salt and pepper noise. b Speckle noise. c Poisson noise. d Gaussian noise

Fig. 10 Averaging mean
filter

the resulting image of filters, it is seen that Gaussian Filter provides an image with
better quality when compared with other filters. Hence, the images obtained after
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(a) (b)

(c) (d)

Fig. 11 a Mean filter with kernel size of 5×5. b Mean filter with kernel size 10×10. c Median
filter with kernel size of 3×3. d Gaussian filter

removing the noises by applying a Gaussian filter is considered for further processes
to be performed for segmentation and classification.

6.2 Results on Feature Selection and Extraction of Region
of Interest in Mammogram Images

After performing the removal of noise in mammogram images, background region
and the pectoral region in mammogram image which have the same properties as that
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Table 3 Value of mean for the segmented region

Dataset Image Background
removal
MSO

Background
removal
LOA

Pectoral
removal
MSO

Pectoral
removal
LOA

Region of
interest
MSO

Region of
interest
LOA

1 mdb001 43.4 31.9 21.3 40.0 110.5 115.2

2 mdb002 44.2 42.4 45.0 29.0 122.0 122.7

3 mdb006 61.6 58.5 23.0 20.0 0.0 0.0

4 mdb013 67.8 65.1 29.7 20.7 116.3 123.2

5 mdb023 46.7 44.7 42.0 23.7 106.4 118.4

6 mdb027 58.7 57.3 18.3 20.0 0.0 120.5

7 mdb031 48.5 46.6 24.0 46.3 111.4 140.7

8 mdb239 59.4 40.3 44.0 45.7 141.8 143.9

9 mdb240 32.2 41.1 44.7 28.3 152.9 0.0

10 mdb241 24.8 44.9 24.0 43.0 94.1 93.1

of the region of interest have to be removed. In this regard, the background regionwill
be removed and will be followed by the removal of the pectoral region is performed
by selecting and extracting the pectoral region. After the extraction of the pectoral
region, it is segmented from the image, which helps in the better classification of the
cancerous region.

The performance analysis on segmentation byMSO [33, 35] and LOA algorithms
are carried out on the mammogram images of MIAS database. MIAS database has
322 images digitized at 50-μm pixel edge which has been reduced to 200-micron
pixel edge. Every image in the database has 1024×1024 pixels. The images in the
database have two major categories: (1) 207 images of abnormal and (2) 115 images
of normal, making the total of 322. Mean, Entropy, CPU Time and Energy were the
performance metrics for segmentation.

The followingTables 3, 4, 5, and 6 represents the values ofMean, Entropy, Energy,
and CPUTime(sec) obtained for the segmentation of the background region, pectoral
muscle region, and region of interest using MSO and LOA respectively. The next
sequence of Figs. 12, 13, 14 and 15 are the graphical representation of Tables 3, 4,
5, and 6 respectively.

From Fig. 13 it can be observed that for the image mdb006 there is no line to
represent the entropy of ROI with the implementation of LOA. It states that, either
the algorithm is unable to find the region of interest or the image itself does not
possess the region of interest. Similar, the non-occurrence of the lines for the images
mdb027 can be observed for ROI using MSO.
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Table 4 Value of entropy of the segmented region

Dataset Image Background
removal
MSO

Background
removal
LOA

Pectoral
removal
MSO

Pectoral
removal
LOA

Region of
interest
MSO

Region of
interest
LOA

1 mdb001 2.9 2.8 2.6 3.2 1.0 0.9

2 mdb002 3.0 3.1 0.3 1.2 1.0 0.9

3 mdb006 3.9 4.6 0.7 2.0 0.0 0.0

4 mdb013 3.7 5.7 2.7 2.2 1.0 0.9

5 mdb023 3.1 3.1 2.4 2.3 1.0 1.0

6 mdb027 3.7 4.7 1.0 0.7 0.0 1.0

7 mdb031 3.2 3.9 1.2 2.9 1.0 0.9

8 mdb239 2.9 2.0 1.5 1.5 0.9 0.9

9 mdb240 3.6 5.8 2.9 0.3 0.9 0.9

10 mdb241 3.6 3.0 3.1 2.2 1.0 1.0

Table 5 Value of energy of the segmented region

Dataset Image Background
removal
MSO

Background
removal
LOA

Pectoral
removal
MSO

Pectoral
removal
LOA

Region of
interest
MSO

Region of
interest
LOA

1 mdb001 358,235 318,891 305,973 362,818 121,046 121,046

2 mdb002 406,028 330,883 329,453 334,997 101,555 113,807

3 mdb006 261,689 309,753 357,397 324,584 100,470 106,019

4 mdb013 452,222 485,466 326,905 344,719 107,823 106,673

5 mdb023 258,544 271,327 342,787 388,832 101,683 115,697

6 mdb027 407,051 421,382 345,602 334,866 100,839 95,835

7 mdb031 481,935 378,553 396,321 372,020 111,242 121,160

8 mdb239 288,468 296,988 362,776 373,739 106,175 127,302

9 mdb240 468,136 391,520 376,344 379,284 132,627 139,637

10 mdb241 297,979 481,249 399,505 346,912 131,452 144,477

0.0
20.0
40.0
60.0
80.0

100.0
120.0
140.0
160.0
180.0 Background Removal

MSO
Background Removal
LOA
Pectoral Removal
MSO
Pectoral Removal
LOA
Region of Interest MSO

Region of Interest LOA

Fig. 12 Graphical representation—mean of segmented region
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Table 6 Value of CPU time (sec) for the segmented region

Dataset Image Background
removal
MSO

Background
removal
LOA

Pectoral
removal
MSO

Pectoral
removal
LOA

Region of
interest
MSO

Region of
interest
LOA

1 mdb001 13.7 14.7 262.5 250.5 24.0 26.1

2 mdb002 42.2 44.3 280.3 247.5 21.9 25.9

3 mdb006 48.6 50.4 238.4 152.4 20.1 21.6

4 mdb013 49.0 50.7 216.0 257.3 23.4 23.9

5 mdb023 45.4 49.8 235.5 257.3 21.5 22.9

6 mdb027 45.8 46.1 246.9 249.2 20.2 21.6

7 mdb031 42.2 32.6 199.3 249.7 22.4 24.0

8 mdb239 13.0 29.1 220.7 264.1 25.5 28.5

9 mdb240 48.7 55.3 240.4 209.5 25.9 27.9

10 mdb241 31.0 13.8 230.7 259.0 22.8 23.8

0.0
1.0
2.0
3.0
4.0
5.0
6.0
7.0 Background

Removal  MSO
Background
Removal LOA
Pectoral Removal
MSO
Pectoral Removal
LOA
Region of Interest
MSO
Region of Interest
LOA

Fig. 13 Graphical representation—entropy of segmented region
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Fig. 14 Graphical representation—energy for the segmented region
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Fig. 15 Graphical representation—CPU (sec) for the segmented region

Table 7 Confusion matrix
for MSO—SVM

Actual Predicted

Abnormal Normal

Abnormal 77 4

Normal 3 76

Table 8 Confusion matrix
for LOA—SVM

Actual Predicted

Abnormal Normal

Abnormal 76 3

Normal 4 77

6.3 Classification Results on Mammogram Images

Classification of the mammogram image is implemented by making a hybrid of the
algorithms with SVM, as MSO—SVM and LOA—SVM. Analysis of classifica-
tion by MSO—SVM [34] and LOA—SVM is trained on three–fourth of the total
322 images in database mammogram and tested on rest of one-fourth count of the
image database. The above ratio results to the training of 240 images and testing
of 82 images in the database. The different types of mammogram image database
will be classified into two major categories as: abnormal and normal. Performance
analysis on classification can be performed by using Confusion Matrix and Receiver
Operator (ROC) for the variations in the matrix. Table 7 gives the confusion matrix
for the MSO—SVM classification results. The classification results of LOA—SVM
algorithm is represented in Table 8.

Table 9 gives the value for Sensitivity—Specificity—Accuracy measures using
MSO—SVM, and LOA—SVM. From these two tables, it can be observed that the
hybrid classifiers result in at most similar accuracy rates. Hence, the classifiers can
be the modified in future to obtain increased accuracy.
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Table 9 Sensitivity—specificity—accuracy measures

Measure MSO—SVM LOA—SVM

Sensitivity 0.9500 0.9500

Specificity 0.9506 0.9625

Precision 0.9620 0.9620

Negative predictive value 0.0500 0.9506

False positive rate 0.0494 0.0375

False discovery rate 0.0375 0.0380

False negative rate 0.9563 0.0500

Accuracy 0.9565 0.9563

F1 score 0.9126 0.9560

7 Conclusion

Breast cancer is the most commonly seen cancer among women which needs at
most attention for early treatment. This Chapter focuses on the segmentation and
classification of the mammogram images. Among the four types of views, the MLO
view is considered to scan as it covers the maximum breast tissue which includes the
nipple and pectoral muscle region. The detail of the image has to be stored based on
the compression techniques, and hence lossless compression technique is considered
for it. Thus the images of PNG and PGM formats are used.

The images obtained from the modality cannot be directly used for performing
any processing. Digitize the image before implementing any process on it. The mam-
mogram image obtained from the modalities may have noises and hence remove it.
Most of the digital mammography will be affected by Gaussian noise. Among the
various types of filters, the Gaussian filter is implemented for noise reduction.

In this chapter, the segmentation process is applied for removing the backgroundor
the unwanted region, removing the pectoral muscle region and extracting the selected
feature in the mammogram image. For these processes, the MIAS mammographic
image database is considered. This database consists of 322 images of different
abnormalities. Optimization algorithms MSO and LOA are implemented in all the
segmentation processes. Performance analysis of these segmentation processes is
performed based on the metrics such as mean, entropy, energy and CPU time. The
results obtained after segmenting different regions inmammogram image usingMSO
and LOA are approximately similar to each other with minor differentiation. Hence,
these algorithms can be modified in the future to obtain improved segmented results.

In the segmented images, some of the Haralick features such as contrast, correla-
tion, energy and homogeneity values extracted using the optimization technique and
the values are trained with the support vector machine making a hybrid system. The
system is compared to making confusion matrix, sensitivity—specificity—accuracy
ratio and plotting ROC curve. Confusion matrix and sensitivity—specificity—accu-
racy ratio are derived in two ways (1) training 80% of the image and testing with
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20% of the image and (2) testing by choosing a random number of images from the
database. From the classification results, it is observed that the proposedMSO—SVM
and LOA—SVM have approximately similar. The algorithms can be modified to get
still better classification results in the future. Some iterations considered for this test-
ing are 120. All processes on mammogram images are implemented executed and
tested using MATLAB.
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Firefly Algorithm Applied
to the Estimation of the Parameters
of a Photovoltaic Panel Model

Ricardo Augusto Pereira Franco, Gilberto Lopes Filho
and Flávio Henrique Teles Vieira

Abstract The computational simulation of photovoltaic panels is essential to design
photovoltaic systems. However, the datasheet of the panels does not provide all infor-
mation necessary for the computational simulation. Therefore, it becomes necessary
to develop methods to estimate the unknown model parameters of the panels. This
work addresses the application of the firefly algorithm to estimate model parameters
of photovoltaic systems. The objective function of the firefly algorithm corresponds
to the minimization of the mean square error between the I–V curve provided by
the datasheet and the I–V curve generated by the estimated parameters. The fire-
fly algorithm provides the smallest error compared to some methods present in the
literature.

Keywords Firefly algorithm · Parameters estimation · Photovoltaic panel
Optimization techniques

1 Introduction

The Firefly Algorithm (FA) is an optimization algorithm that is based on the firefly
behavior. Each firefly has a characteristic brightness that can attract other fireflies.
This brightness decreases in relation to distance. Thus, a set of fireflies in a given
environment will group according to the brightness of each one and the distance
between them. These features can be modeled to solve function minimization or
maximization problems such that brightness represents an objective function.

The modeling of photovoltaic panels generally consists of obtaining an equiva-
lent electrical circuit that represents their behavior. However, there are some unde-
termined parameters in the models. This problem of undetermined parameters is
multivariable, nonlinear, non-convex, with several local minimums and can be rep-
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resented as aminimization problem. Thus, it is necessary to use techniques to perform
estimation of the parameters of photovoltaic panels so that they represent the panel
in the best possible way.

This chapter is organized as follows: initially, the firefly algorithm is presented;
the problem of the estimation of parameters of photovoltaic panels is discussed;
and finally, the firefly algorithm developed to solve the problem of estimation of
parameters is presented, showing the obtained results and comparing it to other
methods proposed in the literature.

2 Firefly Algorithm

The firefly algorithm was developed by Yang [21] and it is based on the observation
of light from blinking fireflies. In [14], it is said that the signs of bioluminescence,
which is a biochemical process to produce light from fireflies, have the following
purposes: to serve as a mating ritual; method to attract prey; or even as a warning
sign of nearby predators. Therefore, the light signs of fireflies are very important for
their survival. Based on the behavior of the fireflies [21] modeled, an optimization
heuristic algorithm is called firefly algorithm.

There are several types of heuristic algorithms, which it is estimated to be more
than 40 types [19]. Many of them are inspired by the natural behaviors of some
animals, such as swarms of particles, colony of ants, bees, beetles, and birds [16].
These algorithms have as the main idea to use a social behavior observed in some a
species and from it, with some simplifications, to elaborate mathematical codes to
solve engineering problems [19].

An optimization problem refers to the maximization or minimization of an objec-
tive function by assigning appropriate values to the variables that are in this function.
This type of problem is not present only in the scientific community, but also in the
daily routine. For example, when a person wants to go from some place to another
one, there are several possible paths and you have to make a decision on which route
to choose. The decision can be based on the time spent on the trip, the distance to be
traveled or the fuel that will be consumed. This kind of problem with few possible
solutions can be solved by analyzing each solution separately. However, in more
complex problems, there are not always a finite or small number of solutions. There-
fore, different methods are proposed to find the solution based on the behavior of the
problem.

Many conventional algorithms are deterministic and, among them, there are some
based on the information of the gradient function. An example, it can be cited the
Newton–Raphson method which has good performance for well-behaved functions
[6]. However, for highly nonlinear, non-convex, non-differentiable, and non-smooth
problems, these deterministic methods based on gradient function present conver-
gence problems and they are often stuck in optimum locations.

To solve this problem, it is necessary to use algorithms that are not based on
the gradient function such as heuristic (or stochastic) algorithms [21, 22]. These
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algorithms make some random searches for the best solution. Usually, this search is
guided and it is ensured that the method converges to a good solution. Even if these
algorithms do not provide an optimal solution, they can approach the global optimum
and provide a good solution.Another positive point is that they are less affected by the
behavior of each problem, making themmore robust for various applications [7, 21].

As already mentioned, real fireflies are flying insects that shine using biolumines-
cence, presumably to attract partners. Each firefly can shine with a different intensity.
In firefly algorithm, fireflies that are better, that is,which have a smaller error, emanate
a light with greater intensity. The better the representation of its objective function in
relation to the problem to be optimized, the closer this firefly is to the globalminimum
and the more intense its luminosity. In this way, other fireflies will also be attracted
to brighter fireflies (close to the global minimum) and will distance themselves from
fireflies with less luminous intensity (farther from the global minimum). Figure 1
shows the flowchart of firefly algorithm.

It is known that the light intensity decreases with the square of the distance [22].
Therefore, fireflies, although attracted by light, have a limited view of the biolumi-
nescence of other fireflies. Equation 1 represents the luminous intensity G(r) as a
function of a distance r.

G(r) � Gs

r2
(1)

where

Gs is the light intensity of the source;
r is the distance from the source.

Considering a light absorption coefficient γ for a fixed distance r , we can write
that the luminous intensity G according to Eq. 2:

G � G0e
−γ r (2)

where
G0 is the original light source.
The expressionGs/r2 has a singularity at r � 0. Then, combining this expression

that considers the effect of the light scattering as a function of the inverse of the square
of the distance,with the expression of the luminosity absorption, can be approximated
by a Gaussian form according to the following equation:

G(r) � G0e
−γ r2 (3)

The attractiveness of a firefly x1 by other fireflies v1, v2, v3, . . . , vn is propor-
tional to the luminous intensity of fireflies v1, v2, v3, . . . , vn that the firefly x1 is
able to see. We can define the attractiveness β of a firefly by another as

β � β0e
−γ r2 (4)
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Fig. 1 Flowchart of firefly algorithm
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where
β0 is the attractiveness at r � 0.
Depending on the complexity of the problem, we can simplify the calculation of

β with the following expression:

β � β0

1 + γ r2
(5)

We can still define � as being the characteristic distance, according to Eq. 6:

� � 1√
γ

(6)

where the expression of attractiveness is β0e−1 or β0/2, depending on the considered
formulation for the attractiveness.

Generally, we can say that the expression of attractiveness can be any continuous
and monotonous function, so that it obeys the following:

β � β0e
−γ rm (7)

where
m is any real number greater than or equal to 1.
To calculate the distance between two fireflies any vi and v j , we use the Euclidean

distance in a three-dimensional space, given by

ri j �
√(

xi − x j
)2

+
(
yi − y j

)2
+

(
zi − z j

)2
(8)

where pi � (xi , yi , zi ) and p j � (x j , y j , z j ) are the rectangular coordinates of the
fireflies vi and v j , respectively.

The distance ri j , depending on the problem, may be given by a non-Euclidean
equation. Theoretically, we can define ri j in any n-dimensional hyperspace.

The movement of a firefly i to nearest a firefly j (which has greater luminosity) is
defined by

pi � pi + β0e
−γ r2i j

(
pi − p j

)
+ αεi (9)

The second term of Eq. 9 is relative to the attractiveness. The third term (Eq. 10)
refers to a randomness added to the move, such that α is a parameter of random-
ness (weight), and εi is a vector of random numbers obtained from any probability
distribution function, as a Gaussian (normal) or uniform [5]. If the parameter α is
equal to zero, the motion has no randomness. On the other hand, if β0 equals zero,
all movement is random.

The choice of firefly algorithm parameters depends on the problem to be opti-
mized. However, there are some suggestions in the literature that apply to most
cases. It is suggested that β0 � 1, α ∈ [0, 1], and γ ∈ [0.1, 10].
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It is interesting to note that in the case γ →0, the attractiveness β tends to become
constant with a value equal to β0. This would be equivalent to saying that there is no
absorption of luminosity by light, that is, luminosity does not decrease in all space.
Therefore, the light of a firefly can be seen throughout the environment and a great
location can be easily found. On the other hand, if γ →∞ then β →0. This is
the equivalent of saying that fireflies have no attractiveness to each other, and their
movements are only random.

Some improvements can be added to the firefly algorithm so that it converges
faster. This is done by decreasing the randomness of the drive over the generations.
This means that as we move to the global optimum of the solution, the value α is
decremented. An example is given by

α � a∞ + (α0 − a∞)e−g (10)

where

g is the generation number;
a∞ is the parameter of randomness in the last generation;
α0 is the parameter of randomness in the first generation.

Other formulations for the decreasing α can be made, as in

α � α0θ
t (11)

where
θ is a randomization reduction constant (0 < θ ≤ 1).
It can be said that the objective function to be optimized is associated with the

flashing light of the fireflies. For a simplification of the model, three rules were
adopted: (a) it is assumed that all individuals are attracted by all, so that there is no
difference as to sexuality; (b) the greater the brightness of a firefly, the greater its
attractiveness, in such a way that it decreases with increasing distance, due to the
absorption of light through the medium; (c) the brightness of a firefly is affected by
its evaluation function (objective function), that is, the better it evaluates, the brighter
it will be. The lower bright fireflies move (are attracted) to those of higher brightness.

The firefly algorithm can be synthesized in a pseudocode that describes its steps.
The pseudocode is shown in Table 1.

3 Photovoltaic Solar Energy

The growing demand for electric power shows the dependence of society on this type
of energy. The electrical sector has been developing new systems to increase relia-
bility in the electrical network, improving its functionalities and its infrastructure. In
addition to the fact that crises in the main means of production of the energy matrix
bring problems for the whole society. There is also concern about the environmental



Firefly Algorithm Applied to the Estimation … 107

Table 1 Pseudocode of the firefly algorithm

Set the algorithm parameters: α, β and γ
Set the simulation parameters: population size (n) and maximum it-
erations (G)
Generate the initial population randomly
for iteration = 1 : G

Calculate the brightness of each firefly
Sort the population according to brightness
for i = 1 : n -1

for j = i+1 : n
if Evaluation (j) > Evaluation (i)

Move the firefly i in the direction 
of the firefly j 

end if
end for j

end for i
end for iteration
Show the best solution

impact on power generation, in which the elevation of the Earth temperature is one of
the topics. Therefore, it can be noted that the generation of energy through sunlight
is a measure that will benefit all parts of the electrical system, that is, the utility, the
consumer, and the environment.

Solar energy is a renewable energy source. This generation is carried out through
the capture of the solar radiation. It is made the conversion into electric energy
through the photovoltaic effect in the photovoltaic cell. In this effect, there is the
excitation of electrons, due to the characteristics of some semiconductor materials
in the presence of sunlight, taking the photovoltaic effect and generating the electric
current of this system. Photovoltaic cells form a photovoltaic panel.

3.1 Equivalent Electric Circuit

A photovoltaic cell or photovoltaic panel can be modeled by an electric circuit that
behaves similar to the cell/panel. This modeling is essential, because photovoltaic
systems projects are expensive and it is important to perform an accurate and reliable
simulation of the system to be installed. Therefore, it is interesting for photovoltaic
systems to develop models that simulate the real characteristics of the panels [15].
There are several models in the literature that represent a photovoltaic panel with
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different complexities. The complexity level of the model will define which mathe-
matical expressions are most suitable for the model [1].

There are four models in the literature that define the equivalent electrical circuit
of a photovoltaic panel. The models differ in relation to their complexity, starting
from a simpler representation to a more complex representation. The models are
Ideal Model (IM), Single Diode Model Simplified (SDMS), Single Diode Model
(SDM), and Double Diode Model (DDM).

These models were developed to represent mathematically the photovoltaic panel
and to generate computationally the I–V characteristic curve (also called character-
istic curve or I–V curve). An example of this curve is shown in Fig. 2.

The equivalent circuit of the ideal model consists of a current source, which
generates the photogenerated current, and a diode, which generates the current of
the diffusion diode. The current generated by the photovoltaic panel is the difference
between the current photogenerated by the current of the diffusion diode. The IM is
shown in Fig. 3.

The equation describing the IM is presented by

I � Iirr − Id (12)

where

I is the current generated by the photovoltaic panel (A);
Iirr is the photogenerated current (A);
Id is the current of the diffusion diode (A).

Fig. 2 Example of an IV characteristic curve
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Fig. 3 Equivalent circuit of
the ideal model

The diffusion diode current is defined by

Id � I0
[
e

V
NsnVt − 1

]
(13)

where

V is the output voltage (V);
I0 is the reverse saturation current of the diffusion diode (A);
Ns is the number of cells in series that make up the photovoltaic module;
n is the diode ideality factor;
Vt is the thermal voltage (V).

The thermal voltage is calculated by Eq. 14:

Vt � kTc
q

(14)

where

k is the Boltzmann constant (1.380 × 10−23J/K);
q is the elementary charge of the electron (1.609 × 10−19 C);
Tc is the temperature of the module (K).

Substituting Eq. 13 into Eq. 12, we have that the current generated by the photo-
voltaic panel is given by

I � Iirr − I0

[
e
(

V
NsnVt

)
− 1

]
(15)

Some parameters of Eq. 15 should be estimated because they are not known or
provided by the panel manufacturer. The parameters to be estimated in the IMmodel
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Fig. 4 Equivalent circuit of
the single diode model
simplified

are photocurrent current (I irr), diode reverse saturation current (I0), and diode (n)

ideality factor.
The secondmodel to be presented is the SDMS. The SDMShas a series resistance,

which represents the losses of themetal contacts of the photovoltaicmodule. Figure 4
shows the SDMS.

The equation of the SDMS is similar to Eq. 15 with the adding the influence of the
resistance in series. This resistance is related to the slope of the characteristic curve
of the panel at the point of the characteristic curve where the voltage is maximum,
that is, in the open-circuit voltage (I � 0 and V � Vca). The current generated by
the photovoltaic module is expressed by Eq. 23.

I � Iirr − I0

[
e
(

V+I Rs
NsnVt

)
− 1

]
(16)

where
Rs is the series resistance of the photovoltaic panel (�).
The parameters to be estimated in the SDMS model are the same of those of the

IM model and the resistance in series, that is, the parameters to be estimated are
photocurrent current (Iirr), diode reverse saturation current (I0), factor diode ideality
(n), and series resistance (Rs).

The SDM is one of themost usedmodels in the literature [18]. Thismodel presents
a shunt resistance, which represents the losses related to the parasitic currents that
circulate in the photovoltaic panel. Figure 5 shows the equivalent electric circuit for
the SDM.

The equation describing the equivalent circuit of the SDM model is given:

I � Iirr − I0

[
e
(

V+I Rs
Ns nVt

)
− 1

]
− V + I Rs

Rsh
(17)
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Fig. 5 Equivalent circuit of
the single diode model

where
Rsh is the shunt resistance of the photovoltaic panel (�).
The slope of the characteristic curve at the point where the voltage tends to zero

(I � Isc and V � 0) is related to the value of the shunt resistance.
In this model, there are five parameters to be estimated as they are not provided

by the PV panel manufacturer. The parameters are photocurrent current (I irr), diode
reverse saturation current (I0), diode ideality factor (n), series resistance (Rs), and
shunt resistance (Rsh).

Finally, the last model is the DDM. The DDM has the same components as
the SDM model with the addition of another diode. This model has the important
characteristic of modeling the carrier recombination losses in the depletion region
[18]. The DDM is shown in Fig. 6.

Fig. 6 Equivalent circuit of
the double diode model
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The equivalent circuit of the DDM is expressed by

I � Iirr − I01

[
e
(

V+I Rs
Nsn1Vt

)
− 1

]
− I02

[
e
(

V+I Rs
Nsn2Vt

)
− 1

]
− V + I Rs

Rsh
(18)

where

I01 is the reverse saturation current of the diffusion diode (A);
n1 is the ideality factor of the diffusion diode;
I02 is the reverse saturation current of the recombination diode (A);
n2 is the ideality factor of the recombination diode.

This model has six parameters to be estimated, since they are not provided by
the PV panel manufacturer. The parameters are photocurrent current (I irr), reverse
saturation current of the diffusion diode (I01), the diffusion diode ideality factor (n1),
reverse saturation current of the recombination diode (I02), the recombination diode
ideality factor (n2), the series resistance (Rs), and the shunt resistance (Rsh).

The model chosen for parameter estimation was the SDM. Although the DDM is
more accurate, the complexity to obtain all parameters increases and the results do
not improve as complexity increases. On the other hand, the mathematical equation
of the SDM has high complexity while providing adequate representation of the
photovoltaic panel.

4 Firefly Algorithm Applied to Parameter Estimation
of a PV Model

A photovoltaic system consists of an association of photovoltaic panels connected in
series and/or parallel. The behavior of the panel depends on the materials used for its
production. The producers provide some information about the photovoltaic panel
in its datasheet. However, there are some model parameters that are not provided by
the datasheet. Thus, the values of these parameters are unknown and, consequently,
must be determined or estimated for the modeling and simulation of the photovoltaic
panel.

Several studies address the estimation of the values of these parameters. There
are works that use analytical methods, numerical methods, optimization techniques,
or combinations between them. Some studies that use the analytical approach are [8,
17]; some studies that use the numerical approach are [2, 3, 11]; in [15] analytical and
numerical techniques are combined for parameter estimation; and other works use
optimization techniques such as particle swarm [9, 23], genetic algorithms [11], and
differential evolution [4, 8, 10]. In [12] and [13], analyticalmethods are used to reduce
the search space and the complexity of this problem, together with optimization
techniques to estimate the parameters of the photovoltaic panel. Since the estimation
of the parameters is a nonlinear, non-convex, multivariate, multimodal problem with
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several good locations [12, 15], new techniques may be more satisfactory outcome
of the used until now.

To perform the estimation of the parameters of the photovoltaic panels with the
firefly algorithm,we considered the standard test condition (STC).TheSTC is defined
for tests of photovoltaic modules with irradiance of 1000 W/m2, temperature of
298 K, wind speed equal to 1.5 m/s, and the standard spectral distribution for the air
mass of 1.5.

Recalling that the SDM was the model chosen to represent the equivalent circuit
of the photovoltaic panel, Fig. 7 and Eq. 19 are shown again below:

I � Iirr − I0

[
e
(

V+I Rs
NsnVt

)
− 1

]
− V + I Rs

Rsh
(19)

In this chapter, the firefly algorithm is implemented with the purpose to estimate
the parameters n and Rs of the circuit shown in Fig. 7. To this end, the equations
proposed by [12] are used to estimate the variables I0, I irr, and Gsh, where Gsh �
(1/Rsh). These equations are in function of n and Rs. For each iteration of the firefly
algorithm, the two parameters (n and Rs) are estimated, and then the other three
parameters (I0, Iirr, and Gsh) are calculated.

The authors of [12] propose to obtain analytical values to estimate some param-
eters by manipulating Eq. 19 at the open-circuit point (I � 0, V � Vca), at the
short-circuit point (I � Isc, V � 0), at the maximum power point (I � Imp,
V � Vmp) and imposing the derivative of the power, with respect to the voltage,

equal to zero at the maximum power point
(

dP
dV

∣∣
V�Vmp

� 0
)
. Generating equations

for three of the five parameters to be estimated. The values of the photogenerated
current (Iirr) , the diode saturation current (I0) and the parallel conductance (Gsh)
are, respectively, given by

Fig. 7 Equivalent circuit of
the single diode model
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Iirr �
IscVoc

(
e
(

Vmp+Rs Imp
NsnVt

)
− 1

)
+ IscVmp

(
1 − e

(
Voc

NsnVt

))
+ ImpVoc

(
1 − e

(
Rs Isc
NsnVt

))

A1e
(

Rs Isc
NsnVt

)
+ A2e

(
Vmp+Rs Imp

NsnVt

)
+ A3e

(
Voc

NsnVt

)

(20)

I0 � Voc
(
Isc − Imp

) − Vmp Isc

A1e
(

Rs Isc
NsnVt

)
+ A2e

(
Vmp+Rs Imp

NsnVt

)
+ A3e

(
Voc

NsnVt

) (21)

Gsh �
(
Imp − Isc

)
e
(

Voc
NsnVt

)
+ e

(
Vmp+Rs Imp

NsnVt

)
− (

Imp
)
e
(

Rs Isc
NsnVt

)

A1e
(

Rs Isc
NsnVt

)
+ A2e

(
Vmp+Rs Imp

NsnVt

)
+ A3e

(
Voc

NsnVt

) (22)

where A1 � (
Vmp + Rs Imp − Voc

)
, A2 � (Voc − Rs Isc), and A3 �(

Rs Isc − Rs Imp − Vmp
)
.

Equations (20), (21), and (22) depend on two parameters of the SDMmodel (only
n and Rs). It reduces the number of parameters to be estimated and, consequently, the
computational complexity of the problem. Therefore, optimization techniques based
on heuristics, such as the genetic algorithm and the firefly algorithm, can be used to
estimate the remaining parameters.

The fitness function used by the firefly algorithmwas the RootMean Square Error
(RMSE), defined inEq. 23. TheRMSEwas calculated in relation to the sampled points
of current and voltage of the I–V curve (available in the datasheet of the photovoltaic
panel) and the I–V curve made with the estimated parameters. That is, for each value
of parameter n and parameter Rs an I–V curve is plotted, and the RMSE is calculated
between this curve and the I–V curve sampled in datasheet. The parameters will be
more adequate when the RMSE was smaller and thus, the obtained curve will be
closer to the real curve.

RMSE �
√√√√ 1

M

M∑
m�1

(Is(V ) − Ie(V ))2 (23)

where
Is(V ) is the current sampled by the datasheet;

Ie(V ) is the estimated current through the firefly algorithm;
M is the number of points sampled in I–V curve of the datasheet.

The stopping criterion of this algorithm was specified as the number of gener-
ations. In this implementation, the maximum number of generations was adopted
equal to 100. Table 2 presents the pseudocode of the firefly algorithm developed to
estimate the parameters of the photovoltaic panel.

The firefly algorithm search process can be illustrated in Fig. 8. This graph rep-
resents a fictitious problem in which there are only two input values, X and Y . The
overall minimum in this problem is X �0 and Y �0, and a population is three fire-
flies. Let us assume that the “firefly 0” is in position (2, 1) and therefore is the closest
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Table 2 Implemented firefly algorithm pseudocode

Set the parameters of the algorithm: α, β and γ
Set the simulation parameters: population size and maximum iterations 
(n and G)
Generate the initial population randomly
for iteration = 1 : G

for i = 1:n
Calculate the luminous intensity of source (for each 
firefly) proportionally to the objective function of the 
problem:

end for i 
for i = 1:n

for j = 1:n
Calculate the distance between the firefly i and 
the firefly j:

Calculate the brightness of the firefly i in
relation to the firefly j:

end for j
end for i

to the correct solution. The “firefly 1” is at (−4, −4), and the “firefly 2”, which is
furthest from the solution, is at (−6, 6).

The best fireflies in the firefly algorithm have a higher luminous intensity, that is,
have an objective function associated with it with a smaller error. In Fig. 8, “firefly
0” has the highest luminous intensity, “firefly 1” has intermediate intensity, and
“firefly 2” has low intensity. The basic idea of the firefly algorithm is for a firefly
to be attracted to other fireflies that have a higher luminous intensity, and that the
attractiveness among fireflies is stronger the closer the fireflies are. The greater the
attractiveness, the greater the distance the fireflywill travel toward themore luminous
firefly. In Fig. 8, the “firefly 0” has the highest intensity, so it will not move. The
“firefly 1” is closer to the “firefly 0” than the “firefly 2”, so “firefly 1” will move a
distance greater than the “firefly 2”.

The algorithm was implemented using the MATLAB software, and the results
were compared to those of four papers in the literature, [3, 12, 15], and [20]. We
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Fig. 8 Illustration of the basic idea of the firefly algorithm

Table 3 Characteristics of
Kyocera KC200GT panel

Characteristic Value

Maximum power (W) 200

Maximum power voltage (V) 26.3

Maximum power current (A) 7.61

Open-circuit voltage (V) 32.9

Short-circuit current (A) 8.21

Number of cells 54

chose the Kyocera KC200GT photovoltaic panel for estimating its parameters. The
main characteristics of Kyocera KC200GT panel are in Table 3.

The resultswere obtained by assigning arbitrarily the values of the variables: alpha
(α), beta (β), and gamma (γ ). Three test conditions were determined to analyze the
impact of these firefly algorithm variables on parameters estimation. In the First Test,
which was defined as standard experiment, it is considered a low randomness and
average light absorption across the medium. In the Second Test, the randomness of
the movement of the fireflies is increased in relation to the First Test, keeping the
other values the same as in First Test. In the Third Test, only the absorption of light
through the medium is modified in relation to the First Test. The chosen values are
presented in their respective sections.

The firefly algorithm is a heuristic algorithm, and it provides a result every time
it runs. Therefore, the algorithm was run 10 times in all cases to ensure reliability in
the solution obtained with the algorithm. By averaging the output values provided
by the algorithm, it is avoided that the obtained parameters are in a local minimum
of the RMSE surface.
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The parameters n andRs were initialized with values equal to 1.3 and 0.15, respec-
tively. The ideality factor (n) has a well-defined interval (1 ≤ n ≤ 2), that is, it can
be initialized with any value within that interval. The series resistance (Rs) has a
value different but close to zero (Rs �� 0 and Rs ≈ 0), so Rs can be initialized with
a value close to zero.

4.1 The First Test

The variables of the firefly algorithm for the First Test are presented in Table 4. These
values provide low randomness (α) and a medium level of mean light absorption (γ )
to the firefly algorithm.

Figure 9 shows the I–V characteristic curves generated with the estimated param-
eters and that given by the sampled points from the datasheet. The circle points were
extracted from the datasheet, and the continuous line is the curve proposed by the
First Test. It can be noted that they are very close. The circle points were extracted
from the datasheet, and the continuous line is the curve proposed by the First Test.

We also analyzed the statistics of the RMSE to show that it converges to a certain
value. Even the highest obtained value, that is, in the worst case, the performance of
the firefly algorithm was still better than other algorithms in the literature, as will be
shown below. Table 5 shows the obtained parameters and a statistical analysis of the
results. The RMSE value shown in Table 5 also justifies the proximity between the
curves observed in Fig. 9.

Table 4 Parameter of the
First Test

Parameters Value

Number of fireflies 20

Number of generations 100

α 0.1

β 1

γ 5

Table 5 Statistics for the parameters estimated in the first case

Parameter Mean Standard
deviation

Variance Maximum Minimum

n 1.2254 5.344 × 10−2 2.857 × 10−3 1.4079 1.079

Rs(�) 0.1484 1.606 × 10−2 2.580 × 10−4 0.1919 0.09375

Rsh(�) 92.59 8.144 66.33 125.48 75.24

I0(A) 3.491 × 10−8 6.354 × 10−8 4.038×10−15 38.63×10−8 0.225×10−8

Iirr(A) 8.223 2.415×10−3 5.834×10−6 8.231 8.216

RMSE 9.80×10−2 2.820×10−11 2.255×10−6 10.46×10−2 9.73×10−2
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Fig. 9 I-V curve of the average cases in the First Test

Table 6 Comparison of the parameter estimation obtained with the proposed method and other
methods proposed in the literature—first case

Works RMSE n Rs (�) Rsh (�) I0 (10−8A) Iirr (A)

Proposed
firefly

9.80×10−2 1.2254 0.1484 92.59 4.491 8.2230

Laudani
et al. [13]

9.76×10−2 1.2645 0.1374 98.08 5.6710 8.2215

Cubas et al.
[3]

25.01×
10−2

1.3000 0.2309 594.63 9.6930 8.2132

Villalva
et al. [20]

21.77×
10−2

1.3000 0.2300 566.90 9.7561 8.2135

Majdoul
et al. [15]

21.17×
10−2

1.3000 0.2310 598.00 9.6896 8.2100

Table 6 presents comparisons of the values of the error (RMSE) and the parame-
ters of the photovoltaic panel obtained in this work with other methods of the param-
eter estimation present in the literature. It can be noted that the RMSE obtained by
this work was the second minor value achieved until now in the literature. It is also
observed that the value of the series resistance (Rs) is closer to the value obtained by
[12] showing similarity between the values.

Figures 10, 11, and 12 present the histograms of the ideality diode factor (n) and
the series resistance (Rs) values. The histograms show that the values obtained for
these two parameters are concentrated close to the mean (shown in Table 5). These
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Fig. 10 Histogram of diode ideality factor in the First Test

Fig. 11 Histogram of the series resistance in the First Test

findings confirm that the standard deviation is small, in the order of 10−3 as shown
in Table 5.

In order to show the efficiency of the proposed firefly algorithm, the convergence
curve is shown inFig. 13. These valueswere comparedwith the smaller error obtained



120 R. A. P. Franco et al.

Fig. 12 Histogram of the RMSE value in the First Test

Fig. 13 The convergence curve of RMSE values—First Test

in the literature [12]. Analyzing Fig. 13, it is possible to notice that the RMSE values
obtained with the best case of firefly algorithm in the First Test tend to be smaller
than that presented in [12] in all generations. The logarithmic scale was adopted in
y-axis to provide better visualization.
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Table 7 Parameters of the Second Test

Parameters Case 1 Case 2

Number of fireflies 20 20

Number of generations 100 100

α 0.5 0.8

β 1 1

γ 5 5

Fig. 14 The convergence curve of RMSE values—Second Test

4.2 The Second Test

In the Second Test, two variations were analyzed for the randomness (α) of the firefly
algorithm. Thus, the fireflies will have more probability to walk randomly. With the
analysis of the results, it will be possible to observe if greater randomness influences
positively in the estimation of the parameters of the photovoltaic panels. The values
for the implemented are shown in Table 7.

Figure 14 shows the convergence curve of the results obtained for the Second
Test compared to the standard case (First Test) and the work [12]. The initial values
for the Case 2 (γ � 0.8) were adequate, providing a small error at the beginning.
The greater randomness in the firefly algorithm provides a better search at search
space, and it finds a smallest error compared to the errors obtained by others’ works
considered in this chapter.
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Table 8 Statistics of the parameters estimated in Case 1 of the Second Test

Parameter Mean Standard
deviation

Variance Maximum Minimum

n 1.2277 7.455×10−6 5.557×10−11 1.2277 1.2277

Rs(�) 0.1477 2.427×10−6 5.892×10−12 0.1477 0.1477

Rsh(�) 92.31 1.194×10−3 1.426×10−6 92.31 92.31

I0(A) 3.223×10−8 3.795×10−12 1.441×10−23 3.224×10−8 3.224×10−8

Iirr(A) 8.223 3.448×10−7 1.189×10−13 8.223 8.223

RMSE 9.737×10−2 2.820×10−11 7.986×10−22 9.737×10−2 9.737×10−2

Fig. 15 Histogram of diode ideality factor in the Second Test, Case 1

4.2.1 Case 1

The statistical indicators for case α �0.5 are presented in Table 8. The indicator
values show that the parameters converged to the same values in all runs. This fact
happens because the parameters have small standard deviation and variance.

Figures 15, 16, and 17 show the histogram of the diode ideality factor (n), series
resistance (Rs), and RMSE value for α � 0.5. The distribution presented by RMSE
was concentrated close to value RMSE �0.09737. The diode ideality factor and
series resistance also presented a low variability. The histograms are similar to the
results obtained in Table 8.
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Fig. 16 Histogram of series resistance in the Second Test, Case 1

Fig. 17 Histogram of RMSE value in the Second Test, Case 1

4.2.2 Case 2

The statistical indicators for the case α � 0.8 are presented in Table 9. The presented
results are similar to the Case 1 (α � 0.5). However, as the randomness is higher
than Case 1, the standard deviation and variance increased.
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Table 9 Statistics of the parameters estimated in Case 2 of the Second Test

Parameters Mean Standard
deviation

Variance Maximum Minimum

n 1.2277 1.221×10−5 1.4923×
10−10

1.2277 1.2277

Rs(�) 0.1477 3.643×10−6 1.327×10−11 0.1477 0.1477

Rsh(�) 92.31 1.194×10−3 3.797×10−6 92.31 92.31

I0(A) 3.223×10−8 6.222×10−12 3.871×10−23 3.224×10−8 3.224×10−8

Iirr(A) 8.223 5.611×10−7 3.149×10−13 8.223 8.223

RMSE 9.737×10−2 7.570×10−11 5.732×10−21 9.737×10−2 9.737×10−2

Fig. 18 Histogram of the diode ideality factor in the Second Test, Case 2

Figures 18, 19, and 20 show the histograms of the diode ideality factor (n), series
resistance (Rs), and RMSE value forα � 0.8.Despite the increase in the randomness
of firefly algorithm, the results presented by the histograms are similar in all runs.
However, a higher concentration of RMSE value and greater dispersion of Rs is
observed in relation to the previous case (α � 0.5).
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Fig. 19 Histogram of the series resistance in the Second Test, Case 2

Fig. 20 Histogram of the RMSE value in the Second Test, Case 2

4.2.3 Final Considerations

Table 10 shows the results obtained by the randomness variation of the firefly algo-
rithm with the other works. We observed that the lowest RMSE values were obtained
by the firefly algorithm.
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Table 10 Comparison of the parameter estimation obtained with the proposed method and other
methods proposed in the literature—Second Test

Works RMSE n Rs (�) Rsh (�) I0(10−8 A) Iirr(A)

Proposed
firefly

9.80×10−2 1.2254 0.1484 92.59 4.491 8.223

Firefly
Second Test
Case 1

9.737×
10−2

1.2277 0.1477 92.31 3.223 8.223

Firefly
Second Test
Case 2

9.737×
10−2

1.2277 0.1477 92.31 3.223 8.223

Laudani
et al. [13]

9.76×10−2 1.2645 0.1374 98.08 5.6710 8.2215

Cubas et al.
[3]

25.01×
10−2

1.3000 0.2309 594.63 9.6930 8.2132

Villalva
et al. [20]

21.77×
10−2

1.3000 0.2300 566.90 9.7561 8.2135

Majdoul
et al. [15]

21.17×
10−2

1.3000 0.2310 598.00 9.6896 8.2100

Table 11 Parameters of the Third Test

Parameters Value 1 Value 2

Number of fireflies 20 20

Number of generations 100 100

α 0.1 0.1

β 1 1

γ 2 5

The results obtained by the two variations of firefly algorithm randomness
obtained the lowest errors among the works in the literature. The values obtained by
the firefly algorithm are close to the values obtained by [12] proving that the firefly
algorithm result is valid. Figure 21 shows the I–V curve for the Case 2 in the Second
Test.

4.3 The Third Test

In the Third Test, the absorption of light by the medium is modified. As defined in
the literature, the absorption of light by the medium varies between 0 ≤ γ ≤ 10.
In the First Test, a mean absorption (γ � 5) was considered. In the Third Test, the
value of γ is varied to analyze its influence on the parameter estimation problem.
Table 11 shows the values of γ utilized in this section.
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Fig. 21 I–V curve of Case 1 in the Second Test

Fig. 22 The convergence curve of RMSE values—Third Test

Figure 22 shows theRMSE values for the gamma (γ ) variation in firefly algorithm,
comparing them to those of the standard case (First Test) and the work [12]. Note
that with high light absorption through the medium, the firefly algorithm converges
more slowly in relation to first case and [12].
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Table 12 Statistics of the parameters estimated in Case 1 of the Third Test

Parameters Mean Standard
deviation

Variance Maximum Minimum

n 1.2267 4.573×10−2 2.091×10−3 1.2979 1.1127

Rs(�) 0.1479 1.362×10−2 1.854×10−4 0.1815 0.1261

Rsh(�) 92.47 5.927 35.133 102.8 78.39

I0(A) 3.746×10−8 2.183×10−8 4.767×10−16 9.203×10−8 4.348×10−8

Iirr(A) 8.223 2.239×10−3 5.015×10−6 8.229 8.220

RMSE 9.780×10−2 9.953×10−4 9.907×10−7 10.04×10−2 9.736×10−2

The convergence in the Third Case is justified by the fact that fireflies with low
brightness move more slowly to fireflies with high brightness. This provides a delay
for the fireflies to reach the global optimum.

4.3.1 Case 1

The statistical indicators for the Case 1 (γ � 2) are presented in Table 12. The
indicators show that there was greater variation of the parameters in relation to the
Second Test results. This fact demonstrates that the algorithm converges rapidly, but
sometimes without converging to the global optimum.

Figures 23, 24 and 25 show the histograms of the diode ideality factor (n), series
resistance (Rs), and RMSE value to γ � 2. The histograms show that the firefly
algorithm converges more times to a same value; however, the firefly algorithm also
converges to a high range of different values (for example, n �1.2979 and n �
1.1127). Thus, the higher the randomness of the Second Test, the more the difficult
to get stuck in local minima.

4.3.2 Case 2

The statistical indicators for the Case 2 (γ � 8) are presented in Table 13. The
indicator values show that the Case 2 provided higher RMSE value compared to
Case 1 (γ � 2), besides converging more slowly than Case 1 (see Fig. 16). Table 13
shows that lower standard deviation and variance were obtained than the previous
case (γ � 2).

Figures 26, 27, and 28 show the histograms of the diode ideality factor (n), series
resistance (Rs), and RMSE value for γ � 8. The histogram values confirm that the
variation between the obtained values was smaller than Case 1 (γ � 2).
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Fig. 23 Histogram of the diode ideality factor in the Third Test, Case 1

Fig. 24 Histogram of the series resistance in the Third Test, Case 1

4.3.3 Final Considerations

Table 14 presents the results generated by the variation of the luminosity of the
medium for the FA, comparing to those of other works.
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Fig. 25 Histogram of the RMSE value in the Third Test, Case 1

Table 13 Statistics of the parameters estimated in Case 2 of the Third Test

Parameters Mean Standard
deviation

Variance Maximum Minimum

n 1.2519 3.184×10−2 1.01×10−3 1.3232 1.2277

Rs(�) 0.1418 6.692×10−3 4.478×10−5 0.1477 0.1327

Rsh(�) 97.03 7.986 63.77 118.21 92.31

I0(A) 5.207×10−8 3.102×10−8 9.624×10−16 13.10×10−8 3.223×10−8

Iirr(A) 8.222 1.335×10−3 1.782×10−6 8.223 8.219

RMSE 9.790×10−2 1.123×10−3 1.509×10−6 10.13×10−2 9.736×10−2

The results of the firefly algorithm obtained by varying the light absorption coef-
ficient (γ ) presented errors close to the error obtained by the algorithm proposed by
[12]. The parameters estimated are coherent and, also, they are close to the values
obtained by other works in the literature. Figure 29 shows the I–V curve for the Case
2 in the Third Test.
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Fig. 26 Histogram of the diode ideality factor in the Third Test, Case 2

Fig. 27 Histograms of the series resistance in the Third Test, Case 2

5 Conclusion

We proposed in this chapter to estimate the parameters of photovoltaic panels using
the firefly algorithm. In the proposed approach, the firefly algorithm performs the
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Fig. 28 Histogram of the RMSE values in the Third Test, Case 2

Table 14 Comparison of the parameter estimation obtained with the proposed method and other
methods proposed in the literature—Third Test

Works RMSE n Rs (�) Rsh (�) I0 (10−8 A) Iirr(A)

Proposed
firefly

9.80×10−2 1.2254 0.1484 92.59 4.491 8.223

Firefly
Third Test
Case 1

9.780×
10−2

1.2267 0.1479 92.47 3.746 8.223

Firefly
Third Test
Case 2

9.790×
10−2

1.2519 0.1418 97.03 5.207 8.222

Laudani
et al. [13]

9.76×10−2 1.2645 0.1374 98.08 5.6710 8.2215

Cubas et al.
[3]

25.01×
10−2

1.3000 0.2309 594.63 9.6930 8.2132

Villalva
et al. [20]

21.77×
10−2

1.3000 0.2300 566.90 9.7561 8.2135

Majdoul
et al. [15]

21.17 ×
10−2

1.3000 0.2310 598.00 9.6896 8.2100

estimation of two parameters of the SDM model of the photovoltaic panel while
the others are estimated by analytical equations. Certainly, the estimation of two
unknown parameter values reduces the search space and decreases computational
complexity compared with estimation of five unknown parameters.
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Fig. 29 I–V curve of Case 2 in the Third Test

The results of the simulation show that the firefly algorithm provides the small-
est error among the considered algorithms. The elevation of randomness impacted
positively the estimation of the parameters allowing a better analysis of the search
space near to the global minimum, as shown in the Second Test. The decrease in light
absorption by the medium allowed the firefly algorithm to converge more quickly to
the global minimum. However, the low light absorption can be harmful if the firefly
algorithm is stuck to a local minimum, as shown in the Third Test.

The firefly algorithm is a powerful optimization technique that can generate good
results. In order to accomplish that, it is necessary an excellent description of the
objective function to be solved and the fine adjustments of its parameters. Over 20
new firefly algorithm variants have been developed, and new applications and studies
are emerging almost daily. It is no surprise that firefly algorithm has been used in
almost every area of sciences, engineering, and industry.

In this work, the firefly algorithm provided good results, that is, the root mean
squared error of the I–V curve is the smallest registered in the literature. In future
works, we intend to apply the firefly algorithm in other equivalent circuit models of
the photovoltaic panel, and test other heuristic algorithms.
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Abstract A novel beamforming technique based on Particle Swarm Optimiza-
tion (PSO) algorithm and its subsequent implementation on Xilinx Virtex4 Field-
Programmable Gate Arrays (FPGA) board is described. A prescribed limit in Side-
Lobes Level (SLL), Beamwidth between the First Nulls (FNBW) and depth of the
nulls steered at various interfering directions are considered as beam controlling
attributes in this work. All these criteria are included first in two dissimilar reference
templates using Dolph–Chebyshev polynomial and Cosine function. Stochastic pro-
cess is used next to optimize the physical and electrical parameters of a linear antenna
array satisfactorily complying with the desired pattern features altogether. System
design using Finite State Machine with Datapath (FSMD) modeling and suitable
COordinate Rotation DIgital Computer (CORDIC) functional blocks are prepared
for its final realization on a dedicated hardware. Its performance is then evaluated
with several fixed-point simulations in terms of beamforming accuracy and computa-
tional overheads under both Additive White Gaussian Noise (AWGN) and Rayleigh
fading channel conditions. These results corroborate its competency comparable to
the existing beamforming methods of smart antennas.
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1 Introduction

With the advent of Very Large-Scale Integrated Circuits (VLSI) and Monolithic
Microwave Integrated Circuits (MMICs) technology in wireless systems design, the
communication industry is now evolved enough at its various sectors [1, 2]. Extensive
and continuous research efforts are also carried on towards the development of a
common platform for them since the last few years. On the other hand, wireless
devices and circuits of one generation needs to be further upgraded for using it in the
next generation, as per the requirement at most of state-of-the-art communication
systems. At the same time, bottlenecks of the wireless transmission such as channel
capacity and signal quality, etc., should be improved to adopt the provision of new
value-added services in contemporary technologies [3, 4]. However, huge scopes
and opportunities are still open to address these issues in wireless systems design
at this time. Therefore, it is essentially needed to enhance both algorithmic and
architectural attributes developing new methodologies those not only cope up with
the recent trends in communication technology but also provide flexibility towards
their implementation along with the existing wireless infrastructures. Moreover, the
most challenging task remains to maintain security in communications, setting up
private point-to-point communication links among the several nodes in multi-hop
wireless network architectures [5, 6].

In this context, inclusion of smart antennas with conventional wireless systems
might be an elegant and economical strategic approach to enhance the performance
of radio propagation characteristics [7, 8]. Basically, smart antennas involve two
important features in its operation. Amongst them, beamforming attribute could
improve the link capacity remarkably providing wider bandwidth per user channel.
In contrast, direction finding capability, also termed as Direction of Arrival (DoA)
estimation techniques, could expedite several value-added services in modern com-
munication [9–11]. As a consequence, some effective smart antennas-based intel-
ligent wireless systems are already developed for modern real-world applications.
For example, mobile communication systems with smart antennas deployed at either
base stations or mobile terminals both in ad hoc networks [12–15] or Wireless Local
Area Networks (WLAN) architecture [16–18] and intelligent transportation systems
based on Internet of Things (IoT) [19–22], etc., are to be mentioned. Utilizing adap-
tive beamforming techniques, throughput, and latency of these systems are usually
optimized via suppression of interferences from the neighboring nodes and selection
of optimal route for relaying data packets from source to sink node [23–27].

However, the conventional beamformingmethods are based on either placing deep
nulls towards the interfering directions, also known as null steering or concentrating
entire radiated power of the beam at the desired node direction, also referred to as
beam steering [28–30]. In both schemes, putting on necessary conditions to maintain
lower side-lobes level and narrower beamwidth in the beam pattern is overlooked.
Thus, these are often prone to show vulnerability at the physical layer attacks in a
wireless network environment. In true sense, there always might be a probability of
an erroneous DoA estimation and beamforming scheme could stretch coverage to
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the attackers accordingly [31–33]. Hence, proper balancing between side-lobes level
and beamwidth in the optimum pattern is important to provide additional benefit by
counteracting the attack scenarios to some extent. Obviously, insertion of these two
criteria to the conventional beamforming algorithms is quite impossible. Therefore,
new algorithms that must consider prescribed side-lobes level and beamwidth in
their beam pattern along with deep nulls placed at appropriate directions of the
interferences or attackers should be developed for wireless communications under
the harsh environments. On the other hand, addition of this new concept would make
the beamforming algorithms multi-objective in nature. It is also a very difficult task
to solve them by the traditional approaches. In such cases, considering beamforming
functions as optimization problems to any heuristic search method or evolutionary
algorithm may be worthwhile to find the optimum solution by computing the array
weights vector. PSO technique, in general, possesses higher convergence speed with
simple structure than the other methods in literature [34, 35] and hence it is chosen
for this work.

However, smart antenna systems usually operate at high frequency (order of few
100 MHz or few GHz) and they require higher sampling rate in their signal process-
ing applications [36, 37]. Processors using traditional von Neumann architecture
with several Multiplier-Accumulator (MAC) stages are not suitable for computing
such complex beamforming algorithms and there is a need of high-speed parallel
processor architectures. Then again, recent growth in microelectronics and digital
technology makes the FPGA families as flexible platforms to develop digital signal
processors for the smart antennas [38, 39]. Development of an efficient PSO-based
adaptive beamforming algorithm and its subsequent realization on scalable hardware
architecture of Virtex4 FPGA chip is the main theme of this chapter.

The remaining portions of this chapter are structured as follows. In Sect. 2, the
related research works in the areas of adaptive beamforming algorithm using tra-
ditional methods or evolutionary algorithms and their scope of implementation on
FPGA platforms are briefly discussed. In Sect. 3, a speculative design principle
of smart antenna system suitable for advanced wireless communication services is
briefly described. The proposed PSO-based adaptive beamforming method and pro-
cedural steps for its implementation onto FPGAhardware are demonstrated in Sect. 4
and Sect. 5, respectively. In Sect. 6, simulation results alongwith proper explanations
are demonstrated. In Sect. 7, the chapter is concluded keeping a track towards its
future extension.

2 Related Works

A tremendous technological growth of smart antennas is found over the past decades
[40, 41]. It has become possible, in fact, through a continuous research and devel-
opment of various pioneering adaptive algorithms during this time. Some renowned
beamformingmethods and their hardware implementation on FPGAboard are briefly
reviewed in this section. Ward et al. [42] described a digital beamforming scheme
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with linear adaptive combiners inwhichweight vectors are determined byQRdecom-
position of Recursive Least Square (RLS) algorithm using Givens rotations. They
also proposed an efficient pipelined architecture for its implementation to achieve
high performance in digital domain. Using an eight-channel L-band digital phased
array receiver, Nuteson et al. [43] explained that the calibration and FPGA imple-
mentation methodologies have direct influence on the performance characteristics
of digital beamforming process in smart antenna applications. Choi and Shim [44]
proposed an alternative weight vectors computation technique based on maximiza-
tion procedure using Lagrange multiplier. Employing the smart antenna array on
the base station of Code Division Multiple Access (CDMA) mobile communication
system, its ability is also verified to counteract multipath fading with least error in
Signal-to-Interference-plus-Noise Ratio (SINR) and Bit Error Rate (BER). Dikmese
et al. [36, 37] demonstrated implementation of some CDMA compatible beamform-
ing algorithms such as Least Mean Square (LMS), Constant Modulus (CM), and
Space Code Correlator (SCC), etc., on FPGA platform. It was observed that approx-
imately 500 times faster speed can be reached in computing weight vectors rather
than their Digital Signal Processor (DSP) implementation counterpart. Sun et al. [45]
presented fast beamforming in an Electronically Steerable Parasitic Array Radiator
(ESPAR) by tuning the load reactance at parasitic elements surrounding the active
central element. This is based on the criterion of simultaneous perturbation stochastic
approximation with a maximum cross correlation coefficient. Based on the Newton
downhill method, Li et al. [46] developed a beamforming algorithm that can shape
the desired beam pattern in a quick and stable manner. Khodaei et al. [47] proposed
an adaptive beamforming algorithm that performs well in tracking the mobile users
over a wide angle spread environment. Using Memetic algorithms for perturbations
of phases and amplitudes, Hsu [48] described an uplink Multiple-Input Multiple-
Output Spatial Division Multiple Access (MIMO-SDMA) optimization technique
of smart antennas. Using the Eigenspace method to compute the optimal weight vec-
tor, Lee and Choi [49] presented a stable adaptive beamforming technique suitable
for wide angle spread circumstances.

However, almost all these beamforming methods described above fail to perform
satisfactorily under various adversarial attacks in wireless network environment.
Adversarial attack is usually assumed to compromise few nodes either by access-
ing their control system directly or tampering their radio environment in an indirect
way to introduce error in DoA estimations. Thus, the necessity of maintaining lower
side-lobes level and narrower beamwidth in beam patterns is essential. Otherwise,
there always is a chance of stretching coverage to the attackers or the interferers. This
situation expedites the motivation towards the development of a new beamforming
scheme for smart antennas to be described in this chapter. Considering all the nec-
essary perspective of establishing a private communication link between the nodes
in wireless ad hoc networks, this method involves PSO algorithm to compute the
array weights vector for generating the final beam patterns in accordance with two
separate templates such as Dolph–Chebyshev and Cosine function. Such templates
include all the criteria of beamforming attributes to keep the adjacent nodes, except
the desired one, beyond its communication coverage treating them as the interferers.
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3 Smart Antennas Preliminaries

In wireless networks, most of the radiated power is wasted while nodes set up com-
munication links with their conventional dipole antenna systems producing omni-
directional patterns. Such unused power may create interferences to the neighboring
nodes deteriorating overall Quality of Service (QoS) in the networks. In contrast,
smart antennas can enhance the SINR in the data links mitigating multipath fading
signals by spatial separation at its signal processing unit. This improves channel
capacity in the wireless links making them stable and secure to guarantee higher
throughput in data transmission [50, 51].

3.1 Theory of Smart Array Design

Smart antennas comprise with several spatially isolated antenna elements, usually
in the form of an array configuration at particular geometry such as linear, circular,
or planar, etc., followed by a digital signal processor [52, 53]. Beam patterns in
such antenna structures are normally governed by the Array Factor (AF), also known
as Beamforming Function (BF). Let us consider a linear array with uniform inter-
element spacing (�) and nonuniform amplitude excitations (In) primarily to derive
the expression for AF. Such an array with even number (2 N) of antenna elements
along the Y -axis is also shown in Fig. 1. Now, AF is typically expressed [54] as

AF(θ ) �
2N−1∑

n�0

Ine
jnψ (1)

where ψ � k�( sin θ − sin θd ) and k � 2π
λ
.

Fig. 1 A symmetrical configuration of linear array with 2N elements
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Normally, ψ is called progressive phase shift between the elements. Also, k is
termed as thewave numbers and λ is wavelength of the transmitted signal.Magnitude
of current for the nth element in array is denoted by In. Likewise, scanning angle θ

is measured about the array axis in the range [−90°, 90°] and θd is a squinted angle
at which the main-lobe orientation is to be done. An alternative representation of AF
in Eq. (1) can be made in matrix form as

AF(θ ) � φTa(θ ) (2)

where φT �
[
I0 I1 . . . I2N−1

]
is called array weights vector and a(θ ) �

[
1 e jψ . . . e j(2N−1)ψ

]T
is known as array steering vector.

Assuming symmetry in current distributions of the array elements about the origin,
AF in Eq. (1) is now modified and normalized as

AFp(θ ) �
N∑

n�1

In cos[k�n(sin θ − sin θd)] (3)

where �n � (2n−1)�
2 . Now, Eq. (3) can be easily extended for linear array configu-

ration with nonuniform inter-element spacing as well.

3.2 Principles of Operation

Smart antennas processes intercepted signals iteratively to produce an optimumbeam
pattern with higher directive gain in a chaotic environment and thus increases cov-
erage area significantly throughout the networks [55]. Its principle of operation can
be explained as more likely to a MIMO system that utilizes spatial diversity effect
of the antenna arrays, normally termed as SDMA technique [56]. Hence, its chan-
nel capacity or data transmission rate over the channel can be improved further
by installing large number of array elements and transmitting the space-time block
coded waveform [57]. Smart antenna systems are classified into two categories as
switch-beam antennas and adaptive array antennas. The latter one is more popular
due to its signal processing capability in a fluctuating radio environment [28, 58]. It
generally employs smart signal processing algorithms to estimate DoA identifying
strengths of the spatial signals incident at various angles. It also involves several
efficient beamforming algorithms that utilize DoA information to compute array
weights or beamforming vector producing beam pattern in accordance with vari-
able traffic or signal conditions of the environment. Therefore, more stable wireless
links can be established with beam patterns focused at the desired direction so that
effect of multipath fading and co-channel interference are effectively reduced [59].
In real-time applications, beamforming function of smart antennas, as illustrated in
Fig. 2, can be realized with an iterative process of updating the array weights vector
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Fig. 2 Schematic diagram of smart antennas

(φT) to produce an output signal y(t) in accordance with the reference signal r(t). It
continues till the error signal e(t)� r(t)−y(t) reaches an allowable limit and can be
expressed as

y(t) � φTx(t) (4)

where the intercepted signals x(t) is a composite input signal vector with desired
signal vector xs(t) arriving at angle θd, D number of interfering signal vector xi(t)
arriving from angles θ1 to θD and zero mean AWGN η(t) for each channel. This can
also be defined as

x(t) � a(θd )s(t) +
[
a(θ1) a(θ2) . . . a(θD)

]
·

⎡

⎢⎢⎢⎢⎢⎣

i1(t)

i2(t)

...
iD(t)

⎤

⎥⎥⎥⎥⎥⎦
+ η(t)

� xs(t) + xi (t) + η(t)
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3.3 Beamforming Attributes

Adaptive beamforming means shaping an optimal pattern by steering main-lobe and
nulls at appropriate angles as per the DoA information [60]. However, the state-of-
the-art in DoA estimation lies on Time series analysis, Spectrum analysis, eigen-
structure methods, Parametric methods, or Linear prediction methods, etc. Pattern
control algorithms, on the other hand, usually work on the basis of maximizing the
Signal-to-Interference Ratio (SIR), minimizing the variance or minimizing theMean
Square Error (MSE), etc. Some popular DoA estimation methods include Bartlett,
Capon, MUltiple SIgnal Classification (MUSIC), Root-MUSIC or Estimation of
Signal Parameters via Rotational Invariance Techniques (ESPRIT) algorithms, etc.
Similarly, LMS, RLS, CM, Sample Matrix Inversion (SMI) or Conjugate Gradient
(CG) methods, etc., are examples of few widely used beamforming algorithms.

However, the practical applications of smart antennas are restricted, in many
important wireless communication services that require minimum SLL and narrower
beamwidth, due to its conventional beamforming attributes asmentioned in the earlier
section. Hence, new algorithms should be developed for such applications.

4 PSO-Based Beamforming Methodology

Evolutionary algorithms-based beamforming methods can provide optimum beam
patterns successfully as per multiple predefined specifications. However, their ver-
satile uses are restricted, in various services of resource-constrained wireless ad hoc
networks, due to huge computational overheads (i.e., time complexity and space
complexity). Selection of proper optimization algorithm and formulation of the nec-
essary objective function also have a great impact in the design goal. In optimiza-
tion process, higher convergence speed and simpler algorithmic structure are always
preferred. PSO method involves both the attributes suitably compared to other con-
ventional schemes and hence recommended for energy-efficient computations in
practice.

4.1 Overview of PSO Algorithm

PSO is a population-based, stochastic, evolutionary technique introduced by
Kennedy and Eberhart in 1995 [35]. It mimics the swarm’s behavior in search of
collecting honey from the flowers at garden/unknown field and hence the name. Due
to its simple structure with higher degree of feasible convergence, it is widely used to
solve many multidimensional, discontinuous and complex optimization problems in
various fields of application.Moreover, its performance can be improved by adjusting
a single parameter, termed as inertia weight (w) or constriction factor, in the velocity
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update function. Each potential solution is termed as a “particle” in the search space
and its acceptability is determined with a fitness value obtained by evaluating the
objective function (also termed as cost function or fitness function or error function,
etc.). Initially, each particle begins movement with random position (X) and random
velocity (V ) over the multidimensional problem space. During the search process, it
tries to find out the particle position with possibly higher fitness value in an iterative
manner. Each time step (t), every particle must update its velocity (V ) and position
(X) based on the previous knowledge of personal best position (pbest) and the global
best position (gbest) attained so far. The velocity and position update equation is
represented as follows:

V � w · V + c1 · rand1() · (pbest − X) + c2.rand2() · (gbest − X) (5)

X � X + V (6)

where t is taken as a unit time step.
The second and third term of Eq. (5) is known as “cognitive” component and

“social” component, respectively. Cognitive component encourages each particle to
move toward its own best position found so far and social component explores the
global optimal solution exploiting the collaborative effect of the particles. Parameters
c1 and c2 are known as the acceleration constants (typically set to a value of 2.0) that
represent the relative weights of stochastic acceleration terms pulling each particle
towards pbest and gbest positions. The rand1() and rand2() are two random numbers in
the range [0, 1] that introduce some randomness to mimic the analogy of real-time
scenario. The inertia weight is generally used to balance between the global and local
search abilities and set values in the range [0, 1]. Using a linearly variable inertia
weight from 0.9 to 0.4, algorithm is found to converge faster. The process of updating
velocities and positions will continue till either one of the particles find a location
with the possibly highest fitness value or another predefined termination criterion is
met. Moreover, boundary conditions are applied to reinforce and stay the particles
movement inside the desired domain of interest [26]. The maximum and minimum
value of velocity and position is set to the upper and lower limit of the dynamic range
of the search space, i.e., (Vmax, Xmax) and (Vmin, Xmin) respectively. Whenever any
particle exceeds this limit, its velocity and position is set forcefully between upper
or lower boundary to control the convergence towards the global best solution.

4.2 Proposed Beamforming Scheme

Considering all the aspects (e.g., security, QoS, and resource constraints, etc.) of
wireless ad hoc networks, an effective beamforming method is proposed in this
chapter. It can successfully produce an optimumpatternwith prescribed SLL, FNBW
and deep nulls at the direction of interferences (θ i). Beam patterns can be controlled
normally by varying amplitudes and phases of array element excitations as described
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in the beamforming function of Eq. (3). In this regard, two strategic approaches are
carried out: one is to change the phases only in a nonuniformly spaced linear array
and another is to adjust the amplitudes in a uniformly spaced linear array. PSO
algorithm is used to optimize the element position perturbations keeping the array
length unchanged in the former case and amplitude coefficients in the latter case.

4.2.1 Generation of Reference Templates

All the necessary attributes of desired beam patterns are stipulated on the reference
templates. Separate templates are considered here in two beamforming mechanisms
as mentioned above.

• Dolph–Chebyshev template

Dolph–Chebyshev patterns normally contain the best possible trade-offs between
SLL and FNBW. For specific SLL, amplitude coefficients of a linear and uniformly
spaced array are first determined according to the Chebyshev polynomial as

In �
N∑

q�n

(−1)
N−q

(y0)
2q−1 (q + N − 2)! (2N − 1)

(q − n)! (q + n − 1)! (N − q)!
(7)

where y0 � cosh
[

1
(2N−1) cosh

−1(SLLd )
]
.

SLLd is the desired main-lobe to side-lobe voltage ratio. Then its beam pattern
is generated with beamforming function as in Eq. (3). Now, it is further modified to
steer nulls of predefined depth (K) and directions (θ i). Thus, desired template takes
the form as

AFd (θ ) �
{

K if θ � θi

AFp(θ ) elsewhere
(8)

• Cosine template

A simple time-scaled Cosine function, as shown in Fig. 3, is considered for the
second case. It can be primarily defined as

AFd (θ ) �

⎧
⎪⎪⎨

⎪⎪⎩

cos
[
(θ − θd ) π

FNBWd

]
if |θ − θd | < FNBWd

2

K if θ � θi

SLLd elsewhere

(9)

Here, the desired beamwidth (FNBWd) and desired side-lobes level (SLLd) are
adjusted by choosing appropriate values for phase angle of the Cosine function and
SLLd , respectively.
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Fig. 3 A Cosine template for desired beamforming

4.2.2 Formulation of Fitness Function

Considering the perspectives of computational complexity in optimization process,
a simple formula is adopted here for fitness calculation. Fitness function (F) for the
proposed method is defined as

F � min

{
θ�90◦∑

θ�−90◦
D(θ )

}
(10)

where D(θ ) �
{
1 if AFd (θ ) < AFp(θ ) + Tolerance

0 otherwise
.

Typically, D(θ ) represents an weight assigned for each deviation obtained in pro-
duced pattern AFp(θ ) from the desired one AFd(θ ) at any sample angle(θ ) over the
range [−90°, 90°]. This scheme always tries to minimize the worse solutions count
in an iterative manner.

4.2.3 Optimization of Array Weights

Positions and amplitude coefficients of array elements are considered as optimiza-
tion variable, respectively, in two distinct stages of the proposed scheme. Also,
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Table 1 Specifications for the desired patterns

Parameters Template type

Dolph–Chebyshev Cosine

SLLd 0.0316 (−30 dB) 0.0316 (−30 dB)

Tolerance 0.0246 (−5 dB) 0 (0 dB)

FNBWd 20° 20°

K 0.00001 (−100 dB) 0.00001 (−100 dB)

θd 30° 30°

θ i −20°, −5°, 10°, 45°, 60° −20°, −5°, 10°, 45°, 60°

a symmetrical array configuration with constant length is assumed for both the
cases. Now, considering M particles, each having Q dimensions within the solution
space, PSO algorithm would produce two M × Q dimensional matrices for its
position (X) vectors and velocity (V ) vectors. As the position of N-th array element
is fixed, dimensions Q remains equal to (N −1) for the first case. In the second
case, dimensions Q are equal to (N). These vectors are randomly initialized for
faster convergence of the optimization process. In each iteration, fitness function
is evaluated for each particle finding the corresponding pbest and gbest values as

pbest �
[
pbest1 pbest2 . . . pbestM

]T
and gbest � min{pbest}. These values (pbest and

gbest) along with respective positions are recorded and used to update velocity and
position of each particle as per the Eqs. (5) and (6). The termination condition for
this algorithm is set to a maximum iteration number of 1000. Thus, fitness values are
updated as to keepminimumnumber of deviations obtained for an angle interval of 1°
over the range [−90°, 90°] in every iteration. The global best position (gbest) achieved
at the process termination (through random swarmmovements over unknown search
field) is defined as the optimum solution. Specifications of the desired parametric
settings in an optimum pattern are listed in Table 1. Design and optimization
parameters along with their boundary limits are also stipulated in Table 2 for two
different cases. Convergence curves of respective optimizationmethod are illustrated
in Fig. 4. Also, speed of convergence, denoted by the minimum iteration numbers,
are presented with an Empirical Cumulative Distribution Function (ECDF) for 30
runs of the process in Fig. 5. Thus, corresponding patterns obtained for 20 element
linear arrays with desired node direction at 30° and five interferences at −20°, −5°,
10°, 45°, and 60° are also shown in Figs. 6 and 7. In both patterns, assuming distance
of desired node at the furthest end in beam patterns (d�1), neighboring nodes are
located at 0.9, 0.1, 0.04, 0.5, 0.08, and 0.3, respectively. Corresponding values of
SLLd , FNBWd and K are also set to −30 dB, 20°, and −100 dB.
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Table 2 Design parameters with boundary limits

Parameters Template type

Dolph–Chebyshev Cosine

Lower limit Upper limit Lower limit Upper limit

Frequency (f ) 2.4 GHz (Fixed) 2.4 GHz (Fixed)

Inter-element
spacing (�n)

�n −0.25λ �n +0.25λ 0.5λ (Fixed)

Element
excitation (In)

Fixed value as computed in Eq. (3) 0 1

Phase shift (β) 0 (Fixed) 0 (Fixed)

Fig. 4 Convergence curves attained in the optimization process

5 Hardware Realization on FPGA Devices

Two categories of processor architectures, commonly known as general purpose pro-
cessors and custom processors, are available in the market for implementing the pro-
posed beamforming algorithm on digital platforms [38].MicroprocessorUnit (MPU)
and DSP are example of the former type. Although more flexibility in computation
of general purpose solutions is achieved with their fixed number of instructions set,
but the sequential or serial execution process makes them relatively slow, involv-
ing multiple clock cycles to complete any particular task. They also consume more
power as these architectures are not optimized for the particular application. In con-
trast, Application-Specific Integrated Circuits (ASIC) are called dedicated or custom
processors. They normally enable computation with a customized architecture and
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Fig. 5 Convergence speeds achieved in the optimization process

Fig. 6 Optimized pattern with Dolph–Chebyshev template

always offer a specific solution in parallel mode. Hence, processing the entire task in
a single clock cycle makes them both fast as well as power efficient. However, they
are comparatively more expensive. FPGA family, on the other hand, integrates both
the benefits of versatile design solutions and parallel processing capabilities on the
same platform. On execution of the algorithms, they often develop reconfigurable
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Fig. 7 Optimized pattern with Cosine template

distributed arithmetic structures with their internal logic blocks. This avoids the
instruction fetch and data load/store bottlenecks of the conventional von Neumann
architecture [39].

This section demonstrates the necessary steps for designing processor architecture
of the proposed algorithm on FPGA board. The beamforming function consists of
trigonometric Cosine or Sine functions and hence processor architecture, capable of
computing fixed-point arithmetic, can be easily developed defining proper CORDIC
functional blocks.

5.1 Fundamentals of CORDIC Method

The CORDIC is an efficient computation method, presented first by J. E. Volder in
1959 [61], solving several basic trigonometric and hyperbolic functions. Nowadays,
it has become popular due to its various signal processing applications. The key
concept of thismethod is laid on rotating a vector in two-dimensional (2D) coordinate
systems for a desired angle (α). Then it is expressed as a sum of several predefined
elementary angles (αi), decomposed by pseudo micro-rotations as depicted in Fig. 8.
It turns into simple binary arithmetic with only shift-add operations, setting values
to such constituent angles as the power of 2 in an iterative way. This principle is
generally expressed in matrix form as
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Fig. 8 Rotation vector in 2D
circular coordinates

[
xn
yn

]
�

[
cosα sin α

− sin α cosα

][
x0
y0

]
(11)

where initial and final positions of the rotation vector (R) in the coordinate systems
are denoted by (x0, y0) and (xn, yn), respectively.

As rotation angle is decomposed into a set of small angles by pseudo micro-
rotations, hence it can be written as

α �
p−1∑

i�0

δiαi (12)

where δi denotes the direction of micro-rotations.
Now, putting αi � tan−1(2−i ), the CORDIC driving equations finally can be

summarized as
⎧
⎪⎪⎨

⎪⎪⎩

xi+1 � xi + δi2−i yi

yi+1 � yi − δi2−i xi
zi+1 � zi − δiαi

(13)

Here, z is an accumulator to store the effective angle in the iterative process.
Usually, direction of micro-rotations follows the sign of zi and can be represented as

δi �
{
+1 if zi ≥ 0

−1 otherwise
(14)
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Through iterations, the rotation vector gets scaled (R′) with a factor of about
1.6467605 in circular coordinates. This effect is normally avoided at the final com-
putation of Cosine or Sine function, simply initializing the position of rotation vector
at (x0 �0.6072528, y0 �0) or (x0 �0, y0 �0.6072528), respectively.

5.2 ASMD Chart

The proposed beamforming method basically operates on a fixed-point PSO proces-
sor that computes optimum values of the array weights vector in an iterative way.
Towards the development of its system architecture on the Xilinx virtex4 FPGA
board, a special schematic representation known as Algorithmic State Machine with
Datapath (ASMD) chart is used to translate the sequence of steps in the algorithm,
more similar to an FSMD modeling. FSMD architectures normally include both
control unit and data unit. Total process should be executed through finite logical
operations or states (S0–S14) that imply sequential commands on the controller or
Finite State Machine (FSM) to actuate control signals for appropriate operations in
the data unit. In the ASMD chart, each building block normally contains several
Register Transfer Level (RTL) notations that specify data manipulation and data
transfer operations among several registers. Each RTL operation is synchronized
with a master clock embedded in the system and thus executes clock-by-clock basis.
The ASMD chart for the proposed beamforming algorithm is illustrated in Fig. 9.
To synthesize a behavioral model of such FSMD design, Verilog code [62] is used
as Hardware Description Languages (HDL), making direct map onto FPGA board.

5.3 Proposed Architecture

The RTL operations described in ASMD chart are normally performed by the data
unit. It can be implemented well with registers, multiplexers and other combinational
circuits that are required to design several data manipulation functions. To realize
RTL operations on hardware, data from the source registers are passed to the combi-
national circuits for their transformation as per the specific function at the first clock
cycle. The updated data is then forwarded to the destination register for its storage at
the next clock cycle. Multiplexers are used to route such data between registers and
combinational or functional circuits. The state register (that keeps a track to current
state of the FSM) is used as the selection signal input for the multiplexers to set
appropriate result in any RTL operation. The proposed system architecture on FPGA
device is illustrated in Fig. 10. The entire beamforming process can be viewed as
to have three basic interrelated functional parts: (i) generation of the beamforming
function (AFp) (ii) evaluation of the fitness function (F), and (iii) selection of the
global best position (gbest). Beamforming function is characterized by trigonomet-
ric Cosine or Sine function and the fitness function is formulated as a sum of the
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Fig. 9 ASMD chart using Cosine template

deviation weights obtained through difference of two beamforming terms (AFd and
AFp) over finite sample angles. It can be efficiently implemented by formulating
suitable CORDIC blocks. The constant design parameters are stored in Read Only
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Memory (ROM). Here, Linear Feedback Shift Register (LFSR) is used to generate
random numbers for the PSO algorithm.

6 Performance Evaluation

Performance of the beamforming scheme is verified with hardware level fixed-point
simulations on its accuracy and computational overheads. In statistical measurement
of signals arriving at multipath directions, both of AWGN and Rayleigh fading chan-
nel conditions are assumed. Some offline Personal Computer (PC) generated data
that closely relates with the real-time wireless radio propagation characteristics are
considered here for both noise variance and fading coefficient. The resulting data
are obtained with 30 runs of the simulation program on the Xilinx Virtex4 (device:
XC4VLX60) FPGA environment. Moreover, analytical discussions on each of these
results such as beamforming accuracy, BER, FPGA resource utilization and compu-
tation time etc. are also made.

6.1 Simulation Results

Simulation results are presented with degree of accuracy maintained at this beam-
formingmethod for both reference templates. Also, an estimation of average bit error
rate under harsh channel conditions, assuming Binary Phase-Shift Keying (BPSK)
modulation technique in signal transmission over the wireless channel, is described.

6.1.1 Beamforming Accuracy

Beamforming accuracy (A) represents the capability of the scheme, producing beam
patterns of higher degree of precision in measurement with the desired templates.
Usually, it is a measure of the deviation of optimized pattern from the desired spec-
ifications and expressed (in percentage) as

A � (1 − ε) × 100% (15)

where ε denotes the error associated with the beamforming method. It is here defined
as ratio of the aggregated value of deviation weights to the total number of sample
points (P) and expressed as

ε �
∑P

p�1 D(θp)

P
(16)
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Fig. 10 RTL schematic of the proposed Architecture
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Fig. 11 Accuracy in beamforming using Cosine template (Nulls�5)

Typically, θp is the p-th sample angle over the range [−90°, 90°]. The pattern
features like beamwidths, SLL, and nulls setting conditions, etc., vary with number
of interfering ormultipath faded signals and antenna elements in the array. Therefore,
accuracy obtained with Cosine template, under various numbers of antenna elements
and interferences or nulls are illustrated as their respective ECDF in Figs. 11 and 12.
In both the cases, SLL and FNBW are kept constant (SLL�−30 dB and FNBW�
20°). It is obvious that accuracy increases invariablywith an increase in the number of
array elements or by reducing the interference effects. Another ECDF for accuracy
found with Dolph–Chebyshev template, under the similar parametric settings as
earlier cases are also presented in Figs. 13 and 14. It is evident that a reasonably
lower accuracy is achieved in this case. Magnitudes of optimized element positions
and amplitude coefficients in the symmetrical linear array for different number of
antenna elements are given in Table 3. Here, other parameters are also considered to
have fixed values (SLL�−30 dB, FNBW�20° and Nulls�5).

6.1.2 Bit Error Rate

Bit error rate also signifies the ability of system, preserving beamforming perfor-
mance consistent under various channel noise conditions. It is represented as prob-
ability of the error due to various shadowing phenomena in radio propagation. At
particular SNR level, it usually depends on the number of array elements in specific
channel propagation conditions. Under AWGN channel, statistical measurement of
bit error rate is governed by the formula [63] as
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Fig. 12 Accuracy in beamforming using Cosine template (2N�20)

Fig. 13 Accuracy in beamforming using Dolph–Chebyshev template (Nulls�5)

Pe � 1

2
er f c

(√
2N × SNR

)
≈ 1

2
e

−2N×SNR
2 (17)

In contrast, average bit error rate estimation under Rayleigh fading channel due
to random varying nature of the fading coefficient, is described in [64] as
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Fig. 14 Accuracy in beamforming using Dolph–Chebyshev template (2N�20)

Table 3 Values of optimized element positions and amplitude coefficients

Index (n) Dolph–Chebyshev template Cosine template

Element positions (�n) Amplitude coefficients (In)

Number of array elements (2N) Number of array elements (2N)

N �5 N �8 N �10 N �5 N �8 N �10

1 0.2463 0.2450 0.2586 0.9816 0.9212 0.9758

2 0.7535 0.7592 0.7586 0.8124 0.8379 0.8678

3 1.2505 1.2524 1.2590 0.6222 0.7669 0.8480

4 1.7691 1.7605 1.7633 0.3596 0.6678 0.7533

5 – 2.2471 2.2685 0.1530 0.4838 0.6637

6 – 2.7484 2.7575 – 0.3686 0.4693

7 – 3.2453 3.2600 – 0.2500 0.4225

8 – – 3.7488 – 0.1125 0.3152

9 – – 4.2543 – – 0.1870

10 – – – – – 0.0612

Pe � (1 − γ )2N

2

2N−1∑

m�0

(
2N + m − 1

m

)
(1 + γ )m

2
≈

(
4N − 1
2N

)
1

(2 × SNR)2N

(18)

where γ �
√

SNR
2+SNR
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Fig. 15 BER performance under AWGN channel

The average bit error rate with respect to various number of antenna elements
under the both channel conditions are plotted in Figs. 15 and 16, respectively. The
other parameter values remain same as in the earlier case (SLL�−30 dB, FNBW�
20° andNulls�5). It is apparent that average BER decreases with increase in number
of antenna elements for a specific SNR level in the wireless channel.

6.2 Experimental Results

System performance is described here with throughput or latency obtained in the
array signal processing. Usually, latency is a composite effect of delays occurring
in both beamforming processes as well as mapping techniques involved. Therefore,
throughput or latency of the system is validated with its computation time. Hard-
ware complexity in the system architecture is also explained with FPGA resource
utilization.

6.2.1 FPGA Resource Utilization

FPGA resource utilization against different number of antenna element settings along
the array is given in Table 4. Other parametric values are also kept constant (SLL�
−30 dB, FNBW�20° and Nulls or interfering directions�5). It is obvious that less
hardware are needed for using Cosine template and only a fixed number of DSPs
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Fig. 16 BER performance under Rayleigh fading channel

or Multipliers are occupied on the system architecture irrespective of the antenna
element numbers in this case. Thus, it suits best to the resource-constrained wireless
system architectures, not putting extra hardware complexity on them.

6.2.2 Computation Time

For various number of antenna elements along the array, computation time is esti-
mated with a maximum of 1000 iterations at 250 MHz clock and listed in Table 5.
Other parametric settings remain the same (SLL�−30 dB, FNBW �20° and Nulls
or interfering directions�5) as in the earlier case. At FPGA environment, compu-
tation time usually depends on variation of the iteration numbers to execute Verilog
program under different test conditions. It is noticeable that more time is elapsed to
process larger number of array intercepted signals.

Since such system architecture is developed using the serial mode of algorithmic
operations, its latency is more prominent. However, latency could be reduced by
adopting several parallel and pipelined architectures such as systolic array, Single
Instruction,Multiple Data (SIMD) orMultiple Instruction,Multiple Data (MIMD) to
its further extension.Behavioralmodeling approach in the systemdesign indeed leads
to its implementation on FPGA platform with less hardware. It normally optimizes
various synthesis tools in theComputer-AidedDesign (CAD)flow formaking system
architecture on the re-configurable FPGA chip.
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Table 4 FPGA resource utilization for the proposed beamforming scheme

FPGA
resource
parameters

Dolph–Chebyshev template Cosine template

No. of array elements (2N) No. of array elements (2N)

N �5 N �8 N �10 N �5 N �8 N �10

No. of
occupied
slices
(26,624)

1278 (4%) 1789 (6%) 2068 (7%) 599 (2%) 831 (3%) 960 (3%)

No. of slice
flip flops
(53,248)

1212 (2%) 1669 (3%) 2068
(3.88%)

485 (0%) 638 (1%) 733 (1%)

No. of 4
input LUTs
(53,248)

2287
(4.29%)

3248
(6.09%)

3865
(7.25%)

1048 (1%) 1497 (2%) 1714 (3%)

No. of
bonded
IOBs (448)

62 (13%) 70
(15.62%)

70
(15.62%)

13 (2%) 13 (2%) 13 (2%)

No. of
DSPs 48 s
(64)

18 (28%) 27
(42.19%)

33
(51.56%)

7 (10%) 7 (10%) 7 (10%)

Table 5 Computation time for proposed beamforming scheme

Computation
time
parameter

Dolph–Chebyshev template Cosine template

No. of array elements (2N) No. of array elements (2N)

N �5 N �8 N �10 N �5 N �8 N �10

No. of
clock cycles

26,434,194 41,331,544 51,190,353 23,424,048 35,496,048 43,544,048

Clock time
(ns)

4 4 4 4 4 4

Total time
(s)

0.1057 0.1653 0.2048 0.0937 0.1420 0.1742

7 Conclusion

In this chapter, design and implementation of a simple PSO-based beamforming
method is presented. PSO algorithm is successfully used for this work to deter-
mine the optimum array weights producing beam patterns as per the specifications
stipulated in the desired templates. Its realization on the Xilinx vitex4 FPGA chip
was made with CORDIC functional blocks using FSMD modeling. Beamforming
accuracy and BER is verified with several hardware level fixed-point simulations
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under AWGN and Rayleigh fading channel conditions. Simulation results pertaining
higher accuracy and lower computational overheads validate its acceptability in smart
antennas, appliedwith resource-constrainedwireless adhocnetworks infrastructures.
However, better performance can be assured minimizing the latency problem with
parallel and pipelined architectures in its future extension.
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Abstract A Wireless Sensor Network (WSN) is composed of a set of energy and
processing-constrained devices that gather data about a set of phenomena. An effi-
cient way to enlarge the lifetime of a wireless sensor network is clustering orga-
nization, which structures hierarchically the sensors in groups and assigns one of
them as a cluster head. Such cluster head is responsible of specific tasks like gath-
ering data from other cluster sensors and resending it to the base station through the
network. Using a cluster-head organization, data gathering process is improved and
by extension, the network lifetime is enlarged. However, due to the additional tasks
that every cluster head has to perform, their own energy is spent faster than that of
the other sensors in the cluster. Each time that a cluster head is out of battery, it is
necessary to select a new cluster head from the survival sensors to continue with
head duties. In this chapter, we present a performance comparison of three state-of-
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1 Introduction

Wireless Sensor Networks (WSNs) cover a wide range of applications intended to
operate in diverse environments, for example, disaster relief operations, smart cities,
precision agriculture, and health care. A WSN is composed of a large set of energy-
and processing-constrained devices that gather data about a set of phenomena [3].
Therefore, it is desirable that the network be active as long as possible. Typically,
sensors are deployed randomly in a prespecified area and they broadcast the collected
data over the network toward a base station (BS) located in another position. An
efficient way to enlarge the lifetime of a wireless sensor network is to organize the
sensors in clusters, which structures the sensors hierarchically in groups and assigns
one of them as a cluster head (CH) according to some given rules. Such a cluster head
is in charge of specific tasks, like data gathering from other sensors in the cluster and
resending that data over the network to a base station.

Hence, using cluster heads, the data gathering process is improved and, by exten-
sion, the network lifetime is enlarged. However, due to the additional tasks that every
cluster head has to perform, their own energy is spent faster than the neighbor sen-
sors. Each time that a cluster head is out of battery, it is necessary to select a new
cluster head from the rest of the sensors in the cluster in order to continue with the
head duties. The cluster head selection may be at random or based on well-defined
criteria, like residual energy, node distance, signal strength, or connectivity. There-
fore, such criteria depend on the objectives to be optimized, e.g., to maximize the
network lifetime or to minimize the energy consumption. Moreover, due to every
sensor in the network is a candidate to be a cluster head, the selection is a combina-
torial problem. The problem of clustering the WSN and the cluster-head selection is
known to be NP-hard. In general, the cluster-head selection problemmay be seen as a
generic multi-objective optimization problem, for example, as a resources allocation
with inputs, required outputs, optimization of objective functions, and satisfaction
of constraints [22].

Thus, some objectives such as maximizing the lifetime of the network, maxi-
mizing coverage, minimizing cost, minimizing energy consumption, or maximizing
spectrum utilization are easy to identify. Nevertheless, depending on the particular
purpose of the sensor network, we may find a wide variety of objectives that are
desired to be optimized. Hence, it is crucial to determine the objectives that are rel-
evant to the problem and those that are optimized by optimizing other objectives,
since it is well known that not all of the objectives are necessary [7].

In this chapter, we present a comparison of three state-of-the-art Multi-objective
Evolutionary Algorithms, also known as MOEAs, to solve the cluster-head selection
problem. On the one hand, we present an analysis of three objectives commonly
found in the literature [2]: (i) to minimize the distance between sensor members, (ii)
to minimize the distance of cluster heads and the base station, and (iii) to maximize
the residual energy of the cluster heads. To this end, we perform an experimental
study using the following approaches: (1)Non-dominated SortingGeneticAlgorithm
II (NSGA-II) [13], (2) SMetric Selection EvolutionaryMulti-objective Optimization
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Algorithm (SMS-EMOA) [5], and (3)Multi-objectiveEvolutionaryAlgorithmBased
on Decomposition (MOEA/D) [46].

These approaches are particularly interesting because they implement dif-
ferent kinds of survival selection mechanisms, namely Pareto-, indicator-, and
decomposition-based selection. The Pareto-based selection achieves selection using
an approximation of the Pareto frontier, the indicator-based considers the scalar
performance indicator, called dominated hypervolume, to approximate the Pareto
frontier, and the decomposition-based selection separates amulti-objective optimiza-
tion problem into several single-objective optimization subproblems. The MOEAs
employed in our comparative study handles binary representation, which is a suitable
encoding to represent the sensors that are members of the cluster and the cluster head
of each cluster. Finally, we believe that the election of an appropriate combination of
objectives leading to a suitable multi-objective approach will be of great importance
to achieve a good level of energy conservation.

The rest of this chapter is structured as follows. Chapter 2 introduces WSN, as
well as the system and energymodels. Chapter 3 definesmulti-objective optimization
problems and the three approaches used in this study. The cluster-head selection
problem is explained in Chap. 4. The experimental setup and results are described
in Chap. 5. Finally, Chap. 6 presents the conclusions of this investigation.

2 Wireless Sensor Networks in a Nutshell

A typical Wireless Sensor Network (WSN) is composed of a large set of small
devices that captures data about a given phenomenon. The sensors works together
in order to send over the network the gathered information to a base station located
in another position, as depicted in Fig. 1. This task is nontrivial, since the sensors
are energy- and processing-constrained. WSNs may be classified by their main goal
or by their physical characteristics. In this chapter, we consider a WSN where, once
the sensors are deployed, they remain in the same position throughout the network
lifetime, i.e., a static sensor network.

Since the main goal of a WSN is to retrieve information about environmental
phenomena and in some cases, the sensors are deployed in difficult access areas,
it is desirable that the network would keep working as long as possible. To this
end, it is important to reduce wireless data communication. Therefore, there exists
several data reduction techniques to reduce energy consumption such as in-network
processing techniques, data compression techniques, data prediction techniques, and
topology control. Specifically, clustering is a very effective technique to reduce the
data transmitted between the sensors and the base station (BS) . Therefore, an efficient
way to enlarge the lifetime of a WSN is clustering organization, which structures
hierarchically the sensors in groups and assigns one of them as a cluster head (CH)
[41].

Each cluster head is in charge of gathering the data from its neighbor sensors and
resend it to the BS. Particularly, the cluster-head selection is a crucial decision, since
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Fig. 1 Wireless sensor network infrastructure

the sensor selected as CH will consume its battery faster than a normal sensor. The
cluster-head selection may be simply as to select the sensor with a full battery or
with the higher residual energy. Although a simple rule does not consume a signif-
icant amount of processing energy, this kind of rules could not satisfy the network
specific requirements. Moreover, the cluster-head selection depends on the nature of
the network, for example, scalability, fault tolerance, load balancing, enlarging the
network lifetime, or enlarging coverage [2].

In the literature, we may find some approaches based on heuristics to solve the
cluster-head selection problem. In [38], the authors present a Particle Swarm Opti-
mization approach to find the optimal cluster-heads’ positions in order to reduce
the distance between the CH and the sensors in the cluster. A Pareto-based method
is presented in [4], where it is used to estimate the optimal number of clusters by
means of the multi-attribute decision-making process called TOPSIS. In this work,
the cluster head is selected according to the energy, the intra-cluster density, and the
distance to the base station. In [37], an Ant Colony Optimization (ACO) approach
is presented to minimize the number of cluster heads and to maximize the number
of members per cluster, and, thus, improving the network coverage. Similarly, the
authors in [19] modified the ACO metaheuristic so that each sensor computes the
probability to become a cluster head based on the pheromone.
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2.1 System Model

A WSN may be represented as a graph G={S, C}, where S is the finite set of n
sensors si and a base station sB. C represents the finite set of m connections between
sensors in the network. The sensorsmust transmit the gathered information to the base
station directly (one-hop communication) or by means of other sensors (multi-hop
communication). So, we assume that:

i. the sensors are randomly deployed in a two-dimensional Cartesian space;
ii. the sensors remain static once they are deployed;
iii. the sensors’ battery is not rechargeable;
iv. all the sensors have the same initial energy level;
v. all the sensors have the same processing and communication capabilities;
vi. the wireless communication links are bidirectional; and
vii. the sensors do not know their own position or the base station position.

2.2 Energy Model

Since in this Chapter, we focus on analyzing the sensor energy consumption when
a sensor is selected as cluster head and how this selection may enlarge the network
lifetime, we require an energy model that characterizes the main features of a WSN
based, mainly, on the distance between the sensors and their cluster head, and the
distance between cluster heads and the base station. The network parameters, and
their corresponding values, are presented in Table 1.

For convenience, we use the energy consumption model presented in [39] as
follows:

Etx � k × Eelec

Etx(k, d) � k × Eelec + εamp × k × d2

ECH � (
100μJ +

(
0.2μJ × D2

BS

))
+ (10μJ × NM)

M � 100μJ +
(
0.2μJ × D2

CH

)

3 Multi-objective Optimization

In this section, some multi-objective optimization concepts are defined.

Definition 1 (Multi-objective optimization problem) Amulti-objective optimization
problem (MOP) can be defined, without loss of generality, as the minimization prob-
lem
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Table 1 Network simulation parameters

Parameter Symbol Value

Initial sensor energy EI 9 J

Number of sensors n 20–500

Number of sensors per cluster NM

Member M 100 µJ

Cluster Head CH

Position of Base Station BS X, Y(0,0)

Packet size k 2000 bits

Transmission power Etx

Electronics energy Eelec 50nJ/bit

Energy used by a cluster head
for a report

ECH

Distance to CH DCH

Distance to BS DBS

Multiple transmission power 2amp

Sensing area m×m 400×400

minx∈X f(x) � ( f1(x), . . . , fm(x))

subject to gi (x) ≤ 0, ∀i ∈ {1, . . . , p},
h j (x) � 0, ∀ j ∈ {1, . . . , q},

(1)

where x is a potential solution to the problem, X is the domain of solutions, and f i:
X → R, ∀ i ∈ {1, . . . ,m}, are the m objective functions. The constraint functions
gi , h j : X → R delimit the feasible search space.

Definition 2 (Pareto dominance) A solution x ∈ X weakly dominates (or covers)
solution y ∈ X, written as x � y, if x is at least as good as y. That is, x � y if and
only if fi (x) ≤ fi (y), ∀i ∈ {1, . . . ,m}.

Solution x dominates solution y, written as x ≺y, if x is at least as good as y
and strictly better in at least one objective. That is, x ≺y if and only if x � y, and
∃ j : f j (x) < f j (y). Consequently, solution x ∈ S ⊆ X is non-dominated with
respect to subset S if � y ∈ S : y ≺ x.

Definition 3 (Pareto optimality) A solution x ∈ X is Pareto optimal if it is non-
dominated with respect to the entire domain of solutions X.

Definition 4 (Pareto optimal set) The Pareto optimal set Ps is the set of all Pareto
optimal solutions, that is, Ps � {x ∈ X|x is Pareto optimal}.
Definition 5 (Pareto front) The Pareto front P f is the set of the evaluations of
the function vector f at all solutions in the Pareto optimal set, that is, P f �
{ f (x) ∈ R

m |x ∈ Ps}. APareto approximation setA(or simply, Pareto approximation
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or approximation set) is the result of a heuristic multi-objective optimization pro-
cess. One important condition of a multi-objective problem is the conflict between
its objectives. If the objectives have no conflict between them, then we could solve
the problem optimizing each objective function independently.

One important condition of a multi-objective problem is the conflict between its
objectives. If the objectives have no conflict between them, then we could solve the
problem optimizing each objective function independently. Nonetheless, it has been
found that, in some problems, although a conflict exists elsewhere, some objectives
behave in a nonconflicting manner. Even though different authors have proposed
definitions for conflict between objectives (see e.g., [7, 9, 36]), in this document we
used the following definition.

Definition 6 (Conflict relation) Let S be a subset of X. According to Carlsson and
Fullér [9], two objectives can be related in the following ways (assuming minimiza-
tion):

1. fi is in conflict with f j on S if fi (x) ≤ fi (y) implies f j (x) ≥ f j (y) ∀x, y ∈ S.
2. fi supports f j on S if fi (x) ≥ fi (y) implies f j (x) ≥ f j (y) ∀x, y ∈ S.
3. fi and f j are independent on S otherwise.

In the cases 2 and 3, those objectives are also called nonconflicting objectives.
WhenS � X, it is said that fi is in conflict with (or supports) f j globally. However,
in many MOPs the relation among the objectives changes when comparing different
subsets of X.

Although supportive objectives can be optimized independently, in practice it
might be useful to include them during the search. For instance, at the early stages of
the design of a real-world problem to learn about the relationship among objectives
and parameters, or because in some problems the landscape of the search space with
additional objectives might make the problem easier.

3.1 Evolutionary Approaches for Multi-objective
Optimization

In many cases, the development of a new optimization technique is the result of
the need to solve some kind of real-life MOPs. Therefore, the design of those new
techniques is oriented to take advantage of the particular characteristics of the given
problem. For instance, there aremany techniques specialized for solving linearmulti-
objective optimization problems (see e.g., [46]), and techniques devoted to solve
convex MOPs (see e.g., [16]). Because of their flexibility and ease of use, MOEAs
have become an alternative to solve a MOP in its most general case. Through the
years, several MOEAs from different nature have been proposed, see the compre-
hensive review reported in [10, 34, 49]. However, these approaches follow a basic
principle to obtain a proper approximation to the Pareto set while maintaining a good
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representation of the Pareto front. In this sense, MOEAs can be classified into three
main groups which are briefly described below.

Pareto-based MOEAs
The most common preference relation to compare solutions in R

m (where m is the
number of objectives) is the Pareto dominance. Therefore, it is natural that early
proposals for solving MOPs tried to integrate this relation in a straightforward man-
ner. Although there are different approaches to use Pareto dominance, the common
goal of most of them is to rank the population to assess closeness to the optimal
Pareto front. This way, the rank of a solution can be used as a criterion for mating
or survival selection. One of the best-known approaches that use Pareto dominance
to rank solutions is the dominance rank [18]. Other approaches are, for example, the
dominance count [51] and the dominance depth [41].

As mentioned earlier, a good approximation of the Pareto front has to fulfill two
goals simultaneously: convergence and diversity. This means that, in order to dis-
tribute the solutions along the entire trade-off curve, Pareto dominance has to be used
in cooperation with a second criterion. Thus, some methods that have been proposed
to distribute solution along the Pareto optimal front include fitness sharing and nich-
ing [12], clustering [51], crowding distance [13], amongmany others. Although these
methods were very popular in the first decade of the 2000s, their use has decreased
because of the difficulty of measuring diversity in a set of non-dominated solutions,
as pointed out by several researchers [15, 17, 20], particularly in high-dimensional
objective spaces [29, 43].

On the other hand, in recent years, several studies [7, 30] have found that Pareto
dominance loses their discriminant property as more objectives are aggregated to
the MOP. The most accepted explanation for this behavior is the increase of the
proportion of non-dominated individuals as the number of objectives increases [7,
30].

Indicator-based MOEAs
Other strategies employed by MOEAs to achieve an adequate representation of the
Pareto front are related to performance indicators. With its emergence, the indicator-
based evolutionary algorithm (IBEA) [50] posed the possibility to optimize a perfor-
mance indicator in the evolutionary process of MOEAs. As it is well known, there
exist a large number of indicators to assess the performance ofMOEAs, see for exam-
ple [24, 35, 53]. Such indicators are able to assess, in different ways: convergence
and diversity, or both of them at the same time. In particular, a good representation
of the real Pareto front of a MOP can be achieved using performance indicators such
as hypervolume [52], R2 [21], IGD [11], among others.

As it was mentioned earlier, reference indicator-based MOEAs depend on a
reference set which, in most of the cases, is difficult to construct. As alternative,
IBEAs based on hypervolume have showed flexibility, since they do not need a
reference set, instead, one reference vector is only required to compute the hyper-
volume indicator. However, as pointed out before, the use of these approaches
is limited by the high computational cost of the hypervolume indicator, which
increases as the number of objectives augments. Nonetheless, an advantage of using
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IBEAs based on hypervolume is that they can deal properly with different Pareto
front geometries, including convex, concave, mixed, disconnected, and degenerated
shapes.

Decomposition-based MOEAs
In the last decade, scalarization functions have been employed by several evolu-
tionary approaches, giving rise to the well-known MOEAs based on decomposi-
tion. Decomposition approaches rely on solving a number of scalarization functions,
which are formulated by an even number of weight vectors. Such scalarization func-
tions are solved through the search of approximate solutions toward the real Pareto
front. Decomposition-based MOEAs have been found to be very efficient in solving
complicated test problems, see for example the studies presented in [27, 47, 48].
In addition, having a well-distributed set of weight vectors, a proper representation
of the entire Pareto front can be reached in some multi-objective problems. Since
in real-world problems, the geometry of the Pareto front is not known beforehand,
the distribution of the weight vectors needs to be carefully defined. For instance, a
uniform distribution can achieve a poor approximation if the Pareto front is discon-
nected, degenerated, or a combination of convex and concave shapes. Furthermore,
in a many-objective scenario, the number of weight vectors increases exponentially.
This weakness of decomposition-based MOEAs becomes inconvenient when deal-
ing with MOPs with difficult Pareto front geometries [28, 45] and high-dimensional
objective spaces [23].

4 Multi-objective Cluster-Head Selection

Clustering organization structures hierarchically the sensors in virtual groups and
selects one of them as cluster head for each group. Such a cluster head is in charge to
gather data from the in-cluster sensors, compress data, and resend it to a base station
located in another position, thus, reducing the wireless communication transmissions
to the base station and, consequently, saving sensors’ energy [32]. Nevertheless, by
performing these extra duties, the cluster heads spend their own energy faster than
the regular sensors (Fig. 2). Each time that a cluster head is out of battery, it is
necessary to select a new cluster head from the remaining sensors to continue with
the cluster-head duties.

It iswell known that clustering inWSN is anNP-hard problemsince, forn sensor in
the network, there exist 2n −1 different combinations of solutions and, therefore, the
optimal solution implies a search throughout a large set of possible solutions [14].
The cluster-head selection problem may be considered as a generic optimization
problem for resource allocation with well-defined input and output, objectives, and
constraints [22] such as maximizing the network lifetime, maximizing the network
coverage, minimizing the cost, minimizing the energy consumption, andmaximizing
the spectrum utilization.
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Fig. 2 Clustering communication in WSN

In a WSN, the main goal is to improve the data gathering process and, conse-
quently, to enlarge the network lifetime. However, this particular objective cannot be
directly assessed due to that actual lifetime is know when the network stops work-
ing. It is often possible to use a network simulator to estimate this time, nonetheless,
the computer resources (time and storage) are limited and it is not possible to wait
the simulation results each time that a cluster head is replaced. Therefore, we may
use proxy functions that contribute to maximize the network lifetime [1, 25]. For
example,

1. Minimizing the distance between cluster heads and the base station.
2. Minimizing the distance between sensors and their cluster head.
3. Maximizing the cluster-heads’ residual energy.
4. Maximizing the load balance.

These objectives may be optimized individually [22] or simultaneously [2]. In [7,
8], the authors present an analysis of the objectives relevance and they determine
that only some objectives are necessary to solve a given problem. In other words,
when we have no essential objectives, the Pareto optimal set is the same whether
these objectives are included or not.
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We represent a solution as a binary string x ∈ {0, 1}n , where n number of sensors.
Therefore, we have xi � 1 if the sensor si is a cluster head, and xi � 0 if the sensor
si is part of a cluster.

We consider that cluster-heads’ indices conform the set H � { i |xi � 1} and the
position of sensor si is si ∈ R

2. Likewise, the base station sB position is sB ∈ R
2.

Thus, in order to determine to which cluster a sensor belongs to, we take into
account the closest cluster head. That is, the cluster C(si ) to which the sensor si �
(i � 1, . . . , n) belongs to is given by

C(si ) � argmin
j∈H

∥
∥si − s j

∥
∥,

where ‖ · ‖ is the Euclidean distance between two sensors. The set Mj of sensors
indices which are members of cluster j is given by

Mj � { i |C(si ) � j, i � 1, . . . , n}.

It is worth noticing that, with this definition, every cluster will have at least one
member. Thus, we define the three objectives that we aim at optimizing in this study
are as follows:

1. To minimize the average distance between all the cluster heads j ∈ H and the
base station sB:

Minimize f1(x) � 1

|H |
∑

j∈H

∥∥s j − sB
∥∥.

2. To minimize the average distance between all members i ∈ Mj and its corre-
sponding cluster head j ∈ H overall clusters:

Minimize f2(x) � 1

|H |
∑

j∈H

⎛

⎝ 1

Mj

∑

i∈Mj

∥
∥si − s j

∥
∥

⎞

⎠.

3. To maximize the average cluster-heads’ residual energy is

Maximize f3(x) � 1

|H |
∑

j∈H
EI − ECH j

where EI is the initial energy of the sensor and ECH j is the energy spent by the
j-th CH as presented in Table 1.
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5 Experimental Study

In order to identify the difficulties of solving the multi-objective cluster-head selec-
tion (MOCHS) problem, we conduct an experimental study by comparing three
state-of-the-art MOEAs over four different instances of the MOCHS problem. Par-
ticularly, we are interested in identifying the main obstacles when MOCHS problem
is solved by MOEAs based on three different principles. Thus, we focus our experi-
mental study in the comparison of the performance of three evolutionary approaches
based on the principles of Pareto dominance, hypervolume, and decomposition for
multi-objective optimization. In the following section, we present the MOEAs based
on the above principles which, throughout the years, have shown a relative good
performance when solving multi-objective optimization problems.

5.1 Adopted MOEAs for Performance Comparison

NSGA-II: Non-dominated Sorting Genetic Algorithm II
The Non-dominated Sorting Genetic Algorithm II (NSGA-II) was proposed by Deb
et al. [13]. This evolutionary approach builds a population of competing individu-
als, ranks and sorts each individual according to its non-domination level, applies
evolutionary operators to create a new offspring pool, and then combines the parent
and offspring populations before partitioning the new combined pool into fronts. For
each ranking level, a crowding distance is estimated by calculating the sum of the
Euclidean distances between the two neighboring solutions, from either side of the
solution, along with each of the objectives. Once the non-domination rank and the
crowding distance are calculated, the surviving individuals are determined using the
crowded-comparison operator (≺n). The crowded-comparison operator guides the
selection process at the various stages of the algorithm toward a uniformly spread
out Pareto optimal front. Assuming that every individual in the population has two
attributes, (1) non-domination rank (irank) and (2) crowding distance (idistance), the
partial order ≺ n is defined as

i ≺n j : if(irank < jrank) or ((irank � jrank) and (idistance < jdistance)) (2)

That is, between two solutions with different non-domination ranks, we prefer
the solution with the lower (better) rank. Otherwise, if both solutions belong to the
same front, then the solution that is located in a less crowded region is preferred.
Algorithm 1 presents the outline of the NSGA-II, which (in the last decade) has been
the most popular MOEA, and is frequently adopted to compare the performance of
newly introduced MOEAs.
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SMS-EMOA: S Metric Selection Evolutionary Multi-objective Optimization
Algorithm
The SMetric Selection EvolutionaryMulti-objectiveOptimizationAlgorithm (SMS-
EMOA) [5] features a selection operator based on the hypervolume (S metric) dif-
ference combined with dominance-depth sorting. The standard SMS-EMOA starts
with an initial population of N randomly generated solutions. Then, at each itera-
tion, a new individual is generated by means of stochastic variation operators. This
individual is included in the population whose size, therefore, grows to N + 1. In
order to reduce the population size back to N , and to obtain the next population, one
individual has to be removed. The choice of the individual to remove is done in two
steps. First, the dominance-depth sorting is applied to assign a non-domination rank
to each individual, exactly as it is done in NSGA-II. Then, the individuals having the
worst rank are considered (the set of these individuals is denoted by Fw). If there is
a single individual in Fw, this one is removed. Otherwise, the contribution of each
individual i ∈ Fw to the S metric is computed according to:

�S(i,Fw) � S(Fw) − S(Fw{i}), (3)

where S(A) denotes the hypervolume of the non-dominated solutions in A. There-
fore, the individual with a smaller contribution to the hypervolume (i.e., the one with
smallest �S value) is removed.



178 K. Miranda et al.

A comprehensive study of several selection variations within the SMS-EMOA
framework was presented in [33]. In the present study, we use an improved selec-
tion mechanism combining dominance depth, the number of dominating points, and
hypervolume. Indeed, it has been shown that this leads to better performance than the
standard SMS-EMOA. The difference with the standard SMS-EMOA is that, in the
case where there is more than a single non-domination rank, the individual i with the
highest number of dominating points among the solutions of the worst ranked front
is discarded. The number of dominating points d(i, P) is the number of solutions
in P that dominate point i. Otherwise (if there is a single non-domination rank), the
hypervolume difference indicator (Eq. 3) is used to select the solution to remove.
Algorithm 2 presents the outline of the SMS-EMOA variant used in our study.

MOEA/D: Multi-Objective Evolutionary Algorithm Based on Decomposition
The Multi-Objective Evolutionary Algorithm Based on Decomposition (MOEA/D)
[47], transforms a MOP into N scalar subproblems. Therefore, an approximation
of the Pareto set is obtained by solving the N scalar subproblems into which the
MOP is decomposed. Considering W � {

w1, . . . , wN
}
as a well-distributed set of

weighting coefficient vectors, MOEA/D finds the best solution to each subproblem
defined by each weight vector using a scalarizing function. In our study we adopt
the Tchebycheff function in order to formulate such subproblems. Note, however,
that other scalarizing approaches could also be adopted, see [31]. More formally,
the Tchebycheff approach transforms the vector of function values F into a scalar
optimization problem which is of the form:
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Maximize gte(x|w, z) � max
1≤ j≤k

{
w j

∣∣ f j (x) − z j
}

s.t x ∈ � (4)

where � is the feasible region, z � (z1, . . . , zk)T , such that z j � min f j (x|x ∈ �)

and w � (w1, . . . , wk)T is a weight vector, i.e.,
∑k

j�1 w j � 1 and w j ≥ 0 for each
j � 1, . . . , k. Since z � (z1, . . . , zk)T is unknown, MOEA/D states each component
z j by theminimumvalue for each objective f j found during the search, j � 1, . . . , k.

InMOEA/D, a neighborhood of a weight vector wi is defined as a set of its closest
weight vectors in W . Therefore, the neighborhood of the weight vector wi contains
all the indices of the T closest weight vectors to wi . Algorithm 3 presents the general
framework of MOEA/D.

5.2 Performance Assessment

The comparison among the algorithms considered in this study was carried out by
following the performance assessment experimental setup recommended in [26].
Particularly, the MOEAs were evaluated adopting two performance indicators taken
from the specialized literature, which is described below.

Normalized Hypervolume
The hypervolume performance indicator (H) was introduced in [52] to assess the
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performance of MOEAs. This performance indicator is Pareto compliant [53], and
quantifies both convergence and spread of non-dominated solutions along the Pareto
approximation. The hypervolume corresponds to the non-overlapped space of all the
hypercubes formed by a reference point r (given by the user) and each solution a in
the Pareto approximation (A). Hypervolume indicator is mathematically stated as

H(A) � L
(

⋃

a∈A

{x|a ≺ x ≺ r}
)

(5)

whereL denotes the Lebesgue measure and r ∈ R
m denotes a reference vector being

dominated by all solutions in A.
Therefore, the normalized H indicator (denoted here as Hn) measure is defined

by

H(A) � H(A)
∏m

i�1 |ri − ui | (6)

where u � (u1, . . . , um)T is the known ideal vector and M denotes the number
of objectives. Thus, Hn value is given into the range [0, 1]. A high value of this
performance indicatormeans that the setA has a good approximation and distribution
along the Pareto front.

IGD
The inverted generational distance (IGD) [11] quantifies how far a given Pareto front
approximation is from the real Pareto front. Let R be a discretization of the true
Pareto front, the IGD for a set of approximated solutions A is calculated as:

IGD(A, R) �
(
1

R

∑

r∈R

min
a∈A

d(r, a)

)1/p

(7)

where p � 2 and d is defined by

d(r, a) �
√√√
√

m∑

k�1

(ak − rk)
2 (8)

where m is the number of objective functions. A value of zero in this performance
measure, indicates that all the solutions obtained by the algorithm are on the Pareto
front.
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5.3 Experimental Setup

We validate the three different MOEAs (i.e., NSGA-II, SMS-EMOA, andMOEA/D)
by comparing their performance over four instances of the MOCHS problem. Partic-
ularly, we study the difficulties that the MOCHS problem adheres when it is solved
by the abovementioned MOEAs in four different configurations. Thus, we config-
ured the MOCHS using 100, 200, 300, and 400 nodes and they are referred to as
MOCHS-100, MOCHS-200, MOCHS-300, and MOCHS-400, respectively.

The parameter settings for all the algorithms is summarized in Table 2, where N
represents the number of initial solutions which is implicitly defined by the number
of subproblems formulated in MOEA/D. Such subproblems were generated using
the simplex-lattice design [37] and the penalty boundary intersection approach (PBI)
with a penalty value θ � 5, such as it was suggested by [47]. Therefore, the number
of weight vectors is given by N � Cm−1

H+m−1, where m is the number of objective
functions. Consequently, the settings of N are controlled by the parameter H. Here,
we use H � 19 (for three-objective problems), i.e., 210 weight vectors for the three-
objective formulation of the MOCHS problem. In Table 2, G denotes the maximum
number of generations which was set to G � 500. Thus, the search was restricted
to perform 105,000 fitness function evaluations for all the adopted MOEAs. Pc and
Pm are the ratios for the crossover and mutation operators, respectively. The genetic
operatorswe adopted for all threeMOEAswere thewell-known two-points crossover
and the bit-wise mutation. For MOEA/D, T denotes the neighborhood size. It is
worth noting that the parameters for NSGA-II, SMS-EMOA, andMOEA/D were set
as suggested by their respective authors [5, 13, 47].

For each instance of the MOCHS, 30 independent runs were performed with
each MOEA. The algorithms were evaluated using the Hn and IGD performance
indicators. A statistical analysis was carried out overall the runs in the test problem
and the performance indicator under consideration.

Since the features of the MOCHS problem are unknown, the reference Pareto
front for computing the IGD performance indicator had to be constructed. In our
experimental study, the reference Pareto front for each instance of the MOCHS
problem (i.e., MOCHS-100, MOCHS-200, MOCHS-300, and MOCHS-400 prob-
lems) was constructed in two steps. (1) The non-dominated solutions found by all
the MOEAs over the 30 independent runs were captured; (2) From these solu-
tions, we employed a clustering algorithm to select 6000 non-dominated solu-

Table 2 Parameter settings
for NSGA-II, SMS-EMOA,
and MOEA/D

Parameter NSGA-II SMS-EMOA MOEA/D

N 210 210 210

G 500 500 500

Pc 0.9 0.9 0.9

Pm 1/n 1/n 1/n

T – – 20
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tions which define the reference set used by the IGD performance measure. In
the case of the Hn performance indicator, the reference vector r was obtained
by finding the maximum value for each objective in the constructed reference
Pareto front. On the other hand, the ideal point was stated by finding the mini-
mum value for each objective in the reference Pareto front for the problem under
consideration. In this way, the Hn performance indicator shall consider, in a bet-
ter measure, the extreme portions of the Pareto front approximation found by each
MOEA.

5.4 Analysis of Results

As indicated before, the results obtained by the adoptedMOEAswere compared over
the four configurations of the MOCHS. Tables 3 and 4 show the results obtained by
the algorithms in theHn and IGD performance measures, respectively. In each cell,
the number on the left is the average indicator value, and the number on the right
(in small font size) is the standard deviation. For an easier interpretation, the best
values for each performance indicator and test problem are reported in boldface. In
order to identify significant differences among the results obtained by the algorithms
(NSGA-II, SMS-EMOA, and MOEA/D), we adopt the Mann–Whitney–Wilcoxon
[44] non-parametric statistical test with a p-value of 0.05 and Bonferroni correction
[6]. This way, an algorithm being statistically better than all others can be considered
as the best algorithm in the concerned test problem in terms of the performance
indicator under consideration, in such case, this value is underlined. On the other
hand, italic values correspond to algorithms that do not statistically outperform any
other algorithm for a test instance in the concerned performance indicator.

Regarding the normalized hypervolume performance metric, the first thing we
can observe from Table 3 is that SMS-EMOA do not statistically outperform any
of the other two algorithms. On the other hand, MOEA/D is statistically better than
NSGA-II and SMS-EMOA for two instances, MOCHS-300 and MOCHS-400.

With respect to the IGD indicator, we can observe thatMOEA/Dhad theworst per-
formance since results donot statistically outperformanyof the other two approaches.
On the other hand, NSGA-II had the best performance, since results are statistically
better than the other two algorithms for all four instances.

Table 3 Numerical results for the Hn performance in the problems MOCHS-100, MOCHS-200,
MOCHS-300, and MOCHS, respectively

MOP NSGA-II SMS-EMOA MOEA/D

MOCHS-100 0.7085±0.037 0.4077±0.038 0.7133±0.080

MOCHS-200 0.5292±0.036 0.3098±0.031 0.5282±0.082

MOCHS-300 0.4413±0.037 0.2878±0.030 0.4691±0.046

MOCHS-400 0.3823±0.031 0.2743±0.034 0.4482±0.043
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Table 4 Numerical results for the IGD performance in the problems MOCHS-100, MOCHS-200,
MOCHS-300, and MOCHS-400
MOP NSGA-II SMS-EMOA MOEA/D

MOCHS-100 5331.5375±1489.091 64,933.5300±16,785.155 605,072.0120±102,677.021

MOCHS-200 26,722.9184±8307.455 136,692.2040±24,006.472 314,015.4755±62,098.615

MOCHS-300 43,589.1449±13,399.890 149,282.4088±24,531.217 325,778.0605±43,559.412

MOCHS-400 71,852.9357±19,179.930 174,102.9865±25,646.427 272,262.5005±20,653.260

Anytime Behavior
To complement our study, we also analyzed the anytime behavior of the adopted
MOEAs considered in our comparative study. For this task, we extracted the conver-
gence plots of the IGD performance indicator for eachMOCHS along the generations
of each MOEA. Figure 3 shows the convergence plots of the IGD performance indi-
cator for each MOCHS instance test problem. Each plot shows the convergence of
the averaged IGD value with a confidence interval of 0.95 which is captured through
the generations of each MOEA. From this figure, it is possible to see that, in all the
cases, NSGA-II reached a lower IGD value in comparison to the other MOEAs. This
means that NSGA-II approximated, in a better way, the Pareto front of each prob-
lem. From the same figure, it is also possible to appreciate the performance of the
other two MOEAs, i.e., SMS-EMOA and MOEA/D. In fact, the behavior for these
MOEAs became better or worse depending on theMOCHS problem under consider-
ation. However, it is worth noticing that the convergence of NSGA-II, throughout the
generations, became more stable than the other two MOEAs in most of the MOCHS
problems considered in our comparative study.

6 Conclusion and Future Work

In this chapter, we have addressed the cluster-head selection problem in Wireless
Sensor Networks (WSNs) . We have compared the performance of three state-of-
the-art Multi-Objective Evolutionary Algorithms (MOEAs) by means of two multi-
objective performance indicators.

Since sensors in a WSN are capturing information from the environment, it is
desirable that the network to be active as long as possible. One way to enlarge the
network lifetime is to reduce the communication between the devices. This can be
accomplished by organizing the sensors in clusters and selecting one sensor in each
cluster as the cluster head. The cluster head would be then in charge of collecting
information from all the sensors in its cluster and forward it to the base station.

The problem of clustering the sensors and selecting the cluster head is NP-hard.
Thus, in order to solve the problem, we have used three MOEAs, namely NSGA-
II, SMS-EMOA, and MOEA/D, and compared their performance regarding two
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Fig. 3 Convergence plots for the IGD performance value for the MOCHS with 100, 200, 300, and
400 nodes, respectively

proper multi-objective indicators, which are the normalized hypervolume Hn and
the inverted generational distance IGD.

Results for the normalized hypervolume indicate that MOEA/D was the statis-
tically best algorithm for two instances out of four, while SMS-EMOA was the
statistically worst. On the other hand, the results for the IGD indicator show that
MOEA/D exhibits statistically higher IGD values than NSGA-II and SMS-EMOA,
while NSGA-II was the statistically best for all four benchmark instances. Consider-
ing both metrics we can say that, overall, NSGA-II was the algorithms that obtained
the best results for the MOCHS instances.

Finally, in this chapter, we focused on three MOEAs, however, we believe that
it could be useful to evaluate other kinds of bio-inspired algorithms for the cluster-
head selection problem, such as swarm intelligence. Moreover, we are interested into
implementing these algorithms in a network simulator like WSNet, NS-2, or NS-3.
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An Energy-Efficient Cluster Head
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Abstract In a cluster-basedWirelessSensorNetworks (WSN) , dividing thenetwork
into clusters and choosing an efficient Cluster Head (CH) is a big issue. The selection
of CH is a very challenging task, and it affects the energy consumption of the network
and also the lifetime of sensors and ultimately network lifetime. This chapter presents
a new approach for CH selection based onArtificial Bee Colony (ABC) optimization.
This ABC optimization is based upon the remaining energy, intra-cluster distance,
and distance from the sink station. The fitness function for ABC is calculated based
on three parameters, i.e., residual energy; distance from the sink station; and intra-
cluster distance. We optimized the fitness function using ABC optimization. The
objective of optimizing the fitness function is to select an optimal CH for each
cluster which reduces the energy consumption of the WSN. The proposed model is
analyzed through extensive experiments and the outcomes are compared with some
famous existing approaches.
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1 Introduction

Wireless SensorNetworks (WSNs) is a collection of large numbers of tinyMicroelec-
tromechanical Systems (MEMS) devices called sensor nodes which are spread over a
remote geographical area. These sensor nodes are capable of limited communication,
processing, and storage capabilities. These devices are capable of communicating
over small distances using radio channels.WSNhaswide application in bothmilitary
and civilian fields. It can be extensively used in environmental monitoring, health-
care (e.g., monitoring patients with Alzheimer’s disease), kindergartens, generating
alarms for a forest, monitoring of wild animals and detection of infiltration across
the line of control (LoC), and tracking an object.

Sensor nodes are battery operated which are non-rechargeable and having limited
energy, and these sensor nodes are most often used in the environment where its
battery cannot be replaced. This is one of the major concerns while proposing any
protocol for WSNs. The proposed protocol should be power efficient, so that the life
of the sensor node and ultimately, the WSN can be prolonged.

The basic architecture of a WSN consists of wireless sensor nodes along with
sink node. Typically, the sensor nodes collect data from the environment and send
them to the sink node [1, 2]. While in cluster-based WSN architecture shown in
Fig. 1, a group of sensor nodes along with Cluster Head (CH) forms a cluster. The
CH is selected from the group of sensor nodes based on some fitness function. The
function of this CH is to collect information from their neighboring sensor nodes
and aggregate their information to get some useful information from them. After
aggregation, the CH sends the useful information to the base station. Due to this
aggregation, the network overhead and overall energy consumption are decreased
significantly.

In cluster-based WSN, the whole WSN is divided into the number of clusters
and each cluster contains one CH at a time [3]. All the communications outside the
cluster is done through CH. Energy consumption increases with an increase in the
distance between the communicating nodes. So, with cluster-based WSN, flexibility
in long-distance communication is achieved through information aggregation [4].
The main advantages of clustering are: (i) information aggregation is performed at
CH level to avoid redundant transmission of information thus energy is saved, (ii)
WSN can be easily scalable, and (iii) increase the utilization of the radio link (i.e.,
bandwidth) [5].

The performance of WSN highly depends upon the selection of the CH. Various
cluster-based protocols have been proposed [1, 6–11]. The approach for CH selection
varies for different protocols. In LEACH [12], CH selection is randomized and it
rotates from one sensor node to another based on some probability to manage power
consumption among the sensors of the cluster. Various improvements over LEACH
have been proposed in the literature [13]. A comparison table for famous clustering
protocols is shown in Table 1.

Various nature-inspired approaches for CH selection have been proposed
in the literature. These approaches include Genetic Algorithm (GA) , Particle Swarm
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Fig. 1 A cluster-based WSN architecture

Optimization (PSO), and Ant Colony Optimization (ACO). In [14], the author pro-
posed an approach for optimal CH selection based on GAwith fitness function based
on the latencies. The author did not consider either of intra-cluster distance; sink dis-
tance; and residual energy factor. In [15], the author proposed an ACO-based CH
selection scheme. It uses residual energy and distance between nodes and sink sta-
tion as the main parameter for fitness. However, the author ignored the intra-cluster
distance for their fitness function. In [16], the author proposed a combination of GA
and ACO. The fitness function considers the intra-cluster distance, distance to the
base station, and residual energy. The author proposed CH selection based on PSO
using fitness function having CH energy consumption and latency in information
forwarding in [17]. In this work, the dimension of each particle is shown equivalent
to the total number of the sensors in the WSN. In [18], the author uses PSO for opti-
mal selection of the location of the CH. Their focus was on the intra-cluster distance
rather than distance to the base station. The author considered both intra-cluster dis-
tance as well as sink distance for their fitness function in [19]. But, they do not focus
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Table 1 Comparison table for clustering protocols

Protocol CH selection Energy efficiency Scalability

LEACH Randomly Poor Very low

HEED Residual energy and
node degree

Better than LEACH Moderate

TL-LEACH Distance based Better than LEACH Moderate

M-LEACH Residual energy,
distance

Better than
TL-LEACH

Moderate

E-LEACH Residual energy Better than
M-LEACH

High

LEACH-C Residual energy,
distance

Better than E-LEACH High

PSO-C Ratio of total initial
energy to total current
energy, Intra-cluster
distance

Better than LEACH-C High

on the remaining energy of the node. In [20], the author discussed PSO-C approach
for optimal CH selection. They consider intra-cluster distance and residual energy
of the nodes for fitness function. However, they do not focus on sink distance, which
is vital part for energy consideration.

This chapter discusses a new approach for CH selection based on Artificial Bee
Colony (ABC) optimization. The discussed approach is very efficient in the selection
of CHs form the sensor nodes of the cluster. The fitness function for ABC is selected
based on three parameters, i.e., residual energy, distance from the sink station, and
intra-cluster distance.Weoptimized thefitness functionusingABCoptimization.The
objective of optimizing the fitness function is to select an optimal CH for clusters
which reduces the energy consumption of the WSN.

The rest of the chapter is organized as follows. Section 2 provides the overview of
the ABC algorithm. Section 3 discusses the proposed optimization model. Section 4
contains results and discussion. The last section contains the conclusion of our work.

2 Overview of ABC Algorithm

Artificial Bee Colony algorithm is a kind of problem optimization approach which
mimics the intelligent behavior of honey bee for optimization of numerical problems.
These bees form a colony which consists of three kinds of bees: employed bees,
onlookers, and scouts [21, 22]. The duty of employed bees is to search where the
food exists. After searching the location of the food (destination), they take that
food and come back to their home (origin). After coming back to their home, they
start waggle dance. The second group of bees, i.e., onlookers, watches the employed
bee dancing and starts to follow the employed bees based on the availability of food.
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More andmore onlooker beeswatch the employed bees dancing and started following
them. When the employed bee food finishes, it starts behaving like a scout bee and
starts searching for food randomly. This behavior of honey bee can be used for many
optimization problems. Here, we can divide the total population into two parts (i)
employed bees and (ii) onlooker bees. The number of solutions is equal to the total
number of onlooker bees or employed bees. Algorithm 1 shows the necessary steps
for ABC optimization.

Algorithm 1 Artificial Bee Colony Algorithm 

1: Initialization Phase
2: Randomly generate the initial food source for the population.
3: repeat
4:  Employed Bee Phase
5:  Updates its position if it’s better than the previous position, uses 

greedy approach. 
6:  Onlooker Bees Phase
7:  Chooses its position depending upon probability value associated 

with it. 
8:  Scout Bees Phase
9: Start searching new position randomly.
10: Store the best solution achievedso far.
11: until Conditions are not met. 

Algorithm 1 states that ABC algorithm can broadly be divided into three phases:
(a) Initialization phase, (b) Employed bees phase, (c) onlooker bees phase, and (d)
scout bees phase.We will now discuss the mathematical background of these phases.

2.1 Initialization Phase

It is the first phase of ABC optimization. In this phase, the whole population B
randomly assigned a distributed initial position (food sources). Each food source
represents a potential solution to the problem.

xk,D � lo + rnd(0, 1) ∗ (up − lo) (1)

where D is the dimension, k ∈ (1, 2, . . . ., B) and D ∈ (1, 2, . . . , d).
where xk,D represents the position of kth bee in dth dimension, rnd(0, 1) is a

number within [0, 1] generated randomly, lo, and up are theminimum andmaximum
limits of the xk,D , respectively.

Here,

−→xk � [(xk1(t), yk1(t)), (xk2(t), yk2(t)) . . . , (xkd(t), ykd(t))]. (2)
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2.2 Employed Bees Phase

It is assumed that the number of food sources and employed bees are equal. The

employed bees starts to search for a new possible food source
(
v

(t+1)
k,D

)
. The new

food can be represented by the expression given follows.

v
(t+1)
k,D � x (t)

k,D + �k,D

(
x (t)
k,D − x (t)

l,D

)
(3)

where �k,D is a randomly generated number between [−1, 1] and k �� l. Once the
employed bees find a new food source, then they start computing their fitness to
the objective function. The fitness function computed is checked whether it is better
than the previous food source, and then the previous food source is replaced with
the newly chosen food source. The selection of food source is done using greedy
approach.

Thefitness function used for evaluation of the food sources can be given as follows:

fk tk
(−→xk

) �

⎧⎪⎨
⎪⎩

1

1+ fk
(−→xk ) , if fk

(−→xk
) ≥ 0

1 + | fk
(−→xk

)|, otherwise.
(4)

where fk tk
(−→xk

)
and fk

(−→xk
)
are fitness function and objective function, respectively.

2.3 Onlooker Bees Phase

The onlooker bees gets the new food information from the employed bees. After
getting the food source, they select the food source by computing the probability
associated with each of the food sources. The probability Probk with food source

−→xk
can be computed as follows:

Probk � fk tk
(−→xk

)
∑B

k�1 fk tk
(−→xk

) (5)

2.4 Scout Bees Phase

When the selected food source does not improve the solutions for a number of
iterations, then the selected vector is discarded and scout bees generates a new random
vector of food source.
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3 Proposed Optimization Model

Our proposed algorithm focuses mainly on CH selection in a cluster. We are assum-
ing that clusters formations are already done. Our objective is to select CHs for each
cluster in energy-efficient manner. The CHs selection is performed using ABC opti-
mization. This ABC optimization is based upon the remaining energy, intra-cluster
distance, and distance from the base station. These three parameters are used for
developing the fitness function for CH selection.

3.1 Deriving the Fitness Function

As we have discussed, our proposed fitness function has the following parameters:

Residual Energy Residual energy of the sensor node is taken as the first parameter
for the fitness function. The focus here is maximizing the total residual energy of all
CHs of the WSN. Let RECHD be the residual energy of CHD, where 1 ≤ D ≤ d, of
the selected nodes as CHs. Therefore, we need to maximize the following function:

f1
(−→xk

) �
d∑

D�1

RECHD (6)

Intra-Cluster Distance The second parameter considered for objective function is
intra-cluster distance, i.e., distance from all sensor nodes to the CH in a cluster.
When nodes communicate they consume energy, so, we need to minimize intra-
cluster distance to minimize the energy consumption. This implies that the CH could
be chosen such that its distance is least from all the nodes of the cluster. Therefore,
we need to minimize the individual objective function f2 given as follows:

f2
(−→xk

) � 1

d

d∑
D�1

(
1

Ts

Ts∑
i�1

d(Si ,CHD)

)
(7)

where Ts is the number of sensors in the cluster and d(Si ,CHD) is the distance
between sensor Si and cluster head CHD .

Distance to Sink Station is defined as the distance between CHD and the sink sta-
tion. For information processing, the aggregated information at CHD from the sensor
nodes needs to be transmitted at the sink station (SS). Therefore, we need to mini-
mize the distance between the CHs and the SS. Therefore, we need to minimize the
individual objective function f3 given as follows:
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f3
(−→xk

) � 1

d

d∑
D�1

(d(CHD,SS)) (8)

The fitness function for our proposed ABC algorithm is to minimize the above
three functions, i.e., f 1, f 2, and f 3. Therefore, the fitness function for our algorithm
is given as follows:

fk
(−→xk

) � β1 ∗ 1

f1
(−→xk

) + β2 ∗ f2
(−→xk

)
+ β3 ∗ f3

(−→xk
)

(9)

where β1, β2 and β3 are constants which provides weights to the objective functions.
The sumof these constants shouldbe equal to 1.Our aim is tominimize the cumulative
objective function.

A formal algorithm for the proposed Energy-Efficient Cluster Head Selection
usingArtificial BeesOptimization (EECHS-ABC) forWSN is provided inAlgorithm
2.

Algorithm 2 EECHS-ABC Algorithm 

 1: Input Number of employed bees = Number of food sources = Sensors in the   
network= B. Number of CHs= D. Number of iterations= n. 

2: Output Optimal position of CHs. 
 3: Initialize the food sources , ranges from 1 to B, D ranges from 1 to 

d. 
4: for t =1 to n do 
5:  for every employed Bee do
6: Compute new food source . 

7: Compute  for . 
8: Apply Greedy selection.
9:  end for
10:  for every onlooker bees do
11: Select  based on  using Roulette Wheel selection. 
12:  end for
13:  if  does not improve then

14: Generate new  replace with . 
15:  end if
16: Retain best . 
17: end for
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3.2 Sensor Network Model

A wireless sensor network consists of a large number of sensors and a sink station.
The sensor network can be represented using graph data structure,G, having sensors
as a set of vertices as sensor nodes N and channel as edges C, i.e., G� (N, C).

The number of sensors is greater than the number of theCHs. There exists one sink
node and all the information flows to the sink node through the CHs. The location
of sensors, CHs, and base station are fixed. The CH collects data from the sensors
within the cluster and forwards it to the base station. All the sensors are assumed to
be homogeneous and having the same initial energy. Each sensor can be identified
by its unique identity.

3.3 Energy Consumption Model

The energy is consumed when communication occurs between the sensor-sensor and
sensor-CH in a cluster. The lifetime of the sensor network depends on the overall
energy consumption of the sensors. As the energy of a sensors decreases below some
threshold value, it is assumed to be dead. The proposed scheme should be energy
efficient, so that the sensors lifetime can be prolonged and ultimately, the sensors
network lifetime is optimized. The energy consumption model is taken from [23].

If the distance between sensor and CH or CH and base station are assumed to be r,
then the total energy consumed for transmitting packets containing b bits is provided
as follows:

ENTR(b, r) � Ee ∗ b + Ea ∗ b ∗ rα

{
α � 2, ifr < r0
α � 4, ifr ≥ r0

(10)

where r0 is the threshold distance.
The energy consumed for receiving a packet having b bits of data can be given as

follows:

ENRe(b) � Ee ∗ b (11)

where Ee and Ea are energy required by transceiver electronics for its operation
and transmission of data, respectively. The residual energy ERes of each sensor is
refreshed after each transmission and receiving operation. The sensor is considered
to be dead if ERes ≤0.
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Table 2 Network and artificial bees colony parameters with their default values

Parameter Default value

Network area 400×400 m2

Base station (200, 200), (400, 400), (500, 500)

Initial energy 3 J

Ee 50 nJ/bit

Ea 10 pJ/bit/m2

r0 50 m

β1 0.5

β2 0.3

β3 0.2

Number of rounds 2000, 5000

4 Result and Discussion

This section focuses on the analysis of the results obtained through experiments. The
proposed scheme is simulated using MATLAB. The performance matrices used are
total energy consumption and total number of alive sensors. The various simulation
variables with their default values are shown in Table 2. We analyze and compare
our results with LEACH, E-LEACH, and PSO-C.

4.1 Effect on Total Energy Consumption

The simulation is performed by taking the number of CHs 15 and 30. The number
of sensors is taken to be 500. A total of 5000 rounds of operations are performed.
The sink station is assumed to be at the center of the network, i.e., (200, 200).

The result obtained shows that the proposed EECHS-ABCmodel performs better
than the LEACH, E-LEACH, and PSO-C. The total energy consumption achieved is
minimum by the proposed model, it is because our fitness function for CH selection
also focuses on minimizing the distance between the sensors and CHs, which causes
lower consumption of energy and ultimately overall energy consumption decreases.
Figure 2 and Fig. 3 show the results for 15 CHs and 30 CHs, respectively.

Effect of Position of Sink Station This section describes the effect of the position
of the sink station on the energy consumption of the sensors network. The location
of the sink station is taken to be at the center, at the boundary, and outside of the
sensor network.
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Fig. 2 Total energy consumption with 15 CHs

Fig. 3 Total energy consumption with 30 CHs

The result shown in the Fig. 4 shows that when the sink station is at the center,
as the number of sensors increases from 100 to 500, the total energy consumption is
achieved to be least by the proposed model EECHS-ABC. This is because the fitness
function is chosen such that the energy efficiency is improved and residual energy
of the sensors is increased. Figure 5 shows the energy consumption at different sink
positions while increasing the number of the sensors from 100 to 500. The minimum
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Fig. 4 Energy consumption while sink is at the center of the network

energy is consumed when the sink node is at the center of the network and maximum
amount of energy is consumed when sink station is outside the network. The reason
behind is that the fitness function focuses on the distance between the CHs and the
sink station, and when the sink station is at the center, the CHs needs to transmit their
data at the smaller distance and energy is saved. While more energy is required to
transmit data fromCHs to the sink station at the boundary and outside of the network.

4.2 Effect on Number of Sensors Alive

Figures 6 and 7 show the number the sensors alive for 2000 rounds for 50 and 100
sensors, respectively. The position of the sink station is assumed to at the center of
the network, i.e., (200, 200). The value of β1, β2, and β3 are set to be 0.5, 0.3, and 0.2,
respectively, for the proposed EECHS-ABC. From the results, it is observed that the
proposed model outperforms the other models and lifetime of the network increases.
This is because, in our fitness function, we have focused on the distance between
the CH and the sensors of the cluster. The CHs are selected such that the distance
between the CH and the sensors of the clusters are minimal. It causes less energy
consumption while transmitting data from the sensors to the CHs and lifetime of the
sensors are increased.
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Fig. 5 Energy consumption with different sink positions

Fig. 6 Total alive nodes (number of sensors�50)

5 Conclusion

One of the main limitations of the sensor network is the limited power of sensor
nodes. This limitation affords that saving energy and increasing network lifetime
becomes two main issues in WSNs applications and algorithms.
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Fig. 7 Total alive nodes (number of sensors�100)

This chapter discusses a new approach for energy-efficient cluster head selection
based on artificial bee colony optimization of the derived fitness function in WSN.
The derived fitness function is based on the remaining energy of the sensors, distance
between the cluster elements, and distance from the sink station. We performed
extensive simulations to verify the model and compared the obtained result with
some famous existing models. The result shows that the proposed model performs
better than the existingmodels in terms of energy efficiency and sensor node lifetime.
We also examined the effect of the sink station on the total energy consumption and
observed that best performance is achieved when the sink station is at the center of
the sensor network.

In the future, one may use this model and work on developing some new cluster-
based routing algorithm which will be more energy efficient.
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Modified Krill Herd Algorithm
for Global Numerical Optimization
Problems

Laith Mohammad Abualigah, Ahamad Tajudin Khader
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Abstract For the purpose of improving the search strategy of the krill herd algorithm
(KHA), an improved robust approach is proposed to address the function optimization
problems, namely, modified krill herd algorithm (MKHA). In MKHA method, the
modification of krill herd algorithm focuses on genetic operators (GOs) and it occurs
in the ordering of procedures of the basic krill herd algorithm,where the crossover and
mutation operators are employed after the updating process of the krill individuals
position, the krill herd (KH) motion calculations, is finished. This modification is
conducted because the genetic operators insignificantly exploit to enhance the global
exploration search in the basic krill herd algorithm so as to speed up convergence.
Several versions of benchmark functions are applied to verify the proposed method
(MKHA) and it is showed that, in most cases, the proposed algorithm (MKHA)
obtained better results in comparison with the basic KHA and other comparative
methods.

Keywords Global optimization problem · Modified krill herd algorithm
Genetic operators · Optimization techniques

1 Introduction

Generally, several versions of metaheuristic optimization algorithms have been ap-
plied to solve optimization problems [1–3]. The process of optimization is how to
find an optimal solution by searching through the search space of the given problem.
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All of the possible values are candidate solutions to solve the problem and the final
obtained best value is the optimal solution [4].

In the metaheuristic optimization algorithms, randomization works a very impor-
tant function in both exploitation and exploration search strategies. Based on this
reality, many randomization procedures such as Markov chains, Gaussian random
number, Levy flights, and numerous new procedures have been used in metaheuris-
tic algorithms to improve its performance. In general, all metaheuristic optimization
algorithms, which have been adapted to solve any optimization algorithm obtained,
result in less computational time to find an optimum global solution, trapped in local
optima, and fast convergence [5].

A common simple classification form for optimization algorithms is based on the
nature of the algorithms. Optimization algorithms have been divided into two prime
categories: (1) Deterministic algorithms: it used the gradient operator (a direction to
move) such as hill-climbing technique. This technique has a strict movement and it
almost generates the same solution if the iterations start with the same initial point.
(2) Stochastic algorithms: it does not use the gradient operator, and it often generates
several different solutions even with the same initial value [4]. In general, stochastic
algorithms are divided into two main types: heuristic and metaheuristic as in [6].

Recently, the main trend of optimization is to enhance the performance of meta-
heuristic algorithms by combining with chaos theory, adaptive randomization tech-
nique, levy flights strategy, evolutionary boundary handling scheme, local search
strategies, and genetic operators (i.e., crossover and mutation) [7]. Popular genetic
operators have been already used in basic KHA [8], which can fine-tuning its global
convergence speed, but the current basic version of KHA suffers from accelerating
in the global search, which means that the genetic operators insignificantly exploited
to improve the performance of the basic KHA.

In this paper, we propose a modified krill herd algorithm (MKHA) to improve the
performance of the basic algorithm. In MKHA, the genetic operators are applied to
significantly improve the performance of the basic KHA. This modification occurs in
the order of KHA operators where the crossover and mutation processes are invoked
after updating the krill positions because the nature of the search space of most
optimization problems is ragged and deep. The proposed algorithm was applied to
14 benchmark function problems from the literature. The experimental results show
that the performance of MKHA is superior to basic KHA and other comparative
algorithms.

The organization of this paper is as follows. First, a literature review of several
basic, modified, hybridized metaheuristic algorithms is given in Sect. 2. A detailed
presentation of the basicKHA is provided in Sect. 3.OverviewofMKHA is described
in Sect. 4. The performance of the MKHA is verified using 14 benchmark functions
in Sect. 5. Finally, a conclusion of the present work is represented in Sect. 6.



Modified Krill Herd Algorithm for Global Numerical … 207

2 Literature Review

Several basic, modified, hybridized metaheuristic algorithms have been successfully
used in the literature to solve many optimization problems such as text document
clustering problem [9, 10], information retrieval [11], date clustering problem [12],
unsupervised feature selection problem [13–15], benchmark function problems [16–
19], etc.

The performance of the basic KHA is improved in [5] by connecting an adaptive
technique to solve benchmark optimization functions, namely, adaptive KH (AKH).
The results revealed that implementation of AKH algorithm reduces the computa-
tional times of the basic KHA for solving benchmark problems.

Firefly algorithm (FA) is a powerful algorithm in local exploitation search but at
sometimes it may trap during the local search. This affects that it cannot perform
global exploration search well. The search strategy of the FA depends totally on
random walks, and therefore a fast or a quick convergence cannot be guaranteed. In
the paper [4], the main development was by adding the handling of top fireflies to
the FA, namely, improved firefly algorithm (IFA), which is produced to speed the
convergence up. Thus, this new process makes the approach more achievable for
the wide range problems while maintaining the attractive characteristics of the basic
version of the FA. The proposed algorithm (IFA) is assessed on ten benchmarking
function problems. The results showed that the proposed algorithm (IFA) performed
more efficiently in comparison with the other basic algorithms (i.e., FA, BBO, PSO,
and DE).

Bat algorithm (BA) is a powerful optimization algorithm in local exploitation
search, but at sometimes it traps in local optima [20]. This means that it hard to
perform global search fine. In the BA, the search strategy depends entirely on random
walks. Thus, a fast convergence cannot be reached. In this paper [6], pitch adjustment
operation of the harmony search (HS) algorithm is added to the BA with the purpose
of speeding its convergence up (i.e., HS/BA). This approach improves the diversity
of the population for BA. , as well as, making the proposed approach more possible
for a wide range of functional applications whilemaintaining the attractive properties
of the basic BA. The proposed approach is assessed on 14 benchmark functions that
have been applied to test the performance of algorithms for continuous problems.
The results showed that the proposed approach (HS/BA) performed more accurately
in comparison with basic BA, ACO, BBO, DE, ES, GA, HS, PSO, and SGA.

In order to improve the diversity of the population for KH algorithm, the main
development is of adding HS operator to the KH with the purpose of speeding its
convergence up, thusmaking the proposed approachmore achievable for awide range
of functional applications whilemaintaining the attractive properties of the basic KH.
In this paper [21], two approaches are combined to propose a new hybrid algorithm
according to the origin of HS andKH algorithms (HS/KH), and then an improvedKH
algorithm (HS/KH) is employed to find the optimal value of the objective function.
The proposed algorithm is evaluated on 14 standard functions that have been used
to test optimization algorithms for continuous optimization problems. The results
demonstrated that the proposed (HS/KH) performed more efficiently than basic KH,
ACO, BBO, DE, ES, GA, HS, PSO, and SGA.
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The text document clustering is an appropriate technique used to partition huge
text documents into clusters. The documents’ size affects the clustering process
by reducing its performance. Subsequently, text documents include sparse and un-
informative features, which decrease the performance of the underlying clustering
algorithm and reduce the computational time. Feature selection is a primary unsuper-
vised learning technique used to choose a new subset of more informative features
to develop the performance of the clustering and reduce its computational time.
In this paper [22], a hybrid of particle swarm optimization (PSO) algorithm with
genetic operators (GOs), called H-FSPSOTC, is proposed for solving the feature
selection problem. The experiments were conducted on eight common datasets with
alternative characteristics. The results showed that the proposed hybrid algorithm (H-
FSPSOTC) improved the performance of the clustering algorithm by creating a new
subset of informative features. The proposed is compared with the other comparative
optimization algorithms.

In this paper [23], themodification of cuckoo search algorithm (CSA) is proposed,
called MCSA. It includes replacing the tournament selection system with random
selection system. The computational results revealed that the proposed MCSA got
faster convergence in comparison with the basic CSA, and is more powerful during
the search for the optimal value of the objective function. The performance of the
proposed algorithm (MCSA) is assessed on 13 benchmark numerical functions neatly
selected from the literature. The results illustrated that the performance of theMCSA
was better compared with the basic CSA in almost all cases.

In this paper [24], chaotic particle swarm krill herd-basedmethods are introduced,
called CPKHs. In these methods, the authors used different 1-D chaotic maps instead
of the parameter of the method. Therefore, by utilizing various chaotic maps as
alternatives to pseudorandom sequences, several methods have been introduced. The
CPKHmethod is assessed on 23 benchmark function problems and other problem (a
gear train design problem). Experimental results indicated that the proposed method
(CPKH) worked more effectively than KH, ABC, DE, ES, HS, PBIL, and PSO. The
results showed that the new methods for the CPKH improved the results.

3 The Basic Krill Herd Algorithm

KH is a recentmetaheuristic population-based algorithm that interdicted byGandomi
and Alavi in 2012 [8]. The inspiration of the KH algorithm is the herding behavior of
krill individuals when searching for the nearest food; KH with high density based on
communication with each other [25, 26]. The KH algorithm follows the Lagrangian
model for efficacious search, which is calculated using Eq. (1) based on three factors
as follows [21, 27, 28]:

1. Movement by other individual krill.
2. Foraging action.
3. Physical diffusion.
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dxi
dt

= Ni + Fi + Di , (1)

where for krill i , Ni is first part, which indicates to the motion induced by other krill
individuals, Fi indicates the forging motion, and Di indicates the physical diffusion
of the i th krill individual [8]. The H-KHA factors discussed below.

3.1 Motion Calculation

3.1.1 Movement Induced by Other Krill Individuals

Based on certain theoretical arguments, each krill individual attempts to maintain a
high density and closeness to the nearest food. The direction of the induced motion
is derived from the local effect of each solution density, a target effect of the density
of the individuals, and a repulsive effect of the individuals [29, 30]. Equation (2) is
used to calculate the motion induced by other krill individuals.

Nnew
i = Nmaxαi + ωnN

old
i , (2)

where
αi = αlocal

i + α
target
i , (3)

Nmax is the parameter used to tune the part of the induced motion, ωn is the array
of random values in the range [0, 1], and Nold is the current motion induced. Formore
details, refer [31]. In this study, the effect of the individual in the krill movement is
calculated by Eq. (4).

αlocal
i =

N∑

j=1

K̂i, j x̂i, j , (4)

where
x̂i, j = x j − xi∥∥x j − xi

∥∥ + ε
, (5)

K̂i, j = Ki − K j

Kworst − Kbest
, (6)

Kbest and Kworst represent the best and worst fitness function values, respec-
tively, among all krill individuals. x̂i, j represents the difference among position xi
and x j ( j = 1, 2, . . . , N ), Ki represents the objective function value of the current
krill individual, K j represents the objective function of the j th individual where
( j = 1, 2, . . . , N ), N is the number of krill element, xi, j represents the j th position
in solution i , and ε is a small positive number [27, 32].
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α
target
i = Cbest K̂i,best x̂i,best , (7)

where

Cbest = 2

(
rand + I

Imax

)
. (8)

Cbest is the coefficient of individuals, K̂i,best is the best objective function of the
i th krill individual, x̂i,best is the best position of the i th krill individual, rand is a
random number between [0, 1] for improving the local exploration, I is the current
iteration number, and Imax is the maximum number of iterations [8]. In this model,
the neighbors are chosen by Eq. (9). The movement of krill individuals and their
neighbors are illustrated in Fig. 1.

dei = 1

5N

N∑

j=1

∥∥xi − x j

∥∥ . (9)

Equation (9) is used to find the neighbors of the i th krill individual by finding the
distance between them, and the known goal for each krill individual is to achieve the
highest fitness function, which is obtained by Eq. (10). This procedure allows the
solution to move toward the current best solution.

Fig. 1 A schematic represents the sensing domain around a krill individual [31]
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α
target
i = Cbest K̂i,best x̂i,best , (10)

where

Cbest = 2

(
rand + I

Imax

)
, (11)

Cbest is the effective coefficient and α
target
i leads the solutions to the global optima

values, which should be nearer to the optimal solution. The rand is a random number
between [0, 1], which is used to improve the exploration. I is the current iteration
number and Imax is the maximum number of iterations [8].

3.1.2 Foraging Motion

This factor has two affected parameters: the first is the food location and the second
is the old food location. This action can be expressed for the i th krill individual by
Eq. (12).

Fi = V f βi + ω f F
old
i , (12)

where
βi = β

f ood
i + βbest

i , (13)

V f is the forging speed,ω f is the intra-weight used to balance the local exploitation
and global exploration for each individual, β f ood

i is the food attraction, and βbest
i is

the best food attraction so far.

x f ood =
∑N

i=1
1
Ki
xi

∑N
i=1

1
Ki

, (14)

where
β

f ood
i = C f ood K̂i, f ood x̂i, f ood , (15)

C f ood is the food coefficient which affected the krill herding by decreasing during
the execution time. The food coefficient is calculated by Eq. (16).

C f ood = 2

(
1 − I

Imax

)
, (16)

where
βbest
i = K̂i,ibest x̂i,ibest . (17)

Equation (17) is used in order to handle the best fitness function of the i th krill
individual, where Kibest represents the best-visited location.
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3.1.3 Physical Diffusion

In this factor, the krill individual is estimated as the random process which used two
terms to express the physical diffusion: the first is the maximum diffusion speed and
the second is the random directional vector [8]. The physical diffusion is determined
by Eq. (18).

Di = Dmax

(
1 − I

Imax

)
δ, (18)

where Dmax is the maximum diffusion speed and δ is the random values of the vector
which has arrays containing random values between [−1, 1]. This action decreased
the speed value of the krill individual [31].

3.1.4 Motion Process of the KH Algorithm

The motion-inducing and foraging motion contained two local and two global strate-
gies. These strategies work in parallel to obtain a powerful algorithm. The physical
diffusion generates random vectors [8]. KH algorithm parameters are effective dur-
ing the algorithm acts. The positions of krill individuals are updated in each iteration
using the Langranging model by Eq. (19).

xi (I + 1) = xi (I ) + �t
dxi
dt

, (19)

where

�t = Ct

N∑

j=1

(UBj − LBj ). (20)

xi is the position i in the search space; (I + 1) is the next iteration; �t is an
important and more sensitive constant computed by Eq. (20); and N represents the
total number of variables, the lower bounds LBj , and the upper boundsUBj of the i th
variables (J = 1, 2, . . . , N ), respectively. Ct is a constant value between [0, 2] [31].

3.2 Genetic Operators

Reproduction procedures are incorporated into H-KHA algorithm to improve its
performance. Crossover and mutation operators are inspired from the classical dif-
ferential evolutionary algorithm. For more details, refer [8].
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3.2.1 Crossover Operator of MKHA

The crossover is used in the genetic algorithm as an effective operator for reaching
the global solution [8]. The crossover probability Cr is used as a control on the
crossover operator by generating a uniformly distributed random value between [0,
1] [32]. The mth component of xi,m is determined by Eq. (21).

xi,m =
{
xr,m, i f rand < Cr
xi,m, else

(21)

.

Cr = 0.2K̂i,best , (22)

where r ∈ {1, 2, . . . , i − 1, i + 1, . . . , N } is the new crossover probability for global
best, which will increase with decreasing the fitness function.

3.2.2 Mutation Operator of MKHA

The mutation operator plays a beneficial role in evolutionary algorithms. The mu-
tation probability Mu is used as a control on the mutation operator [8]. The mth
component of xi,m is determined by Eq. (23).

xi,m =
{
xgbest,m + μ(xp,m − xq,m), i f rand < Mu

xi,m, else
(23)

.

Mu = 0.05/K̂i,best , (24)

where p, q ∈ {1, 2, , i1, i + 1, , S}, S represent the number of all solutions, μ is
the value between [0, 1]. This mutation probability is considered new for global best,
which determines the interconnection based on the increases in decreasing the fitness
function [8].

4 Overview of Modified Krill Herd Algorithm

The previous section thoroughly presented the basic KHA through six main steps
that have been procedurally described. The results obviously showed that the basic
KHA has the potential to generate viable solutions in comparison with the other
well-known algorithms, but not as impressive as those described in the literature.
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Fig. 2 The flowchart of the modified krill herd algorithm

The basic KHA needs to focus on exploration rather than exploitation to obtain
preferable results. Thus, the basic KHA fails to determine the optimal solution in
that area. Subsequently, theMKHA is proposed to overcome weaknesses of the basic
KHA. The sequence of procedures of the MKHA is shown in Fig. 2.

This section addresses and attempts to overcome the weaknesses of the basic
KHA by modifying the basic KH operators to achieve high-quality clustering solu-
tions. The proposed method shown in this section is called MKHA. The MKHA is
compared with the basic KHA and the other well-known algorithms, which used the
same benchmark functions. Modification occurs in the order of KH operators where
the crossover and mutation processes are invoked after updating the krill positions
because the nature of the search space of optimization problems is ragged and deep.
The pseudocode of the MKHA is shown in Algorithm1.

However, the basic KHA is sometimes trapped in the local optimal solution be-
cause of its poor capability in exploration and exploitation. The MKHA is invented
to improve the TD clustering technique by enhancing the procedures of the basic
KHA. Algorithm1 shows further details on the KH modification. This modification
is performed by updating the current solutions by comparing themwith the generated
solutions of the motion calculations, applying the genetic operators, and comparing
the introduced solutions of the genetic operators with the current solutions (best so-
lutions so far). TheMKHA enhances the global searchability by applying the genetic
operators on the high-quality solutions introduced by the motion calculations.
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Algorithm 1Modified krill herd algorithm (MKHA)
1: Initialization the krill parameters: Nmax , Dmax , and etc.
2: for i = 1 to S do
3: for j = 1 to n do
4: xi, j = 1 + rand mod K , Initialization of KH memory.
5: end for
6: Compute the fitness function fi Evaluate each krill
7: end for
8: Sort the krill and find xbest , where best ∈ (1, 2, …, S)
9: while I �= Imax do
10: for i = 1 to S do
11: Perform the three motion calculation.
12: xi (I + 1) = xi (I ) + δ I dxi

d I
13: Evaluate each solution using fitness.
14: end for
15: for i = 1 to S do
16: Applying KH operators on the KH memory.
17: Crossover within dynamic probability
18: Mutation within dynamic probability
19: end for
20: Replace the worst krill with the best solution
21: Sort the solution and find xbest , where best ∈ (1, 2, …, S)
22: I = I + 1
23: end while
24: Return xbest

5 Experimental Results

This section presents various experiments on optimization benchmark function prob-
lems to verify the performance of the proposed MKHA. In order to make a fair
comparison, all the experiments are conducted using the same PC with the detailed
settings (i.e., Windows 7 environment using MATLAB software (7.10.0) computer
programming with 8 RAM).

Fourteen different functions are used to evaluate the proposed algorithm (MCA).
The definitions and characteristics of these functions can be presented in Fig. 3. For
further information, refer to [29]. For the purpose of showing the superiority of
the proposed algorithm (i.e., MKHA), its performance is analyzed using function
optimization problems with seven algorithms, which are CS [28], BA [4], ACO [6],
HS [33], GA [21], PSO [29], and KHA [8].

For all comparative algorithms used in this research, population size NP is 50,
an elitism parameter Keep is 2, and maximum generation is 50. The optimal results
achieved by the algorithms for each function, in the following sections, are explained.
The dimension of the functions used in this research is 20 (i.e., d = 20).
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Fig. 3 Benchmark functions

Table1 report the average results from 100 runs for each comparative algorithm.
According to the average results, MKHA performed better than other comparative
algorithms on 14 benchmark functions (i.e., F01, F02, F04, F05, F06, F07, F08, F09,
F10, F12, F13, and F14) when searching for minimizing objective values. KHA and
ACO are the second most productive algorithms according to the average values
across the 14 benchmarks (F13, and F11, respectively). From Table 1, it can be
observed that MKHA performed better in comparison with the basic KHA almost
in the 14 benchmarks (i.e., F01, F02, F04, F05, F06, F07, F08, F09, F10, F11, F12,
F13, and F14).

Moreover, the process of the proposed optimization algorithms (KHA, and
MKHA) is given in Figs. 4, 5, 6 and 7. The values in these figures are presented
the best optimum value achieved through 100 runs. Hither, all the taken values are
true function values. Furthermore, it should be remarked that the global best of the
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Table 1 The values are normalized so that the minimum in each row is 1.00. These are not the
absolute minima found by each algorithm, but the average minima found by each algorithm

Function
No.

CS [28] BA [4] ACO [6] HS [33] GA [21] PSO [29] KHA [8] MKHA

F01 05.26 04.49 02.31 02.75 06.82 03.70 01.20 01.15

F02 06.95 07.51 24.58 12.87 04.26 02.27 01.06 01.05

F03 66.85 50.73 316.0 68.69 38.53 14.28 06.10 07.14

F04 1.4E6 1.9E7 3.8E3 9.6E6 1.6E5 545.3 435.2 430.2

F05 6.5E3 2.6E4 1.1E3 5.8E5 3.2E5 131.4 101.8 99.51

F06 422.4 1.4E3 489.0 3.0E3 1.4E3 24.12 24.48 24.10

F07 07.97 07.35 08.09 09.25 06.41 01.85 02.02 01.80

F08 14.47 54.64 42.25 21.80 16.36 04.28 05.02 04.79

F09 06.32 04.39 03.17 14.72 02.47 03.52 04.80 02.35

F10 04.04 18.68 01.75 03.06 03.78 01.64 05.14 04.69

F11 16.61 12.80 01.05 14.83 25.73 02.23 8.4E1 13.15

F12 04.87 06.95 01.86 02.53 08.00 06.55 01.73 01.69

F13 207.5 66.67 98.30 113.3 485.4 16.90 07.04 07.00

F14 53.29 42.69 07.73 85.79 140.9 15.78 06.43 06.21

benchmark functions are illustrated like convergence plots (F01 in Fig. 4, F02 in
Fig. 5, F03 in Fig. 6, and F04 in Fig. 7).

Figure4 shows the best values achieved by the KH algorithms on the function
number one (i.e., F01). From Fig. 4, MKHA performance is superior to the basic
KHA in the optimization process, while KHA performed the second best in this
benchmark overall comparative algorithms. Moreover, all the proposed algorithms
have almost the same initial values. Figure5 shows the obtained optimization values
for the function number two (i.e., F02). In this case, the figure clearly displays that
MKHA performance differs from the other basic algorithm. From Figs. 6 and 7,
MKHA has the best performance for these two functions as well. Figure6 presents
that the MKHA obtained the best solution in this benchmark function.

6 Conclusion

In the current work, the genetic operators are modified with the basic KH to propose
an enhanced modified krill herd algorithm for solving optimization problems, called
MKHA.

The results of the MKHA reveal that the proposed MKHA can produce the best-
recorded results for all benchmark functions used compared with the other com-
parative algorithms from the literature. Thus, the KH algorithm with crossover and
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Fig. 4 The best values achieved by the krill herd algorithms on the function number one

Fig. 5 The best values achieved by the krill herd algorithms on the function number two
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Fig. 6 The best values achieved by the krill herd algorithms on the function number three

Fig. 7 The best values achieved by the krill herd algorithms on the function number four
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mutation after the updating process is an effective and superiormethod for, indicating
that the modified versions significantly exploit the genetic operators.

For the future works, first, MKHA can be used to solve other optimization prob-
lems such as text clustering and feature selection. Second, can be combined MKHA
with another local search method to develop a new hybrid algorithm to improve the
local exploitation search ability of the modified krill herd algorithm (MKHA).
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Application of Nature-Inspired
Optimization Techniques in Vessel Traffic
Control

Ž. Kanović, V. Bugarski, T. Bačkalić and F. Kulić

Abstract This chapter aims to present the analysis and comparison of some well-
known nature-inspired global optimization techniques applied to an expert system
controlling a ship locking process. A ship lock zone represents a specific area
on waterway, and control of the ship lockage process requires a comprehensive
approach. The initially proposed Fuzzy Expert System (FES) was developed using
suggestions obtained from lockmasters (ship lock operators) with extensive expe-
rience. Further optimization of the membership function parameters of the input
variables was performed to achieve better results in the local distribution of vessel
arrivals. The purpose of the analysis and comparison is to find the best algorithm for
optimization of membership functions parameters of FES for the ship lock control.
The initially proposed FES is optimized (fine-tuned) with three global optimization
algorithms from the group of evolutionary and swarm intelligence algorithms, in
order to achieve the best value of the economic criterion defined as a linear combina-
tion of two opposed criteria: minimal average waiting time per vessel and minimal
number of empty lockages (lockages without a vessel in a chamber). Besides the
well known and widely applied Genetic Algorithm (GA), two relatively new but
very promising global optimization techniques were used: Particle Swarm Opti-
mization (PSO), the technique based on behavior of animals living in swarms and
Artificial Bee Colony (ABC) algorithm, inspired by social organization of honey
bees. Although all these algorithms have been widely applied and showed a great
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potential in engineering applications in general, their application in ship lock con-
trol and similar transportation problems is not so common. However, this chapter
will present that all three algorithms may obtain the significant improvement of the
adopted economic criterion value and succeed to find its (possibly global) optimum.
Furthermore, the performances of these algorithms in FES parameters optimization
are compared and some conclusions are adopted on their applicability, efficiency, and
effectiveness in similar systems. The developed fuzzy algorithm is a rare application
of artificial intelligence in navigable canals and significantly improves the perfor-
mance of the ship lockage process. This adaptable FES is designed to be used as a
support in decision-making processes or for the direct control of ship lock operations.

Keywords Ship lock control · Fuzzy expert system · Genetic algorithm ·
Artificial bee colony · Particle Swarm Optimization

1 Introduction

Thehistory of humankind is a history of human endeavors and efforts in encountering,
analysis, and overcoming obstacles. The overcoming of the difference in water levels
on inland waterways, caused by the construction of dams as artificial obstacles, is
one of the challenges that are most often solved using ship locks. The beginning of
the implementation of ship locks dates back to the distant past. Today, ship locks are
the most commonly used hydrotechnical structures that enable vessels to overcome
the difference in water levels easily and safely. Ship locks are designed to enable
vessels to overcome rises in the water level and help to maintain navigation on
inland waterways [46, 39].

Although inland waterway transport is perceived to have considerable societal
importance in achieving sustainable mobility, it is growing at only amodest rate [67].
Because this potential requires new concepts to be realized, attention should be paid
to innovations that can improve vessel traffic management. Intelligent transporta-
tion systems have been developed in the field of road transportation and hence the
term “intelligent infrastructure” typically refers to that transportation mode. Recent
research has been increasingly directed towards intelligent infrastructure develop-
ment and control structure design [42]. Unlike other transport modes, the use of
computational intelligence in inland water transportation is still in its infancy [68],
particularly in regard to replace humans in the decision-making process in real time.
Transportation systems control is gaining importance, and in the marine systems
field, the focus of research is on the swarming behavior of vessels [31]. The aim of
this research is to emphasize the potential application of artificial intelligence as a
control tool in vessel traffic management on inland waterways.

Campbell et al. [9] presented decision tools for reducing congestion at ship locks
on the upperMississippi river. Bugarski et al. [8], proposed a decision support system
for a ship lock control based on the fuzzy logic. The fuzzy logic is chosen as a
control approach that does not require a precisemathematical model of the controlled
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system [27] and as themost suitablemathematicalmethod for addressing uncertainty,
subjectivity, polysemy, and indefiniteness [34]. Other authors [15, 44] have also used
the fuzzy logic in decision support processes. Teodorović and Vukadinović [62]
successfully applied fuzzy reasoning and artificial intelligence in traffic control.

Although expert systems have been successfully used in the design of large struc-
tures [2] such as ship locks, the proposed analysis focuses on the implementation of
a Fuzzy Expert System (FES) designed to assist ship lock operators (lockmasters)
in the decision-making process. Adeli [1] published an article extolling the advan-
tages of expert systems based on artificial intelligence implemented in construction
engineering and management. Developing an expert system for ship lock control
raises two specific challenges: gathering expert knowledge and adapting to changes
in control criteria priorities.

The proposed model is based on previous research. The initial research on design-
ing a control algorithm based on artificial intelligence for ship lock control was pub-
lished by [8]. The control algorithm relied on fuzzy logic and was designed solely on
the basis of operator’s experience. Kanović et al. [25] published a paper where three
different global optimization techniques were tested for possible implementation in
a fuzzy expert system for a ship lock control. The present research is performed on
the ship locks on navigable canals in Serbia, where it is possible to implement a
Supervisory Control And Data Acquisition (SCADA) system with an FES [6].

The essence of the proposed approach is the optimization (fine tuning) of the
previously developed FES in accordance with the given economic criterion. The
proposed economic criterion is defined as a linear combination of two opposing
norms—a minimum number of empty lockages (lockages without a vessel) and a
minimal waiting time (vessel’s delay). In order to improve FES for the control of
the ship locking process and for finding the best optimization technique, three well-
known nature-inspired optimization algorithms have been used as optimization tools:
Particle SwarmOptimization (PSO), Artificial Bee Colony Optimization (ABC), and
Genetic Algorithm (GA) [19, 23, 63]. The results achieved in presented research
confirmed that chosen nature-inspired global optimization algorithms could be suc-
cessfully applied in problems regarding transportation performance improvement
and optimization.

The presented FES is intended to be a decision support system implemented in an
existing Programmable Logic Controller (PLC) and SCADA system in a ship lock
control room. There are existing examples of improving PLC and SCADA control
logic in irrigation canals [17], but the presentedmodel is a rare application of artificial
intelligence in navigable canals. Today, around the world, actively operates a large
number of ship locks, which are different in size, age, area of navigation, ways of
functioning and organization of traffic. From a wide range of types of ship locks,
the choice was limited to a system that is usually applied on European navigable
canals on inland waterways, i.e., a single-chamber ship lock that operates only with
one ship. Observed ship lock could be described as a single-channel queuing system
with two independent, stochastic streams of arrivals from two opposite directions.
Even though the proposed model was established and tested in the particular real
system, the principle of generality could be established. With minor modifications
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in the design of the basic FES, the presented model could be extended to any other
ship lock from the observed category.

The chapter is organized as follows: Sect. 2 describes the problem of vessel traffic
control in the ship lock zone and fuzzy expert system as a decision support for ship
lock control. Section 3 discusses the proposed methodology and the nature-inspired
optimization techniques. In Sect. 4, the application of nature-inspired optimization
techniques for vessel traffic control in ship lock zone is described. In Sect. 5, the
results of different optimization techniques are compared and discussed. Finally,
Sect. 6 contains the concluding remarks and directions of further research.

2 Vessel Traffic Control in the Ship Lock Zone

2.1 Problem Description

The ship lock or navigation lock is a hydraulic structure that consists of an enclosed
chamber with watertight gates at each end. The water level difference is overcome by
filling or emptying of the lock chamber. Namely, the ship lock operates on the simple
buoyancy principle that any vessel, no matter what proportion, will float upon a large
enough volume ofwater. By raising or lowering the level of water within the ship lock
chamber, the vessel itself goes up or down correspondingly. As hydraulic engineering
systems, ship locks are designed to enable vessels to surmount obstacles (rapids,
weirs, or dams) on the waterway [46]. Lockmasters (ship lock operators) regularly
make effort to fill or empty the ship lock chamber in the fastest time possible with a
minimum of turbulence. The vessel traffic organization in the zone of the ship lock
is a compromise between a reasonable usage of the lock and minimizing a vessel’s
delay while waiting to pass the ship lock zone. Basic elements of the classic ship
lock are presented in [5, 59].

Although there is an extensive range of types of ship locks, each ship lock consists
of three basic elements:

• The lock chamber is the basic and largest element of the ship lock. It connects
the upper and lower approach channels of the ship lock and is sufficiently large to
accommodate one or more vessels. The position of the lock chamber is fixed but
water level inside it can vary.

• The lock gates are the most important movable elements, and they are constructed
to be watertight. Mitre gates are mostly used lock gates and represent a pair of half
gates at each end of the lock chamber (Fig. 1). In addition, there are also single
pivot gates, wing gates, tainter gates, rolling gates, lift gates, and drop gates. The
ship lock gates keep water level in the lock chamber and the possibility of entering
or exiting of a vessel depends on their current state (open or closed). Possible states
of the ship lock are (a) one gate is open and the second is closed and (b) both of
gates are closed [39].

• Intake and discharge system.
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From among the wide variety of ship locks, the focus was narrowed to one specific
type of ship lock, but there is no loss of generality and the presented model is
applicable to any other type of ship lock. This study focused on a specific choice:
a single-channel two-way lock (Fig. 1). The analyzed system as a single queuing
node utilizes a First–In, First-Out (FIFO) queuing discipline, and vessel arrivals are
random from both levels [41, 59]. A multi-trajectory approach of vessels from the
same direction is possible, but only up to a reference point. The reference point is
the first pre-signal. Overtaking is forbidden after the reference point, and vessels
form a queue according to the FIFO principle. The primary objective in controlling
a ship lock and managing vessel transitions is evaluating and reducing traffic delays
[30] while minimizing the consumption of water and energy [8, 9, 64]. The owners
of the ship lock prefer fewer empty lockages (change of level in the lock chamber
without vessel) because such lockages reduce the ship lock efficiency (both in terms
of the total number of lockages and in terms of energy consumption). However,
shippers prefer to wait as little as possible for lockage. In the case that more vessels
are approaching to the ship lock from the same direction, operators have to change
the level of the water in the lock chamber without vessel to reduce vessels waiting
times, which increase the costs of operating the ship lock.

The lockmasters, as part of the inland waterways tradition, are responsible for
the proper functioning of the lock and vessel traffic control in the lock zone. Their

Fig. 1 Plan and side views of a lock [8]
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vessel traffic control decisions are based on estimates under conditions of uncertainty.
Therefore, the experience of the lockmaster plays a significant role in the decision-
making process. The essentiality of the decision-making problem in the ship lock
control is in the choice (LC) which vessel will be served first: vessel which is far
from the ship lock and comes from the level at which the gate is open (LGO) or
the vessel which is closer to the ship lock, but it is at the level at which the gate
is currently closed (LGC) (Fig. 2). The lockmaster often faces a decision-making
dilemma as to whether to prioritize saving water and energy or reducing the waiting
time of a vessel. The lockmaster’s dilemma rarely appears in situations where the
traffic density is significantly lower than the ship lock capacity or close to the limit
of the ship lock capacity.

The lockmaster must simultaneously control lock operations and vessel traffic in
the ship lock zone. Similar to a Vessel Traffic Service (VTS) operator in maritime,
experience is necessary in both ship lock control and quality decision support [51].
An adaptive expert system for ship lock control based on human experience can
provide the necessary decision support. A fuzzy expert system was thus developed
and applied to describe and solve the lockmaster’s problem.

2.2 Fuzzy Expert System as a Decision Support for Ship Lock
Control

Achievement of high-quality control of an observed system normally requires knowl-
edge of nature and principles of the process, and a suitable control algorithm for
realization the desired goals or system performance. In cases where the system to
be controlled is complex, variable, or it is difficult to define a precise mathematical
model, a control approach that does not require a precise mathematical model of
the controlled system is desirable. The fuzzy logic is the method that fulfills these
requirements [27]. Fuzzy control is based on the application of the fuzzy set theory
and the fuzzy logic. Using fuzzy logic and fuzzy inference systems [58], one can
collect knowledge from experts in a specific field and implement it in the control
algorithm to realize the required control of an observed system. The fuzzy set the-
ory is the most suitable mathematical approach to focus on uncertainty, subjectivity,
polysemy, and indefiniteness [34].

Fig. 2 A dilemma situation in control of a single-channel two-way lock
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The concept of fuzzy logic was originated by Lotfi Zadeh, who proposed it not as
a control methodology but as a method of processing data by allowing partial mem-
bership in a set instead of simply belonging or not belonging to a set [32]. The fuzzy
logic approach to control problemsmimics the process bywhich humanswouldmake
decisions, only much faster. Fuzzy logic is a multivalued logic that allows values to
be defined between the values associated with traditional attitudes: yes/no, true/false,
black and white, for example [60]. Fuzzy logic uses human experience, experts in
the form of linguistic IF-THEN rules and approximate reasoning mechanisms and
calculates control inputs for the particular case [38]. Zadeh [72] introduced the con-
cept of linguistic variables and approximate reasoning. Very common applications
of fuzzy logic include modeling of complex systems, where it is very difficult to
determine relationships between variables using some other method [16], and group
clustering [21]. Teodorović and Vukadinović [62] successfully applied fuzzy logic in
traffic control. Successful applications of expert systems based on fuzzy logic may
be found in [11, 71]. The fuzzy logic approach attempts to mimic the process of
human decision-making, only at a much faster rate.

The primary goalwhen building the basic FESwas the incorporation of descriptive
estimations from the lockmaster that were based on experience. Required data for
the basic FES design were collected through interviews with lockmasters and during
observations in field research. The interviews consisted of answer requests to a given
question about the decision made depending on distances of a vessel from the level
at which the gate is currently open and from the level at which the gate is currently
closed. The lockmaster makes decisions based on subjective estimations of vessel
distances from the lock. The distance between a vessel in motion and the ship lock
cannot be precisely defined. Therefore, a narrow zone around the vessel can be
considered as a vessel domain [49, 66]. It is important to note that the proposed
hypothesis that the distance of a vessel from the ship lock represents an input fuzzy
variable is in conformity with research that defined a vessel’s domain as a fuzzy
value [48].

To form the model for ship lock control, one of the ship locks from Serbia (ship
lock “Kucura” on the DTD Hydro system) was chosen as the example system. This
ship lock is a one-channel queuing system with two independent, stochastic flows of
demand (demand for lockage) that are from opposite directions; in the other words,
from different water levels. The basic problem during the control of the ship locking
process is the achievement of a compromise between minimizing the costs of the
ship lock operations and water consumption as the interest of the ship lock owner
on the one hand, and on the other hand minimizing vessels’ delays during the transit
process as the interest of vessel owners. For example, in cases of more consecutive
arrivals from the same direction, it is necessary to make empty lockages, i.e., water
level changes in an empty ship lock. This action decreases vessel delays but increases
operating costs of the ship lock. The lockmaster controls the complete ship locking
process, relying on subjective estimations. The goal is to have the least possible
number of empty lockages (level changes without a vessel in the lock chamber), on
the demand that vessel delays in the ship lock zone are within acceptable limits.
Qualitative and descriptive (i.e., subjective) estimations by the lockmaster (based on



230 Ž. Kanović et al.

experience) are represented here by fuzzy reasoning. Bugarski et al. [8] composed
basic membership functions of the fuzzy expert system for ship lock control. Regard-
ing the guidelines and recommendations for river information services of the PIANC
[47], FES is designed to be compatible with the River Information Service (RIS).
FES collects information from RIS such as data on speed, distance and the direction
from which the vessel is coming [68]. The process of construction a Fuzzy Inference
System (FIS) is arranged through next steps:

Step 1: Definition of input and output variables.

Based on the state of the lock (lower or upper gate is open), the operatormust consider
two main variables: the “Distance of the vessel from the lock on the level where the
gate is open” (LGO) and the “Distance of the vessel from the lock on the level where
the gate is closed” (LGC). Three categories related to the distance from the ship
lock (small, medium, and large) are subjectively assessed and they define fuzzy sets
for both fuzzy input variables, LGO (Fig. 3) and LGC (Fig. 4). Distances of vessels
from the ship lock (input variables) are expressed in minutes. The output variable
represents the control variable “Change of the lock condition” (LC) (Fig. 5), which is
expressed in three categories: change, no change, and indefinite. Output value after
defuzzification is given in universal units and after comparison to the limit value
gives a binary decision (“change” or “no change”). The lockmaster decides whether
to change the present state of the ship lock according to the vessel distances at both
levels.

Two main variables are implemented as inputs to the FES (distances of vessels
from the ship lock on both sides—open gate (LGO) and closed gate (LGC) (Fig. 1).
Both input variables are described with three linguistic values (small, medium, and
large) and they are represented by corresponding membership functions (Figs. 2
and 3). These distance measures can be calculated from data obtained from river

Fig. 3 Membership
functions of input fuzzy
variable LGO—Level where
the Gate is Open (“Distance
of the vessel from the lock on
the level where the gate is
open”)

Fig. 4 Membership
functions of input fuzzy
variable LGC—Level where
the Gate is Closed
(“Distance of the vessel from
the lock on the level where
the gate is closed”)
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Fig. 5 Membership
functions of output fuzzy
variable LC—Lock
Condition (“Change of the
lock condition”)

Table 1 Fuzzy rules LGO LGC

Small Medium Large

Small No change No change No change

Medium Indefinite No change No change

Large Change Indefinite No change

information services or predicted [73]. The output variable is the “Change of the
lock condition” (LC) described with Change, No Change or Indefinite (Fig. 4). The
distances from the ship lock (input variables) are expressed in minutes required to
reach the ship lock, and the output value after defuzzification is given in universal
units. This universal value is compared with the limit value (zero in this research)
and generates a binary decision (to change or not).

Step 2: Fuzzification

During the control of the ship locking process, the lockmaster chooses between
two opposite decisions, “yes” or “no”, concerning a change of the present state of
the ship lock. His/her subjective estimations are quantified by fuzzy sets. In the
presented research, the relation between the membership function of the fuzzy set
and the observed variable is described by a logistic curve (e.g., S-curve or sigmoid
function), as shown by several authors on the basis of experiments and research [10,
59, 70, 74]. The logistic curve has the mathematical form:

f (x, σ, a) � e
−(x−a)2

2σ2 (1)

where
a—position of the center of the peak;
σ—standard deviation of function.

Step 3: Control rules design

The third step is the design of the fuzzy control rules; i.e., determining which rules
applies under which conditions [74]. In our case, we have three fuzzy sets for both
input variables, and therefore we should have 3 × 3�9 fuzzy rules (of type AND)
in a well-defined fuzzy inference system. Table 1 presents these nine fuzzy rules.
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Fuzzy rules are presented in Table 1 and are not part of the optimization process.
They are based on the work of [8].

Step 4: Defuzzification

Tomake exact decisions (control actions), it is necessary to choose one of the control
variable values. Approximate reasoning in the fuzzy inference system is performed
in several phases: fuzzification, “AND” phase, implication, aggregation, and defuzzi-
fication [22, 43]. The methods chosen for each of the mentioned phases influence
the output results of the fuzzy inference system. The choice of the functions that
will implement these phases has a significant impact on the results and the algorithm
speed [36]. For that reason, most of the practical applications of the fuzzy logic
are based on Takagi-Sugeno type, but in presented case, speed of the algorithm is
not important because of slow nature of inland navigation and the ship locking pro-
cess. This research covered 19 experiments with test sub-datasets and with different
methods for the abovementioned phases. The experiments enclosed the Minimum
and Product method for the implication phase, the Maximum, Sum, and Probabilis-
tic OR for the aggregation phase and five different methods for the defuzzification
phase: Center of gravity, Bisection of area, Mean of maximum, Largest of maximum
and Smallest of maximum. The best results were acquired with the combination of
methods presented in Table 2. This combination is very common in implementation
of the fuzzy inference systems. However, other combinations of methods are taken
into consideration and presented combination provided the best results in all of the
conducted simulation tests.

If we use this algorithm to calculate the output values in many different coordi-
nates, we can graph the control surface (see Fig. 6).

3 Nature-Inspired Optimization Techniques

3.1 Introduction

As are previously mentioned, the lock operation involves opposing interests from
the lock owners and the shippers. Two opposing criteria describe these interests: the
minimal Average Waiting Time per vessel (AWTpV ) and the minimal Number of
Empty Lockages (NoEL), as introduced by [8]. This is a trade-off situation designed

Table 2 Selected methods of
approximate reasoning

Phase Method

“AND” phase Minimum

Implication Minimum

Aggregation Maximum

Defuzzification Center of gravity
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Fig. 6 Control surface calculated with fuzzy algorithm

to provide efficiency between these two criteria. The primary goal is to maximize
the profit made by the lock company, but not at the expense of the vessel owners.

Three popular global optimization algorithms were applied in this research:
Genetic Algorithm (GA), Artificial Bee Colony Optimization (ABC), and Particle
Swarm Optimization (PSO), with objective to find the best optimization technique
for presented expert system controlling a ship lock process. The Particle Swarm
Optimization (PSO) method is selected because it converges faster and much more
smoothly to optimal values of the membership function parameters. Additionally,
certain complexities can arise during execution of the GA with multiple optima [4].
Unlike theGA, the PSO is a population-based stochastic optimization technique that
operates on the principle inspired by the social behavior of flocks of birds or schools
of fish [3, 28, 45]. Although it is a relatively new optimization algorithm, the PSO has
been confirmed as advantageous for multiple objective fuzzy optimization scenarios
[45, 61]. ABC algorithm, as a relatively new technique, was also involved in this
research, since it already showed some good results in transportation problems [63].

3.2 Genetic Algorithm (GA)

Genetic algorithm is an evolutionary optimization technique inspired by Darwin’s
theory of natural evolution of the species. It was proposed in 1970s by John Holland
[20] and improved during the years by numerous other researchers (Michalewicz
[40]). It is the most common optimization technique used in decision support prob-
lems as it is outlined in [65]. In this technique, a population of candidate solutions
(called individuals) to an optimization problem is evolved toward better solutions.
Each candidate solution has a set of properties (its genotype, which represents the
values of problem variables) which can be mutated and altered.
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The evolution is an iterative process which starts from a population of randomly
generated individuals. The population in each iteration is called a generation. The
value of the objective function, called fitness, of every individual in the population is
evaluated in each generation. The more fit individuals are selected from the current
population, and each individual’s genome is modified (recombined and possibly ran-
domlymutated) to form a new generation. The new generation of candidate solutions
is then used in the next iteration of the algorithm.When forming the new population,
evolution mechanisms are used, such as selection, crossover and mutation, and imi-
tating the process of natural evolution. Commonly, the algorithm terminates when
either a maximum number of generations has been produced, or a satisfactory fitness
level has been reached for the population.

3.3 Artificial Bee Colony (ABC)

Artificial bee colony (ABC) algorithm, also known as Bee Colony Optimization
(BCO) is another, relatively novel swarm-based numerical optimization algorithm,
based on simulation of the foraging behavior of honey bee swarm [26, 63]. In this
algorithm, the food source position represents a possible solution of the optimization
problem and the optimization criterion is defined as the nectar amount of a food
source in that solution. The colony consists of three groups of bees: employed bees,
onlookers, and scouts. The number of the bees, employed, or onlooker, is equal to
the number of solutions in the population. At the first step, a randomly distributed
initial populationP(G=0) of SN solutions (food source positions) is being generated,
where SN denotes the size of population. Each solution xi (i=1, 2, …, SN) is a D-
dimensional vector, with D being the number of variables in optimization criterion.
After initialization, the population of the positions (solutions) is subjected to repeated
cycles, C=1, 2, …, Cmax, of the search processes. An employed or onlooker bee,
using probability, produces a modification on the position (solution) in her memory
in order to find a new food source and then tests the nectar amount of the new source.
In ABC model, the artificial bees randomly select a food source position and produce
a modification on the one existing in their memory, using the expression

vi j � xi j + φi j
(
xi j − xk j

)
(2)

where k ∈ {1, 2, …, BN} and j ∈ {1, 2, …, D} are randomly chosen indexes, BN is
the number of employed bees, and φ is a random number in the range [−1, 1].

If the nectar amount of the new source is higher than that of the previous one,
the new position of the bee is being memorized, and the old one is being forgotten.
Otherwise, she keeps the position of the previous one. When all employed bees
complete the search, they share the information on nectar of the food sources and
their position with the onlooker bees on the dance area. An onlooker bee evaluates
the information on nectar taken from all employed bees and accordingly chooses
a food source with a probability related to its nectar amount. As in the case of the
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employed bee, she produces amodification on the position in hermemory and checks
the nectar amount of the candidate source. Providing that its nectar amount is higher
than that of the previous one, the bee memorizes the new position and forgets the old
one.

Anonlooker bee chooses a food source concerning the probability value associated
with that food source, pi, calculated by the following expression:

pi � f (xi )
SN∑

n�1
f (xn)

(3)

where f (xi) is the value of the optimization criterion for the solution i evaluated by
its employed bee, and SN is the number of food sources which is equal to the number
of employed bees (BN). In this way, the employed bees exchange their information
with the onlookers.

Employed bees whose solutions cannot be improved through a predetermined
number of trials, called limit, become scouts and their solutions are abandoned.
Then, the scouts start to search for new solutions, randomly. Hence, those sources
that are initially poor or have been made poor by exploitation are abandoned.

Described search process is conducted until a termination criterion is satisfied,
for example, a maximum cycle number or a maximum CPU time.

3.4 Particle Swarm Optimization (PSO)

The Particle Swarm Optimization (PSO) represents a sociological system of simple
individuals who interact with other individuals and the environment. Several variants
of optimization algorithms based on a swarm (cluster) of particles exist, including
insects (bees and ants with pheromones), arthropods, and water drops. The generally
accepted name of these systems is “swarm intelligence”. The PSO algorithm repre-
sents a swarm-based technique, inspired by the social behavior of animals that live
and move in large groups, such as birds [28].

The particles (potential solutions) move throughout the search space by following
the current best particles [33]. PSO has been successfully used to solve various types
of problems, including optimization functions [56], the training of artificial neural
networks, and fuzzy classification systems [12]. One of the advantages of PSO is
that it does not use derivatives in determining an optimum (Ren et al. [54], though
combining PSO with gradient algorithms [50] or differential evolutions is not rare
[55]. PSO is preferable to optimization algorithms when addressing multi-objective
optimization problems [69] and is frequently used in combination with fuzzy logic
[37]. A few variations exist in the PSO algorithms proposed by different authors.
For example, [35] proposed a “co-evolutionary” PSO with a Gaussian probability
distribution of accelerating coefficients.
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Each particle is associated with its position (x) and velocity (v). The position of
the particle represents a potential solution; the best position ever achieved by each
particle during the entire optimization process is memorized (p). The best position
ever achieved by any of the particles is memorized by the swarm as a whole (g). In
the k-th iteration, the position and the velocity of each particle are updated as

v[k + 1] � w · v[k] + cp · rp[k] · (p[k] − x[k]) + cg · rg[k] · (g[k] − x[k])

x[k + 1] � x[k] + v[k + 1] (4)

The relative impact of the personal (local) and common (global) knowledge on
the movement of each particle is controlled by acceleration factors cp and cg. Inertia
factor w keeps the swarm together and prevents it from diversifying excessively,
diminishing thereby PSO into a pure random search. Factors rp and rg represents
mutually independent random numbers uniformly distributed on the range [0, 1].

Many modifications of PSO algorithm have already been presented in the litera-
ture. Early concept of PSO algorithm employes constant parameter set (cp, cg, w),
while some more recent modifications introduce variable parameter set, improving
the overall performance of the algorithm [13, 23, 53]. An example of tuning a fuzzy
controller using PSO was proposed by [7], and [18] successfully applied swarm
intelligence in traffic control.

The version of the algorithm selected for application in presented research was
introduced by [53] and generalized in Kanović et al. [23, 24].

4 Application of Nature-Inspired Optimization Techniques
for Vessel Traffic Control in Ship Lock Zone

4.1 Description of the Real System

The proposed optimization and testing of the FES were carried out based on the
generated dataset of vessel traffic densities. The dataset was chosen to correspond to
actual traffic conditions and was formed on the basis of simulation experiments that
could describe possible states of the system. Simulationmodels that closely described
the complex process of vessel traffic were developed, verified and validated from
research on navigable canal capacity [5].

In Serbia, there is a complex system of Danube–Tisa–Danube navigable canals
with a total length of approximately 600 km. In this system, 12 ship locks are in
use and can be classified into three characteristic groups. All of them are designed
for the same vessel category but differ in some technical details. Three relevant
representatives of each group were selected (locks with the largest traffic density).
Although they differ in some technical details, the rules of navigation and order of
control operations are identical for all analyzed locks. The ship locks “Kucura” and
“Sombor” (Figs. 7 and 8) were observed as actual representative systems. They can
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be described as a single-channel servicing systems with two independent, stochastic
flow requirements for the two opposing directions. Time intervals for the lockage
(i.e., passage)were defined experimentally,measuring the time and interviewing lock
operators. The average time for the lockage of a vessel is set to 25 min, and the time
interval for the level change in the chamber without a vessel is set to 15 min. It is also
assumed that only a single vessel can be held by the lock chamber. Based on these
time intervals, two possible situations can occur. The first is a “regular lockage”,
where the vessel enters the end where the gate is open and it does not have to wait
for the water level to change in the chamber. This lockage type lasts 25 min. The
second case is an “empty lockage” when the lock gate for the approaching vessel is
closed, and the water level in the chamber must be changed before lockage can take
place. An empty lockage followed by the regular lockage lasts 40 min.

The main objective in the ship lock control problem is to achieve a compromise
between minimizing the waiting time for the lockage, preferred by the ship owners,
and minimizing the energy and water consumption for operating the lock, preferred
by the owners of the lock [64]. If more vessels are approaching the lock from the
same direction, empty lockage(s) must be performed by lock operators, in order to
reduce waiting times, and this increases the costs of lock operation.

Set of vessel arrivals is generated for the simulation based on statistic data altered
with stochastic parameters. It can be considered as a vessel traffic database. In the
observed case, there is an annual navigation break during thewinter (from 21Decem-
ber to 21 March), which is included in the construction of the arrivals set. On other
days, the average of the traffic load is 10 vessels per day. There are a total of 2786
generated arrivals at the lock (Table 3).

Fig. 7 The ship lock
“Kucura”
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Fig. 8 The ship lock
“Sombor”

4.2 Optimization of Membership Functions

The principle of fuzzy inference systems is that they try to mimic the human way of
reasoning. That is why the original FES is designed based on suggestive estimations
of lock operators. Without diminishing the importance and significance of human
logic in decision-making, one question can arise: Did we find the optimal tactic
(the best choice) in controlling and decision-making? Can we take the advantage of
computers that can process muchmore information for a short period than the human
brain? What if some optimization algorithm can find a better solution? Maybe some
changes in membership functions parameters can upgrade the performances of an
expert system?

Table 3 Summary of vessel arrivals per month generated for simulation

Month Total number of
vessels

Arrivals at upper
gate of lock

Arrivals at lower
gate of lock

Ratio of arrivals
up/down

March 106 50 56 1.12

April 311 147 164 1.11

May 322 167 155 0.93

June 306 161 145 0.90

July 289 143 146 1.02

August 313 161 152 0.94

September 297 153 144 0.94

October 294 166 128 0.77

November 325 152 173 1.14

December 223 118 105 0.89
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Earlier was mentioned that interests of lock managers and shippers conflict with
each other. When a vessel approaches to ship lock zone, the most important thing to
shippers is to complete the lockage as soon as possible. That means that their goal is
to spend the least possible time while waiting for the lockage to occur. The situation,
when a vessel is approaching a chamber with open gates, means that the lockage will
start immediately upon arrival and that is the most favorable situation for shippers.
Based on this particular goal of shippers, it is possible to construct an assessment
criterion that will reflect the shippers’ interests—a Minimum Waiting Time (MWT )
criterion. On the other side, there is the interest of lock owners and workers. They
try to perform minimal number of lockages, as possible. The situation, where empty
lockage is necessary, is not a favorable one. Energy is needed to run the pumps and
water to fill the chamber. If an empty lockage is performed (without a vessel in the
chamber), both energy and water are spent. Based on the described goal of lock
owners, it is possible to construct an assessment criterion which will reflect their
interests—aminimum number of empty lockages performed, or simpler, aMinimum
Number of Lockages (MNL) criterion. Two defined assessment criteria are extremely
opposite.

In real situations, lockmasters find a compromise (between two extremes). The
advantage of FES running on a PC is that its history is saved and its actions can be
further analyzed. Analysis has shown that in most real cases, only two of nine fuzzy
rules were truly activated. It was the signal that triggered the following actions on
adjustments in fuzzy control logic. Idea is to optimize some fuzzy parameters.Which
optimality criterion to use? With goals to minimize both waiting times and number
of lockages, there are two objectives present. Is it a multi-objective optimization [14,
52]? How to construct a criterion that can be used in optimization algorithm?

FES rules were designed during an interview with lockmasters. There was not a
doubt in rules logic (Table 2). But, it is very difficult to determine the right values
for membership function parameters. A small shift in parameter value can influence
the number of activated rules in a particular case and at the end the final decision of
an expert system.

A universal criterion as an assessment factor for comparison of different set of
FES parameters is needed. If two earlier described criteria are taken in consideration,
logically is to find an “economic” criterion somewhere in the middle. Optimality
criterion (Eq. 5) is chosen to be a weighted sum of average waiting time per vessel
(AWTpV ) and the number of empty lockages (NoEL).

E � A ∗ NoEL + B ∗ AWT pV (5)

where
E—the optimality criterion, A and B are the weight coefficients, NoEL—number

of empty lockages, AWTpV—average waiting time per vessel.
The purpose of weight coefficients A and B in Eq. 5 is to describe the individ-

ual importance of both parts in optimality criterion. Which is more expensive? To
perform one more empty lockage and spend extra water and energy or to increase



240 Ž. Kanović et al.

an average waiting time of all vessels by one minute? Coefficients A and B gives us
opportunity to weigh the two expenses.

There is a question—how to choose the right values for A and B? Logically,
the first guess is to set both coefficients to equal value (usually 1). In practice, it
would mean that an extra empty lockage has similar weight as one minute of average
vessel waiting. Idea is that lockmaster set the values of weight coefficients to achieve
the desired strategy in accordance with current conditions of the ship lock. Every
time the relation between the two coefficients is changed, it is necessary to perform
optimization once more with a new optimality criterion. That would result in new
optimal values of membership function parameters.

The FES is designed to have two input variables and one output variable. All
variables are defined with three linguistic values. Differential sigmoid membership
function (Eq. 6) is used to describe the linguistic values of input variables.

μ(x) � 1

1 + e−a1(x−c1)
− 1

1 + e−a2(x−c2)
(6)

The parameters a1 and a2 in Eq. 6 represent the left and right tilt of the function,
while the parameters c1 and c2 represent its transient points.

The structure of the particles (variables to be determined) is such that they are
encodedwith four values (coordinates in the solution space). These values are, in fact,
parameters that uniquely determine the positions (transient points) of the sigmoidal
functions of the set of input variables of the FES.

The structures of the individual are XLGO, YLGO, XLGC, and YLGC.
Thefirst twovariables,XLGO andYLGO, determine the positions of themembership

functions belonging to the input fuzzy variableLGO (the distance of the closest vessel
from the gateway to the open gate side). X and Y are two variables that uniquely
determine the parameters of all the membership functions belonging to one input
fuzzy variable. The other two variables, XLGC and YLGC, determine the shape and
position of the functions of the fuzzy input variable LGC (the distance of the closest
vessel from the chamber on the closed gate side).

As shown earlier in Figs. 3 and 4, the input fuzzy variables LGO and LGC are
defined with three sigmoid functions. Each slope is, as a rule, defined by two param-
eters (the intensity of the slope and its transient point). The membership function
“Medium” contains in its definition two slopes, while the other two membership
functions (“Small” and “Large”) are defined with only one slope since they are bor-
derline functions. Therefore, overall, there are four slopes to be defined with 4× 2�
8 parameters. In the presented case, the tilt intensities are fixed to the predetermined
equal values for all input fuzzy sets, so the number of parameters is reduced to four
(the transient points of the sigmoid or crossings) by each input variable. Fuzzy sets
are defined, in our case, in such a way that they overlap and complement each other
to their full membership. That implies it is sufficient to define the position of the
“Medium” set with two parameters and by automatism these two same parameters
will be used for the positions of the other sets of given input variable, because their
membership functions can be observed as inverse (complementary) functions. In
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this way, with two variable parameters, one can uniquely determine the positions
and shape of all of three membership functions belonging to one variable. Since in
our FES we have two input variables, all of their fuzzy sets can be described with
four parameters: XLGO, YLGO, XLGC, and YLGC. Therefore, the number of unknown
parameters in optimization process is four. That number is reduced to achieve quality
in optimization process. The following assumptions are taken into account:

(a) the final decision of FES is not significantly affected with output fuzzy variable;
(b) tilts (slopes) of sigmoid functions are fixed to a priori value;
(c) transient points of adjacent membership functions are interconnected to achieve

full overlapping.

Figure 9 presents the steps of optimization process:
Three optimization algorithms (GA, ABC, and PSO) are used to fine-tune the

FES parameters. Population size is set to 30 individuals (or particles or solutions,
depending on the algorithm) for all 3 algorithms, due to fair comparisons. This is
relatively large number for population size, which caused quick convergence to a
certain optimal solution (even after nine or ten iterations).

The parameters XLGO, YLGO, XLGC, and YLGC that represent the structure of the
individual are limited in the range of real numbers [0, 100], which corresponds to the
range of the input fuzzy variables in minutes. When generating the initial population
(generation, colony) they are randomly generated in the range [0, 100] in order to
achieve a uniform distribution within the search area.

4.3 Optimization Results

The results related to the economic criterion were obtained in the case of the weight
factors A �1 and B �1 (see Eq. 5). Additional cases are considered with different
values of weight factors. Values are changed to give more or less importance to the
two parts of economic criterion: NoEL and AWTpV . The first case is the economic
criterion with weight factors A�2 and B �0.5 and the second case with A�0.5 and
B �2. The first case is an economic criterion in which it is more important to reduce
the number of empty lockages rather than the average waiting time. The second case
addresses the opposite situation, that is, the AWTpV is more important to minimize
than NoEL. In the initial economic criterion, the ratio between A and B is 1:1 (FES
1:1), while in the new two cases this ratio is 4:1 (FES 4:1) for the first case, and 1:4
(FES 1:4) for the second case.

After the application of the optimization algorithms with the new optimality cri-
teria (with new coefficients A and B), new membership function parameters were
obtained that satisfy the newly created criteria. Tables 4, 5, and 6 show the values
of these parameters in the original FES, then FES optimized according to the first
variant of the economic criterion, and at the end of the FES optimized in two new
cases of economic criteria in which the coefficients A and B are different from 1, for
three variants of optimization algorithm: GA, ABC, and PSO, respectively.



242 Ž. Kanović et al.

Fig. 9 Schematic of the optimization procedure of the FES for control of ship lockage process

The membership functions of input fuzzy variables constructed based on the
values of the parameters from the last two columns in Table 6 (achieved with PSO
algorithm) are shown in Fig. 10.

The top two graphics (Fig. 10a and b) shows the membership functions of LGO
(levelwhere the gate is open) andLGC (levelwhere the gate is closed) fuzzy variables
in FES optimized with the coefficients A �2 and B �0.5 in the optimality criterion.
The lower two graphics (Fig. 10c and d) shows the membership functions of input
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Table 4 FES parameter values obtained by different forms of economic criteria—GA

FES parameter Original FES Optimized FES
1:1

Optimized FES
4:1

Optimized FES
1:4

XLGO 40 48.10 70.55 32.11

YLGO 60 69.82 91.31 59.91

XLGC 20 17.21 8.21 69.86

YLGC 40 46.62 25.04 89.72

Table 5 FES parameter values obtained by different forms of economic criteria—ABC

FES parameter Original FES Optimized FES
1:1

Optimized FES
4:1

Optimized FES
1:4

XLGO 40 49.28 71.22 33.65

YLGO 60 69.27 90.24 61.88

XLGC 20 18.23 9.21 66.28

YLGC 40 47.43 25.32 89.73

Table 6 FES parameter values obtained by different forms of economic criteria—PSO

FES parameter Original FES Optimized FES
1:1

Optimized FES
4:1

Optimized FES
1:4

XLGO 40 49.94 70.11 31.92

YLGO 60 69.94 91.03 60.23

XLGC 20 16.00 8.10 68.54

YLGC 40 48.32 24.00 88.31

Fig. 10 Optimized input fuzzy variables based on the parameters obtained with different economic
criteria (PSO) a LGO 4:1, b LGC 4:1, c LGO 1:4, d LGC 1:4

fuzzy variables in the FES optimized with the weight factors A �0.5 and B �2.
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From Fig. 10, it can be seen that there are significant differences in the positions of
membership functions in relation to the original FES (Figs. 2 and 3). The rule table
(Table 1) was not part of the optimization and is the same as in the original FES.

In the first case (A �2 and B �0.5), a greater part of the economic criterion is
related to the number of empty lockages. An empty lockage occurs as a result of
only one rule out of nine in the fuzzy rule base, when the LGO is “Large” and LGC
is “Small” (see the rules in Table 1). In this case, judging by the above two graphics
(Fig. 10a and b), this rule refers to the situation when a vessel approaches to open
gate side of lock over a distance of more than 90 min, while the vessel approaching
from the side of closed gates at a distance of less than 10 min. The difference of
these times (80 min) is two times greater than the difference in the same parameters
in the basic FES, which tells us that according to this criterion, the translation will
only occur in extreme cases, which was the goal of setting such parameters in the
economic criterion. This reduces the number of empty lockages because conditions
that aremore stringent are applied. In the second case (A�0.5 andB�2), the average
waiting time for lockage is more important. From the lower graphics (Fig. 10c and
d), it can be seen that the positions of the fuzzy sets (the transient points of the
membership functions) “Large” for LGO and “Small” for LGC are very close.

5 Comparison of Results

Population for every algorithm consisted of totally 30 individuals (particles, bees).
Optimization process was conducted in 15 iterations (generations), which was suf-
ficient for all 3 algorithms to converge to the optimal solution. Each individual
(particle, bee) consists of four values (coordinates). These values are parameters that
define the shape and position of sigmoid membership functions in fuzzy sets. First
two variables XLGO and YLGO determine the shape and the position of membership
functions for fuzzy variable LGO. The other two variables XLGC and YLGC determine
the shape and the position of membership functions for fuzzy variable LGC. As
shown in Figs. 3 and 4, input fuzzy variables LGO and LGC consist of three sigmoid
functions. “Medium” sigmoid function is defined with two values X and Y , and other
two sigmoid functions can be observed as inverse functions.

Three variants of economic criterion were considered, with different values of
coefficients A and B (see Eq. 5). In the first variant, both coefficients were equal to
one, giving equal significance to both number of empty lockages and average waiting
time per vessel. The second criterion variant had values of A=2 and B=0.5, favoring
the number of empty lockages in ratio 4:1, and the third one of A=0.5 and B=2,
favoring the average waiting time per vessel, in ratio 1:4.

The values of optimal FES parameters obtained using all three optimization algo-
rithms are shown in Table 7. One can notice that all three algorithms converged
to similar parameter values for each criterion variant, which implies that obtained
solution is close to global optimum. Also, it should be emphasized that the shape
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of membership function varies significantly for different criterion variant, implying
that fuzzy parameters depend to a large degree on desired system behavior.

Table 8 depicts the optimal values of different variants of economic optimization
criterion. Best results for each criterion variant are typed in bold font. In the case of
equal significance of number of empty lockages and average waiting time (variant
1:1), PSO provided the best criterion value, while the values obtained using GA and
ABC were almost the same. In criterion variant 4:1, which favors number of empty
lockages, GA and PSO converged to the same, probably global optimal value, while
ABC obtained slightly worse result. However, in the third variant, favoring average
waiting time (1:4), ABC showed the best performance, while GA and PSO followed
with the same criterion value. Thus, it is not possible to distinct the best algorithm for
universal application. We can only conclude that all three algorithms showed similar
performance, implying the global nature of the obtained results.

Table 9 shows the simulation results obtained using the criteria of MWT and
MNL, the original fuzzy system and new optimized fuzzy systems, obtained using all
three optimization algorithms.When comparing number of empty lockages obtained
using original and optimal fuzzy systems, one can notice a significant improvement
with optimized fuzzy systems, particularly in the criterion variant 4:1, favoring this
parameter (670, i.e., 676 compared to 746). In the case of average waiting time, it
is also distinctive that optimal fuzzy systems provide a significant improvement in
the criterion variant 1:4 (114 and 115 min, compared to 137 with the original fuzzy
system).

Both FESs (basic and optimized) give similar outputs in the control process when
the vessel traffic densities are low (less than 30% of lock capacity) or high (more
than 70% of lock capacity). At low traffic densities, empty lockages are frequent
and vessel delays are minimal, regardless of the defined criteria of the optimality.
Similarly, empty lockages at higher vessel traffic densities are very rare because
a vessel is almost always waiting for the lockage on the other side. The greatest
improvements are achieved in the traffic density interval between 30 and 70% of
capacity because the operator’s dilemma mostly appears in these cases.

In practice, a ship lock management or a lockmaster must choose coefficients
A and B, and this raises questions about how to analyze, assess and establish this
relation. First, a lockmaster must analyze which is more important: water and energy
consumption or vessel waiting times in the ship lock zone. The solution to this
problem demands in-depth analysis because it is subject to many unpredictable con-
ditions. Energy consumption for operating the lock strictly depends on the number of
lockages. Water consumption depends on several different factors (location: river or
canal; water supply: free flow or pumps; consumers: settlements, industry, and irri-
gation; evaporation: low or high temperatures; economics: energy and water prices).
All of these factors require a very complex analysis as a basis for the new assessment
of the relation between the two coefficients; then the new optimization process can
be performed with a new objective function. The results of the optimization will
return two values to the operator: the estimated number of empty lockages and the
average waiting time in minutes per vessel. If the operator is satisfied with the pro-
vided results, he can accept the new parameters of the membership functions of the



246 Ž. Kanović et al.
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Table 8 Economic criteria optimal values obtained by GA, PSO, and ABC

Optimization
algorithm

Optimization criterion variant

1:1 4:1 1:4

GA 863.91 1412.09 640.33

ABC 863.79 1424.22 632.89

PSO 860.53 1412.09 640.13

Table 9 Comparative presentation of simulation results, for different FESs and economic criteria

Evaluation model Number of empty lockages Average waiting time [min]

MWT 1410 4.18

MNL 50 3090.85

Original FES 746 137.3

Optimized
FES

Criterion 1:1 4:1 1:4 1:1 4:1 1:4

GA 726 670 824 137.9 144.19 114.17

ABC 726 676 802 137.79 144.44 115.94

PSO 720 670 822 140.53 144.19 114.56

FES; if the results are not satisfactory, the optimization process should be repeated
with new coefficients A and B. If the management of the ship lock is able to define
the costs for each part of the criterion, then the optimal values for A and B can be
determined and the proposed FES can be optimized to that specific goal. Moreover,
operators can expect to achieve better FES performance.

6 Conclusions and Future Research

A ship lock zone represents a specific area on waterway, and control of the ship
lockage process requires a comprehensive approach. In reality, ship lock control is
mostly based on the subjective estimations and the experience of a lockmaster (ship
lock operator). The development of an expert system for the control of ship locks
that relies on a fuzzy logic is the first step in design process that must be done before
the optimization.

Research presented in this chapter emphasizes the potential application of nature-
inspired optimization techniques in vessel traffic control on inlandwaterways.Appro-
priate optimization techniques used in the proposed method for creating a fuzzy
expert system can be used as a support in decision-making or in training the ship
lock operators. This new approach in the field of vessel traffic control in the ship
lock zone represents a rare use of artificial intelligence in water transport. The basic
characteristics of the proposed system were adaptability and flexibility.
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The parameters of such a system were optimized using three popular global opti-
mization procedures in order to minimize three different variants of economic opti-
mization criterion. The presented results show that all algorithms, with slight varia-
tions in criterion results, provide performance improvement, i.e., the number of empty
lockages and average waiting time decrease, compared to originally proposed fuzzy
expert system. Thus, we can conclude that all these algorithms can be successfully
applied in this kind of transportation planning and control problems.

An FESwas designed for a single-channel two-way lock (single chamber—single
vessel). Future research should consider the development of a control algorithm for
a multichannel lock (operating in series or parallel), which is not rare in actual
systems. This may require more input variables and/or more complex fuzzy rules.
The authors hope that including vessel priorities (military, commercial, etc.) in the
proposed system could significantly improve the results. Lockmasters could use the
proposed system as a valuable aid in making decisions, particularly if many vessels
with different priorities request lockages over a short time span.

Based on the obtained results, it can be concluded that a good selection of eco-
nomic criteria parameters can significantly improve the FES performance. Thus,
the optimization approach was proven to be satisfactory. It should be noted that the
obtained results largely depended on traffic density. The developed FESwas designed
according to existing navigation rules (allowed navigation speed) and the technical
characteristics of a ship lock (duration of the chamber filling/emptying and duration
of additional operations in the lock zone). The expert system must be redesigned if
any characteristic of the current situation is changed. In addition, the proposed expert
system can be applied in two modes. In semiautomatic mode, it is designed to be
used as a support in the decision-making process. In the more automated variant, the
FES can directly control ship lock operations, thus eliminating the need for human
operators and decreasing the probability of errors caused by human factors.

The final research results confirm that all these procedures show similar output
and provide an overall improvement of ship lock operation performance compared
to an originally proposed fuzzy expert system. Presented research speaks in favor of
their application in similar transportation problems optimization.

Further research can proceed in the direction of a greater complexity in lock
functionality. Attention should be given to different disciplines of queues and more
complex cases (i.e., multiple arrivals and multi-trajectory arrivals on both sides of a
ship lock). Instead of the single-channel lock, a multichannel lock can be considered.
Such systems would need to have fuzzy input variables and fuzzy rules that are
more complex. Moreover, military, service, commercial and private vessels in actual
systems do not have the same priority; some classes of vessels have a higher priority
for using the lock than others. This could introduce additional fuzzy rules. A well-
designed fuzzy expert system could serve as a valuable aid in the choice of the control
action when there are more requests for lockage by a number of vessels with different
priorities.

In addition, decision-making in cases of a multi-trajectory approach differs from
the proposed model. A multi-trajectory approach occurs in ship locks whose cham-
bers are designed to accommodate more vessels simultaneously. In these cases, the
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total ship lockage process takes significantly longer and the problem exhibits com-
pletely different characteristics and sequences of activities.
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Enhanced Throughput and Accelerated
Detection of Network Attacks Using
a Membrane Computing Model
Implemented on a GPU

Rufai Kazeem Idowu and Ravie Chandren Muniyandi

Abstract Membrane computing (MC) is a versatile, nondeterministic, and maxi-
mally parallel computing model. We explore the advantages of MC parallelism to
flag intrusive connection records in a set of network traffic using a graphic processing
unit (GPU) that built on a parallelism platform with a single-program multiple data
(SPMD) feature. We build a P systemmodel for attack detection by combining some
of the features of a recognizer P system and a tissue-like P system with symport
rules. Most previous implementations for intrusion detection have been performed
on sequential or minimally low parallel machines called a central processing unit
(CPU), so the issue of large data handling has always been a major challenge. Using
a massively parallel NVIDIA CUDA architecture, we were able to overcome this
problem. Comparison of processing on a GPU and a CPU reveals an increase in
average throughput of 50,000 packets/s and more than fivefold acceleration for the
detection rate.

Keywords Membrane computing · Attack detection · Graphic processing unit
Cybersecurity · Data parallelism · P system

1 Introduction

Membrane computing (MC) , otherwise called P systems, was introduced by Gheo-
rghe Păunmore than a decade ago [18, 19]. Since then,MChas been applied in several
fields because of its great parallelism, which reduces computational time complexity.
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MC comprises three distinct features that mimic the structure and functionality of
biological cells: a membrane structure; objects found within the membranes; and
operational rules that guide activities within the membrane. There are many variants
of P systems, including cell-like, neural-like, and tissue-like systems. A cell-like P
system has a hierarchically arranged set ofmembranes that can be described by a tree,
whereas in a tissue-like system the membranes are located at the nodes of arbitrary
graph. A neural-like P system has neurons (cells) linked by a specific set of synapses
[19]. In this study, we focus on a tissue-like P system with an embedded recognizer
P system that has a total Boolean function over a halting computation

∏
[11].

An intrusion (or attack) detection system (IDS) is a security measure used on
a network or host-based system to check for activities symptomatic of an attack.
An IDS is frequently used to oversee a networked environment to flag and report
events capable of (i) compromising the system’s integrity, (ii) denying its availability,
and (iii) rendering its performance inefficient [8, 25, 28]. Ways of handling intru-
sion problems within a classification domain include ensuring that the processing
throughput and detection acceleration are kept high.

According to the literature, most detection systems have been implemented using
conventional CPUs, which become overwhelmed and eventually drop packets when
their throughput can no longer cope with the increasingly large data found within
extremely high-speed networks [3, 17, 21, 26, 27]. This deficiency leads to the
problem of packet dropping and eventually to defective detection and high false
alarm rates.

Myriad detection methods are available, but relatively few researchers have
explored the parallelization offered by GPUs, and no study has investigated how
the inherent advantages of MC could be used in this context. Here, we describe a
novel approach in the use of MC for attack detection on GPU. The model is based
on a recognizer tissue P system with evolution and symport communication rules
for objects contained within membrane regions to ensure load balancing among
GPU processors. The implementation combines the parallelism advantages of GPU
and MC to enhance IDS performance, and yields sustainable and greatly increased
throughput and accelerated detection under worst-case network traffic scenarios.

The remainder of the paper is organized as follows. Section 2 briefly discusses
related work on MC applications on GPUs and parallelized IDS. Section 3 outlines
techniques used for intrusion detection, while Sect. 4 describes GPU machines with
a specific focus on the Nvidia GeForce GTX 680. In Sect. 5, we present our P system
model for attack detection on a GPU. Section 6 discusses the implementation and
other experimental details. In Sect. 7, we present and discuss our results. Section 8
concludes.

2 Related Work

MC variants have been applied in various fields and have yielded highly efficient
results. Ishdorj et al. [10] used an MC variant to identify a deterministic solution to
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two well-known PSPACE-complete problems: QSAT and Q3SAT. For QSAT they
hypothesized that the answer to any instance of the problem is computable in a time
that is linear with respect to both the number of Boolean variables and the number
of clauses that compose the instance. For Q3SAT, they postulated that the answer is
computable in a time that is at most cubic in the number of Boolean variables.

Díaz-Pernil et al. [7] developed a newmethod for segmenting images via gradient-
based edge detection by adopting an MC parallelism paradigm. They implemented
a tissue P system algorithm in a compute unified device architecture (CUDA) envi-
ronment.

Zhang et al. [32] tackled an NP-complete combinatorial optimization problem,
the traveling salesman problem, using a membrane-inspired approximate algorithm.
To generate their qualitative solutions, they combined the communication advantage
of the hierarchical structure of P systems with ant colony optimization algorithms.

While studying GPUs as an alternative architecture for parallelism, Cecilia et al.
[5] proposed that P systems could yield an efficient and uniform solution in the
satisfiability (SAT) problem. They achieved this by adapting an initially developed
simulator to the GPU architecture idiosyncrasies. In a previous study using the same
GPU platform, the authors demonstrated that the N-Queens problem could also be
solved by applying P system tools [4].

Despite MC successes in various areas, there have been few studies on the impact
of MC in the security field. The first investigation of an MC security application was
by Leporati and Ferretti [12], who modeled and analyzed firewalls using tissue-like
P systems.

Rufai et al. [22] appliedMC to theBee algorithmused for an anomaly-based IDS to
minimize redundant features that adversely affect the detection rate. Their approach
yielded high detection rates and reasonably decreased false positives and negatives.
Zaher et al. [30] adopted the parallel computing of a membrane environment to
enhance the encryption/decryption processing time of the Rivest–Shamir–Adleman
public key protocol in cryptography.

Despite a few studies on IDSs implemented on GPUs [3, 21, 29, [31], no research
has combined the inherent parallelism benefits of both MC and GPUs for detection
of network attacks.

3 Intrusion Detection Techniques

Every network system is vulnerable to attack, so IDS introduction is an important
security measure in curbing or reducing intrusions. An intrusion is a security threat
that is deliberately committed to access and compromise the integrity and confiden-
tiality of a resource and to render an information system unreliable or unusable. An
IDS is a device that checks a system to (i) flag unusual activities or actions that
exhibit traits similar to an attack and (ii) report these activities to an administrator [1,
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6, 8]. A dependable IDS should be able to (i) guarantee network integrity, (ii) make
system services available whenever needed, and (iii) ensure that service delivery is
efficient.

There are twomain IDS techniques: anomaly-based detection and signature-based
detection.

3.1 Anomaly-Based Detection

Anomaly-based detection (also called behavior- or heuristic-based detection) mainly
involves identification of network behaviors symptomatic of an attack. Every user
within an information system environment has a unique pattern. An action that seems
to deviate from this unique pattern can often be flagged as an anomaly. Methods
used to identify anomalies include statistical modeling, data mining, and the hidden
Markov approach, for which specific metrics are used to determine breaches of a
threshold created from a database of activity profiles that are legitimate [15]. Self-
learning (automated or online) and programmed learning (manual or offline) have
been identified as appropriate tools for learning what constitutes normal behavior in
anomaly-based intrusion detection [2]. Any behavior that is adjudged to be normal
is given free passage, while behaviors failing to conform to the predefined standard
are rejected, thereby triggering an event in the anomaly detection system.

The widely acknowledged strength of anomaly-based detection is that it has very
high potential for tracking novel attacks. It also has good scalability and minimizes
resource usage. However, evaluation via anomaly-based detection may be inaccurate
owing to the scarcity of adequate datasets [24]. Further weaknesses include (i) exces-
sive time for retraining of behavior profiles, (ii) high false negative rates, and (iii)
high computational costs if many metrics are involved. Anomaly-based IDSs can be
further categorized as protocol-based or application payload-based anomalies.

3.2 Signature-Based Detection

Signature-based detection is also called misuse detection. In this approach, it is
assumed that every known attack has a unique signature by which it can be identified
in a network. Such signaturesmust be predefined by the network administrator before
any vulnerability is considered intrusive.Methods commonly used in signature-based
intrusion detection include application of rules and string or pattern matching.

The major advantage of signature-based intrusion detection is its high precision
and accuracy in flagging known attacks. It also has very low levels of false negatives
and development of signatures is easy. However, signature-based intrusion detection
has the following disadvantages:
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(i) It leaves systems highly vulnerable because before the signature of a new
attack is studied and rules developed, the attack might have caused havoc in
the system.

(ii) It is excessively demanding because signatures have to be developed for new
attacks to keep the system safe.

(iii) The database may become enormous as every signature pattern has to be kept.
(iv) Resource consumption is high, leading to slow throughput and inefficiency.

4 GPUs

GPUs are suitable for high-performance computing andwere introduced in 1999with
the launch of the NVIDIA GeForce 256. GPUs were primarily designed to handle
processes relating only to graphics such as texture mapping, lighting, and transfor-
mation of vertices and polygons, among others. However, later research showed that
GPUs could also be used for other scientific calculations [20]. A GPU machine is
distinguished from a traditional CPU system by the number of processor cores.While
a CPU has multiple cores, a GPU has hundreds of cores (Fig. 1).

A GPU is a specialized, massively parallel computing device with several inbuilt
processors. An application is considered to be suitable for a GPU if it is computa-
tionally intensive and can be parallelized such that there is little or no dependence
or communication between tasks. For example, because of their inherent data par-
allelism, GPUs can be used to rapidly solve large problems relatively easily [29].
Some GPUs can deliver hundreds of billions of highly repetitive operations per sec-
ond. Powerful and flexible programming languages for the design of accelerated
GPU applications include C/C++, Python, and MATLAB.

Fig. 1 Comparison of CPU and GPU systems [33]
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4.1 Typical GPU Activities

A typical GPU machine performs three distinct functions: data input and
issuance of instruction(s), execution based on instructions and available data, and
data/information storage and output. Figure 2 shows a simple representation of these
activities in a GPU.

4.2 Nvidia GPU GeForce GTX 680 Architecture

The Nvidia GPU GeForce GTX 680 is one of the fastest and most efficient GPU
machines built. It comprises four graphics processing clusters (GPCs), eight next-
generation streaming multiprocessors (SMs), and four memory controllers [16]. The
eight SMs have 192 CUDA cores each, resulting in a total of 1536 CUDA cores. The
machine properties are listed in Table 1.

Fig. 2 Simplified view of
activities in a GPU

Table 1 Features of GeForce
GTX 680

Parameter Value

ComputeCapability 3.0

MaxThreadsPerBlock 1024

MaxShmemPerBlock 49,152

MaxThreadBlockSize [1024 1024 64]

MaxGridSize [2.1475e + 09 65535 65535]

SIMDWidth 32

TotalMemory 2 GB

MultiprocessorCount 8

ClockRate 1 GHz
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5 P System Model for Attack Detection

A tissue P system is a powerful machine that processes multisets of symbol impulses
in a maximally parallel manner within a net of cells. Since these cells are elementary
and coexist in a single environment, a premium is attached to the communication
between the cells and/or with the environment that holds the computation results
[14, 19].

Since we are purely considering data parallelism, objects inside the membranes
do not necessarily need to communicate with one another, but instead with the envi-
ronment where the results (intrusive connection records) are obtained. Hence, the
principle of membrane permeability was invoked to allow intrusive connections to
leave the membranes.

In this model, referred to as an attack detection P system (
∏

AD_P), network con-
nection information is modeled as a multiset of objects and the parameters of the
P system defined in this respect. The model is configured using a system with the
structure

∏
AD_P � [ ]1 [ ]2[ ]3···[ ]m, where m is the number of connection records.

Computation in this system allows for process convergence because classified intru-
sive connection records are obtained in the environment.

We formally define our attack detection P system model as a system of degree
m ≥ 1 of the form

∏

AD_P
� (O, γ1, . . . , γm, r, β, l),

where

• O is a set of objects. An object represents connection records, ε O, where O | ε [0,
4898430];

• γ1, . . . , γm are membranes (cells) representing the zones of the network;
• r are evolution/symport rules used for classification;
• β is the environment/zone. This external membrane environment is where the
results of computation are obtained. They do not hold any rule. This stage signifies
the end of computation–final configuration; and

• l ⊆ {1, 2, …, m} × {β}, which is a link (also known as channel or synapse)
between the membranes and the environment β.

It important to note that this model functions on a single level of membrane
hierarchy in which each membrane acts as an elementary or skin membrane. The
results (intrusive attack connections) generated by these membranes are sent directly
to the external environment. Figure 3 shows how membranes are assigned to threads
on the GPU machine.
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Fig. 3 Assigning membranes to GPU threads

5.1 Rule Application

The rules are called transition ormaximally parallel rules. The evolution and symport
ruleswith guards used here follow Ipate et al. [9]. Ruleswith guards have the property
whereby all possible rule assignments must take place during every communication
step. Therefore, in this scenario, these rules are applied at the classification stage.

In each membrane, multisets are initialized according to

j1 � O1 defined by γ 1,1γ 2,1 . . . γ 41,1

j2 � O2 defined by γ 1,2γ 2,2 . . . γ 41,2

j3 � O3 defined by γ 1,3γ 2,3 . . . γ 41,3

...

jm � Om defined by γ 1,mγ 2,m . . . γ 41,m,

where ji are multisets for the ith membrane, O1, . . . , Om are objects (connec-
tion records), and (γ 1,1γ 2,1 . . . γ 41,1), (γ 1,2γ 2,2 . . . γ 41,2), (γ 1,3γ 2,3 . . . γ 41,3), . . . ,
(γ 1,mγ 2,m . . . γ 41,m) are features of the m connection records.

Definition (i) Let β � { j1, j2, . . . , jn} be a finite set of connection packets in traffic
such that n ≤ 4,898,430.

Definition (ii) Let θ � { j1, j2, . . . , jk} be a group of intrusive connection packets
such that θ is a subset of β (θ ⊆ β and β > θ).

The 41 features of the KDD Cup dataset were used to formulate 111 rules with
110 conditioned guards. In line with Ipate et al. [9], a particular rule with a guard
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is only applicable when the conditioned guard (g) is evaluated as true. Thus, using
features of the connection records for the

∏
AD_P model, some of the conditions used

to generate the guards in the rules are as follows:

Cond1 : If γ23 < 76.5, then node 2 elseif γ23 ≥ 76.5 then node 3 else 0; (1.1)

Cond2 : If γ37 < 0.495, then node 4 elseif γ37 ≥ 0.495 then node 5 else 0; (1.2)

6 Implementation

We used a computer with an Intel Core-i7-3820, 3.60 GHz CPU with 8 GB RAM
and a NVIDIA GTX 680 GPU for implementation. As typical with almost every (if
not all) GPUs, execution of a project involves some processes as simplified in Fig. 2.

6.1 Experimental Setup

We use the KDD Cup’99 dataset, which has 41 attributes (Table 2) that can be
discrete, continuous, or symbolic. This is a very large dataset that uses Transmission
Control Protocol/Internet Protocol (TCP/IP) level information and has nearly five
million (4,898,430 labeled) connection records. The KDD Cup dataset was chosen
because it remains the benchmark dataset for intrusion-related studies by the security
research community.

The first step in the implementation is preprocessing of the data to ensure that
textual data are converted to numeric form.

Table 2 Attributes of the KDD cup dataset

No. Attribute name No. Attribute name No. Attribute name

01 duration
02 protocol_type
03 service
04 flag
05 src_byte
06 dst_byte
07 land
08 wrong_fragment
09 urgent
10 hot
11 num_failed_login
12 logged_in
13 num_compromise
14 root_shell

15 su_attempted
16 num_root
17 num_file_creations
18 num_shells
19 num_access_files
20 num_outbound_cmds
21 is_host_login
22 is_guest_login
23 count
24 srv_count
25 serror_rate
26 srv_serror_rate
27 rerror_rate
28 srv_rerror_rate

29 same_srv_rate
30 diff_srv_rate
31 srv_diff_host_rate
32 dst_host_count
33 dst_host_srv_count
34 dst_host_same_srv_rate
35 dst_host_diff_srv_rate
36 dst_host_same_src_port_rate
37 dst_host_srv_diff_host_rate
38 dst_host_serror_rate
39 dst_host_srv_serror_rate
40 dst_host_rerror_rate
41 dst_host_srv_rerror_rate
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6.2 Execution Processes

We adopted the principle of recognizer P systems [11] to make it possible for all
regions to evolve concurrently by sending intrusive connections to the environment
as output. Since maximization of the utilization of functional GPU units depends
on thread-level parallelism, we designed our data parallelism for several connection
records and subsequent application of the rules in a parallel manner.

A recognizer P system is often applied in decision-making scenario-based prob-
lems in which only one option is applicable, such as True/False, Yes/No, and On/Off.
In Fig. 4, the object in each membrane of the embedded recognizer P system is either
a normal or anomalous connection. Thus, its output produces “1” values that are
released to the environment, thereby satisfying the acceptance computational condi-
tion. Hence, the computation halts, at which point our

∏
AD_P system flags intrusive

connection records.
Since constant data transfer between the CPU and GPU has a negative effect on

performance, we vectorized our data on the device for computational efficiency. We
used the GPU-enabled function gather to transfer results back to the CPU host.

Execution of the
∏

AD_P model involves the following procedural steps:

Step 1: Downloading the dataset and preprocessing to accommodate datawith sym-
bolic and continuous features. The KDDCup dataset was downloaded from
http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html.

Step 2: Creating/compiling.cu and.ptx files using the NVIDIA CUDA compiler
(NVCC). This step takes care of non-CUDA compilation handled via the
C++ compiler, which is an instance of Microsoft Visual Studio supported
by NVCC.

Step 3: Vectorization. The dataset was vectorized to avoid any deterioration in the
required GPU acceleration.

Step 4: Assigning membranes to threads. Since this model uses the data parallelism
of a tissue P system, the membrane/thread (m/n) ratio was 1:1. Furthermore,

Fig. 4 Membrane structure of the embedded recognizer P system

http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
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the membranes used here can be said to be independent, so assigning each
membrane to a thread does not lead to unnecessary communication between
threads, which could decrease the performance [13]. Since maximizing the
utilization of GPU functional units depends on thread-level parallelism, the
same kernel that operates on every thread was launched. Meanwhile, shared
memory instead of global memory was used because it is faster and easily
accessible by all threads within a thread block [16].

Step 5: Application of the evolution rules via kernels to classify the packet data.
Once the membranes have been appropriately assigned to the threads with
the kernel, then rules of the following type are invoked to distinguish intru-
sive from nonintrusive connection records:

R1 � γi23γi6γi27γi5 → si1; (γi23 > 76.5 and γi6 ≥ 40.5 and γi27 > 0.45 and

γi5 > 0.495); 1 ≤ i ≤ MaxPac (1.3)

R2 � γi34γi37γi13γi40 → si0; (γi34 ≥ 0.015 and γi37 < 0.495 and γi13 < 0.5 and

γi40 ≥ 0.89); 1 ≤ i ≤ MaxPac, (1.4)

where

(γi23 > 76.5 and γi6 ≥ 40.5 and γi27 > 0.45 and γi5 > 0.495 and

γi34 ≥ 0.015 and γi37 < 0.495 and γi13 < 0.5 and γi40 ≥ 0.89)

represent some of the conditional guards derived from a classification tree,
and si � {1,0} denotes the status of connection record Oi, which may be
either intrusive (0) or nonintrusive (1) according to features 23, 6, 27, 5, 34,
37, 13, and 40.

Step 6: Running on both sequential (CPU) and parallel (GPU) platforms. To mea-
sure and compare the acceleration and throughput, the model was run on
both the GPU and CPU for varied numbers of membranes.

Step 7: Output stage. In line with the principle of recognizer P systems [11], the
model was designed so that all regions can evolve concurrently by sending
the right answer (intrusive connection records) to the environment (β) as
output. Thus, the rules are formulated so that intrusive connections enjoy
permeability through the membranes according to

Oi → (anomaly, β), (1.5)

where i denotes the membranes that release anomalous connection records
into the environment (β) after invocation and execution of the evolution
rules for classification. The symport rules can thus be succinctly expressed
using the format

Rulesymp(i) : [O
anomaly]i → [ ]i O

anomaly. (1.6)
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So, the output produces “1” values that are released to the environment,
thereby satisfying the acceptance computational condition. Hence, the com-
putation halts, at which point the

∏
AD_P system flags anomalous packets.

The execution steps outlined above are depicted in Fig. 5. Since the objects used
here are independent, assigning each to a thread does not lead to unnecessary com-
munication between threads and thus avoids any decrease in performance [13].

In the implementation of our P system model, membranes are represented as
vectors in the GPU and connection records are the objects. This approach ensures
that there is efficient use of GPU memory. For this work, we use GPU-enabled
functions in the MATLAB parallel computing toolbox.

7 Results and Discussion

We applied a P system model for attack detection on a GPU to flag intrusive attacks
and to handle large data from theKDDCup dataset. Our approach yielded an increase
in average throughput of 50,000 packets/s and processing acceleration of more than
fivefold for detection.

7.1 Throughput

Table 3 lists throughput data for the GPU and CPU, which were obtained by dividing
the packet size by the processing time. A key performance metric for a network
IDS is sustainable throughput [23], for which the

∏
AD-P model achieves very good

results.

Fig. 5 Execution processes of the
∏

AD_P system
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Table 3 Performance of the
∏

AD_P model on GPU and CPU

All
membranes
(test)

Number of
membranes

GPU time
(s)

CPU time
(s)

GPU/CPU
acceleration

GPU
throughput
(packets/s)

CPU
throughput
(packets/s)

314572 2 323.7 34.7 0.1 971.7 9039.8

314572 4 167.4 34.7 0.2 1879.5 9039.8

314572 8 85.7 34.7 0.4 3669 9039.8

314572 16 44.8 34.7 0.8 7014.3 9039.8

314572 32 23.1 34.7 1.5 13,606.4 9039.8

314572 64 13.8 34.7 2.5 22,814.5 9039.8

314572 128 9.3 34.7 3.7 33,696.4 9039.8

314572 256 7.5 34.7 4.6 41,853.9 9039.8

314572 512 6.6 34.7 5.3 47,580.2 9039.8

314572 1024 6.2 34.7 5.6 50,945 9039.8

314572 2048 5.9 34.7 5.9 53,102.6 9039.8

314572 4096 6.2 34.7 5.6 50,652.4 9039.8

Fig. 6 Comparison of CPU and GPU in terms of a throughput and b acceleration

Figure 6a shows that for 2, 4, 8, or 16 membranes, the CPU has better throughput
performance than theGPU.This is because of ineffective utilization ofGPUresources
when the number of membranes is small. The highest GPU throughput (53,102.6)
was achieved for 2048 membranes. The decrease in throughput to 50,652.4 for 4096
membranes might be related to other loads on the machine. In general, the average
GPU throughput for the

∏
AD_P model is sufficient to check for packet drop/loss in

an IDS. This is closely related to the higher multiprocessor occupancy of the GPU,
which ultimately improves system efficiency.
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7.2 Acceleration

Table 3 and Fig. 6b show the detection acceleration obtained for 2–4096 membranes
with appropriate connection records in the

∏
AD_P model. Similar to the through-

put results, the GPU acceleration increases with the number of membranes [13].
This implies that the model would continue to perform well on a GPU when the
multiprocessor occupancy and load balancing are adequate.

Figure 6b compares the GPU and CPU detection times for varying numbers of
membranes in the

∏
AD_P model. As already pointed out, the model can classify the

content of membranes as either intrusive or nonintrusive at high speed once there
are sufficient numbers of membranes to check for underutilization of resources.
For instance, classification of the content of 2048 membranes as either normal or
anomalous took 34.7 s on the CPU and 5.9 s on the GPU, representing more than
fivefold acceleration compared to the CPU.

8 Conclusions

We described a GPU IDS model based on a tissue P system and presented an archi-
tectural overview. This approach has not been explored to date.

While timing is of the essence in network security, the ability to handle ever-
increasing connection records is equally as important. We established that a combi-
nation of the highly parallelized structures of both P systems and GPUs yields good
synchronization and hence could be very advantageous in IDS. An example using the
large data in the KDD Cup dataset (approximately five million connection records)
confirmed the suitability of our approach. We used 100% of the KDD Cup dataset
rather than the 10% typically used.
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A Computational Physics-Based
Algorithm for Target Coverage Problems

Jordan Barry and Christopher Thron

Abstract The problem of optimally covering a set of point targets in a region with
areas of a specific shape has several important applications in the fields of com-
munications, remote sensing, and logistics. We consider the case where a target is
covered when it falls within a coverage area (so-called “Boolean” coverage), and we
specialize to the case of identical circular (or spherical) coverage areas. The problem
has been shown to be NP-hard, and most practical algorithms use statistical meth-
ods to look for near-optimal solutions. Previous algorithms cannot guarantee 100%
target coverage. In this chapter we demonstrate a physics-based algorithm (called
the “nebular algorithm”) that guarantees full coverage while seeking to minimize
the number of coverage areas employed. This approach can generate solutions with
reduced numbers of sensors for systems with thousands of targets within a few hours.
The algorithm, its implementation, and simulation results are presented, as well as its
potential applicability to other coverage problems such as area and/or probabilistic
coverage.

Keywords Target coverage · Sensor placement · Boolean coverage ·
Physics-based · Algorithm · Stochastic optimization

1 Introduction

1.1 Practical Applications of Point Coverage

The term “point coverage problem” generally refers to a situation where a finite set
of points within a region must be covered by sets, so as to minimize a cost function
which depends on the sets included in the cover. The region may be 2-, 3-, or higher
dimensional; and usually there are constraints on the size, shape, and location of the
sets that may be included in the cover.
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Applications of point coverage problems are readily apparent in several areas
of modern technology. In wireless telecommunications, network designers may be
taskedwith configuring a set of transmit-receive nodes (whichmay be routers, relays,
or base stations) which can optimally service dispersed clients within a region. In
the field of logistics, a company may need to establish a warehouse infrastructure
for distribution purposes. Each warehouse has a maximum delivery radius based
on product spoilage; and naturally the company wants to minimize the number of
warehouses built while still covering all delivery locations.

Some of the most prominent instances of coverage problems involve sensor net-
works. Sensorsmaybeused tomonitor environmental pollution and/or habitat change
[8, 14]. In a military context, sensors may be used to monitor activity in battlefields
and other sensitive environments [4]. In the following discussion we will focus pri-
marily on sensor networks, while keeping in mind that our results also pertain to
other applications as well. In accordance with our primary focus, we will refer to
sets used in the cover as “sensors” and points to be covered as “targets”.

The rest of the chapter is organized as follows. We first provide some math-
ematical background to the problem, including some estimates of computational
complexity. Next, we briefly introduce previous approximate solution algorithms,
many of which are nature-inspired. We then develop the physical roots of our own
method. A description of the algorithm and its implementation is provided, followed
by some simulation results. Finally we discuss generalizations and extensions.

2 Problem Statement and Mathematical Background

2.1 General Formulation of Set Cover Problem

As our benchmark scenario, we consider the problem of covering a set of points
located in a region with area A � 1 with the smallest possible number of disks of
fixed size (for simplicity, we take the disks to have area 1). This is a special case of
the general problem of selecting a set of allowable covering sets with lowest total cost
that contain a given set of points. This general problemmay be formulated rigorously
as follows.

Given an arbitrary set R, let P(R) be the set of all subsets of R. Let S ⊂ P(R) be
the set of possible covering sets (sensors), and let c : S → [0,∞) be a cost function
defined for these sets. We shall define:

T � {t1, t2, . . . , tN }

(elements of R are denoted by boldface) as the set of all points in R which are to be
covered (i.e. targets). For any S ∈ S we may define its intersection with T:

IS ≡ T ∩ S.
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The set of all {IS}s∈S is a subset of P(T ), and hence finite. Let I1, I2, . . . , IM be
a listing of the elements of {IS}s∈S . Let cm be the cost of Im , defined as follows:

cm � inf
IS�Im

c(S)

Define characteristic functions χm: T→{0, 1} as follows:

χm(tn) �
{
0, if tn /∈ Im
1, if tn ∈ Im

We must then find a1, a2, . . . , aM ∈ {0, 1} that satisfy the following linear pro-
gramming problem:

Minimize Z �
M∑

m � 1

cm am subject to
M∑

m � 1

am χm (tn) > 0, n � 1, . . . N .

This coverage problem is often referred to as “Boolean coverage” because the
functions χm take the values 0 or 1: the problem may be generalized by allowing
χm to take values between 0 and 1, corresponding to coverage probabilities. In the
case where cm is a constant independent of m (the so-called “unicost” case), the
problem can be reformulated as a “hitting set problem” as follows. Let J1 … JM′
be a listing of the maximal elements of {IS}s∈S , i.e., those elements of IS that are
not proper subsets of any other element of IS . For each n ≤ N , let Cn ⊂ {1, …,
M′} be the set of all numbers m such that tn ∈ Jm. Then the minimization problem
amounts to finding the smallest k for which there exists a subset of {1, …,M′} with
cardinality k which intersects Cn for all n in {1, …, N}. The general hitting set
problem is known to be NP-hard, and no polynomial-time solution is known. This
means that the complexity grows very rapidly with the size of the problem, which
in our case corresponds to M′. In the 1-dimensional case (i.e. points are located on
a line segment) by symmetry arguments one may obtain the estimate E[M′] ≥ N /2;
and the value should be somewhat higher in 2 dimensions.

Although there is no known polynomial-time algorithm for solving the point cov-
erage problem, there are polynomial-time algorithms which give solutions which
approach optimality to within any given tolerance. However, in practice these algo-
rithms are impractically expensive. For example, the algorithm in Hochbaum and
Maas [5], if applied to the problem of covering N points in a region with unit disks,
has an estimated complexity of greater than 102500N1500 to guarantee optimality
within 10%.

In view of difficulties posed by exact solution, we must turn to alternative strate-
gies.One possibility is an exploratory approach,where promising solution candidates
are sequentially generated and evaluated. The key to such a strategy is the genera-
tion of good solution candidates; and here is where we shall seek inspiration from
physical systems. But first, we shall briefly review some basic concepts of Markov
chains, and describe their usefulness in approximate optimization algorithms.
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2.2 Markov Chains and Stochastic Optimization

We have already shown that there are too many possible solutions to the point cov-
erage problem to examine exhaustively. Instead, we seek a guided, non-exhaustive
search process to look for prospective optimum solutions. Such a process should have
some randomness built in, for otherwise it may systematically avoid certain configu-
rations which could be optimal. Markov chains exactly fit this description of guided
but partially random processes; and indeed, Markov chains form the mathemati-
cal basis for most stochastic optimization algorithms, including genetic algorithms,
swarm intelligence, and other nature-inspired methods. In this section we will give
a brief overview of the concept of Markov chain and explain why it is suitable for
point coverage problems.

For a system to be represented as a Markov chain, the system must change state
according to an iterative process such that at each step of the process, the probability
of transitioning from one state to another depends only on the two states involved
in the transition (and possibly the iteration number). Figure 1 shows a graphical
representation of a simple Markov chain with three states labeled 1, 2, 3. The labeled
arrows in Fig. 1 show the transition probabilities of moving from one state to another
during a single iteration of the process. For time-independent Markov chains these
transition probabilities are constant; but in general they may vary from iteration to
iteration, as long as they are calculated based only on the two states involved in the
transition.

In an irreducible, positive recurrent Markov chain, a system started in any state
will, with probability 1, eventually visit every other state if allowed to continue to
run for a sufficiently large number of steps. In other words, an irreducible, positive
recurrent Markov chain provides a method for “touring” all possible states of the
system. Figure 2 shows an example of a time-independent Markov chain that is not
irreducible positive recurrent: if the chain starts in either of states 2 or 3, it will never
reach state 1.

Not all states of a system are good candidates for an optimal solution. The value
of Markov chains in search problems lies in their ability to be “tuned” to heavily

Fig. 1 Graphical
representation of a simple
Markov chain
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Fig. 2 Transition diagram
for a non-positive recurrent
Markov chain

Fig. 3 Example Markov
chain trajectory tuned for
optimal search

sample from among likely solutions and mostly avoid states with poor prospects (see
Fig. 3). This technique improves the chance of finding better solutions in cases where
it is not feasible to try all possible states.

Based on the above discussion, we may identify criteria for a “good” Markov
chain from the point of view of optimization:

• It should be easy to calculate the next state from the previous one, so many states
can be investigated quickly;

• It should tend to remain near states that are likely optimal solutions;
• It should not get “stuck” in any one subset of states, even if that subset has many
good candidates. (It is not necessary for the chain to be positive recurrent, because
usually it is not practical to run the chain for a long enough time so that it reaches
all states. Nonetheless, the chain should not be confined so as to systematically
exclude possible states which may turn out to be optimal.)

Most common stochastic optimization approaches such as genetic algorithms
and algorithms based on swarm intelligence are Markov chains, so they may all be
evaluated on the basis of the above criteria.
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3 Previous Nature-Inspired Algorithms for Point Coverage

In this section, we shall briefly survey previous point coverage algorithms which also
draw inspiration from nature.

3.1 Biologically-Inspired Algorithms for Point Coverage

Due to the practical importance of point coverage problems, several researchers have
tried various stochastic approaches for finding good (though not necessarily optimal)
solutions.Many of these previous approaches are also nature-inspired. In this section,
we briefly describe the application of two standard approaches with biological roots,
namely genetic algorithms (GA) and swarm intelligence.

In order to apply a genetic algorithm, possible solutions must be encoded as
“chromosomes”. This may be done in a variety of ways. In Njoya et al. [13], a
chromosome consists of a list of triples {(xm, ym, σm)}, m=1, …,M where (xm, ym)
is the mth potential sensor location and σm = 1 or 0 depending on whether or not
a sensor at that location is used in the cover ([13] considers the case of multiple
coverage by independent covers, so that σ j may take additional values). In Xu and
Yao [20], potential sensor locations are similarly enumerated, and a chromosome is
an ordering of these locations. Covers are associated with chromosomes according
to a “greedy” algorithm: the sensor locations are examined one by one in the order
specified by the chromosome, and a sensor is placed at location m if the vicinity m
is not sufficiently covered by previously-placed sensors from the set {1, … m–1}. In
Njoya et al. [14], a chromosome is a list of locations {(xj, yj)}, j=1 … J of sensors
used in the cover (meaning that covers are of fixed size J).

Besides a chromosome encoding, an objective function (also called “fitness func-
tion”) must be specified. Xu and Yao [20] directly minimize number of sensors,
while Njoya et al. [14] specify two objective functions: one reflecting the degree of
coverage and the other the number of “free” sensors that cover no targets (so that for
example if there are F free sensors, the actual cover size is J–F).

Once chromosome encoding and objective function(s) have been specified, the
standard GA operations of crossover, mutation, and selection may be applied to
“evolve” a population of chromosomes so as to raise the objective function level(s)
in the surviving population. (Note that these operations produce a Markov chain on
the set of possible chromosome populations.) Njoya et al. [14] use NSGA-II [3], a
general-purpose multiobjective evolutionary algorithm.

GA methods are attractive in that they are general-purpose, and require very little
specific information to apply them to different systems. On the flip side, this same
non-specificity means that GA does not take advantage of particular system char-
acteristics which can guide the search towards promising solutions. For example, if
a candidate solution contains sensors that can be moved slightly to cover an addi-
tional targets, then GA is unable to detect this. The solution candidates generated
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in the crossover and mutation operations are agnostic to the objective function(s),
so multitudes of chromosomes are produced that a more intelligent method would
immediately reject. To perform selection, GAmust compute the objective function(s)
for every chromosome, which can be computationally intensive for large systems.
These inefficiencies in GA operations take their toll in very large systems with thou-
sands of sensors and/or targets. Indeed, in all systems studied in Njoya et al. [13, 14]
and Xu and Yao [20] either the number of target points or the number of sensors is
less than 200.

BesidesGA, various flavors of “swarm intelligence” algorithms have been applied
to the problem. Two prominent examples include “artificial bee colony” (ABC) and
“particle swarm optimization”, which we discuss briefly below.

The general methodology of “artificial bee colony” (ABC) optimization was
introduced by D. Karaboga [7], (Intelligent Systems Research Group, n.d.): and the
method has been applied to sensor network coverage problems by various authors
[12, 16, 18]. These references consider slightly different optimization problems (e.g.
maximization of network lifetimes and non-Boolean coverage), but their algorithms
can be easily adapted to the Boolean coverage problem.

InABC the optimization process is likened to a swarmof “bees”which explore the
space of possible solutions. Three types of bees are used: employed bees, onlooker
bees, and scout bees. Each employed bee has been assigned to a candidate solu-
tion, and explores the vicinity of that solution; onlooker bees choose worker bees
randomly (with a distribution that more heavily weights workers associated with
better solutions) and explore the neighborhoods of the chosen worker; and scout
bees randomly seek out new solutions. A single iteration of the search process can
be described as follows:

1. Loop through worker bees; locally perturb each worker bee solution, evaluate the
fitness of the perturbed solution, and move the worker bee to a perturbed solution
if it is better than the worker bee’s current solution.

2. Loop through onlooker bees; each onlooker bee chooses a worker bee with
probability proportional to the fitness function of the worker bee’s solution; the
onlooker bee then locally perturbs the chosenworker bee’s solution and evaluates
the fitness; and the worker bee is moved to the perturbed solution if it is better
than the worker bee’s current solution.

3. For each worker bee, a record is kept of the number of iterations since the worker
bee has last moved. If this number surpasses a threshold (which is fixed by the
programmer), then the worker bee’s solution is “abandoned” and replaced by a
randomly chosen solution (selected by a scout bee).

Since the perturbations in Steps 1 and 2 above are local, the fitness evaluations
are not computationally costly. However, the number of local solutions increases
exponentially as the number of sensors and/or targets increases. When there are so
many local options, the algorithm spends enormous resources in trying multitudes
of solutions without moving very far through the state space. This is an example
of the so-called “curse of dimensionality” that affects many types of optimization
problems [2].
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In particle swarm optimization (PSO), a set of candidate solutions called “parti-
cles” undergo a probabilistic update process (particles are analogous to the “worker
bees” in ABC). If we use P to denote the number of particles (a fixed parameter
chosen by the user), then the Markov process is applied to states of the form {{xp,
vp, bp}p=1, … P, g}, where xp represents the pth candidate sensor configuration (a.k.a.
“particle”); vp is the velocity of the pth particle; bp is the best configuration obtained
so far by the pth particle; and g is the global best configuration obtained so far by
the system. The Markov process proceeds according to the following dynamical
equations [9]:

vp ← w0 · vp + w1 · ψ1 · (bp − xp) + w2 · ψ2 · (gp − xp)

xp ← xp + vp

PSO (like ABC) is also subject to the “curse of dimensionality”, and computation
times increase rapidly with system size.

3.2 Previous Physics-Based Algorithms

In addition to biology-inspired algorithms, there are also coverage algorithms that
draw inspiration from physics. Many naturally-occurring optimization problems are
solved by statistical physical systems. Consider for example the shaking together
of rice grains in a basket so that they settle into a smaller volume. Two interrelated
quantities govern the evolution of statistical systems: entropy and energy. A system’s
entropy reflects the number of available states. If energy is added or removed from the
system, the entropy correspondingly increases or decreases. If the system undergoes
a process whereby energy is progressively lost to the environment, then the entropy
will decrease and the system will settle into a minimum-energy state. In our rice-in-
a-basket example, the falling rice grains lose potential energy, which is released to
the environment as heat.

In the context of the set covering problem, we may treat the set covers as an
evolving physical system and define the system energy as the cost of the current
cover. It follows that lower-energy states of the system corresponds to amore optimal
solution. Thus if we can define quasi-physical dynamics which tend to decrease
energy, the dynamics will move the system towards a low-cost solution.

There is however a problem with this procedure. If the system dynamics keep
decreasing the energy, we will eventually reach a solution that cannot be improved,
but that does not mean that it is an overall best solution. Once again referring to our
rice grain example, after each “shaking” the rice settles into a stable, low-energy
configuration; but the settling may continue to improve after several shakings. Each
shaking amounts to temporarily adding potential energy back into the system, thereby
increasing the entropy and allowing exploration of more states.
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In summary, a physics-based heuristic requires the following components:

• An energy function defined on sensor configurations, equal to the cost function
that we are trying to minimize;

• A (possibly randomized) dynamics on the set of possible sensor configurations
that tends towards lowering the energy;

• An entropy-increasing process which is periodically applied to “shake up” the
system to give a chance to settle into a better low-energy state.

Typically both the dynamics and the entropy-increasing process specify Marko-
vian transitions on the set of possible configurations.

In the case of the disk coverage problem, it is natural to make the energy function
equal to the number of sensors. As far as dynamics, some options considered by
previous researchers are described below.

Zou andChakrabarty [21] define quasi-physical dynamics by treating the covering
disks as “charged particles”with pairwise interactions between the particles. Particles
that are too close repel each other, while those that are too far away attract. Each
particle moves according to the “net force” which is the sum of pairwise interactions
between that particle and all other particles. The repulsive interaction serves to inhibit
coverage by multiple disks, while the attraction keeps the disks congregated in the
area of interest. This dynamics is suitable for area coverage (the problem that Zou and
Chakrabarty consider), but not for point target coverage because the target locations
do not influence the dynamics. It seems plausible that the inclusion of an attractive
force between targets and sensors could remedy this deficiency. Note also that Zou
and Chakrabarty do not include an entropy-increasing process in their algorithm,
so once the configuration settles there is no possibility of further improvements.
Furthermore, the number of disks in the cover is fixed, so the algorithm can’t be used
directly to optimize the number of disks (unless the algorithm is run multiple times
with different cover sizes, which is computationally expensive).

Lin andChiu [11] rely on a very simple dynamics: choose one sensor in the cover at
random, and replace it with another sensor that is not currently in the cover according
to a probabilistic rule. The rule depends on the energy difference �E between the
original cover and the cover with replacement as follows. If the �E<0, then the
replacement is made; but if �E>0, the change is made with probability e−�E/T ,
where T>0 is the “temperature” parameter. If the temperature is low, then energy-
increasing changes are rarely accepted; but if T is raised, then energy-increasing
changes become more common. The value of T is varied during the course of the
dynamics according to predetermined rules: these rules constitute the “annealing
schedule”: and themodel falls in the categoryof “simulated annealing”models. In this
case, the energy-decreasing and entropy-increasing aspects are not implemented as
separate dynamics, but rather are both includedwithin a single probabilistic dynamics
with a variable parameter.
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4 Nebular Algorithm: Motivation and Description

In this sectionwe give the physical background, flowchart, and functional description
of our new algorithmwhichwe call the “nebular algorithm”. Two differentMATLAB
code implementations of the algorithm are available on GitHub [1].

4.1 Physical Basis of the Nebular Algorithm

We base our dynamics on a physical analogy with the accretion of matter in a nebula
into stars. We may think of nebular matter as initially consisting of discrete particles.
As the particles approach each other they merge, and the merged object grows in
mass. Each eventual star consists of matter that is drawn from the surrounding region
in space. The final positions of these stars reflect the original configuring of nebular
matter from which they are formed. The fewer the stars the lower the gravitational
energy, so the tendency of the process is towards larger and fewer stars. The process
will steadily decrease the energy, unless another source of energy is introduced.
In astronomical dynamics this source of energy comes from nuclear fusion: under
some conditions, stars explode, their mass is released into space, and eventually is
redistributed among the other stars.

In our analogy, the initial positions of particles represent targets, while stars
formed from accreting particles correspond to sensor locations. In the following
we alternatively refer to particles as “sensors” or “sensor-particles”, with the under-
standing that the final location of these particles gives the sensor location solution
produced by the algorithm.

We may express the system state mathematically as a triple (X, V , σ ), where X
and V are N × 2 matrices whose jth rows gives the position and velocity coordinates
(respectively) of the jth sensor-particle, and σ is an N-vector of indices whose jth
entry gives the index of the sensor to which the jth target is currently assigned. The
process is a Markov process on this state space.

In accordance with this nebular analogy, we may attribute a mutual attractive
inverse-square force between particles within 2rsensor of each other. We also intro-
duce a velocity-dependent drag force on particles that dissipates the particles’ kinetic
energy, leading to an energy-decreasing process as described previously. If the loca-
tion and velocity of the jth particle are given by xj, and vj respectively, then the total
force on the jth particle is given by:

F j total �
∑
k �� j

f
(
x j , xk

) − cv j ,

where c is a system parameter and
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f
(
x j , xk

) �

⎧⎪⎨
⎪⎩

(
x j−xk

‖x j−xk‖2

)
, if

∥∥x j − xk
∥∥ < 2rsensor

0 otherwise

We then use a simple Euler integration scheme to update vj and xj:

v j ← v j +

(
dt

m

)
· F j total;

x j ← x j + dt · v j

where dt and m are system parameters.
At the beginning of the process, each target is assigned to a separate particle.

During the process, if particles approach sufficiently closely and consistency require-
ments are satisfied, then theymerge: for example, a merger of 5 particles corresponds
to a sensor that covers 5 targets. These sensor-particles continue to move under the
same quasi-physical dynamics described above. The sensors that remain at the end
of the process correspond to the solution produced by the algorithm. Thus on the one
hand the number of sensors in the cover changes dynamically during the course of
the process; and on the other hand, full coverage is guaranteed.

Once we have computed new locations for each sensor, we then must check if any
sensors no longer cover all their assigned targets. When this happens, the sensor is
pulled back along its velocity vector until all assigned targets are within the sensor’s
coverage area.

In analogy with supernovas, we also introduce a time-varying explosion probabil-
ity for sensors. When a sensor explodes, it is replaced with the separate sensors for
all targets covered by the sensor (with random velocities imparted to them). As the
dynamical process continues, the newly-created sensor-particles are absorbed into
other sensors. The time-varying explosion probability we used was given by:

P[explode] � 0.07e
− mod (t, 10 log10(N

∗))
log10(N∗) .

where t is the iteration number, and N* is the (current) number of sensors. Figure 4
shows the explosion probability as a function of time for various values of N*. The
explosion probability is designed so that the system will settle between periods of
high explosion rate: a longer settling time is required for systems with more sensors.

4.2 Algorithm Flowchart and Functional Description

A flowchart for the algorithm is shown in Fig. 5.
The major code functions may be briefly described as follows:
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Fig. 4 Time-varying explosion probability

Initialization and preprocessing sets up data structures for storing the states, and
to facilitate calculation. For this discussion, we are referring to the struct data type in
theMATLAB language. These data types group data into structures with field names.
Accessing data is done using the structName.fieldName notation. These structures
include:

Target:

• target.loc is a 2×M matrix that is used to store the (x, y) coordinate pairs for target
locations.

• target.number is a scalar value giving the total number of targets.

Sensor:

• sensor.loc is a 2×M matrix which stores (x, y) coordinate pairs for the location
of sensors.

• sensor.vel is a 2×M matrix stores the sensors’ velocities. The ith column of the
matrix contains the ith sensor’s velocity vector [vx, vy]T.

• sensor.accel is a 2×Mmatrix that stores the sensors’ accelerations. The ith column
of the matrix contains the ith sensor’s acceleration vector [ax, ay]T.

• sensor.valid is a logical vector of lengthM. Each current sensor is indexed by one
particular target which it contains, and sensor.valid indicates which targets are
serving as indices in the current covering.

• sensor.pending is a logical vector of length M used to check whether a sensor is
pending merger with another sensor. If the sensor is pending, it will change status
from valid in the sensor.valid structure before the next iteration.
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Fig. 5 Flowchart for the nebular algorithm

• sensor.mayMerge is a cell array data structure with Mcells, in which the ith cell
contains indexes of targets that are within 2rsensor of sensor i. This means that
sensor.mayMerge{i} contains a list of all sensor indexes which can potentially
merge with sensor i.

Sensor merge procedures



282 J. Barry and C. Thron

Check For Merges: Checks pairs of sensors for merge candidates. Two sensors are
merge candidates if the distance between them is less than MergeDisk (a system
parameter). Empirically it was found that the merge process was facilitated by peri-
odically increasing MergeDisk to its maximum possible value (equal to the sensor
diameter).
Compute Min Disk: Uses a recursive function [19] to compute the smallest disk
which can contain all the targets from two sensors. From here we move on to execute
the merge or recombine functions.
Execute Merge: If radius obtained from “compute min disk” is less than sensor
coverage radius, merges sensors into a new sensor which contains all the targets of
the previous two sensors.
Recombine: If radius obtained from “compute min disk” is greater than the sensor
coverage radius, then recombines the targets into sensors in a way that preserves the
greatest freedom of movement for at least one sensor by minimizing the number of
targets for one of the sensors.

Sensor motion procedures

Compute Forces Between Sensors: Computes the attractive force between sensors.
Compute Velocity and Update Position: Uses computed forces to update the velocity
and position using Euler’s equations.
Check if New Position is in Bounds: Checks the position of the sensor relative to the
targets it is supposed to cover. If any target lies outside the sensor’s coverage area,
the sensor location is pulled back towards the previous location.
Check for Best Solution: Compares the current number of sensors against the current
best solution that has been found so far during the computation. (Initially, the best
solution is taken to be one sensor per target.) If the current number is lower, replace
the previous best configuration with the current configuration.
Explode sensors: Existing sensors are exploded with small probability (this proba-
bility is time-varying, as described above).
Check for Improvement in N Iterations: In this step, the program checks to see if
there has been improvement after some given number of iterations. If there has been
no noticeable improvement after the N iterations, the program will stop and move to
the final stage, otherwise the program will go back to the beginning and go through
again in hopes of improving the results. N is set during the initialization phase; it
was found experimentally as a good approximation and not through rigorous analytic
computation.
Check Double Coverage: Once the best configuration has been decided upon by the
preceding functions, it is possible that extraneous sensors may be present. In this
final step, the program checks for any unnecessary double coverage. For example, if
all targets covered by a given sensor are also covered by other sensors, then the given
sensor is not necessary. This routine identifies and eliminates such redundant sensors.
In practice, checking the coverage does not typically yield a better solution, but
experimentation revealed a need for such a function in some cases, due to occasional
extraneous sensors in the algorithm’s final solution.
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Fig. 6 Initial (left) and final (right) sensor configurations for random point coverage with 100
targets

5 Experimental Results

Figure 6 shows a typical initial and final configuration for the algorithm, for a small
problemwith 100 targets.As described above, the initial configuration places a sensor
at every target.

Figure 7 shows the evolution of number of sensors as a function of iteration
number during theMarkov process. For a scenario with 170 initial uniformly random
targets, we can see how the evolution is affected by explosions and variation in the
MergeDisk parameter. The upward spikes correspond to spikes in the explosion
probability (as shown in Fig. 4), while the sharp downward dips correspond to the
temporary expansion of the MergeDisk parameter described in the “sensor merge
procedures” subsection above. The asterisk plotted on the graph represents the least
number of sensors obtained for all algorithm iterations.

We also wish to check how the explosions affect the final solutions. Table 1 shows
final sensor numbers and execution times for several runs of the algorithm on the
same configuration. We observe a 10% variation in the final sensor number: lower
sensor numbers are correlated with longer execution times. Repeated runs like this
can be used to tune algorithm parameters: in this case shown in Table 1, the ‘wait’
parameter is apparently too small and should be increased, because the system is not
settling before the algorithm terminates.

6 Area Coverage

The nebular method can easily be adapted to area coverage. Figure 8 shows the
final sensor configuration obtained by the nebular algorithm applied to grid points
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Fig. 7 Sensor number as a function of iteration number for 170 randomly-placed targets (initial
number of sensors equals number of targets)

Table 1 Initial and final sensor number, execution time and iteration number for a single random
configuration of 500 randomly-placed targets in a 20 × 20 square with sensors of radius 1, using a
wait parameter of 100 iterations

Initial Final Execution time Iteration

500 100 38.882 251

500 98 73.257 501

500 99 52.889 351

500 102 27.059 176

500 98 40.317 276

500 100 66.115 451

500 98 70.034 476

500 101 30.736 202

500 102 38.558 251

500 107 28.027 176

500 105 23.858 151

500 101 37.713 251

500 101 26.653 176

500 101 34.066 226

covering a map of Europe. The grid spacing may be empirically adjusted for optimal
performance.

Another important measure of algorithm performance is the run time compared
to the input size, which in this case is the number of targets. Figure 9 shows run time
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Fig. 8 Area coverage produced by nebular algorithm

(log scale) versus number of targets and target density for a range of target numbers.
Run time data was obtained using a MATLAB code [1] executed on an Athlon II
Quad Core processor with 8 GB of RAM. The graph shows that run time is nearly
independent of target density. Also �log10(run time)/�log10(number of targets)≈1,
indicating a nearly linear relationship between number of targets and run time.

7 Modifications and Extensions

The algorithm described above may be modified in various ways to apply to a vari-
ety of point coverage problems. In this section we indicate some of these possible
modifications.

Higher-dimensional and ellipsoidal coverage
The nebular algorithm as described above may apply to points distributed in higher-
dimensional space withminor changes. The dynamical equations are unchanged, and
Welzl’s algorithm works in higher dimensions as well as 2 dimensions [19]. Welzl’s
algorithm can also be modified to find smallest covering ellipsoids, so the nebular
algorithm can easily be adapted to the case where coverage regions are ellipsoids.



286 J. Barry and C. Thron

Fig. 9 Run time for nebular algorithm applied to randomly-distributed targets

Non-unicost coverage
In the algorithm we have described, all sensors have the same cost. If some sensors
are more costly than others (e.g. depending on location or sensor size), we may
introduce an explosion probability that is a function of cost, such that more costly
sensors have a higher explosion probability.

Probabilistic (non-Boolean) coverage
So far we have assumed Boolean coverage, i.e. each target is fully covered by a
single sensor. Amore general problem is that of probabilistic coverage. For example,
a target point that is sufficiently far from a sensor may have a probability between
0 and 1 of being detected. Generally, the detection probability is assumed to be a
function of the distance between sensor and target. Various functions are cited in
the literature (e.g. [10, 21], typically without justification. In the following we will
derive a detection probability function based on realistic assumptions, and gauge its
impact on performance and implementation of the nebular algorithm.

Sensors typically accumulate received power over a period of time. This implies
that we may model both noise and signal power as Gaussian random variables.
Without loss of generality, we may set the mean noise power as 1, leaving us with
three parameters: signal power (at unit distance) denoted by s, signal relative standard
deviation denoted by σs, and noise standard deviation denoted by σ n. It is common in
thewireless propagation literature to assume that the signal strength is proportional to
d−α , where α is commonly referred to as the “path loss exponent”, and typically takes
values between 2 and 3 for electromagnetic signals depending on the environment
[17]. Given these assumptions we may write:
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Received signal power distribution � (s/dα) · (1 + σs Zs);

Noise power distribution � 1 + σn Zn,

where s/dα is the expected signal at distance d, and Zs and Zn are both independent
normal random variables with mean 0 and variance 1. The total received power is
given by:

Received power � signal power + noise power � 1 + (s/dα) + ((s/dα)2 · σ 2
s + σ 2

n )
1/2Z ,

where Z is normal with mean 0 and variance 1. For detection a threshold θ must be
set such that received power above θ is recognized as a detection: usually θ is set so
as to control the false alarm probability to an acceptable level (which depends on the
user’s capabilities for dealing with false alarms). If we let φ be the acceptable false
alarm probability, then the probability of detection is given as a function of d as

Pr[detection of source|source − sensor distance � d]

� Pr[Z > (θ − 1 − s/dα) / ((s/dα)2 · σ 2
s + σ 2

n )
1/2]

� �((kσn − s/dα) / ((s/dα)2 · σ 2
s + σ 2

n )
1/2),

where � is the standard normal cumulative distribution function, and k=�−1(1–φ).
In the usual case, 10−8 < φ < 10−5, σ 2

s ≈ σ 2
n � 1, and the missed detection

probability is between 10−6 and 10−12.
Targets that are not sufficiently covered by a single sensor can be jointly covered

by a pair of sensors. Assuming that detections by the two sensors are independent,
then the probability of missed detection under joint coverage is equal to the product
of the missed detection probabilities for the individual sensors. It follows that if pd
is the maximal acceptable missed detection probability, then each target must be
covered by at least one sensor with missed detection probability less than (pd)1/2.
This missed detection probability corresponds to an extended coverage radius rext
which is the unique positive solution to:

1 − (pd)
1/2 � �((kσn − r−α

ext s) / ((r
−α
ext s · σs)

2 + σ 2
n )

1/2),

while the single-sensor coverage radius rsensor is the unique positive solution to:

1 − pd � �((kσn − r−α
sensor s) / ((r

−α
sensor s · σs)

2 + σ 2
n )

1/2).

Figure 10 shows (rext/rsensor)2 for various parameter values: this ratio represents the
maximum potential expansion in area coverage if joint coverage is used rather than
single-sensor coverage. Potential coverage area increases range from 13% (for path
loss exponent 3, false alarm probability 10−8 and missed detection probability 10−9)
up to about 25% (with path loss exponent 2, false alarm probability and missed
detection probability 10−12).
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There are (at least) two possible ways to modify the nebular algorithm to effect
joint coverage. First, the nebular algorithmmay be runwith coverage radius re, and an
increased explosion probability may be assigned to sensors which cover targets that
are not sufficiently jointly covered. Second, the nebular algorithm may be modified
so that 2 sensors are initially assigned to each target. When a sensor merger takes
place, either one or both of these sensors can be included in the merger, depending
on the target’s coverage by the merged sensor. If only one sensor is merged, the other
sensor’s dynamics may be defined so as to repel the merged sensors, and attract other
sensors with which it can merge. This method has the advantage of guaranteeing full
coverage—however, the implementation is more complicated.

8 Conclusions

We have provided a detailed overview of a new physics-based method for find-
ing feasible, adequate solutions to target and area coverage problems. The algo-
rithm is inspired by gravitational attraction in astronomical systems. Unlike previous
approaches, our approach will also guarantee complete coverage for all targets in the
system. The algorithm may be modified in various ways, to perform area coverage
and non-Boolean, non-circular, and/or non-unicost coverage.

One of the highlights of our approach is reduced execution time. The nebular
algorithm executes consistently within 2 h on systems as large as 10,000 targets;
while other algorithms report require comparable runtimes on configurations with
100 times fewer targets [16]. Extensive performance tests of a modified version of
the nebular algorithm programmed in C++are given in [15].

Two MATLAB versions of the code may be downloaded from GitHub [1].
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Fig. 10 Effective coverage area increase when joint coverage by two sensors is enabled
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A Hybrid Bio—Inspired Algorithm
for Protein Domain Problems

Manish Kumar and Hari Om

Abstract Multiple sequence alignment (MSA) is an important step for alignment,
prediction and classification of protein sequences and their structural and behavior
study. In this chapter, we have presented a novel approach for alignment of multiple
protein sequences. Two different approaches such as the genetic algorithm and the
biogeography based optimization technique were modified and merged to produce
a hybrid algorithm (GA-BBO) for resolving multiple alignment problems of protein
sequences. The results obtained by the proposed hybrid method are compared with
some of the new alignment algorithm e.g., MO-strE, GAPAM, BBOMP,QBBOMSA
andMOMSA-Wetc. concluding that the newpresented approach brings a remarkable
accuracy when compared with existing methods over standard BALiBASE datasets.

Keywords Bioinformatics · Multiple sequence alignment · Genetic algorithm
Biogeography based optimization

1 Introduction

The technique generally used to reveal and visualize the structure, feature or the
evolutionary relationship between the biological molecules is known as sequence
alignment. Sequences alignment technique is generally being used for drug design-
ing as well as to improve the secondary and tertiary structure of RNA and protein
sequences. The possible alignment and arrangement of biological molecules such as
the Protein, DNA or RNA is known as multiple sequence alignment (MSA) [1].
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Over the last 25 years, themultiple sequence alignment (MSA)problemhas gained
awide attention across theworld because of its application in areas such as homology
searches, genomic annotation, protein structure prediction, gene regulation networks,
or functional genomics [2]. The main motive of multiple sequence alignment is to
align sequences, based on their evolutionary relationship. Therefore, the development
of an efficient and reliable MSA program is required.

While going through the MSA analysis, we have encountered a term know as
sequence similaritywhich is also known a subset of sequence analysis or the sequence
alignment.Multiple SequenceAlignment (MSA) belongs to a class of hard optimiza-
tion problem and is considered to be themost challenging tasks in Bioinformatics [3].
In the subsequent analyses of protein families and their sequences, multiple sequence
alignment acts as a pre-processing tool. In this study,wehave considered the problems
associated with the MSA of protein sequences. While going through the literature
studies and the experimental analysis, we have seen that the protein databases contain
many unstructured protein sequences [4]. These unstructured sequences often creates
problem in proper aligning of sequences. Furthermore with increase of research in
the area of sequencing of proteins, it is not worth to perform a detailed experimental
analysis on protein sequences. As the process of doing sequencing experiments are
very costly and time consuming. Due to which the structure of most of the currently
available protein sequences remains unknown [5].

In order to know the structural and behavior nature of protein sequences and to
overcome the challenges faced by protein in their databases, we have made possible
efforts to resolve the problems related to alignment of multiple protein sequences
through the hybrid combination of genetic algorithm and biogeography based opti-
mization techniques (GA-BBO) [6].

In our approach, we have tested the proposed hybrid algorithm (GA-BBO)with 20
test cases (protein sequences from standard BALiBASE dataset) and compared the
performances with some of the new and existing well knowmethods such as theMO-
strE [7], GAPAM [8], BBOMP [9], QBBOMSA [10] and MOMSA-W [11]. After
comparing with these methods and by observing the test results, we have concluded
that the proposed approach is far better in aligning the protein sequences and for
resolving MSA problem. However, in some test cases methods such as MO-strE
and QBBOMSA has performed far better than us. Furthermore, in order to test the
superiority of the proposed GA-BBO approach we have gone through a Wilcoxon
signed rank test [12]. This is the hypothesis based test method generally being used
for comparing different methods over protein sequences. This test also governed the
superiority of the proposed hybrid method with respect to others.

The rest of the chapter is organized as follow. The next section describes the
relevant literature study and related works required to understand and handle MSA
problem. Section 3, describes the hybrid GA-BBO approach. Section 4, provides
a detail experimental results over standard datasets. Finally, the concluding section
presents our final consideration.
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2 Related Work

In this section, we present the related studies based on soft computing approaches,
existingmethods and problem associated withmultiple protein sequence alignments.

In general for MSA problems, local [13] or the global scheme are most preferred.
These methods includes approaches like the progressive [14], iterative [15] and the
classical. Global approach is well presented by the Needleman-Wunsch algorithm
[16] and the Smith–Waterman algorithm [17], where as the local approach is defined
in the dynamic method approach [18]. In the literature study, we have seen that
in 1987 authors named Feng and Doolittle [19], applied the progressive method of
Needleman andWunsch [20] for predicting the relationship between sequences. But,
fails to get the optimal result as the algorithm often suffers from the problem of early
convergence or the local optima. In order to avoid such type of problems, it has been
suggested in various literature studies [15] to use either iterative procedure or the
stochastic approach.

Methods listed in [12, 16–25] have suggested that the existing approaches are
insufficient in giving accurate alignment score with all the datasets. It has also been
suggested to use genetic computation technique [26], because with this approach we
can easily overcome the early convergence problem and can bring some important
and positive improvements in getting optimal alignment results. Considering the
above facts, strategies like HMM [27], genetic algorithm (GA) [26], and many other
iterative based methods were developed and implemented for alignment problems
[28].

Because of the drawbacks mentioned in [12, 16–25], it has become difficult for
methods to construct a reliable alignmentwith optimal results. Progressivemethod [8,
29] is considered to be very fast and efficient for the alignments related problems.But,
one common problem faced by progressive method is the alignment error. Whenever
an error occurs in any alignment and if it somehowgets propagated to all the alignment
then it becomes very hard to be removed. On the other hand, iterative methods [9]
are slow in response and are used at place where quality of alignment is of prime
importance and not the time taken to measure it.

The genetic computation or the evolutionary computation [26], which works on
natural selection scheme is generally being used for implementing iterative methods.
The iterative function is governed by using a fitness function and because of this
feature it’s being used by a number of scientists around the world.

Considering all the above discussions, we have presented a hybrid implementation
of Genetic Algorithm (GA) [26] as well as of Biogeography Based Optimization
(BBO) [30] approach to solvemultiple protein sequence alignment problem.We have
consideredGA andBBO for our experimental study becauseGAdoes not require any
source of algorithm to solve a given problem. And as discussed in earlier paragraphs,
the only and foremost requirement for GA is the fitness function. Furthermore, GA
does not suffer from any type of early or premature convergence and hence can
easily be utilized for aligning multiple sequences of higher lengths. The advantage
that BBO offers over other algorithms such as the GA and PSO is that, it is easy
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to control and handle and requires very less amount of parameters for its operation
[31]. In order to improve the exploration ability of BBO, we have manipulated and
distributed the multi-domain populations quite evenly across the habitats.

The study of species distribution over a biological ecosystem is known as Bio-
geography [30]. The species or the organism in a biological community depends
on isolation, habitat area, latitude, and elevation. The branch of biogeography that
studies the distribution of plants is known as Phytogeography and which deals with
animals is known as Zoogeography. Habitat or the island is defined as a place that
suits the species or the solution set based on some features of the habitat or the island.
The feature of the habitat may vary from problem to problem. Depending on these
features, the immigration and emigration of species takes place. The immigration
and emigration rate is the rate by which a species can leave or join a habitat based
on certain features [31].

It has been suggested in many literature studies [32], that in coming years protein
will play a crucial role in the development of drugs and medicines. Therefore, con-
sidering the importance of protein in near future we have considered the alignment
of multiple protein sequences for our experimental study. Recent developments in
protein suggest that, there are various tools and techniques that have been developed
for protein sequence analysis. One can expect a better and improved performance
of alignment of protein sequences by proper utilizing the phylogenetic relation-
ships among sequences [33]. Furthermore, there are many factors which make the
alignment of protein sequences a challenging task. While going through the litera-
ture studies [34–39] we have seen many challenges that exists in aligning protein
sequences. The challenges or the problems for proteins sequences generally lie with
their databases. It has been seen that, most of the available protein database contains
huge alignment errors. Also, these databases are mostly seen as misaligned or less
aligned regions within the sequences.

Methods like SAGA [28], MSA-GA [40] and RBT-GA [41] are based on genetic
computation. Notredame and Higgins developed SAGA method in which they have
implemented sequence alignment with genetic algorithm. This is considered as one
of the finest work in the field of sequence alignment. This work involves different
type of genetic operators applied to a group of population in order to improve the
fitness of the alignments. RBT is also seen as a GA based iterative approach which
is based on Dynamic Programming (DP) table. Methods which are evolutionary in
nature provides an alternative approach to heuristic MSA. Furthermore, iterative
or evolutionary approaches provides accurate alignment quality at the expense of
runtime. Techniques such as the simulated annealing and evolutionary computation
are seen as the successful measure to encounter problems like MSA.

Later, Karadimitriou and Kraft [42] introduced a program called MSA (not the
multiple sequence alignment). In their approach, the alignments were first considered
to bewithout gap. The chromosomes are designed only to encode the number of gaps.
But, this approach is not considered to be meaningful because the alignments pro-
duced by this method are lack of biological importance in real life. In the bit matrix,
the positions of 1 represents the gaps and 0 corresponds to a nucleotide or residue.
The concept of such a representation is much similar to that mentioned in [43]. An
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encoding scheme of alignments as bit matrix was further introduced by Isokawa
et al. [44] and Wayama et al. [45]. In this scheme, 0 represents nucleotides and 1
corresponds to gap. But, the alignment produced by this method is of poor quality
and was not considered for further research. Authors in [46], used the combination
of GA-ACO to overcome the problems related to premature convergence. In this
approach, GA is made to run with a randomly generated initial population and later,
ant colony optimization (ACO) technique was applied on the alignments produced
by the GA approach. But, as stated by the authors [46] this combination of GA-ACO
is not efficient enough to overcome the problem of premature convergence. In order
to avoid premature or early convergence problem the concept of reserve selection
was introduced in [47]. The reserve selection is a new methodology which governs
the selection of poor quality solutions for the coming generations. The authors in
[47] has given the concept that even the poor quality solution may contains some
potential building block which can contribute to the future evolutions and can easily
tackle premature convergence problem.

We have also gone through the study of Particle Swarm Optimization (PSO) for
handling MSA problem [48]. In [48], the PSO algorithm was merged with biologi-
cal sequences with some local search operators for getting a better and fit solution
sets. In [49] it has been demonstrated that, how CPSO attempts to avoid the speed
convergence problem of PSO.

As we have considered some datasets of small lengths, therefore it is impor-
tant to review methods which has been used for aligning small length sequences.
CLUSTALW [50] is a progressive based method and can be utilized for small range
of problems. Because of its accuracy, this method is mostly used around the world.
It has been concluded from the literature that the two most widely accepted and used
method for MSA are CLUSTAL X [34] and CLUSTAL W. These methods can eas-
ily be used for handling sequences of medium lengths as well as for small lengths.
Another methodwhich uses a local alignment technique is the DIANLIGN [38]. This
method uses a segment to segment comparison rather than residue to residue compari-
son for construction of alignments. PIMA [51] is also a local dynamic programming
approach to align the most conserved motifs. HMMT [27] is based on simulated
annealing method whereas, the PRRP [28] is a robust and a global approach based
on both progressive and iterative approach.

Here, in this chapter we have compared our proposed approach with some of the
newly developed methods for MSA problem. The first method which we encoun-
tered from the literature study is the GAPAM [8, 29]. GAPAM is a progressive
method which is based on production of initial population with the help of guide
tree. This method is influenced by Muscle method [23] and are considered to be
very useful for problems like MSA. BBO is a new evolutionary approach to find
accurate solutions. For research based on BBO, a special attention is required for
framing the problem (MSA) in accordance with this new technique. Comparing and
using BBO technique for MSA problem is the need of the hour. Therefore, we have
used BBO technique and compared it with some of the other new and existing BBO
methods. Some biogeography based evolutionary algorithms which are considered
in this chapter are BBOMP [9] and QBBO [10]. In BBOMP, the authors introduced
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the concept of changing and manipulating the initial populations for increasing the
exploration capability of BBO. The improvement in exploring the ability of BBO
is further introduced by QBBO. In QBBO, a new method using hill climbing algo-
rithm is proposed to generate initial alignments. Then, with the help of a quantum
representation technique the population are so initialized that the new generations
will have a good balance between exploration and exploitation mechanisms. This
method is bit different in initializing the population than other methods discussed
earlier in the paragraph.

MOMSA [11] is another new method for MSA and introduces a new concept for
population initialization with the help of a new mutation operator. This algorithm
has shown some innovative improvement in overall score of the alignment when
compared toGAPAM.Another newmethod developed in the recent years isMO-strE
[7]. This method is generally based on three features mainly Structural information,
non-gaps percentage and totally conserved columns. In our comparison analysis,
MOMSA [11] method has show better results in most of the test cases as compared
to other methods.

In our test analysis, we have encountered sequences of varying lengths (see
Table 1). Some sequences are of larger lengthwhereas some sequences are ofmedium
and shorter lengths. To handle sequences of higher lengths we have gone through a
detailed study of T- Coffee [52] and MAFFT [25] method. Both these methods are
quick and can easily handle sequences of higher length. With all the above discus-
sions, we conclude our literature survey and the section that follows will detail the
presented approach to tackle MSA problem.

3 Proposed Approach

This section details about the presented GA-BBO approach.

3.1 Chromosomes Presentation and Population Initialization

The representation of initial population is described as follows:
In our (GA-BBO) scheme of population initialization, the population is generated

at first. Then from the population of sequences, a sequence of largest length is rec-
ognized and based on this length gaps are inserted in all other sequences. Gaps are
placed in such a way that the total size of the gap in particular sequences does not
exceed to 15% of the total size of the largest length (recognized) sequence. Here,
we have also tested the initialization of population with 25, 30 and 45% of gaps but
were unable to find an optimal result which we found with 15% gap insertion [8].
The main reason behind considering low gap percentage is the time factor. Insertion
of more number of gaps will take more time for initialization and will definitely
affect the quality of alignments. Furthermore, insertion of large number of gaps will



A Hybrid Bio—Inspired Algorithm for Protein … 297

Ta
bl
e
1

E
xp

er
im

en
ta
lr
es
ul
ts
w
ith

R
ef
.1

to
5
of

B
A
L
iB
A
SE

da
ta
se
t

R
ef
.(
1
to

5)
M
et
ho
ds

SN
A
SL

D
at
as
et
s

G
A
PA

M
M
O
M
SA

-W
M
O
-S
A
St
rE

B
B
O
M
P

Q
B
B
O
M
SA

G
A
-B

B
O

R
ef
.1

3
37
4

1p
ed

0.
49
8

0.
73
8

0.
71
6

0.
74
6

0.
75
8

0.
79
3

4
22
0

1u
ky

0.
40
2

0.
51
4

0.
40
3

0.
53

0.
57
4

0.
87
8

4
47
4

2m
yr

0.
31
7

0.
43
7

0.
54
4

0.
29
1

0.
42
7

0.
74
6

5
27
6

K
in
as
e

0.
48
7

0.
84
9

0.
80
8

0.
61
8

0.
70
3

0.
89
4

R
ef
.2

23
47
3

1l
vl

0.
78
1

0.
94
6

0.
82
5

n/
a

n/
a

0.
85
0

18
51
1

1p
am

A
0.
86
0

0.
95
8

0.
91
3

0.
94
6

0.
82
4

0.
85
6

15
60

1u
bi

0.
76
7

0.
92
1

0.
91
1

n/
a

n/
a

0.
98
8

20
10
6

1w
it

0.
85
1

0.
92
0

0.
91
7

n/
a

n/
a

0.
78
8

16
29
4

2p
ia

0.
82
8

0.
97
3

0.
87
9

0.
82
7

0.
89
7

0.
91
2

15
23
7

3g
rs

0.
74
6

0.
84
9

0.
86
4

n/
a

n/
a

0.
87
7

R
ef
.3

23
28
7

K
in
as
e

0.
82
8

0.
89
1

0.
91
8

0.
70
1

0.
79
5

0.
92
9

19
42
7

4e
nl

0.
80
0

0.
81
5

0.
86
2

n/
a

n/
a

0.
92
4

28
39
6

1a
js
A

0.
31
1

0.
54
2

0.
58
6

n/
a

n/
a

0.
65
5

22
97

1u
bi

0.
38
6

0.
66
0

0.
59
0

n/
a

n/
a

0.
76
8

19
51
1

1p
am

A
0.
83
5

0.
63
9

n/
a

0.
84
4

0.
85
6

0.
82
0

24
22
0

1u
ky

0.
46
8

0.
92
3

0.
67
3

n/
a

n/
a

0.
94
4

R
ef
.4

18
46
8

K
in
as
e2

0.
38
4

1.
00
0

0.
86
5

0.
29
6

0.
62
9

0.
94
3

6
84
8

1d
yn
A

0.
03
3

0.
80
0

n/
a

0.
04

0.
23
7

0.
76
5

R
ef
.5

8
32
8

2c
ba

0.
85
2

0.
98
7

n/
a

0.
79
8

0.
87
1

0.
85
9

15
30
1

S5
1

0.
83
5

0.
98
1

n/
a

0.
91
5

0.
86
9

0.
98
3

A
ve
ra
ge

Sc
or
e

0.
61
3

0.
81
7

0.
76
7

0.
62
9

0.
70
3

0.
85
8

SN
:S

eq
ue
nc
e
N
um

be
r

A
SL

:A
ve
ra
ge

Se
qu
en
ce

L
en
gt
h



298 M. Kumar and H. Om

cost high gap penalty and will reduce the alignment quality on longer runs. After
the initialization process, the obtained alignment is subjected for further operation
as defined hereunder.

3.2 Score Evaluation

In this section, a formal definition of the sum-of-pairs ofmultiple sequence alignment
is introduced which is used as a tool to calculate fitness.

Aswe have seen in Sect. 2 [32], all the genes and proteins having similar sequences
characteristics will perform same function. Proteins are known to be the building
blocks for the cells while the DNA keeps all genetic related information. A protein
can be defined as the linear chain of amino acid. There are total 20 amino acids,
denoted by G, H, V, L, K, M, F, P, S, T, W, Y A, R, N, D, C, Q, E, and I. Whereas,
DNA are the chains of nucleotides. There are four different types of nucleotides,
denoted by A, T, G, C. Therefore, we can simply represent both proteins and DNA
molecules as strings of letters [33] (as represented above).

In our experimental analysis, we have calculated the sum of pair score for each
of the protein sequences based on their fitness values. We have adopted a scoring
matrix SM (a, b) to score an alignment between any two characters x and y [53].

In the experiment analysis, the penalty for the gaps is taken as:

J � {G, H, V, L, K, M, F, P, S, T, W, YA, R, N, D, C, Q, E, I}

M (a, b) �

⎧
⎪⎨

⎪⎩

7 if a ∈ J and b � −
5 if a � − and b ∈ J
2 if a � − and b � −

(1)

Equation (1) suggests that
If a ∈ J and b � − then the gap penalty is taken as 7.
If a � − and b ∈ J then the gap penalty is taken as 5.
And if, a � − and b � − then the gap penalty will be taken as 2.
If a ∈ J and b ∈ J then use Point Accepted Mutation (PAM) 120 matrix. In case

of match occurs refer to PAM 120 matrix available online [54].
Here, the gap penalty mentioned in Eq. 1 is user defined and will remain same for

a complete set of experiment. In our case, the penalty for gap opening and extension
is not same.
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3.3 Fitness Evaluation

To compare different alignments, a fitness function is defined based on the number
of matching symbols and the number and size of gaps. For scoring purpose, PAM
120 Matrix [53] has been used to calculate score between different alignments.

In the experiment the fitness is calculated as:

Fitness �
n−1∑

i�1

n∑

j�i+1

scoring matri x
(
li , l j

)
(2)

where,

n = number of sequences,
li = first sequence,
l j = second sequence.

The score for each column in an alignment is calculated by adding the score of
each pair of symbols. After that, the overall alignment score is calculated considering
Eqs. 1 and 2.

3.4 Crossover Operation

The crossover model followed in this experiment is hereunder:
In the proposed scheme, we first sorted the individuals (parents) according to

their fitness scores and then among them the two fittest individuals were selected for
crossover operation. The selection of parents is done in the mating pool.

As we all know that, the crossover operation is performed in between two strings
or sequences. Therefore, as demonstrated in Fig. 1 we have selected two parents
(sequences) and from a random selected point we made the crossover operation by
simply cutting and swapping the sequences. The probability for crossover is 0.6%.

Figure 1 represents the operation performed by us for crossover between two
parents. In the presented approach, we first randomly chosen a column in the parent
alignment and define a cut point there. Then, by mutually swapping and replacing
from the cut point we got two new offspring’s (Child 1 and Child 2).

Wehave also testedmultiple point crossover operation for our research. The results
which we got using multiple point crossover is of least quality in comparison to what
we got with the single point crossover operator. The selection of genetic operators
can vary with respect to selection of parameters, size of datasets and representation
of child population etc. In our case, result with single point crossover is optimal and
differs a lot when comparedwithmultiple point crossover operators. Inmultiple point
crossover operator, the Childs (alignments) so produced consists of large amount of
gaps (-) and therefore the quality of Childs keeps on decreasing when operated for
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D L K F N  F G D E V -  L L D T R H T K L D S  E R C V  F T S D E V
D E T N N -  V̶EE - G G E S  L S  T K – D -   E T D V  -  -  T J H  E

GYEGLHA̶EE̶GNTKD R – V -  -  H  T D D R T Y C D DS  
E S A  A G T R E E Y G  F C R T Y R T G H  VB B B G  -  J – J  F - S 

1st Parent                                                           2nd Parent 

H T K L D S G D E V -  L L D T  R D L K F N  F E R C V  F T  S D E V
S  T K – D – V̶EE - G G E S  L D E T N N - E T  D V  -  -  T J  H E
R – V -  -  H GYEGLHA̶EE D K T N G   T D D  R T Y C D D S
R T G H  V B R  E E Y G  F C R T Y E S A  A G T B B G  -  J – J  F  -  S

       1st Child                                                                             2nd Child  

Fig. 1 Crossover operation

100 iterations. Due to all the above reasons, we opted single point crossover operator
in place multiple point crossover operator.

3.5 Habitat

After the crossover, we move to biogeography operation. In this operation the resul-
tant offspring produced by the crossover is being distributed in between four habitats
named as H1, H2, H3 and H4 in the ratio of 40, 30, 20 and 10% of the total size of the
offspring. The distribution is based on suitability index variable (SIV). SIV for the
habitats described here is fitness score. The distribution ismade according to the score
of the particular column of the sequences (Childs). The first 40% columns having
highest column score will move to habitat H1, the next 30% column having fitness
less than habitat H1 will be put in H2 and the remaining columns are distributed
among H3 and H4 according to the column scores. Here the habitat suitability index
(HSI) is depends upon the fitness scores of the columns. After being evenly dis-
tributed, the chromosomes of the offspring are immigrated (λ) and emigrated (μ) in
order to further improve the offspring in each of the habitats. The immigration and
emigration rate for our experimental study is set as 12 and 5%. Immigration and emi-
gration allows the movement and distribution of species (in our case chromosomes)
in between the island or the habitat in order to maintain equilibrium and to modify
a habitat by providing some species of higher fitness score (good species).
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As we have seen in many evolutionary methods, that a global recombination strat-
egy is used for producing a new offspring but in BBO migration strategy is used to
produce or change the solution. Furthermore, evolutionary strategies are reproduc-
tive process while the BBO are the adaptive process. In our approach, the resultant
alignment so produced after the migration operation is further subjected to calculate
fitness score. And based on this the quality of alignments are evaluated. However,
an alignment can further be improved, if it is subjected for mutation operation. We
have made our alignment to go through mutation operators for further improvement
in its quality [30].

The phenomena of habitat modification Ω(λ,μ) : Hn → H is known as a
probabilistic operator that helps in adjusting the habitat H based on the nature of
ecosystem Hn . The probability of a habitat which being modified, is totally depends
upon immigration rate λ. The probability by which a habitat or island is being mod-
ified is depends upon μ.

The modification of habitat is detailed as:
Select Hi with probability ∝ λi

If Hi is selected for operation
For j = 1 to n

Select Hj with probability ∝ μi

If Hj is selected

Randomly select an SIV σ from Hj

Replace a random SIV in Hi with σ

End
End
End

3.6 Mutation Operation

After migration operation [31], our alignments are further subjected for mutation
(permutation) operation. Mutation will help our hybrid algorithm (GA-BBO) to get
rid of premature convergence and provide an optimal result.

The rate of mutation value is defined as:

mi � mmax

{

1 − Pi
Pmax

}

where, mmax defines the mutation rate which usually ranges from 0 to 1(in our case
mutation probability is 0.01%). Pi is the species count probability of habitat Iwhereas
the Pmax is the maximum of the species count for the habitat. (Pmax depends on the
size of the datasets considered in this chapter).



302 M. Kumar and H. Om

4 Test Set up

This section gives an overview of the parameters and the systems components used
for the experiment.

4.1 Parameters Requirement for the Test Analysis

In the presented approach, the population is initially generated at first and the max-
imum number of generations (iteration) was set to 100 with a crossover probability
of 0.6% and mutation rate of 0.01%. For the habitats, the immigration rate and the
emigration rate is set to 12 and 5% respectively. The scoring matrix used for the
experiment is PAM 120 for each Protein sequences. Here, for each of the given pop-
ulation size the algorithm will run for 100 iterations and after being operated with
different operators it will produce a best child population (MSA).

4.2 System Requirement

The main objective of this research work is to observe the role of proposed hybrid
bio-inspired algorithm (GA-BBO) for solving MSA problem of protein sequences
in terms of quality of the sequence so aligned. Here, a sequence is judge to be the
best or of high quality if it attains the highest fitness score. The experiments for the
proposed approach has been performed using the hybrid combination of GA and
BBO with JAVA programming on an Intel Core 2 Duo processor having 2.53 GHz
CPU with 2 GB RAM.

4.3 Results and Evaluation

In this section, the methodology adopted for the experimental analysis is detailed.
Moreover, results obtained on various datasets are presented and explained.

In order to evaluate our proposed hybrid algorithm (GA-BBO) with respect to
other well known existing methods, we carried out the experiments with different
datasets (ref. 1, ref. 2, ref. 3, ref. 4 and ref. 5) of different lengths from the BAliBASE
version 2.0 standard database [55]. Due to the good performance of these datasets
with other related and existing algorithms, forced us to choose them for our experi-
mental analysis. The performance related information’s were gained by referring to
various literature studies which are listed in [28, 30, 38–40].

The proposed hybrid algorithm (GA-BBO) was executed for 100 independent
runs (iterations) for 20 datasets (some of all datasets in Table 1). The fitness score is
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directly proportional to the level of similarity among the residue in the sequences and
therefore, the scores of the alignments may be positive or negative. If the residues
among two sequences are same, then a small numbers of gaps (“-”) are needed
to make the sequences aligned properly. On the other hand, if a number residues
within the sequences are dissimilar then a large number of gaps are required for
successful alignment of sequences. Gaps are generally allowed and permitted within
the sequences so that identical or similar characters are aligned in successive columns.
A user defined mechanism is also used for penalizing these gaps.

To know the reliability and quality of solutions obtained by the GA-BBO algo-
rithm,we have considered a BAliscore, which is known to be an open source program
of the BAliBASE benchmark. A BALiBASE dataset is known to be the best and
standard dataset for alignment of biological sequences. It consists of 218 different
lengths protein sequences. In BALiBASE a SP score (sum of pair) and TC Score
(total column) is used to evaluate the quality of the obtained alignment.

In general, BAliBASE scores a solution (multiple sequence alignment) in the
range between 0.0 and 1.0. A score of 1.0 implies that the solution so produced
by the presented approach is very much similar to that of the reference alignment.
Method such as the MOMSA-W is able to score a solution with a score 1 (refer
Table 1). However, with the proposed methodology we were unable to construct an
alignment whose score is equals to 1 (see Table 1). A score of 0 tells that nothing
matches with the reference alignment, whereas a score in between 0 and 1 indicates
that some part matches with the reference alignment. The scores which are nearer to
1, gives a better alignment result for a given dataset. A comparative test analysis of
score with different methods is being compiled in Table 1. By visualizing Table 1,
one can conclude that the hybrid method (GA-BBO) presented by us is much more
efficient and reliable than other method it term of achieving high quality solutions.

In order to evaluate the overall performance of the presented approach, the aver-
age score of all test cases from ref. 1 to 5 were also calculated (bottom of Table 1).
By seeing the outcome of average score solutions, one can concluded that the pre-
sented approach is much better (it terms of achieving high fitness score) in respect
to other methods considered in this chapter. The scores are measured with reference
to standard BAliBASE dataset [55]. Furthermore, the bold faced data’s indicates the
superiority of the presented approach among other methods.

We have tested GA-BBO approach with 20 datasets of BALiBASE and compared
it with existing algorithms such as the MO-strE, GAPAM, BBOMP, QBBOMSA
and MOMSA-W. Table 1 indicates that the presented approach is well enough to
successfully align multiple protein sequences when tested over ref. 1 to 5 of BAL-
iBASE datasets. Methods like the MOMSA-W and QBBOMSA performed better
than GA-BBO method for eight test cases. But, in overall average score calculation
the GA-BBO method outperformed all the other methods considered in this chapter.

MOMSA-W method [11] uses a progressive alignment technique and therefore
able to produce better alignment results over different datasets. As presented and
described in [11], the mutation operator used by MOMSA-W is efficient enough to
produce better scores. Furthermore, performance ofmethods generally depends upon
various factors. Such factors are the selection of parameters, experimental approach,
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Table 2 Wilcoxon signed rank test results for the proposed hybrid (GA-BBO) method

Algorithms Teat comparison with the proposed hybrid method

W+ W− Whether
proposed method
is better or not

Hypothesis test
decision

GAPAM 29 5
√

Rejected

MOMSA-W 18 3 × Retained

MO-SAStrE 32 7
√

Rejected

BBOMP 29 1
√

Rejected

QBBOMSA 22 5
√

Rejected

evolutionary approach and the time taken to complete the experimental analysis.
Because of all these factors, the said methods (MOMSA-W and QBBOMSA) have
performed betters than the presented hybrid approach (GA-BBO) for few test cases.

In Table 1, the notation n/a represents the unavailability of results in literatures for
the particular datasets/methods. For example, in ref. 2 for methods like BBOMP and
QBBOMSA we don’t have any related results for dataset 1lvl. Furthermore, just like
above methods unavailability of results is also seen with MO-SAStrE. This scarcity
of data is almost for all the datasets ranging from ref. 2 to 5. Because of these factors,
we were unable to make a comparative result analysis with all methods listed in
Table 1 (Fig. 2).

Figures 3, 4, 5, 6 and 7 represents the bar graph comparison of different methods
listed inTable 1. By refereeing to these figures,we can easily analyze the performance
of different methods over different datasets. Figure 8 gives the clear indication about
the superiority of the presented approach (GA-BBO) with respect to other methods
discussed in this chapter.

4.4 Statistical Evaluation of the GA-BBO Approach

In order to study and analyze the difference between any two existing algorithms, a
test based on statistical performance has been done. A well known method for this
purpose is the Wilcoxon signed rank test [12]. We have opted Wilcoxon signed rank
method for our test analysis because this method has a unique feature that it does
not requires normal distribution of population. Furthermore, this statistical method
helps us to know the difference between paired scores when it becomes difficult to
make or predict any assumption required by the paired-samples t test. The result
obtained with our proposed method is presented in Table 2, where W (=W+ or W−)
is the sum of ranks based on the absolute value of the difference between two test
variables. The sign of positive(+) and negative (−) are used to classify cases into one
of two samples i.e. either differences above zero (positive rank W+) or below zero
(negative rank W−). For a null hypothesis, it is assumed that there is no significant
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Fig. 2 Diagram for the GA-BBO approach

difference between two samples. However, if a null hypothesis is being rejected by
the hypothesis test, then we can assume that there is a significant difference, but if it
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Fig. 3 Bar graph comparison result of scores between proposed and other methods over ref. 1

Fig. 4 Bar graph comparison result of scores between proposed and other methods over ref. 2

retains the null hypothesis then it means that there is no significant difference. On the
basis of test results/rankings, we assumed two signs

√
and × to make a comparison

between any two algorithms. Sign “
√
” indicates that the proposed hybrid (GA-

BBO) algorithm is much more efficient than the second, and “×” implies that there
is no significant difference between the two algorithms. The total number of test case
(datasets) are taken as 20 and the significance level isα =0.05.Hence, ifP<α, the null
hypothesis is rejected, else the null hypothesis is retained. All tests were conducted
with reference to the corresponding BAliscore (on 20 datasets) so as to get optimal
results in comparison to other presented methods. To analyze the effectiveness of
our hybrid (GA-BBO) method, we have taken 20 datasets from BALiBASE dataset
version 2.0 and made a comparative analysis with respect to other methods such as
the GAPAM, MOMSA-W, MO-SAStrE, BBOMP and QBBOMSA. The obtained
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Fig. 5 Bar graph comparison result of scores between proposed and other methods over ref. 3

Fig. 6 Bar graph comparison result of scores between proposed and other methods over ref. 4

results gives a clear indication that the proposed method is far more better than other
methods mentioned in this chapter. The statistical non parametric test also tells that
the proposed method is better in achieving high alignment quality when subjected
to different datasets. It can be concluded that the presented method is well enough
to deal with the problem of aligning multiple protein sequences.

5 Conclusion

In this chapter, we have presented a new bio-inspired hybrid method (GA-BBO)
with the combination of genetic computation and biogeography technique to solve
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Fig. 7 Bar graph comparison result of scores between proposed and other methods over ref. 5

Fig. 8 Comparative results of average scores

the MSA problem of protein sequences with their structural and behavior study.
In this approach, we have enhanced the genetic operators as well as the migration
and mutation operators of BBO. The aim of the study reported in this chapter, is to
propose an efficient algorithm that can easily handleMSA problem.When compared
to other methods mentioned in [7–11] over standard datasets, the proposed method
solutions outperformed other methods in respect to alignment quality. All in all, we
can conclude that our presented hybrid approach have several qualities that not only
enhance but also improve the alignment quality in various respect and can solveMSA
problem quite efficiently. One common drawback that we faced with our proposed
approach is that when we queries on large databases, the presented algorithm take a
considerable amount of time to complete.
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Modeling of Service Discovery Over
Wireless Mesh Networks

Lungisani Ndlovu, Okuthe P. Kogeda and Manoj Lall

Abstract Wireless Mesh Networks (WMNs) have played a huge rule in networking
environments by supporting seamless connectivity, Wide Area Networks (WANs)
coverage, mobility features, etc. However, the rapid increase in the number of con-
sumers on these networks brought an upsurge in competitions for available services
and resources. This has led to link congestions, data collisions, and link interferences,
which affects Quality of Service (QoS) . Therefore, the quick and timely discovery
of the services and resources becomes an essential parameter in optimizing the per-
formance of service discovery on these networks. In this study, we present Ndlovu
Okuthe Manoj (NOM) model, a service discovery model that integrates the Parti-
cle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) algorithms.
The PSO is used to dynamically define and give different priorities to services on
the network, based on varied workflow procedures. On the other hand, the ACO is
used to effectively establish the most cost-effective path whenever each transmitter
has to be searched to identify whether it possesses the requested service(s). Further-
more, we design and implement the Link Collision Reduction (LCR) algorithm. It’s
objective is to define the number of service receivers to be given access to the ser-
vices simultaneously. We then simulate the proposed model in Network Simulator
2 (NS2), against Ant Colony based-multi constraints QoS-aware service selection
(QSS) and FLEXIble Mesh Service Discovery (FLEXI-MSD) models. The results
show an average service discovery throughput of 80%, service availability of 96%,
service discovery delay of 1.8 s, and success probability of service selection of 89%.
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1 Introduction

Computer networks have been in existence for over past three decades worldwide.
Different environments including offices, campuses, military bases, governmental
institutions, etc., have had their electronic devices connected to each other to enable
the communication and sharing of different services and resources. Consequently,
Wireless Mesh Networks (WMNs) continue to play a crucial role in these environ-
ments by supporting seamless connectivity, Wide Area Networks (WANs) coverage,
mobility features, etc. WMNs can be seen as an extension of multi-hop Mobile Ad
hocNetworks (MANETS)wherein each node can communicate directly or indirectly
with one or more peer nodes. However, the nodes in WMNs, have the ability to relay
data on behalf of other nodes. Therefore, WMNs can be defined as decentralized net-
work structures wherein nodes have the potential to relay messages on behalf of oth-
ers. This facilitates the creation of a self-configuring system that extends its coverage
range and increases its available bandwidth. Currently, there are two types of WMN
topologies, namely; Full Mesh and Partial Mesh. In addition, WMNs can be sub-
divided into three different types of architectures, namely; infrastructure\backbone,
client, and hybrid. In general, WMNs often comprise of Mesh Routers (MRs) and
Mesh Clients (MCs). MRs have limited mobility and thus form a multi-hop wire-
less mesh backbone between MCs and Mesh Gateways (MGs) [13]. MRs have the
potential to provide the routing capability for both gateway and bridging features
and, thus, can be used as MGs. MCs comprise of end-user devices such as desktop
computers, laptops, Personal Digital Assistants (PDAs), mobile phones, printers, etc.
On the other hand,MGs facilitate the integration ofWMNswith other wired/wireless
networks such as the Internet, cellular, Wireless Sensor Networks (WSNs) , etc.

The attractive qualities ofWMNs include low-cost deployment, robustness and the
inheritance of useful characteristics from both ad hoc networking and the traditional
wired infrastructure paradigms [22]. Furthermore, the services and resources are
always available on these networks. However, discovering services and resources on
these networks is still challenging [1]. For this reason, a lot of work has been done in
the field of service discovery. Service discovery refers to the process whereby devices
(mobile or stationary) are able to discover without any intervention, appropriate ser-
vices requested by users. Inmost cases, this process consists of three entities, namely;
services, service registries, and clients. A service is any tangible or intangible facility
a device provides to other devices as long as it is useful [18]. Furthermore, services fall
into two categories: software and hardware services. Software services include MP3
files, audio convention, electronic mailing (emailing), etc. On the other hand, hard-
ware services include printers, scanners, Voice over Internet Protocol (VoIP) phones,
etc.Moreover, service registries are entities that store information about available ser-
vices and/or advertise information about available services to other service registries
or service receivers. Clients represent both service receivers and service transmitters.
Therefore, clients have the potential to provide services to or request services from
other clients through service discovery models.
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Moreover, there are three service discovery approaches for flooding the network
with information: directory-based, non-directory-based, and hybrid approaches. The
most suitable approach for WMNs is the directory-based approach, as it does not
involve the broadcastingormulticastingof information.However,most recent service
discovery models for WMNs perform broadcasting or multicasting when flooding
the network with information, resulting to network overhead [1]. Apart from that, the
number of users inWMNs continues to increase, leading to competitions for available
services and resources. These competitions further lead to clogging as more users
request services simultaneously [20].

In this study, therefore, we propose NdlovuOkutheManoj (NOM) service discov-
ery model that aids in optimizing the performance of service discovery in WMNs. In
the proposed model, we integrate the Particle Swarm Optimization (PSO) and Ant
Colony Optimization (ACO) algorithms. The PSO algorithm is used to define and
give different priorities to the services on the network. The prioritization is based on
varied workflow procedures. On the other hand, the ACO is used to determine the
most cost-effective path between transmitters whenever each transmitter has to be
searched to identify if it possesses the requested service(s). Furthermore, we design
and implement the Link Collision Reduction (LCR) algorithm to define the number
of service receivers to be granted access to the services simultaneously. We simulate
the proposed model using Network Simulator 2 (NS2) against Ant Colony based-
multi constraints QoS-aware service selection (QSS) model by Kumar et al. [16] and
FLEXIble Mesh Service Discovery (FLEXI-MSD) model by Krebs [14]. The NS2
tool is a discrete-event network simulation tool that facilitates users to model the
behavior of wired/wireless and satellite networks. Compared to those of QSS and
FLEXI-MSD, the results of the proposed model show reduced link congestions and
fewer data collisions and link interferences as well as an improved average service
discovery throughput of 80%, service availability of 96%, service selection of 89%,
and service discovery delay of 1.8 s.

The rest of this Chapter is organized as follows: In Sect. 2, we present a brief
discussion of WMNs. In Sect. 3, we present an overview of the PSO and ACO. In
Sect. 4, we discuss related works. The design and architecture of the proposedWMN
are discussed in Sect. 5. In Sect. 6, we present the model, with simulation results and
discussion, is presented in Sect. 7. Lastly, we discuss future works and conclude the
Chapter in Sect. 8.

2 Wireless Mesh Networks

In this Section, we provide a deeper insight into WMNs. We discuss the topologies
and different types of WMNs. We also discuss the characteristics of these networks.
Furthermore, we look into the critical factors to be considered in designing these
networks. We then discuss the application areas of these networks. Later, we present
a brief overview of the PSO and ACO algorithms. Thereafter, we discuss service
discovery, its components, as well as the steps involved in this process. Lastly, we
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provide an insight into existing service discovery models and the various gaps avail-
able in these models.

However, mesh networks are categorized into two types of topologies, namely;
Full mesh and Partial mesh. We show the differences of these topologies in
Figs. 1 and 2. As shown in Fig. 1, a Full mesh topology occurs when every
node is connected to every other node on the network. This topology yields
the greatest amount of redundancy, so if a node fails, network traffic can
be directed to other nodes. Full mesh is usually reserved for backbone net-
works. While, on the other hand, with partial mesh, some nodes are organized
in a full-mesh topology, but others are connected to only one or two nodes
on the network. Looking at Fig. 2, Partial mesh topologies are less expensive
to implement but yields less redundancy compared to Full mesh topologies.

2.1 Overview of Wireless Mesh Networks

In the last decade, computer networks have become a never-ending quest. The avail-
ability of services and resources has made WMNs be the most recognized with
the growth of wireless fidelity and outdoor wireless networks. Furthermore, mobile

Fig. 1 Typical full mesh topology
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Fig. 2 Typical partial-mesh topology

devices such as laptops, cell phones, Personal Digital Assistants (PDAs) , and tablets
have become available at an affordable cost [19]. These networks provide services
independent of both the network owners and equipment vendors and further enable
users to introduce self-tailored services within their devices. These networks sup-
port services such as the Internet, e-commerce, audio streaming, Voice over Internet
Protocol (VoIP), Video on Demand (VoD), file and printer sharing, etc. Ndlovu et al.
[21] definedWMNs as heterogeneous and decentralized network structures whereby
pervasive nodes are able to relay data over the network. On the other hand, Zeng
et al. [29] definedWMNs as communication networks consisting of wireless devices
organized in a mesh topology.

In its most general form, a WMN consist of MRs and MCs wherein MRs have
limitedmobility to formamulti-hopwirelessmesh backbone betweenMCs andMesh
Gateways (MGs) . Furthermore, some MRs have the potential to provide routing
capabilities for gateway/bridge functions simultaneously and, thus, can be utilized
as MGs. The purpose is to enable the integration ofWMNs with other networks such
as the Internet, etc. MCs are desktop computers, laptops, PDAs, mobile phones,
printers, etc., sharing services and resources on the network. Furthermore, there are
three types of WMNs, namely; Infrastructure\Backbone, Client, and Hybrid. The
differences between these types are briefly discussed in the next Section.
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2.2 Types of Wireless Mesh Networks

There are three types of WMNs and are discussed as follows:

A. Infrastructure/Backbone WMN

This type of architecture comprises of MRs forming a backbone for wired/wireless
MCs. This architecture can also be built by integrating various radio technologies in
addition to the IEEE 802.11 technologies used to interconnect nodes within WMNs.
The benefit of this architecture is that MRs form a mesh of self-configuring as well
as self-healing links among themselves [2]. As shown in Fig. 3, MRs are responsible
for the communication between MCs as well as other networks such as the Internet
through MGs functionalities. As mentioned in Sect. 2.1, MGs are responsible for
integrating WMNs with other networks.

B. Client WMN

This type of architecture comprises of MCs only, which are communicating with
each other in a peer-to-peer technique. As shown in Fig. 4, in this type of architec-
ture, client nodes constitute the actual network to perform routing and configuration
functionalities and to provide end-user applications to customers [2]. However, this,
in turn, increases the workload to client nodes leading to poor QoS when the network
size increases.

Fig. 3 Typical infrastructure/backbone WMN
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Fig. 4 Typical client WMN

C. Hybrid WMN

This is an integration of Infrastructure/Backbone and Client WMNs. For this rea-
son, in this type of WMN, MCs can access the network through MRs or by directly
meshing with other MCs [2]. As shown in Fig. 5, the Infrastructure/Backbone archi-
tecture allows the integration of WMNs and other networks. This architecture yields
an improved QoS compared to Infrastructure and Client WMNs.

2.3 Characteristics of Wireless Mesh Networks

The research work by Akyildiz et al. [2], discussed the essential characteristics of
WMNs as follows:

A. WMNs are multi-hop wireless networks.
WMNs are considered as multi-hop networks which aid in achieving higher
throughput without sacrificing effective radio range via shorter link distances,
less interference between the nodes, and more efficient frequency reuse.

B. WMNs support for ad hoc networking, and capability of self-forming, self-
healing, and self-organization.
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Fig. 5 Typical hybrid WMN

Introducing WMNs topology in any network enhances that networks’ perfor-
mance. This is because WMNs are flexible, easy to deploy and configure, fault
tolerance, and self-healing. By having such features, WMNs have low upfront
investment requirement, and the network can grow gradually as needed.

C. The mobility in WMNs depends on the type of mesh nodes.
As mentioned in Sect. 2.1, the mobility depends on the type of node. Nodes such
asMRs have limited mobility. However, MCs can either be stationary or mobile.

D. WMNs support multiple types of network access.
WMNs permit both backhaul accesses to the Internet and client to client network
communication. WMNs can also be integrated with other networks and that is
achieved through MGs.

E. The power consumption constraint inWMNs depends on the type ofmesh nodes.
Inmost case,MRsdonot have strict constraints onpower consumption.However,
due to the fact that MCs are mobile, and may, therefore, require power efficient
routing protocols.

F. WMNs are compatible and interoperable with other existing networks.
Since WMNs are built on IEEE 802.11 technologies, therefore, they must also
be compatible with the IEEE 802.11 standards by supporting both the mesh
capable and conventional Wi-Fi clients.

G. WMNs have wireless infrastructure/backbone.
Inmost cases,WMNshavewireless infrastructure/backbone,which is composed
of MRs providing large coverage, connectivity, as well as robustness on the
network.
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H. WMNs support the integration of WMNs and conventional networks.
The integration ofWMNs and other networks is easily supported inWMNs. This
is becauseMRs provide the gateway and bridging functions, which enables users
from a particular network to access services and resources located on another
network.

I. The routing and configurations are dedicated to particular nodes in WMNs.
InWMNs,MRs are responsible for routing and configurations,which reduces the
load for MCs compared to other types of networks such as MANETs, whereby
routing and configurations are performed by clients.

J. Multiple radios.
In most cases, MRs are equipped with multiple radios to perform routing and
access functionalities, which aids in the separation of two main types of traffic
on the network.

K. Lastly, WMNs are able to self-heal.
Whenever a fault is experienced within the entire network, the network is able
to reconfigure itself.

2.4 Benefits of Wireless Mesh Networks

The benefits of WMNs include [5, 14, 22]:

A. WMNs are considered as highly flexible and scalable networks.
B. The routers in WMNs have limited mobility for the purpose of forming a multi-

hop communication.
C. WMNs provide a large coverage area and lower costs of backhaul connections.
D. WMNs also include low-cost deployment, robustness and inherit the useful char-

acteristics from both the ad hoc networking paradigm and traditionally wired
infrastructure paradigms.

E. WMNs are the right solution for metropolitan area networks, providing last few
miles connectivity.

2.5 Critical Design Factors in Wireless Mesh Networks

Pathak andDutta [22] presented a survey of network design problems and joint design
approaches in WMNs. The purpose was to discuss the critical design factors to be
considered before WMNs can be designed, deployed, and operated. These factors
are briefly discussed as follows:

A. Interference measurement and modeling—how to estimate and model the inter-
ferences in the dynamic wireless environment.

B. Power control—how to assign transmission power levels to nodes having trans-
mission requirements.
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C. Topology control—how to control the topology by choosing or avoiding certain
links on the network.

D. Link Scheduling—how to schedule link transmissions to achieve feasible and
conflict-free transmission schedule.

E. Channel/radio assignment—how to assign multiple channels to single or multi-
ple radios at mesh nodes.

F. Routing—how to choose routing paths to satisfy the end-to-end traffic demands
between mesh nodes.

G. Network planning and deployment—how to deal with the topological and
deployment factors such as the placement of a gateway.

H. Performance modeling and capacity analysis—how to understand the best and
worst case theoretical capacity.

I. Joint power control, topology control, link scheduling, routing or channel/radio
assignment—how to deal with cross-layer optimization of more than one prob-
lem simultaneously.

2.6 Applications of Wireless Mesh Networks

WMNs have been seen as the cost-effective type of networks supporting seamless
connectivity, WAN coverage, and mobility features. These benefits and the avail-
ability of services and resources have led WMNs to be the best solution for many
applications. Some of the applications that motivate the research and development
of WMNs include [25]:

A. Broadband internet access—many companies realize the potential of WMNs as
an internet access solution and produced a broad range of related products. This
is becauseWMNs offer considerable advantages as an internet broadband access
technology.

B. IndoorWLAN coverage—many companies leveraged themulti-hop capabilities
of WMNs to eliminate the need for cables. In such a deployment, at least one of
the routers is connected to the external network and, hence, becomes a gateway.
Other routers double up as Access Points (APs) in order to forward data from
(and to) wireless clients to the gateway.

C. Mobile user access—most mobile users seeking connectivity outside the sparse
coverage ofWLAN hot spots have to settle for the slow and expensive 19.2 kbps
cellular digital packet data (CDPD) or, more recently, for GPRS (usually
20–30 kbps—theoretical maximum 171.2 kbps). Properly designed WMNs can
easily deliver higher bandwidth than the best 3 g technology.

D. Connectivity—Sometimes, providing network connectivity can be cumbersome,
expensive, time-consuming or unsightly. network users should consider con-
structing WMNs specifically geared toward providing connectivity whereby
routers form a wireless “cloud” that can be seen from outside as one big Ethernet
switch.
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3 Overview of Particle Swarm Optimization and Ant
Colony Optimization Algorithms

In this Section, we discuss the PSO and ACO algorithms. These are algorithms used
to eradicate the various gaps found in the conventional service discovery models for
WMNs. Later, we then discuss the benefits and drawbacks of these two models.

3.1 Particle Swarm Optimization

Selvi and Umarani [23] stated that both the PSO and ACO algorithms are the most
important and recent methods and optimization methods in networking. PSO algo-
rithm was proposed for the optimization of continuous nonlinear functions [10]. The
algorithmdefines three behaviors offlocks in a swarm: cohesion—(sticking together),
separation—(not coming too close) and alignment—(following the general heading
of the flock). Its responsibility is to simulate a random search in the design space
for the maximum value of the objective. Furthermore, it was implemented on two
paradigms: one globally oriented (GBEST) and one locally oriented (LBEST).

It worksmore similar to theGenetic Algorithms (GAs) . However, the information
sharing in these two algorithms differs in the sense that any entity can share infor-
mation in GAs while only GBEST and LBEST entities can share information with
other entities in the PSO algorithm. PSO can be used to search for optimal solutions
and to efficiently face the classification of multiclass databases as discussed by Selvi
and Umarani [23], which is one reason why it is employed in this work.

As previously discussed, this algorithm is better than GAs as it is easily pro-
grammable, is faster in convergence, and provides effective solutions. However, in
this study, we employ the PSO algorithm mainly for the classification and prioriti-
zation of services on the network.

3.2 Ant Colony Optimization

The ACO is a technique used to calculate an optimized path between two positions in
a space. This algorithmwas proposed by Dorigo in 1992 as a multi-agent approach to
difficult combinatorial optimization problems such as the traveling salesman problem
and the quadratic assignment problem [9]. The algorithm mimics the cooperative
behavior of real-time ant colonies, which are able to find the most cost-effective path
between the nests and food sources.

The basic idea of theACO is taken from the real-time ants when they are searching
for food. As they search for food ants deposit a chemical called pheromone, which
is meant for marking the route from their colony to the food source. Other ants are
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attracted by the pheromone and start following its trails. However, as time goes on
the pheromone evaporates making ants lose interest in following that route.

In any ACO technique, packets represent ant agents, traveling across the network
to find the most cost-effective routes. The selection of the route is based on the
concentration of pheromones. Unlike GAs, the ACO is able to run continuously and
adapt to network changes in real time and this facilitates network routing and urban
transportation systems [23]. In most cases, the process of ACO has random paths at
the beginning that converge into a single most effective path to reduce time, energy,
and collisions.

3.3 Benefits and Drawbacks

The benefits and drawbacks of PSO and ACO include [23]:

A. PSO is based on intelligence.
B. It can be applied in both scientific research and engineering use
C. It cannot work out problems of scattering and optimization.
D. ACO provides positive feedback accounts for the rapid discovery of good solu-

tions.
E. The probability distribution changes after iteration.

4 Overview of Service Discovery

In this Section, we present an overview of service discovery by discussing services
and their different types. We also briefly discuss the process of service discovery, the
components of service discovery. Lastly, we discuss the steps involved in the process
of service discovery.

4.1 Services

A service is an act or process whereby a device is serving other devices. A service
can be anything such as printing, emailing, scanning, user account management, etc.
Consequently, Mian et al. [18] defined a service as any tangible or intangible facility
a device provides to other devices that are useful. On the other hand, Kogeda [12]
discussed a service as more of an abstraction of the network-element-oriented or
equipment-oriented view. Furthermore, identical services can be provided by differ-
ent network elements, and different services can be provided by the same network
element [18]. There are two types of services known as software and hardware ser-
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vices. Software services can be anything such as MP3 files while hardware services
can be printers, etc. [18].

However, some services rely on other services to perform their duties and this is
known as Network Service Dependency. Kogeda [12] discussed Network Service
Dependency as the process whereby one component requires a service performed by
another component to execute its functions. For instance, a printing service depends
on the network and power supply; otherwise, it cannot perform its duty. However, in
this Chapter, we do not dwell much on Network Service Dependency.

4.2 Service Discovery

Service discovery is the process whereby devices whether mobile or stationary are
able to discover appropriate services as requested by users without any intervention.
It involves the ability to discover and recognize the available services in a network
[4]. The purpose of service discovery is to reduce human effort such as configuring
and maintaining hundreds of devices in large networks, especially WMNs as MCs
join and leave the network anytime.

In order to benefit from the process of service discovery, service discovery models
enable these capabilities. Their responsibility is to autoconfigure the network to
discover services without any user intervention. Therefore, if there is no service
discovery model then services cannot be discovered without user involvement and
their existence remains unknown to service receivers [8].

There are two ways to discover services; (a) discovery-advertisement whereby
service transmitters advertise their services to service receivers. (b) discovery-search
whereby service receivers advertise their requests to service transmitters [6].

Furthermore, there are three types of service discovery approaches for flooding
information to the network and are known as directory-based, non-directory-based,
and hybrid approaches. The most suitable approach for WMNs is a directory-based
approach as there are service directories (servers) wherein service providers can
locate or register their services to them. The advantage is that there is no frequently
disconnection while accessing services on the network. While non-directory-based
approaches apply broadcasting or multicasting of messages, which harm the network
performance.

Nevertheless, recent approaches performbroadcasting ormulticasting for flooding
messages on the network, which leads to network overhead [1]. Consequently, we
have based the proposed model on a directory-based approach.

4.3 Entities of Service Discovery

The process of service discovery includes entities such as clients, service registries,
and services, which are discussed as follows:



326 L. Ndlovu et al.

A. Clients are entities representing both service receivers and service transmitters.
These entities either provide services or expect to discover services from other
entities with the help of service discovery models.

B. Registries are entities that store information about available services advertised
by service transmitters within the network. Its responsibility is to advertise ser-
vices to service receivers so that they can be aware of services that are available
on the network.

C. Services refer to support provided by entities to other entities within the network
in order to perform their tasks. There are two types of services in networking
and are known as software and hardware services.

4.4 The Steps Involved in Service Discovery

Ahmad and Khalid [1] stated that service discovery involves steps such as bootstrap-
ping, service registration, service discovery, and network resilience. However, we
have considered the first three steps and provide a discussion as follows:

A. Bootstrapping refers to the process performed by nodes, which aids in the iden-
tification of neighbor nodes and available services. The bootstrapping node uses
unicast and multicast communication techniques to declare its existence on the
network and to advertise the available services on the network.

B. Service registration which refers to the process which enables the service trans-
mitters to register their services to one of the nearest servers. The purpose of
storing the information about available services is to advertise this information
via unicast or multicast to service receivers.

C. Service discovery which is defined as the process performed by end-user devices
to discover appropriate services requested by a user and without manually con-
figuring devices and programs. The purpose of this process is to reduce human
effort and precious time spent during the network configuration especially when
looking for available services.

D. Network resilience which deals with the ability to provide and maintain an
acceptable level of service on the network especially in the face of faults and
challenges.

4.5 The Challenges in Service Discovery

In the past years, a lot of work has been proposed in the field of service discovery in
computer networks, which resulted in the development of several service discovery
models. These models include Sun’s Jini technology, Microsoft’s Universal Plug and
Play (UPnP), Salutation, Service Location Protocol (SLP) [11], Apple’s Bonjour,
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Bluetooth Service Discovery Protocol (SDP), etc. The most dominant ones included
UPnP, Bluetooth SDP, Apple’s Bonjour, and Sun’s Jini [6].

However, most of these models were developed mainly for small office, and
home or enterprise networks [1, 14, 15, 31]. For this reason, these models are not
scalable enough to be employed in WMNs. Furthermore, the work by Villaverde
et al. [26] discussed that these protocols were not designed to be power efficient
and consequently introduce significant overhead when adapted to wireless networks
composed of devices with limited power supply.

With the aim of trying to diminish the drawbacks mentioned above, a Mesh-
enhanced Service Location Protocol (mSLP) was presented by Zhao et al. [30].
However, this model too does not scale well in WMNs as service registration must
be replicated between all the servers [1, 15].

On the other hand, other models were employed for MANETs whereby energy
consumption and message dissemination were the two major concerns. Conse-
quently, these models were found not scalable enough for WMNs [14, 15]. The
primary reason is that these models apply flooding techniques as there are no ded-
icated servers on MANETs, which leads to network overhead [14]. Additionally,
flooding of query messages consumes a lot of bandwidth, computation resources,
and battery resources [28]. The work by Deepa and Swamynathan [7], Zakarya and
Rahman [28], further discussed node mobility as another challenge experienced in
MANETs. The primary reason is that it affects service availability because of fre-
quent disconnection between service transmitters and receivers [3, 7].

In this study, therefore, we proposed NOMmodel in order to solve the mentioned
drawbacks and optimize the performance of service discovery in WMNs. The pro-
posedmodel provides an improved service discovery throughput, service availability,
service selection probability, and reduced service discovery delay.

5 Related Work

Several types of research have been ongoing currently in various ways to optimize
the performance of service discovery in WMNs. In this Section, we discuss briefly
some of these researches.

5.1 QoS Aware Service Selection (QSS) Model

Kumar et al. [16] developed a QoS-aware service selection (QSS) model in order to
provide QoS in the presence of constraints such as delay, jitter, and service avail-
ability. The research discovered that most of the existing models were mainly con-
cerned about energy consumption which should not be the concern in WMNs as
mesh nodes have limited mobility. In the model, services were discovered based on
a defined cost-effective (CE) metric which guides ants regarding the path to choose
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between the source and destination. Compared to other models, ants in the model are
not launched randomly but based on the Guided Search Evaluation (GSE) criterion.
The GSE criterions also aid in decision-making when two paths have the same CE
metric. The authors claim that the model provided better performance than other
conventional models with respect to convergence, end-to-end delay (jitter), and ser-
vice availability. However, the authors did not consider having a definite number
of users given access to services simultaneously which yields to link congestions,
data collisions, interference, etc. Additionally, in the model, different services are
not given priorities, which affect QoS. Similarly, NOM model uses ACO to choose
the most cost-effective path whenever each transmitter has to be searched to identify
if it possesses the requested service.

5.2 FLEXI-Mesh Service Discovery (MSD) Model

Krebs [14] developed a cross-layer service discovery model called the FLEXI-Mesh
Service Discovery (MSD) model. The proposed model was employed to ensure that
wireless MRs dynamically established a virtual backbone. In the model, nodes auto-
matically reorganize themselves in order to adapt to network changes in terms of
structure and stability. The model uses the Optimized Link State Routing (OLSR)
protocol and Domain Name System Service Discovery (DNS-SD). The OLSR pro-
tocol aids in finding most cost-effective routes. Meanwhile, the DNS-SD is used to
offer clients an opportunity to discover, using standardDNS-messages, a list of named
instances of the requested service. The authors claim that an adaptive (hybrid) service
discovery mechanism which switches between ad hoc and supernode-based back-
bone systems outperforms a static operation mode system. This is because WMNs
vary in network stability, device capabilities, and different mobility patterns. How-
ever, the problem with OLSR is that it requires a lot more bandwidth and Central
Processing Unit (CPU) power to compute optimal paths on the network than does
the ACO. Additionally, DNS-SD limits message forwarding to a maximum of hops,
which makes it unfit for WMNs. Moreover, authors did not take into account factors
such as clogging, which could be caused by many users given access to services at
the same time. In this study, we have carefully considered such bottlenecks. We have
also given different priorities to services to improve QoS.

5.3 A Model to Assure a Certain Level of QoS

Ahmad and Khalid [1] presented a service discovery model that assured certain lev-
els of QoS. The model was proposed to avoid flooding and broadcasting of packets,
which leads to discovery overhead. The aim was to reduce the routing update over-
head by using different exchange periods for different entries in the routing table.
In the model, a combination of Fisheye State Routing (FSR) and OLSR are used
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to minimize the flooding and broadcasting of packets. This new routing protocol
aided in dividing the network into different scope levels for service advertisement
and discovery. Meanwhile, the Normalized Link Failure Frequency (NLFF) metric
is used to randomly select backbone nodes to be service directories based on the
networks’ stability constraints. The authors claim that the model would achieve a
reduced network load; reasonable mean time delay by the requests initiated by the
clients, a great average hit ratio of successful attempts, and reduced battery power
consumption. However, this model did not take into account factors such as service
response and availability, nor did the research did consider defining the number of
service receivers to be granted access to services simultaneously. Additionally, the
authors did not provide any experimental evaluations. On the other hand, in our pro-
posed model, we give different priorities to the available services, which assure a
certain level performance during service discovery.

5.4 A Scalable Two-Layered Approach for Distributed
Service Discovery

Krebs and Krempels [15] developed a scalable two-layered approach for distributed
service discovery in WMNs. The authors proposed the model after realizing that
other models were optimized for highly dynamic environments. The model uses
OLSR to apply anycast functionality. This aids in increasing service cache reliabil-
ity, client transparency, and locality improvements, which further enables clients to
communicate with the best service cache to register or query for services. This model
integrated two replicate techniques that are exponential backoff and sends control
in order to prevent severe duplicate information dissemination. The authors claim
that this technique reduced delay and increases successful anycast queries. However,
in this model service records are not consistent within service caches at any time.
Additionally, the model does not have a definite number of receivers to be given
access to service at the same time, which leads to clogging. Moreover, services are
not given different priorities. On the other hand, we use ACO rather than OLSR.

5.5 Distributed-Hash Table Localized Service Discovery
(DLSD)

Wirtz et al. [27] developed a Distributed-Hash Table Localized Service Discovery
(DLSD) in order to maintain high transmission performance and minimize interfer-
ence in WMNs. The study discovered that services and data discovery using undi-
rected broadcast or multicast messages significantly degrade network performance
because of link interferences and data collisions. In the model, Distributed-Hash
Tables (DHTs) are used to offer consistent mapping of services and data, which
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permits directed unicast discovery and access. This aids in minimizing multi-hop
transmission and ensured global reachability. The authors’ claim that by searching
in local sub-address spaces, their model reduces the number of overlays and underlay
hops compared to Mesh-DHT and Chord. However, Mesh-DHT experiences delay
in the event whereby the requested item is not found within the most local provider
because it has to be searched within other providers through broadcasting or multi-
casting, which leads in traffic congestions and data collisions. Additionally, we argue
that the authors did not consider limiting the number of receivers to be given access
to services simultaneously. We further considered choosing the most cost-effective
path whenever transmitters are to be searched for the requested services.

5.6 Existing Service Discovery Routing Protocols

A number of routing protocols have been proposed. However, routing protocols have
been designed for specific network sizes. The aim has been to establish themost cost-
effective path between the source and destination, which is achieved by allowing the
exchange of routing tables or known networks between routers. Additionally, there
are two types of routing protocols: static and dynamic routing protocols.However, the
work byManvi et al. [17] presented a performance analysis of anAd hocOn-Demand
Distance Vector (AODV), Dynamic Source Routing (DSR), and swarm intelligence
routing protocols. Their objective was to evaluate, using extensive simulation exper-
iments, the routing performance of these routing protocols for Vehicular Ad Hoc
Networks (VANETs). For the movement of vehicles, they used the random way-
point model. In order to analyze the performance of these protocols, the following
performance measures were considered: Throughput, Latency, Delivery ratio, and
Delivery cost. Through experiments, the authors discovered that swarm routing pro-
tocols providemore promising results than doAODVandDSR.Additionally, Shruthi
and Hemanth [24] concurred that swarm intelligence routing protocols outperform
the standard MANET routing protocols like AODV, DSDV, DSR. Consequently, we
have used ACO, which is a swarm-based routing protocol and aided in choosing the
most cost-effective path whenever transmitters are to be searched for the requested
services.

Unfortunately, various existing service discovery models have been more con-
cerned about energy consumption andmessage dissemination. Some of these models
applied flooding and broadcasting of query messages, which led in link congestion,
data collisions, link interferences, etc. In these models, services were not given dif-
ferent priorities based on their varied workflow procedures, which does not assure a
certain level of performance during service discovery. Additionally, these models did
not consider having adefinite number of receivers to be given access to services simul-
taneously. These gaps yielded to poor QoS. In this study, we propose NOM service
discovery model in order to optimize the performance of service discovery inWMNs
by prioritizing services, defining a number of receivers to be given access to services
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simultaneously, aswell as choosing the cost-effective path between transmitterswhen
each transmitter has to be searched to identify if it possesses the requested services.

6 System Architecture

In setting up the proposed WMN architecture various resources are pooled as shown
in Fig. 6. These components include Layer 3 switches, securedMGs, servers, Linksys
wireless router/Access Points (APs) representing MRs, and end-user devices such as
PDAs representingMCs. The network consists of 3MRs connecting clients to the net-
work. Recent Linksys wireless routers include the Linksys EA9500 Max-Stream™
AC5400 MU-MIMO Gigabit Router, Linksys RE6500 AC1200 Dual-Band Wire-
less Range Extender, Linksys EA6900 AC1900 Dual-Band Smart Wi-Fi Wireless
Router, Linksys RE4100WN600 Dual-BandWireless Range Extender, and Linksys
EA6350 AC1200+ Dual-Band Smart Wi-Fi Wireless Router. These MRs connect to
the Layer 3 switch configured as the Transmitter, since it has the capacity to handle
large amounts of traffic, possess different interface ports including Gigabit interface
that connects to the secure server.

The recent Layer 3 switches now on the market include the Cisco SG300 series,
Cisco 3650, 4500, and 6500, NETGEARM4100, SG500-28P, and others. The trans-
mitter provides centralized network management and configurations. Its responsi-

Fig. 6 Typical WMN proposed by Ndlovu et al. [20]
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bility is to facilitate the communication between service transmitters and receivers.
Furthermore, the advantages also include: the combination of routing and bridg-
ing features simultaneously, multiple Ethernet interfaces, ease of configuration, and
lower cost-effective than purchasing and installing a router. Additionally, it supports
advanced QoS features such as the prioritizing, classifying, policing, marking, queu-
ing, and scheduling of packets. Consequently, in this study, it aids in the prioritization
of services according to their varied workflow procedures.

The secured gateway is statistically configured with an Internet Protocol (IP)
address. It facilitates the connection to remote sites and\or other networks. The server
is configured with a static IP address used as a Domain Name System (DNS) address.
Its purpose is to host files and databases as well as to deal with configurations and
security issues. Consequently, it serves to store information about available services.
The MRs are statistically configured with unique IP addresses. Lastly, MCs are
configured with dynamic IP addresses through the Dynamic Host Configuration
Protocol (DHCP).

In the proposed NOMmodel, we have mathematically modeled the network by a
directed graph, which is represented by G � (V, E) whereby V � (v1, v2, . . . , vn)

represents the number of mesh nodes on the network and E � (e1, e2, . . . , en)
represents the number of links for both internal and external communications such
as connections to the Internet. Asmentioned in Sect. 1,WMNs are comprised ofMRs
andMCs. AnyMR has the potential to provide routing capability for gateway/bridge
functions. Therefore, among V nodes, J may represent the gateway, so |V | − J
represents ordinary MRs.

As shown inFig. 6, onWMNs,Linksyswireless router orAPs, have the potential to
relaymessages to and/or frommesh clients in a single hopormulti-hopmanner. These
APs further relay messages to and from the Internet through MGs. Clients (MCs)
are end-user devices such as desktop computers, laptops, PDAs, mobile phones, etc.,
connected to MRs using wireless or wired links. Additionally, MCs represent both
service transmitters and receivers.

In this study, therefore, we propose amodel for facilitating service receivers to dis-
cover services without any user intervention. Consequently, any receiver joining the
network expects the network to have n services available. Thus s � (s1, s2, . . . , sn)
wherein s represents the set of services and si represents each service on the network.
Consequently, si ∈ s and i � 1, 2, 3, . . . ,∞. Since services have different work-
flow procedures, int this study, all available services are given different priorities in
order to guarantee a certain level of performance. These priorities are represented by
sn > sn−1 > sn−2 > · · · > s1.

7 Modelling and Simulation

In this Section, we present the proposed NOM service discovery model and simula-
tions. We discuss in depth the implementation stages involved.
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7.1 Model Implementation

Based on Fig. 6, we use the PSO algorithm to dynamically define and give different
priorities to services on the network. Its purpose is to guarantee a certain level of
performance to data flowduring service discovery.On the other hand,weuse theACO
algorithm to effectively establish the most cost-effective path between transmitters
whenever each transmitter has to be searched to identify whether it possesses the
requested service(s). Its purpose is to reduce end-to-end delay and minimize packets
loss during transmission. In the model, every transmitter maintains its routing table
whereby ants are launched fromoneTransmitter to another in search for the requested
service(s). Furthermore, we design and implement the LCR algorithm to define the
number of service receivers to be granted access to services simultaneously. The
purpose is to have a definite number of receivers to be granted access to service in
order to solve congestion problems.

In the model, we begin by determining and defining the numbers of Transmitters,
Tx and Receivers, Rx in the wireless network as given by Eq. (1):

Rx ≥ Tx (1)

We then define and prioritize service receivers, r, and transmitters, t, on the net-
work using the PSO algorithm as given by Eq. (2):

Xl
r ≤ Xr ≤ Xu

r ∀r
Xl
t ≤ Xt ≤ Xu

t ∀t (2)

where: X represents the priority given to each service transmitter and receiver. But
L and U represent the least and highest priority for each service transmitters and
receivers.

Therefore, each receiver must be a member of a given transmitter, and this is
denoted by Eq. (3):

rn ∈ t (3)

Furthermore, we define and prioritize services supported by the network using
the PSO algorithm as given by Eq. (4).

Xl
s ≤ Xs ≤ Xu

s ∀s (4)

where: X represents the priority given to each service. But L and U represent the
lowest and highest priority given to each service.

Each transmitter and receiver must be able to receive or send a service request or
acknowledgment. This is represented by Eq. (5):

sn∃t & sn∃r (5)
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No particular receiver can request more services than are on the network and that
the tn can offer and provide.

Furthermore, the ACO is employed to determine the most cost-effective path
whenever each transmitter has to be searched to identify whether it possesses the
requested service. This is represented by the following equation:

P (r)
t1tn �

⎧
⎪⎪⎨

⎪⎪⎩

τ∝
t1 tn∑

tn∈N (r)
t1

τ∝
t1 tn

if tn ∈ N (r)
t1

0 if tn�N
(r)
t1

(6)

Any receiver/requester, r, located at transmitter t1, use pheromone trail τ∝
t1tn to

compute the probability, P, of choosing tn as the next transmitter. ∝ denotes the
degree of importance of the pheromones and N (r)

t1 indicates the set of neighborhood
transmitters of the receiver when located at the transmitter t1. The neighborhood of
transmitter t1 contains all the transmitters directly connected to the transmitter t1
except for the predecessor transmitter. This limits the receiver from returning to the
same transmitter visited immediately before transmitter t1. A given receiver travels
from one transmitter to the next in search of services.

Before returning to the home transmitter, the nth receiver deposits �τ r of
pheromone on arcs, it has visited. The pheromone value τt1tn on the arc (t1, tn)
traversed is updated using Eq. (7), which gives us the total delay to get the service:

τt1tn ← τt1tn + �τ(r) (7)

Therefore, because of the increase in pheromone, the probability of this arc being
selected by the forthcoming receivers on the network increases.

Also, we have to consider that whenever a receiver moves to the next transmitter
in search of services, the pheromone evaporates from all the arcs according to the
following relation:

τt1tn ← (1 − p)τt1tn ;∀(t1, tn) ∈ A (8)

where: p ∈ (0, 1) is a parameter and A denotes the segments/arcs traveled by the
receiver r in its path from home to destination. A decrease in pheromone intensity
favors the exploration of different paths during the search process. This, in return,
favors the elimination of poor choices made in the path selection. Iteration, there-
fore, is a complete cycle involving receiver movement, pheromone evaporation, and
pheromone deposit.

After all the receivers have returned to the home transmitter, the pheromone infor-
mation is updated using the relation given in Eq. (9):

τt1tn � (1 − p)τt1tn +
∑N

r�1
�τ

(r)
t1tn (9)
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where: p ∈ (0, 1) represents the evaporation rate (pheromone decay factor) and
�τ

(r)
t1tn is the amount of pheromone deposited on arc t1tn by the best receiver.
Themajor goal of pheromone update is to increase the pheromone value associated

with good or promising paths. The pheromone deposited on arc t1tn by the best
receiver is given by Eq. (10):

�τ
(r)
t1tn � Q

Lr
(10)

where: Q represents a constant and Lr is the length of the path traveled by the
receivers.

However, for every service request, a maximum of five receivers are allowed to
request services simultaneously and then leave the media for the next receivers. This
is because none of the existing models specified or defined the number of receivers
to be granted access to service simultaneously causing congestion problems. Conse-
quently, in the proposed model, we apply the LCR to eliminate such bottlenecks.

Algorithm: Link Congestion Reduction (LCR) 
Input: Number of service receivers (r) 
Output: 
While number of waiting for service receivers > 0 Do 
 If number of waiting for service receivers > 4 Then
  For service receivers to be given access = 1 to 5 Do
   Discover the requested services on the network. 
   Then leave the media for the next service receivers. 
  End For 
 Else 
  Discover the requested services on the network. 
 End If 
End While

In discovering any service by the rn , the 1st five receivers in priority order can
request the available services on the network. The above iteration is implemented for
the remaining receivers on the network until all get to receive the requested services.

Lastly, a maximum of ten services can be requested at any particular time in the
model, and those ten servicesmust be in priority order. This improves theQoS, which
further improves service discovery throughput, service availability, service selection,
and service discovery delay.

7.2 Simulation Set up

The simulations were carried out usingNS2Version 2.35 (NS-2.35) with a developed
model of IEEE 802_11b/g. We employed this tool because it is freely available on
the Internet; it works on different operating systems, and as it has many users, so help
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from others is readily available. The simulation scenario of the topology used to carry
out the simulations is shown in Fig. 7. This topology represents the proposed WMN
to carry out the simulations. The setup consists of 43 nodes. There are 30 mobile
nodes (service receivers) randomly placed on a network and numbered 13–43. For
the mobility, a random waypoint is used wherein each node moves—around until its
mobility-time ends.

We useOmni-directional Antenna for wireless transmission and reception of data.
We also use Link Layer (LL) to process and transmit the messages. Furthermore, we
use Queue/DropTail/PriQueue to give different priorities to service requests based on
the priorities assigned to service transmitters by the PSO algorithm, thus improving
QoS. The bandwidth is 512Kbwith the delay of 5ms, andmessage length of 64 bytes.
We have 3 transmitters and each labeled “Transmitter” with 600 meters coverage.
The transmitters are placed at (413, 517), (1045, 700), and (1345, 174). Furthermore,
we have 10 services labeled with service names such as Voice-on-Demand, etc.
The services are randomly placed nearby each transmitter. The proposed model is
implemented on the distribution (transmitter) layer of the network.

We then run the simulations 100 s for each evaluation. The evaluations were
performed a minimum of 5 times in order to obtain convincing results. The primary
reason is that NS2 is not scalable, so simulation results might not be reliable. The
results are recorded in trace files and used to calculate throughput, delay, service
availability, as well as service selection. The R Programming is used to graphically
display the analyzed results obtained. However, in order to calculate the average

Fig. 7 WMN simulation scenario
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discovery throughput, service available, service selection, and discovery delay, we
have to code, compile and run AWK programs. We observe packet losses in the
simulations. Lastly, we evaluate NOM model against QSS and FLEXI-MSD.

As mentioned in Sect. 1, in the model, we integrate the PSO, ACO, and LCR
algorithm. The PSOalgorithm is used to define and prioritize services on the network.
The purpose is to give different priorities to different services in order to assure a
certain level of performance during service discovery inWMNs. ACO is used to find
and choose the cost-effective path between transmitters. The purpose is to determine
the shortest path between transmitters whenever each has to be searched to identify
if it possesses the requested service. ACO is an adaptive nature inspired routing
technique applied to routing protocols in wired/wireless networks. Its responsibility
is to find the shortest path between the source and destination nodes.

When compared to other routing protocols such as Routing Information Proto-
col (RIP) and Open Shortest Path First (OSPF), this technique can be attached to
data, supports the frequent transmission of ant agents, reduces routing overhead, and
updates an entry in a pheromone table independently.

There is quite a number of routing protocols that apply the ACO technique. How-
ever, theseACO-based routing algorithms are designed for different network sizes. In
this work, we employ AntHocNet, a routing protocol proposed for wireless networks
such as MANETs, with less or more than 50 nodes compared to other protocols. Fur-
thermore, AntHocNet is more efficient and scalable to deliver packets than other
MANETs routing protocols such as AODV, OLSR, etc. In the proposed model, the
goal of ants is to travel from one transmitter to another using the shortest path in
search for the requested service(s) while depositing pheromones and updating the
routing tables. Once one of the ants finds the requested service, all other ants are
notified about that path through pheromone trails. Additionally, rather than OLSR,
AntHocNet does not rely on bandwidth and energy which reduces bandwidth usage
and energy consumption.

NS2 which is an object-oriented discrete-event network simulator targeted at net-
working research. The purpose is to evaluate the behavior and performance of com-
munication networks. The proposed model has generated service discovery through-
put, service discovery delay, service availability and success probability of service
selection results as shown and discussed in Sect. 8.

8 Results and Discussions

In order to test and evaluate the performance of the proposed service discoverymodel,
we had set up a framework that evaluates the factors of QoS in NS2. Simulations
have been conducted for the NOM, QSS, and FLEXI-MSDmodels. The two models
were chosen mainly because they were also proposed to improve discovery rate, dis-
covery delay, and success probability of service selections. The results are recorded
to ascertain the objectives of this study.
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Fig. 8 Service discovery
throughput

8.1 Service Discovery Throughput

We observe an incline in service discovery throughput between 10 and 20 s in the
proposed model as shown in Fig. 8. More and steady service discovery throughput is
observed between 20 and 50 s. However, the service discovery throughput drops a bit
between 60 and 100 s. Themodel has achieved an average service discovery through-
put of 80% thereby reducing link congestion, data collisions, and link interferences
while improving QoS.

The proposed NOM model improved service discovery throughput compared to
QSS and FLEXI-MSDmodels as shown in Fig. 8. This is because we defined amaxi-
mum number of service receivers to be granted access to the services simultaneously
and then leave the media for the next service receivers. This reduces link conges-
tion, data collisions, and link interferences. We also permit a maximum number of
services, in priority order, to be accessed by the defined number of service receivers
simultaneously, which improves QoS.

8.2 Service Availability

More services become unavailable at 10 and 20 s and this is because the simulation
is at the initialization state wherein nodes (whether mobile or stationary) are busy
locating themselves available in the entire network. However, as time goes on, the
service availability becomes improved in the NOM model as shown in Fig. 9. That
is why between 30 and 60 s, the service availability elevates to 85, 95, 94 and 93%
respectively, realizing an average service availability of 92%. This shows the need



Modeling of Service Discovery Over Wireless Mesh Networks 339

Fig. 9 Service availability

and importance of considering mobility issues for future service discovery mod-
els. The service availability is further affected by the number of requests processed
simultaneously.

In the proposed model, the service availability is improved compared to QSS and
FLEXI-MSD models. However, looking at Fig. 9, the service availability at the start
of the simulation is very low. This is because of the mobility of nodes while joining
the network. The service availability then rises up and drops after sometimes and
that is because, at some point, all the services become unavailable as a result of
being in use by service receivers. This means as the services become available, the
service availability rises up. Furthermore, the service availability is also affected by
the mobility of nodes on the network.

8.3 Service Selection

NOMmodel has an improved success probability of service selection beingwitnessed
compared to QSS and FLEXI-MSD models. Through Fig. 10, we can observe an
incline in service selection for the proposed model. This observation is attributed to
having a definite number of service receivers to be given access to services simul-
taneously, which ensures that all service receivers get to access available services
while reducing packet losses caused by link congestions, data collisions, as well as
link interferences.

Here we present the success probability of service selection obtained by NOM
model compared to QSS and FLEXI-MSD models. Through Fig. 10, we observe a
promising success probability of service selection in NOM compared to QSS and
FLEXI-MSD. This is because the proposed model ensures that all service receivers
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Fig. 10 Service selection

get to be given access to the services. This is achieved by having a definite number
of service receivers given access to services simultaneously, which aids in reducing
packet losses that could be caused by link congestions, data collisions, as well as
link interferences.

8.4 Service Discovery Delay

NOMmodel has the least service discovery delay of 1.8 s being witnessed compared
to QSS and FLEXI-MSD models, that witness more service discovery delay of 3.5
and 6.8 s respectively, as shown in Fig. 11. A maximum of 2.3 s of service discovery
delay is witnessed in the proposed model. The observation is attributed to reduced
link congestions, data collisions, and link interferences.

Through Fig. 11, we present the service discovery delay obtained throughout
simulations by NOM model compared to QSS and FLEXI-MSD models. It is clear
that NOM provides a reduced service discovery delay. These promising results are
achieved as link congestion, data collisions, and link interferences are reduced. We
reduced such by defining a number of service receivers to be given access to services
simultaneously, which also minimizes bandwidth usage.

9 Conclusion and Future Work

In most of the existing service discovery models, energy consumption and message
dissemination seem to be two major concerns that were most taken into consid-
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Fig. 11 Service discovery
delay

eration. Furthermore, various existing models perform flooding and broadcasting
of messages, leading to link congestions, data collisions, and link interferences in
WMNs. Apart from that, these networks continue to experience the increasing num-
ber of consumers competing for available services and resources. These competitions
degrade QoS and form a major contribution to the poor performance of service dis-
covery on these networks. Consequently, the quick and timely discovery of services
and resources becomes an essential parameter in optimizing the performance of
service discovery on these networks.

In this Chapter, we introduced and presented various factors affecting the perfor-
mance of service discovery in WMNs. An overview, benefits, critical design factors
and application areas of WMNs were also presented. Furthermore, we discussed
existing service discovery model and various gaps found in these models. There-
after, we presented a detailed implementation, simulation, testing, and evaluation
of the proposed model. On the other hand, we analyzed and discussed the results
obtained through simulations.

In the model, we integrated the PSO, ACO, and LCR algorithms to optimize the
performance of service discovery in WMNs. We used the PSO algorithm to dynami-
cally define and prioritize services on the network in order to guarantee a certain level
of performance to data flow during service discovery. We used ACO algorithm to
choose the cost-effective path whenever each transmitter has to be searched to iden-
tify if it possesses the requested service(s) or resource(s). Furthermore, we designed
and implemented the LCR algorithm to define the number of service receivers that
must be granted access to the available services simultaneously.

We demonstrated by Network Simulator 2 (NS2) that the proposed model outper-
forms QSS and FLEXI-MSDmodels. NOM improves service discovery throughput,
service availability, service selection success probability, and reduces service dis-
covery delay compared to QSS and FLEXI-MSD. The model yielded an average
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service discovery throughput of 80%, service availability of 96%, service selection
of 89, and service discovery delay of 1.8 s from the simulation and testing results in
NS2.

Furthermore, research could focus on applying the improvedPSOknownasAccel-
erated Particle Swarm Optimization (APSO). Considering the advances of the Inter-
net of Things (IoT) , security is also an important area of research to be considered
in the field of service discovery in WMNs. Lastly, we recommend these finding for
enterprise telecommunication and networking industries.
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