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Preface

Polymer reaction engineering of dispersed systems is a dynamic and broad research

field with a high impact on everyday life. This is particularly obvious for dispersion

paints but has many more aspects. Consequentially, the present volume of

Springer’s Advances in Polymer Science is intended to provide a review recogniz-

ing relevant research in both academic and industry labs.

The occasion to start work on this volume was the upcoming 65th birthday of Prof.

Dr. Hans-Ulrich Moritz, to whom the authors dedicate this edition. Prof. Moritz’s
scientific work covers manifold aspects with a major focus on dispersed systems and

reactor design, such as Couette–Taylor reactors and bent tubular reactors for contin-

uous emulsion polymerization. The industrial realization of spray polymerization has

relied on the research and development in his labs. Additionally, his interests include

special research fields such as chemical safety engineering and online analytics.

José M. Asua opens the present volume with a description of the current

knowledge of emulsion polymerization and moves on to the challenges of the

unknown in this multiphase system.

A special chapter on mass transport in complex mixtures is contributed by Klaus

Tauer, ChunxiangWei, Amit Tripathi, and Olga Kiryutina. The mechanism of mass

transport is one of the key processes of emulsion polymerization and is currently

being controversially discussed. The authors do not just give a literature overview;

rather, they dispute the various aspects of mass transport. The field of precipitation

polymerization is presented by Liborio Ivano Costa and Giuseppe Storti, with a

main emphasis on modeling. They summarize the most relevant aspects of the

process, focusing on the free-radical polymerization mechanism, with an emphasis

on the key role of radical interphase transport.

Despite an incomplete theoretical description and perhaps a lack of comprehen-

sive understanding, polymerization in dispersed systems is a solid base for eco-

nomically successful industrial products. There is a high level of empirically

elaborated know-how, especially in industry, that may have been condensed into

accurate but unpublished theoretical models.

A key factor for success is process monitoring and control. Hence, Eric

Frauendorfer, Muhammad Babar, Timo Melchin, and Wolf-Dieter Hergeth

vii



summarize and discuss the latest process-monitoring technologies, focusing on

their applicability.

Facing the challenges of the unknown, an overview on stimuli-responsive

latexes is given by Michael F. Cunningham, Philip G. Jessop, and Ali Darabi.

The field of stimuli-responsive latexes opens new application fields with switchable

stabilization/destabilization. Therefore, coagulation and stability modeling is

presented by Martin Kroupa, Michal Vonka, Miroslav Soos, and Juraj Kosek, as

well as by Hua Wu, Dan Wei, and Massimo Morbidelli. Stabilization by Pickering

emulsion and development of novel materials therefrom are reviewed by He Zhu,

Lei Lei, Bo-Geng Li, and Shiping Zhu. Klaus-Dieter Hungenberg and Ekkehard

Jahns take a look at the future of emulsion polymerization processes from an

industrial perspective.

Shaghayegh Hamzehlou and Jose Ramon Leiza review the field of composite

polymer latexes. They elaborate on recent developments in the synthesis and

application of composite (hybrid) latex particles, including polymer–polymer and

polymer–inorganic latex systems and modeling efforts to simulate the development

of particle morphology.

New products with novel characteristics are to be expected as further monomer

resources become available, preferably from renewable sources. This emerging

research field is reviewed by Yujie Zhang and Marc A. Dubé. They give a

comprehensive overview of the technology and show the variety of substance

classes from sustainable sources. General aspects of continuous emulsion polymer-

ization are summarized by Werner Pauer, and the field of polyolefin production is

discussed by M. Ahsan Bashir and Timothy F. L. McKenna.

PVC is one of the large-scale polymers produced by dispersion polymerization

processes. However, in the currently accessible scientific literature, reports on PVC

do not nearly have the corresponding volume. Costas Kiparissides thus gives a rare

review, gathering knowledge on modeling of the dynamic evolution of the poly-

merization rate, concomitant average molecular weights, and morphological prop-

erties of dispersion PVC.

I am confident that this digest on dispersed systems provides a sound compila-

tion of the current state of the art, which can be consulted by both young researchers

and experienced practitioners.

I would like to express my very sincere thanks to the authors for their support

and timely responses, to the reviewers for their important feedback, and to the

whole editorial team of Advances in Polymer Science for their valuable assistance.
Special thanks from the editor go to the Hamburg Institute of Technical and

Macromolecular Chemistry for its continuous support in completing this volume –

in particular, to Prof. Dr. Dr. hc. mult. Walter Kaminsky, Prof. Dr. Patrick Théato,

Prof. Dr. G. A. Luinstra, and Mrs. Christina Khenkhar.

Hamburg, Germany Werner Pauer

1 June 2017
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Challenges in Polymerization in Dispersed

Media

José M. Asua

Abstract Polymerization in dispersed media is commercially employed to fabri-

cate a wide range of specialty polymers. Thus, a deep understanding of the process

is instrumental in improving the performance of these materials in current applica-

tions and in the development of new applications. This article gives a personal view

of the fundamental knowledge available, pointing out aspects that are open to

discussion, need improvement, or simply missing.

Keywords (Mini)emulsion polymerization • Mathematical modeling •

Mechanisms • Particle morphology • Process efficiency • Radical entry and exit
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1 Introduction

Polymerization in dispersed media is commercially used to synthesize a wide range

of specialty polymers such as adhesives, paints and coatings, paper and paperboard,

carpet backing, inks, additives for leather and textiles, tires, redispersible powders,

and impact modifiers for plastics and flocculants [1–4]. They are also used in

chromatography packing materials [5] as well as in biological [6–8], biomedical

[7, 9–18], and pharmaceutical applications [19–21]. Potential applications include

anticounterfeiting [22], chemosensors [23–26], catalyst supports [27], enzymatic

polymerization [28], photoswitchable fluorescent particles [29], polymeric photo-

resists [30], light-emitting diodes [31], night-vision displays [32], multicolor optical

coding [33], ultrabright fluorescent polymer nanoparticles [34], single photon emis-

sion quantum dots [35], energy storage [36–40], surface-enhanced Raman scattering

substrates [41], dielectric elastomer actuators [42], and solar cells [43, 44].

Polymer dispersions are produced by a series of closely related polymerization

methods, including emulsion polymerization (accounting for themajority of polymer

dispersions), microemulsion polymerization, miniemulsion polymerization, and dis-

persion polymerization. The first three methods use water as a continuous medium.

When organic solvents are used, the process is referred to as inverse (mini/micro)

emulsion polymerization. In dispersion polymerization, solvents ormixtures of water

and solvents are used as continuous medium. The similarities and differences

between these methods are well known and are not discussed here. The interested

reader is referred to general books on this subject [1–4, 45]. Strictly speaking,

suspension polymerization, which is the main process in the production of poly

(vinyl chloride), should be included as a method for polymerization in dispersed

media; however, it is not discussed in this article because it is kineticallymore similar

to bulk polymerization, and the polymer produced is not used as a dispersion.

The performance of dispersed polymers is determined by multiple characteris-

tics (copolymer composition, monomer sequence distribution, molecular weight

distribution (MWD), polymer architecture, particle morphology, particle surface

composition, etc.). Furthermore, because dispersed polymers are product-by-pro-

cess materials that cannot be transformed after the reaction, all the required

characteristics should be achieved in the reactor (Fig. 1). Therefore, the big

challenge is to develop an optimal process strategy that, in addition to achieving

the required properties, ensures the cost efficiency, consistency, and safety of the

production. Because a deep understanding of the process is key to development of

such a process strategy, this article gives a personal view of the fundamental

knowledge available, pointing out aspects that are open to discussion, need

improvement, or simply missing.
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2 Understanding the Characteristic Mechanisms

of Polymerization in Dispersed Media

Free-radical polymerization (FRP) accounts for most of the polymer produced in

dispersed media and its most relevant kinetic characteristic is radical compartmen-

talization. Radical compartmentalization refers to the fact that radicals in different

particles cannot undergo bimolecular termination. Under these conditions, key

aspects such as polymerization rate, MWD, and polymer architecture depend on

the number of radicals in each particle, which, in turn, is determined by the rates of

radical entry and exit to and from the particles and termination inside the particles

(Fig. 2). The importance of these mechanisms has prompted research aimed at

understanding the mechanisms involved. Several reviews on these mechanisms

have been published recently [46–48]. Here, the discussion is centered on the

predictive value of the rate coefficients obtained from these mechanisms.

2.1 Radical Entry

The basic mechanisms are relatively well understood. Radicals appear in the

continuous phase either from the initiator or by radical desorption from polymer

particles. If they are lyophobic (hydrophobic when the continuous phase is water),

Fig. 1 Challenges in the production of dispersed polymers
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they can enter directly into the polymer particles. Otherwise, to be able to enter into

polymer particles, they must react with the monomer dissolved in the continuous

medium to become either surface active or hydrophobic. The entry of these surface

active/hydrophobic radicals has been treated as a collisional [49], diffusional [50],

or colloidal [51] process. Furthermore, it has been proposed that the rate-

determining step is propagation in the aqueous phase [52]. A lot of effort has

been devoted to clarifying these mechanisms, mostly using the dependency of the

entry rate coefficient with respect to particle size as a criterion for distinguishing

between mechanisms [53–60]. There is general agreement that the propagational

model fits the data well for systems in which the aqueous solubility of the growing

oligoradical varies sharply upon addition of a monomeric unit (e.g., in the poly-

merization of styrene). On the other hand, the usefulness of this model for more

hydrophilic monomers is open to discussion. It is worth pointing out that these

studies were carried out using “academic” systems, namely, homopolymerizations

in systems with low solids content. However, industrial systems include at least two

main monomers and at least one functional monomer, often containing a carboxyl

group. In such systems, there is a wide variety of oligoradicals in the aqueous phase

and each of them undergoes entry at a different rate [61, 62]. This is complicated by

the fact that radical entry can be affected by the surfactant used [63–65]. Currently,

there is no reliable way to predict the average radical entry rate.

Fig. 2 Characteristic mechanisms of polymerization in dispersed media
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2.2 Radical Exit

Exit of radicals requires the formation of a small radical that presents some

solubility in the continuous phase. A small radical is most often formed through

chain transfer to monomer and, once formed, may desorb to the aqueous phase if it

does not undergo either propagation or termination in the polymer particle. Once in

the aqueous phase, a small radical may react there or reenter a polymer particle. In

the latter case, the net desorption rate is zero. Comprehensive models accounting

for these mechanisms have been developed [66, 67]. These models predict that the

exit rate coefficient decreases with the solids content for particles of the same size

and increases with the concentration of radicals in the aqueous phase, because of

the, respectively, higher and lower probability of re-entry. In addition, for a

constant solids content, the exit rate coefficient is not significantly affected by the

particle size because of the counteracting effects of decreasing particle size and

increasing number of particles. Nevertheless, for a constant number of particles, the

exit rate coefficient decreases as the particle size increases [66]. These effects may

be larger than predicted by the models because the models consider that the

particles are surrounded by a stagnant layer of water of a thickness larger than the

size of the particle. However, this is not the case for commercial latexes, where the

distance between particles is around 10–15 nm. This close packing can affect the

predictions [60]. A practical consequence of the dependency of the exit rate

coefficient on operational variables such as the number of polymer particles and

the initiator concentration is that the desorption-rate coefficients determined under

some experimental conditions cannot be used directly to predict the behavior of

emulsion polymerization systems under different conditions [46].

2.3 Radical Concentration Profile and Termination

The number of radicals per particle is determined by the interplay between radical

entry, exit, and termination. If these parameters are available, the distribution of

radicals among polymer particles can be calculated by solving the Smith–Ewart

[68] population balance for particles with n radicals [69]. Analytical solutions for

the average number of radicals are available [70]. An assumption in these balances

is that all radicals in the same particle can participate in bimolecular termination

with the same probability. However, this assumption can be challenged. More than

40 years ago, Williams and coworkers [71, 72] reported experimental evidence that,

in the emulsion polymerization of styrene, the new polymer was located in the outer

shell of the particles. These data were interpreted by Vanderhof in terms of a radical

concentration profile caused by anchoring of the entering radicals to the particle

surface [73]. This interpretation has been supported by theoretical modeling [74–

76] and experimental evidence [77, 78]. For the sake of the discussion, if we

simplify the radical concentration profile to a core–shell structure, where radicals

Challenges in Polymerization in Dispersed Media 5



are at the shell, it seems unlikely that radicals located on opposite sides of the

particle can undergo bimolecular termination. The result would be a significantly

lower termination rate. However, this effect is not taken into account when model-

ing emulsion polymerization.

3 Achieving the Desired Polymer/Dispersion

Characteristics

The performance of dispersed polymers is generally determined by multiple char-

acteristics (copolymer composition, monomer sequence distribution, MWD, poly-

mer architecture, particle morphology, etc.) and their relative importance depends

on the application. In this section, the feasibility of controlling each of these

properties is discussed.

3.1 Polymer Composition and Chain Architecture

Fine control of polymer chains is the most difficult challenge in polymer science

[79]. In conventional FRP, control of the average copolymer composition can be

carried out using starved conditions [80, 81], optimal trajectories [82–85], and on-

line control [86–88]. On-line control also enabls the desired MWD for linear

polymers to be achieved [89–92], but on-line control of branched polymers has

not yet been attained [93, 94].

Simultaneous control of the monomer sequence distribution and MWD can be

partially achieved for gradient and block copolymers using controlled radical

polymerization [95–102]. This technique produces well-defined polymer architec-

tures (comb, star, etc.) and leads to crosslinked networks that differ from those

traditionally obtained by conventional FRP [103]. Destarac [104] discussed reasons

for the limited implementation of controlled radical polymerization in commercial

practice, but recent developments such as sulfur-free reversible addition–fragmen-

tation chain transfer (RAFT) polymerization [105, 106], photoinduced atom trans-

fer radical polymerization (ATRP) with catalyst at the parts per million level [107],

photoinduced metal-free ATRP [108], and nitroxide-mediated polymerization of

methacrylates [109–113] are removing the obstacles to its wide commercial use.

3.2 Particle Morphology

The portfolio of properties of dispersed polymers can be expanded by including

different materials (e.g., polymers, inorganic materials) in the same particle. The

6 J.M. Asua



properties of these hybrids are determined by the particle morphology achieved

during synthesis. Reviews on this topic are available [114–117], including a recent

review of available fundamental knowledge and information needed to develop an

optimal production strategy [117]. The subject is also discussed in this issue by

Leiza et al. [118]. During polymerization, the morphology of particles evolves

toward the equilibrium morphology, which is determined by the minimum surface

energy of the system [119–125]. Viscous drag opposes this evolution and the final

morphology depends on the interplay between kinetics and thermodynamics.

Morphology maps allow prediction of equilibrium morphologies in terms of

interfacial tensions and are available for two-phase polymer–polymer [124] and

polymer–inorganic [125] systems. For multiphase systems, analytical prediction of

the equilibrium morphology is much more difficult because the number of possible

morphologies is high [126]. Monte Carlo approaches have been used for these

systems [127, 128].

Kinetically controlled morphologies are formed when the viscosity of the poly-

mer particles is high [129, 130]. Models for the development of the morphology of

two-phase and multiphase polymer–polymer systems are available [131–135]. An

important limitation of most of these dynamic models is that they provide the

morphology of a single particle, whereas a broad distribution of morphologies is

observed experimentally. In addition, they are computationally demanding. For

polymer–polymer systems, these limitations have been recently overcome [135]

with a model that calculates the distribution of morphologies for the whole popu-

lation of polymer particles, with much less computational effort than that needed by

previous models to calculate the morphology of a single particle. A similar model

for polymer–inorganic systems is still needed.

3.3 Particle Size Distribution

Particle size distribution (PSD) affects both the rheology of the latex [136–146] and

film formation [147]. Equations linking PSD and viscosity are available [136–138,

145, 146] and have been used to determine the target PSD for dispersions with high

solids content, low viscosity, and limited maximum particle size [144, 148–

150]. From a general point of view, to achieve control of the PSD, both particle

nucleation and growth should be mastered, but the difficulties of the task can be

substantially reduced by using seeded polymerizations, which overcome the need to

control the uncertain nucleation step. Under these conditions, the key information is

the competitive growth of particles of different sizes. A nice example is provided by

Mariz et al. [148–150], who were able to obtain latexes with 70 wt% solids content,

modest viscosity, and a maximum particle size of 300 nm. It is worth pointing out

that the authors were not able to fit the competitive growth of particles of different

sizes to theoretical values using available theories for radical entry and exit.

Challenges in Polymerization in Dispersed Media 7



3.4 Residual Monomer

Health and environmental considerations require that the amount of residual mono-

mer in a final product should be very low. Because polymerization rate is propor-

tional to monomer concentration, the time needed to convert the last fraction of

monomer is long and the required monomer levels cannot be achieved in an

affordable time when working under regular polymerization conditions. Therefore,

two special strategies have been developed for monomer removal:

postpolymerization and devolatilization. Postpolymerization consists of addition

of redox initiators at the end of the process. Redox initiators yielding hydrophobic

radicals in the aqueous phase (e.g., tertbutyl hydroperoxide/ascorbic acid; TBHP/

AsAc) are more efficient than those yielding hydrophilic radicals (e.g., potassium

persulfate/sodium metabisulfite) [151]. The reason is that, because monomer con-

centration is low, hydrophilic radicals undergo substantial termination in the aque-

ous phase. It takes a long time before enough monomer units are added for the

radicals to become hydrophobic and enter the polymer particles [151] (Fig. 3).

Redox systems have the advantage of being effective at low temperatures [152]. It

is worth pointing out that TBHP/AsAc leads to the formation of volatile organic

compounds (VOC, e.g., acetone, tertbutanol) [153]. On the other hand, the highly

reactive tertbutoxyl radicals are prone to undergo transfer to polymer, which can

modify the architecture of the polymer [154]. This represents an opportunity to

extend the range of properties achievable with a given emulsion polymer.

Devolatilization can be used for VOC removal, but because evaporation of water

cannot be avoided, the solids content may increase during the process. The use of

steam and gas saturated with water can overcome this problem [155]. Mass transfer

from the aqueous phase to the gas phase is the rate-controlling step in the process.

Devolatilization is not efficient at removing highly hydrophilic and low volatile

Fig. 3 Effect of the initiator on postpolymerization
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compounds. Simultaneous application of postpolymerization and devolatilization

enables efficient removal of both monomers and VOCs [156].

The problem of residual monomer is particularly acute for continuous stirred

tank [157–159] and loop [160] reactors. In these cases, postpolymerization and/or

devolatilization are applied in the holding tank.

4 Process Efficiency

To be commercially viable, polymerizations should be carried out in such a way

that the consistency of the product quality is ensured and the production is safe and

cost effective.

Consistency in production is a necessary condition in commercial practice

because customers formulate their products based on the specific characteristics

of the latexes. The main concerns are variation in the quality of raw materials and

operator mistakes. Particularly important is accumulation of monomer in the

reactor, which impacts safety and product properties. During polymerization,

particle nucleation is the step that is most prone to variation. On-line monitoring

[161–171] and control [86, 89, 90, 172–181] are instrumental in ensuring consis-

tency in the production process. Nonresolved issues include on-line control of both

MWD of nonlinear polymers and particle morphology.

In conventional FRP in dispersed media, the achievable production in semibatch

reactors is limited by the heat removal capacity of the reactor. On the other hand, for

many dispersed polymers, especially nonlinear polymers, characteristics such as

polymer architecture depend on the process time. Furthermore, any variation in

process variables leads to changes in several, if not all, polymer characteristics

[156, 182, 183], and these changes affect the application properties in ways that are

often conflicting. Therefore, the first challenge in process optimization is to specify

a good objective function. There are very few articles dealing with optimization of

emulsion polymerization reactors, and they are generally limited to discussion of

only a few properties, mainly process time, copolymer composition, and MWD of

linear polymers [184–189].

The approach used most often used to intensify polymerization in dispersed

media is to substitute a semibatch reactor by a continuous reactor [157, 158, 160,

190–204] (Fig. 4). This topic is discussed in an article by Pauer in this issue [205]

and in a recent review on continuous production of emulsion polymers [159].
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5 Expanding the Polymerization Techniques and Types

of Monomer

Emulsion polymerization is the workhorse for the production of dispersed polymers

and mainly involves FRP. This process requires mass transfer of monomer through

the aqueous phase, which makes use of highly water-insoluble monomers difficult,

although cyclodextrins can help transport through the aqueous phase

[206]. Miniemulsion polymerization overcomes this problem [207–213]. Commer-

cial waterborne dispersions of polymers synthesized by step-growth polymerization

are formed by first synthesizing the step-growth (pre)polymer and then dispersing it

in water. The stability of these dispersions is provided by either polar moieties

present in the polymer (e.g., DMTA in the case of polyurethanes) or surfactants

(e.g., alkyd resins). Attempts to produce dispersed polymers directly by step-growth

polymerization in water are rare and involve miniemulsion polymerization. Both

polycondensation and polyaddition and have been implemented in miniemulsion.

For polycondensation, the presence of water affects the equilibrium and limits the

conversion and molecular weight of the polymer. Thus, limited esterification yields

and low molecular weights were reported for synthesis of polyesters in

miniemulsion [214]. Water does not affect the reaction equilibrium in polyaddition,

enabling this technique to be used for production of epoxy [215], polyurethane

Fig. 4 Continuous reactors
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[216], and a broad range of waterborne hybrids such as alkyd–acrylics [217–221],

polyurethane–acrylics [222–233], silicone–acrylics [234], and polyester–acrylics

[235] .

Polyolefins account for more than 50% of global polymer production. Both FRP

(LDPE) and coordination polymerization (LLDPE, HDPE, PP) are used in poly-

olefin production, but these processes do not aim at waterborne dispersed polymers.

The high pressure needed for the FRP of ethylene and the limited uses of polyeth-

ylene waterborne dispersions are barriers to more widespread use of FRP in water.

Nevertheless, vinyl acetate-ethylene copolymer dispersions are produced by emul-

sion polymerization. Loop reactors are advantageously used in this case

[236]. Micronized polyethylene wax dispersions (Glaswax® BASF) are used as

additives for coatings to improve slip, antiblocking properties, sandability, and

scratch and water resistance, but they are produced by dispersing the waxes in

water.

Coordination polymerization is based on early transition metals (Ti, Zr, Cr, V)

[237–244], which are oxophilic and, hence, very reactive with water. Therefore,

they cannot be used in the presence of water. On the other hand, late transition

metals (Ru, Co, Rh, Ni, Pd) are much less oxophilic and can be used in aqueous

systems. Excellent reviews have been published on the use of late transition metal

catalysts in the polymerization of olefins [245–250] and on the preparation of

waterborne polymer dispersions [251, 252]. These reactions are usually carried

out in miniemulsion. In this process, the water-insoluble catalyst is dissolved in an

organic solvent and then miniemulsified. Addition of monomer triggers

polymerization.

The range of polyolefin properties can be substantially increased by incorporat-

ing polar groups into the polymer. However, α-olefins cannot be efficiently poly-

merized by FRP because the radical formed is too stable and copolymerization with

polar monomers is limited to vinyl acetate. Free-radical copolymerization with

acrylic monomers is possible, but the reactivity ratios (racrylate ¼ 13.94,

rethylene ¼ 0.01) make the incorporation of ethylene into the copolymer difficult.

Attempts to copolymerize ethylene with acrylates in water using coordination

polymerization have been reported [253, 254]. The polymerization rate, molecular

weight, and crystallinity of the copolymer tend to decrease with the content of

acrylate.

6 Overcoming the Drawbacks Associated with Film

Formation and the Presence of Surfactant

Most of the applications of dispersed polymers involve formation of films and

compete with solvent-borne products. Although the latter have the disadvantage of

a higher environmental impact, their performance is often difficult to match. The

main difference between solvent-borne and waterborne polymers is that, in the first
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case, a homogeneous film is formed upon evaporation of the solvent, whereas, in

the second case, the film is formed by agglomeration of particles, which deform and

may or may not interpenetrate [147]. Particle deformation and interparticle polymer

diffusion depend on the glass transition temperature [255] and molecular weight

[256] of the polymer, crosslinking density [257], and particle morphology

[258]. Interparticle diffusion is often hindered by the presence of surfactant and

other functional moieties at the surface of the particles [259, 260]. In general,

higher casting temperatures lead to better films and improved properties [261].

Surfactants are needed to provide stability to the otherwise thermodynamically

unstable polymer dispersions. Migration of the physically attached surfactants

during film formation negatively affects the performance (water sensitivity, poor

gloss, and low adhesion). In addition, leak of surfactants from painted structures

and buildings increases the environmental impact. Therefore, there have been

attempts to develop polymer dispersions stabilized with nonmigratory moieties.

Polymeric surfactants are high molecular weight surfactants that strongly adsorb to

polymer particles and, hence, restrict migration during film formation [262–

264]. However, the strong adsorption reduces their efficiency in particle nucleation

[265]. Polymerizable surfactants (surfmers) are surfactants containing a double

bond that can be incorporated into the polymer backbone during polymerization

[266], avoiding the need for migration [262, 267]. In addition to the cost, the main

drawback of surfmers is that they are system dependent and it is necessary to adapt

the reactivity of their double bond to match the monomer system used. Very

reactive surfmers become buried within the particles during polymerization, and

those of low reactivity do not become attached to the polymer. Strategies for the

optimal use of surfmers have been proposed [268, 269], but often the functionality

of the surfmer must be adapted for the particular monomer system.

Functional monomers containing a charged moiety are an attractive alternative.

Carboxyl [270–273], sulfate [274, 275], sulfonate [274, 276–279], phosphate

[280, 281], phosphonate [282], and amine [283, 284] functionalities have been

used, but most present serious drawbacks because they either can only be used in a

limited pH range (carboxyl, amine, phosphate, phosphonate) or are prone to

hydrolysis (sulfate, phosphate). Furthermore, some functionalities can lead to

cationic stabilization, which is easily destabilized in contact with anionic natural

surfaces (amine).

Among the sulfonates, sodium styrene sulfonate (NaSS) is particularly interest-

ing because it is commercially available, has a styrenic double bond that reacts well

with many of the monomers commonly used in emulsion polymerization, has a very

low pKa (pKa ¼ 1), and is highly stable over a wide range of temperatures. The use

of NaSS in emulsion polymerization is challenging because it is completely soluble

in water and tends to polymerize in the aqueous phase, giving polyelectrolytes. A

two-stage shot-growth method has been used to increase the incorporation of NaSS

into polymer particles, but the highest solids content attained without instability

was 27 wt% [277].

It has been recently reported that the chemical incorporation of NaSS can be

improved by increasing the concentration of comonomer in the aqueous phase
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[285] and using initiators to give hydrophobic radicals in the aqueous phase

[286]. The authors developed a polymerization strategy that led to high NaSS

incorporation (up to 83.5%). Solids contents over 60 wt% were achieved with

modest concentrations of NaSS (1.35 wt%), and a variety of monomers (acrylates,

methacrylates, styrene) were efficiently polymerized. These latexes presented

superior salt and freeze–thaw stability without compromising the water sensitivity

of the films [286].

7 Mathematical Modeling

From the early days [68], mathematical modeling has played a central role in the

understanding and development of emulsion polymerization. Due to the combina-

tion of high computing power and advanced mathematical methods, models are

now available for simulation of most of the relevant characteristics of polymer

dispersions, such as monomer conversion, polymer composition, nucleation, and

particle size distribution [48, 287–293]; polymerizations using oil-soluble initiators

[294, 295]; controlled radical polymerization [296–298]; MWD [62, 182, 299–

306]; and particle morphology [135].

A general trend in these models is that they include more and more detailed

mechanisms, which are accompanied by a higher number of parameters. Unfortu-

nately, not enough effort has been devoted to achieving their unambiguous estima-

tion. In addition, it seems that we have all the pieces of the puzzle for modeling the

whole emulsion polymerization process, but we have not yet built the puzzle. For

example, there are models that describe the evolution of particle morphology

during polymerization. In these models, the movement of phases depends on the

viscosity of the particle, which in turn depends on the MWD. However, the

modeling of particle morphology has not been connected to that of the MWD.

Furthermore, the models for particle morphology include the possibility of a radical

concentration profile, but the models for MWD, which are needed to estimate

particle viscosity, consider a homogeneous distribution of radicals in the particles.

8 Formulated Products

Commercial products are complex formulations, in which polymer dispersion is

crucial. However, the final properties are affected by all the components of the

formulation and the scientific bases of this influence are not well understood. The

words “science” and “art” are often applied to formulation [307]. The current

situation is that, even if all the components of a formulation are well characterized,

prediction of the application properties of the formulated product is uncertain. The

reverse path, namely, determination of the characteristics of a dispersion that can

provide a set of desired properties, is not currently possible. Even if this reverse
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path were possible, i.e., the desired characteristics of the polymer dispersion

(polymer composition, MWD, polymer architecture, particle morphology, surface

composition, PSD) were known, there is no example in the open literature in which

all these characteristics have been controlled at the same time (although they have

been controlled separately).

9 Conclusions

Polymerization in dispersed media is commercially employed to fabricate a wide

range of specialty polymers and application of these materials is expected to expand

tremendously in the future. A deep understanding of the process is key to fulfilling

these expectations. This article is a personal view of the fundamental knowledge

available, pointing out aspects that are open to discussion, need improvement, or

simply missing.

Radical entry, exit, and termination control the average number of radicals per

particle, which, in turn, determines the kinetics and polymer characteristics. How-

ever, there is currently no way to reliably predict the radical entry and exit rate

coefficients for an industrial system. In addition, the effect of the radical concen-

tration profile is not taken into account when modeling emulsion polymerization.

Great progress in on-line monitoring and control has been reported, but on-line

control of nonlinear polymers and particle morphology has not yet been achieved.

Controlled radical polymerization is not widely used in industry, but recent devel-

opments are removing the obstacles to wider commercial use of this technique.

There is plenty of information available on the formation of particle morphology

for polymer–polymer systems, but polymer–inorganic hybrids still need further

development. Examples of fantastic control of the PSD are available. The problem

of removal of residual monomer has been solved.

A wide range of step-growth and free-radical hybrid polymers have been

synthesized. Polyethylene and ethylene-acrylic copolymers have been prepared

by coordination polymerization using late transition metals as catalysts. Alterna-

tives to conventional surfactants are available (surfmers and functional monomers),

opening the possibility of mitigating the problem of surfactant migration.

The combination of high computing power and advanced mathematical methods

has boosted the development of mathematical models for different characteristics of

the polymer dispersion. Unfortunately, not enough effort has been devoted to the

unambiguous estimation of their parameters. In addition, there is a lack of connec-

tion between these models.

Commercial products are complex formulations in which polymer dispersion is

crucial and the final properties are affected by all the components of the formula-

tion; however, the scientific bases of this influence are not well understood.
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Abstract The traditional way of making emulsions is via the input of extra

mechanical energy, but there is another mechanism of emulsification that is entirely

thermodynamically controlled. Experimental results are presented elucidating the

consequences of this spontaneous emulsification for heterogeneous reaction sys-

tems. Special emphasis is placed on aqueous heterophase polymerization. We

present the results of unusual experiments in oil–water systems that fundamentally

changed our view of the mechanism of emulsion polymerization.
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1 Introduction

Mass transfer is an important issue in any kind of heterogeneous chemical and

physical transformation, regardless of the nature of the dispersed and continuous

phase, which can be gaseous, liquid, or solid. Fundamentally, thermodynamics

controls mass transfer, that is, it determines whether or not it is long lasting or

even possible at all. Note that colloidal systems may be composed of any kind of

material in an arbitrary state of matter, except for the gas–gas combination. The

context of dispersity and heterogeneity requires that the material forming the

dispersed phase is insoluble/immiscible in the continuous phase.

Mixing, which is the combination of matter via the input of mechanical energy,

is a basic chemical unit operation [1]. If the mixture is stirred, mixing competes

with thermodynamics, particularly during heterogeneous reactions where mixing

enhances mass transfer, increases reaction rate, and contributes to unify product

quality. However, heterogeneous reactions are also possible in the quiescent state

(i.e., without any mechanical power input). Interestingly, even solid state reactions

can be conducted in the quiescent state and, surprisingly, some continue until

complete conversion [2–5]. Study of reactions that are commonly carried out in

stirred reactors under quiescent conditions (e.g., heterophase polymerizations)

allows a different and deeper insight into the mechanism.

Input of mechanical energy (i.e., forced mixing) increases the energy content in

the system and, consequently, the changes introduced while stirring do not last

when stirring is stopped. In other words, a stirred system is not in an equilibrium

state and the application of equilibrium thermodynamics is not straightforward.

Moreover, a considerable portion of the mechanical energy used for mixing is

wasted as heat [6].

In contrast, changes in the quiescent state (i.e., simply by contact between two

components) happen spontaneously and are almost entirely driven by thermody-

namics. These changes last forever, provided the system is closed and properly

sealed.

This paper aims to deliver an insightful, perceptive, and in some aspects an “out

of the box” way of looking at various phenomena and issues of mass transfer that

are more or less directly related to aqueous heterophase polymerization. We present

a combination of experiments, thoughts, and theoretical considerations on the

behavior of colloidal objects (particles and droplets) subjected to conditions

allowing mass transfer.

Figure 1 sets the scene and schematically explains key aspects of our ideas for a

heterogeneous fluid system. The equilibrium between both phases is established

across the interface and, so, it seems reasonable to take a closer look at the interface.

The interface between fluid phases, here water and an organic liquid, is not smooth

or sharply defined down to the molecular level. Moreover, fluctuations lead to

roughness of the interface with changing curvature, which, in turn, causes pressure

according to the Laplace equation. The crucial consequence of this scenario is that

the concentration profile is not a vertical step function but a more or less
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continuously decreasing/increasing profile with gradual changes in the concentra-

tion of both water and oil on the opposite sides of the interface. In this “thought

experiment,” the concentration close to the interface is higher than the overall

mutual solubility of both liquids in each other; hence, a supersaturation is defined

in this region. This scenario should hold for any interface between two fluids and is

useful for describing the transfer of matter, as explained below. These ideas are not

restricted to pure fluids; they are also applicable to solutions and, in some cases, to

solid–fluid interfaces. Examples of mass transfer in solid–fluid systems are the

dissolution of solid polymers [7, 8], swelling of solid polymers such as hydrogels

[9–11], and decomposable salts such as ammonium carbonate salt [12, 13].

2 Forced Droplet Formation

Stirring is used to facilitate and accelerate mixing, homogenization, and/or disso-

lution during chemical or physical processes. In addition, the state of mixing in a

reaction vessel (or the hydrodynamic force field) can influence the result of a

Fig. 1 Sketch of the scene at the interface between two fluids; the system is closed with respect to

mass transfer with the environment. Fluid phases are ordered with decreasing density from bottom

to top including the vapor phase, which is present in almost all real cases. The interface is typically

not flat but curved, where the curvature is determined by the interfacial tension and characterized

by fluctuations that are not constant with respect to frequency and intensity. The lower graph
illustrates the concentration in a region close to the interface, showing that the concentration might

be higher nearer the interface than farther away, where the concentration approaches the formal

overall solubility
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chemical reaction. Homogenization can occur with respect to the spatial distribu-

tion of heat and matter; that is, it ensures distribution of temperature and concen-

tration evenly across the reaction volume. Because of the increase in overall

interface, the exchange of matter and heat is increased. During mixing, the distri-

bution, dispersion, and diffusion of matter are important partial steps, which take

place consecutively [6, 14]. The distribution of matter along the streamlines of the

mixing device is superimposed by turbulent erratic motion of larger eddies (roughly

of the size of the stirrer diameter), which break into smaller eddies by dispersion.

These small eddies spin and facilitate the transfer of matter, whereby their size

limits the homogeneity of the reaction mixture. The size of the smallest eddies is,

according to Kolmogorov, given by the power input related to the reaction mass and

is called the Kolmogorov length, λ ¼ ν3

Pm

� �1
4

, where ν is the kinematic viscosity and

λ the size of the turbulence element [15]. Mixing on a length scale below λ requires
mutual diffusion of the components. Typically, for λ between 30 and 100 μm, the

time for achieve micromixing is given by τm ¼ λ2
~D
, with ~D being the diffusion

coefficient; the time needed is in the order of seconds.

Cutting of matter during comminution strongly depends on the reactor volume-

related power input (P/V ) and is not very dependent on the stirring rate. The stirring
rate needed to attain a given P/V value varies with the size of the reactor [6].

The hydrodynamic force acting on particles during stirring in reaction vessels is,

in many cases, of paramount importance. Here, “particle” is used in the very

general sense as colloidal object, in either a gaseous, liquid, or solid state of matter,

dispersed in a fluid, preferentially a liquid continuous phase. Stirring can lead to

formation of the intended dispersions (gas in liquid, liquid in liquid, or solid in

liquid). In a system as sketched in Fig. 1, the distribution, dispersion, and diffusion

occur not only between the two liquid phases but also in the vapor phase. Vapor is

distributed within the liquids by the action of the stirrer. Depending on the compo-

sition of the vapor phase, the presence of gas in the liquid can influence the outcome

of polymerization [16]. Also, during chemical reactions, different degrees of

mixing can lead to different reaction products, particularly for autocatalytic, con-

secutive, and parallel reactions [17, 18].

Shear forces cause mechanical stress in matter, which might be crucial for

dispersing solid particles. According to Isaac Newton “Quantitas motus est
mensura ejusdem orta ex velocitate et quantitate materiae conjunctim” (definition
II in [19]), “the magnitude of the motion (i.e., the impact) is measured by the

velocity and the size of the matter interplaying.” Clearly, this is important for

emulsions and suspensions because the momentum (product of mass and velocity)

between eddies and/or particles of the dispersed matter can be quite high and

possibly result in in physical action (destruction). There are many examples

known where solid particles and even dissolved polymers are damaged during

intense stirring. Figure 2 shows an example of polystyrene particles damaged by

stirring.
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There are many examples of how the input of mechanical energy during chem-

ical engineering operations affects the molecular weight distribution of dissolved

polymers. Scission of polymer chains (poly(methyl methacrylate), poly

(iso-butylene), polystyrene) occurs in stirred solution [20, 21]. For a given polymer,

the scission rate is higher and the final chain length shorter in good solvents (where

polymers possess higher hydrodynamic volume) than in poor solvents [22, 23]. This

clearly points to the influence of the momentum transfer (momentum flow) from the

stirrer during encounters between eddies and polymer coils [24]. Degradation of

linear poly(acryl amide) was observed when the polymer solution was injected into

electrophoretic channels at flow rates as low as 1 μL/min [25]. Moreover, molecular

weight degradation of polymers is a crucial issue in a variety of practical situations

such as turbulent drag reduction [26, 27], the use of polymers during secondary oil

recovery [28], characterization of polymers (rheology measurements at high shear

rates and even size-exclusion chromatography) [29], microfluidic application of

polymer solutions [28], and sonication [30].

However, stirring of suspensions can also lead to unexpected and exciting

results. A prominent example is the observed symmetry-breaking in stirred crys-

tallization experiments. Non-stirred nucleation of sodium chlorate from aqueous

solutions leads to statistically equal fractions of both enantiomers. However,

stirring during crystallization leads to the result that 99% of the crystals have the

same handedness, although dominance of the L- or D-enantiomer is random [31–

33]. The reason for this effect is mechanical damage to early-formed crystals and

the action of the debris as seed particles for secondary nucleation [34].

During heterophase polymerization, transition from emulsion to suspension

occurs and each state may have a different stirring requirement (see Fig. 2, showing

damage to large polystyrene particles). In recent studies, we have investigated the

Fig. 2 Damaged

polystyrene particles after

being magnetically stirred

in water during redispersion

after centrifugational

cleaning of the suspension

obtained during dispersion

polymerization in a

toluene–butanol mixture

with poly(vinyl

pyrrolidone) as steric

stabilizer; the scale bar
indicates 10 μm
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particular role of stirring during emulsion polymerization [35–37]. Experimental

data evidence the occurrence of direct encounters between particles and monomer

drop during polymerization. These encounters are enabled and facilitated by stir-

ring and are crucial for fast replenishment of the consumed monomer in polymer-

izing particles. Diffusion of molecularly dissolved monomer in the water phase

from the droplets to the particles is much too slow to compete with the fast

consumption of monomer. Diffusion alone cannot maintain a high monomer con-

centration in the particles during the course of polymerization [38]. The impact

between polymer particles and monomer phase can be so strong that the particles

are pushed into the monomer, provided that the stabilizer layer is dilute enough and

unable to prevent the uptake of polymer particles, which is thermodynamically

favored [37]. The uptake of polymer particles by the monomer phase is thermody-

namically favored in cases where the monomer is a solvent for the polymer.

These findings challenge the state-of-the-art view that, during emulsion poly-

merization, the monomer drops only have a passive role as monomer storehouse

and that the monomer concentration within the polymerizing particles is kept

constant simply by diffusion of monomer molecules through the water phase

from the monomer droplets [39, 40]. The idea of a passive role for monomer

drops dates back to the pioneering paper by Harkins on the mechanism of emulsion

polymerization [41]. Our experimental results support the idea of shear-induced

mass transfer of monomer from the droplets to the particles during emulsion

polymerization. Accordingly, the transfer takes place via droplet–particle colli-

sions, driven by the impact of the stirring energy, in a kind of momentum flow

[24, 42].

We now consider another aspect that is particularly important for emulsification.

The homogenization of fluid mixtures by stirring is a process that requires a certain

length of time to reach steady state with respect to a minimum average droplet size.

The steady state is characterized by a dynamic equilibrium between re-breaking of

larger drops, in the vicinity of the stirrer, and re-coalescence of smaller droplets

farther away from the stirrer [43, 44].

The question should be asked: What happens after switching off the stirrer? As

the additional energy input ends, the system relaxes and returns to the state

illustrated in Fig. 1, just before starting the comminution. However, for a given

oil phase, what and how fast it happens depends on whether a stabilizer is present

and, if present, its properties and concentration (Figs. 3 and 4). In these experi-

ments, ethyl benzene was the oil phase, the aqueous phase contained either a

surfactant or no surfactant, and stirring was performed by shaking the properly

sealed glass vials for about 30 s.

Macroscopic observation of this simple experiment with the naked eye reveals

surprising results. Phase separation is not complete, even after a resting time of

more than 200 days, particularly for samples containing SDS, CTAB, and IGP as

surfactant. It should be stressed, again, that the systems is nonreactive and closed

with respect to exchange of matter with the environment; that is, the vials are sealed

and exchange of matter is only possible between water, ethylbenzene, and vapor.

Interestingly, the upper oil phase shows the whitish appearance of an emulsion, but
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Fig. 3 Time sequence of the relaxation of an ethyl benzene-in-water emulsion after comminution:

(a) the starting situation, with ethyl benzene on top of the aqueous phase containing 1% sodium

dodecylsulfate (SDS, left vial), no surfactant (middle vial), or 1% cetyltrimethylammonium

bromide (CTAB, right vial); (b–f) after resting time of (b) 45 s, (c) 75 s, (d) 1 h, (e) 62.5 h, and

(f) 39 days

Fig. 4 Time sequence of the relaxation of ethyl benzene-in-water emulsions after comminution.

Vials contained the following additives: (a) 1% CTAB (left vial), no surfactant (second vial from

left), or 1% SDS (third vial from left), all three after 40 days of resting time; 0.5% sodium

perfluorooctanoic acid (PFOA, fourth vial from left), or 0.1% of a nonionic surfactant

(nonylphenol ether with 15 ethylene oxide groups condensed at the para position, IGP), these

two after 60 s of resting time; (b) the vials 210 days later
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not the lower water phase. Comparing the thickness of the oil layers proves that the

whitish appearance is due to a water-in-oil emulsion. Figure 4b shows that the

thickness of the oil layer increases from the surfactant-free sample over the sample

with CTAB to the sample with SDS in accordance with amount of emulsion phase

in the layer. The thickness of the emulsion layer in the oily phase for the sample

with CTAB decreases slowly with time (Figs. 3e, f and 4a, b), which indicates that

the system has not yet reached thermodynamic equilibrium.

The long-lasting existence of an emulsion in the oil phase, probably a water-in-

oil emulsion, is surprising because it is in contradiction to Bancroft’s rule, which
states that “the liquid in which the stabilizer has a higher solubility forms the

continuous phase” [45].

The surfactant-free system and the system containing perfluorooctanoic acid

(PFOA) eventually lead to apparent macroscopic phase separation. Interestingly,

both samples phase-separate within about 1 h. This is a result of the facts that both

water and ethyl benzene are not fluorophilic and that, apparently, PFOA likes water

more than ethyl benzene.

Notably, observation of the supposed formation of a water-in-oil emulsion in the

oil phase with SDS, CTAB, and IGB is not possible during the emulsification

process but only during de-emulsifcation under quiescent conditions with respect

to stirring. However, we can assume that it might also happen during the emulsi-

fication stage in larger monomer drops.

3 Spontaneous Droplet Formation

Besides the input of mechanical energy to a system (as sketched in Fig. 1), droplet

formation can also be driven entirely by thermodynamics. This process is called

spontaneous emulsification and was discovered during studies of particle nucleation

using multi-angle laser light scattering (MALLS) [46]. This finding was absolutely

unexpected and did not result from careful planning, but rather arose serendipi-

tously. In essence, we used MALLS to observe the styrene concentration in water

during the equilibration period. We slowly and carefully placed styrene on top of

water in the MALLS cuvette, in a thermostat at 25�C, and increased scattering

intensity over several hours. Evaluation of the MALLS data showed that the droplet

size distribution was very broad and that the average size increased with time before

it leveled off after about 1,000 min, for the particular conditions during the MALLS

experiments [46]. It is important to emphasize that the drop formation takes place

before polymerization, just after carefully layering styrene on water to allow

concentration-wise equilibration between both liquids via diffusion. The average

drop diameter was greater than 1 μm (Fig. 5) and, thus, direct observation with

optical microscopy was possible.

We observed spontaneous emulsification in the interfacial region for all combi-

nations of not completely miscible liquid pairs. Moreover, the interface between

two immiscible liquids is not static but highly dynamic, with fluctuations occurring
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as sketched in Fig. 1. Droplet formation occurs on both sides of the interface and the

shape of the interface changes with time. Moreover, changes in drop size distribu-

tion and drop number take place over long periods of time. Interestingly, the

scattering intensity observed during the equilibration period depends on the gas

content in the system, such that degassed liquids give higher scattering intensity

than gassed solutions [46].

The styrene droplet size (expressed as 2rG) in water, as determined by MALLS,

and the gross styrene content in water (CSTY), as determined by gas chromatogra-

phy, show an interesting correlation [46, 47]. The averaged time-dependent data

sets are depicted in Fig. 5a and show that the average droplet size increases sharply

in the vicinity of the saturation concentration. Over the entire concentration range, d

(2rG)/dCSTY (not shown) increases by a factor of about 1,000. This behavior

strongly resembles critical phenomena in the vicinity of phase transition

points [48].

Figure 5b illustrates the behavior of the saturated aqueous phase when the

temperature fluctuates slightly below and above the equilibration temperature.

This behavior shows that a styrene-in-water solution (or any other solution) close

to saturation with respect to concentration is in a critical state and that macroscopic

phase separation can be triggered by minor temperature fluctuations. One should be

aware that a saturated solution of A in B is thermodynamically on the edge of the

stability–instability limit and, hence, small changes in the thermodynamic param-

eters may cause phase transitions. Because the white light of an optical microscope

is able to initiate polymerization (cf. Sect. 4) and the chemical changes drastically

influence distribution with respect to dynamics and equilibrium state, observation

of spontaneous emulsification with nonpolymerizable oils and water is much more

revealing.

Fig. 5 (a) Spontaneous emulsification at the styrene–water interface, as observed during the

equilibration period investigated by MAALS (squares 2rG, scattering volume focused in the water

phase), and the styrene concentration in water (CSTY, obtained by gas chromatography of the water

phase). (b) Images of the aqueous phase at the end of the experiment subjected to small

temperature fluctuations (δT ): left fluctuations below the equilibrium temperature, right fluctua-
tions above the equilibrium temperature
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Investigations with optical microscopy were carried out as illustrated in Fig. 6.

Both liquids were placed in optical cuvettes (1–10 mm thick), with decreasing

density from bottom to top. The cuvettes were closed with plastic stoppers for short-

term investigations but with glass stoppers and glued glass caps for permanent

storage of the samples.

Figure 7 shows optical microscopy images illustrating spontaneous emulsifica-

tion in ter-butylstyrene (TBS) and cyclodecane–water systems. The images were

taken about 65 h and 6 years after establishing contact between the oil and water.

The sample with TBS started to polymerize after a few days and the transparent

system turned into a milky-white latex. Drop formation happened quite fast,

particularly for the cyclodecane–water combination. Moreover, the time scale up

to years indicates that the drops are surprisingly stable.

Droplet formation occurs on both sides of the interface, as shown in Fig. 7b.

Cyclodecane drops are visible in the water phase and water drops in oil phase. If one

of the liquids is water, the larger water drops adopt a nonspherical shape and adhere

to the glass wall of the cuvette. The oil drops in the water phase are spherical and

show, depending on the drop size, Brownian motion. There is another observation

worth mentioning: Droplets are concentrated in the vicinity of the interface, but do

not re-enter the corresponding mother phase, at least we have no experimental

indication that this process occurs. The droplets on both sides of the interface are

stable (for up to 9 years) and one might cautiously conclude that the situation shown

in Fig. 7b represents a snapshot of the equilibrium state. The droplets, once formed,

exist in a closed system seemingly endlessly.

Fig. 6 Investigation of spontaneous emulsification using optical microscopy: (a) optical cuvette

filled with water and ethyl benzene (eb); (b) cuvette placed under the objective of the optical

microscope; note that the cuvette is slightly inclined from the stopper toward the bottom; (c)

drawing of the rugged interface between water and oil (not to scale)
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The extent of spontaneous emulsification without any chemical transformation

leads to emulsions with low volume fractions on either side. The volume fraction of

the emulsion depends on the mutual solubility of the components and, for the

combination styrene–water, is clearly below 1%. However, the situation changes

if polymerization takes place [49].

Spontaneous emulsification also takes place with immiscible solutions, meaning

that solutes from the organic phase are transferred into the water phase (and vice

versa). This is demonstrated in Fig. 8, which shows that polystyrene particles are

Fig. 7 Optical microscopy images proving spontaneous emulsification for (a) ter-butylstyrene
(taken 65 h after contact) and (b) cyclodecane–water system (taken 6 years after contact); note that

the cuvette is inclined toward the water phase

Fig. 8 Tinting polystyrene latex particles red with Sudan IV (a) dissolved in ethyl benzene and

placed on top of the latex. (b) Dye uptake was monitored with a UV-vis immersion probe in diluted

latex. The latex phase was gently stirred without generating oil drops, as described and discussed

[50]. Arrows indicate the absorption of ethyl benzene (1) and the dye (2) at about 310 and 480 nm,

respectively. (c) Image of latex overlaid with the dye solution confined in a sealed glass vial, taken

some years after establishing the contact
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slowly tinted red over a long period of time when a solution of Sudan IV (hydro-

phobic dye) is placed on top of the latex.

If the water phase contains surfactants, the formation of oil drops is faster and

their size decreases with increasing surfactant concentration [49]. However, if just a

simple (i.e., not surface active) salt is dissolved in water, the compound precipitates

at the water–oil interface. In some cases, the resulting structure, together with the

mirror images reflected from the interface, looks quite fancy (Fig. 9). The fact that

precipitation occurs in a region close to the interface supports the sketch of Fig. 1

with respect to the distribution of the concentrations in the interfacial layer.

Another important point concerning the mechanism of emulsion polymerization

should be mentioned. The occurrence of spontaneous emulsification directly

touches the issue of monomer-swollen micelles and leads, at least in our under-

standing, to a modified interpretation of solubilization.

According to the data given in Fig. 10, we should not consider monomer-swollen

micelles as being in a thermodynamically well-defined state (i.e., with a given size

and amount of imbibed monomer molecules). To justify this conclusion, consider

an aqueous surfactant solution with a concentration of about the critical micelle

concentration (CMC). The addition of some monomer drops to this solution pushes

the free surfactant concentration below the CMC. Thermodynamics requires an

adsorption equilibrium of the surfactant at all interfaces. Hence, because of the

broad size distribution of monomer drops with a high number concentration in the

size range below 1 μm (Fig. 5a) [46, 49, 51], “swollen micelles” with a saturated

surfactant layer disappear and transform into small monomer drops. The situation is

similar to Ostwald ripening, where larger particles grow at the expense of smaller

ones. This idea is supported by the data summarized in Fig. 10, which prove the

spontaneous transfer of toluene into the aqueous phase. Persisting swollen micelles

would lead to saturation of the absorption after the time needed for equilibration, as

indicated by the dashed line. However, the experimental data do not support this

Fig. 9 Light microscopy image (true colors) of malachite green crystals at the interface between

the dye-in-water solution and styrene; the crystals are in the organic phase close to the water side

and mirrored at the interface; scale bar marks 10 μm
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idea but, instead, show increasing absorption in all cases, which means ongoing oil

transport to the aqueous phase. In addition, the data prove the facilitating action of

high surfactant concentration on spontaneous emulsification.

The experimental facts are quite clear, but a satisfying understanding of what

causes spontaneous emulsification and of its driving force is still lacking. To

achieve this, one has to distinguish between the thermodynamic driving force for

droplet formation and the formation mechanism itself. A thermodynamic justifica-

tion of spontaneous emulsification seems possible, as follows: Immediately after

contact between the oil phase (o) and water (w), mass transfer of oil molecules into

water and of water molecules into oil starts. The chemical equilibrium of the

system, as sketched in Fig. 1 (no mass transfer with the environment and neglecting

the vapor phase), is reached when the chemical potential (μ) for a given liquid is the
same in each of the liquid phases. In the following equations, the subscript letter

denotes the liquid and the superscript letter denotes the phase. For example, μw
o and

μo
w represent the chemical potential of oil in the water phase and of water in the oil

phase, respectively. Zero after a subscript letter indicates the concentration of pure

liquid (i.e.; the reciprocal of molar volume vm). In Eq. (1), the chemical potential (μ)
for a given liquid is the same in each of the liquid phases, indicating chemical

equilibrium.

Fig. 10 Increase in absorption of the aqueous phase (measured at λ ¼ 260 nm, the long-wave

absorption maximum of toluene) during sorption of toluene in pure water (open circles), in SDS

solution with concentration below the critical micelle concentration (CMC) (0.43 g/L, which is

about 1/6 CMC, grey circles), and above the CMC (5.3 g/L, which is about twice the CMC, grey
downward triangles). The dashed line indicates the expected course, assuming swollen micelles

with both fixed size and fixed imbibed amount of toluene. Measurements were carried out at a

temperature of 23�C in 1-cm UV cuvettes containing aqueous phase and a carefully placed toluene

layer on top. The water layer in the cuvette was much higher than the optical path of the Uvikon

931 spectrometer (Kontron Instruments, UK)
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μo
o ¼ μw

o , μ
o
w ¼ μw

w ð1Þ

Applying standard thermodynamics and considering homogenous phases after

equilibration, equalities (2a) and (2b) are obtained for the oil and water,

respectively.

μo
o ¼ μw

o ¼ μo, 0 þ RT ln
Co
o

Co, 0
¼ μo, 0 þ RT ln

Cw
o

Co, 0
ð2aÞ

μ o
w ¼ μw

w ¼ μw, 0 þ RT ln
Co
w

Cw, 0
¼ μw, 0 þ RT ln

Cw
w

Cw, 0
ð2bÞ

Considering the experimental values for the mutual solubilities of styrene and

water, Co
w ¼ 4� 10�2M, Cw

0 ¼ 3� 10�3M [52], we get the values Cw
w ¼ 55:32M,

Co
o ¼ 9:993M. Here, we assume that the molar volumes of water and oil are 18.07

and 100 mL/mol, respectively. The estimated concentrations Cw
w and Co

o take into

account the presence of the corresponding solute. Applying these values in (2a) and

(2b) shows that the equilibrium conditions (1) are not fulfilled because the chemical

potentials of the mother phases are much higher than those of the complementary

phases. A way out of this dilemma is to consider heterogeneity, that is, formation of

an emulsion on either side instead of formation of a homogeneous solution. The key

is that emulsion drops lead to a size-dependent increase in chemical potential

[35, 53, 54]. With this, the chemical potentials can be expressed as shown in (3a–

3d).

μ o
o ¼ μo, 0 þ RT ln

Co
o

Co, 0
þ RT

ko
1,o

d o
d,w

ð3aÞ

μw
o ¼ μo, 0 þ RT ln

Cw
o

Co, 0
þ RT

kw
1,o

dw
d,o

ð3bÞ

μw
w ¼ μw, 0 þ RT ln

Cw
w

Cw, 0
þ RT

kw
1,w

dw
d,o

ð3cÞ

μo
w ¼ μw, 0 þ RT ln

Cw
w

Cw, 0
þ RT

kw
1,w

dw
d,o

ð3dÞ

The constants k1 derive from the corresponding Laplace relations (4a–4d), where

σ is the interfacial tension, R the gas constant, and T the temperature. The interfacial

tensions for the oil drops in water and the water drops in oil phase are assumed

identical.

k o
1,o ¼

4σ � vm,w
RT

ð4aÞ
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kw
1,o ¼

4σ � vm,o
RT

ð4bÞ

kw
1,w ¼ 4σ � vm,o

RT
ð4cÞ

k o
1,w ¼ 4σ � vm,w

RT
ð4dÞ

The equilibrium conditions for the oil and the water lead to the inequalities (5a,

5b), which allows derivation of a relation between the size of oil drops in the water

phase and water drops in the oil phase (6).

ln
Co
o

Cw
o

¼ kw
1,o

dw
d,o

� k o
1,o

d o
d,w

 !
> 0 ð5aÞ

ln
Cw
w

Co
w

¼ k o
1,w

d o
d,w

� kw
1,w

dw
d,o

 !
> 0 ð5bÞ

dw
d,o �

vm,w
vm,o

d o
d,w ð6Þ

Assuming the data for water and styrene, Eq. (6) suggests that the water drops

are about 1.8 times larger than the oil drops in water. Because the drops in both

phases possess a very broad size distribution, the average drop size is only a very

rough measure. Nevertheless, the largest water drops are bigger than the largest oil

drops (Fig. 7b), which supports the above thermodynamic argument with respect to

the driving force of spontaneous emulsification. The nucleation of drops takes place

close to the interface, which supports the idea that classical nucleation theory can be

applied to describe the droplet formation mechanism.

A way to prove these ideas experimentally is a swelling experiment, as described

next. The experiment also supports the idea that monomer droplets play a major

role in latex particle swelling. A method for measuring swelling pressure has

recently been developed in our laboratory [55] and was applied here. A crosslinked

bulk polystyrene sample was placed in a confinement (ensuring almost isochoric

conditions) with porous walls, allowing contact with an outer liquid phase, which is

inside a container placed on a balance. The confinement containing the sample has

contact with the container bottom and, hence, any action on or of the sample is

transferred directly to the balance, easily allowing monitoring of an apparent mass

change (mapp). We emphasize that the method measures the “desire” to establish

direct contact between the sample and the fluid surrounding the confinement.

Figure 11 shows the development of the balance readout over the whole duration

of the experiment. This particular experiment was designed on the basis of Okubo’s
dynamic swelling method, with changing composition of the continuous phase

[56, 57].
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The data in Fig. 11 show only a slight increase in the balance readout in the

presence of toluene/ethanol solution. However, after water addition and the forma-

tion of toluene droplets, the swelling pressure increased sharply due to the presence

of toluene drops, which have a higher toluene concentration than the solution.

These droplets cause a stronger “desire” for the polystyrene in the confinement.

This is in accordance with the swelling results obtained with forced swelling [36].

4 Spontaneous Emulsification and Heterophase

Polymerization

Knowing that spontaneous emulsification takes place, it is straightforward to check

what happens when the oil phase is a polymerizable monomer such as styrene. The

use of styrene allows initiator-free photoinitiation, which happens inside monomer

drops because more than one styrene molecule is necessary to initiate the polymer-

ization [58]. Of course, the setup as shown in Fig. 12a also leads to initiation in the

styrene phase.

Figure 12 shows the time sequence of such polymerizations under different

stabilizing conditions, leading to significant differences in the appearance of the

reaction system. The common result for all systems is formation of polymer

particles in the aqueous phase (latex formation) and a polymerized monomer

layer. Astonishingly, the appearance of the monomer phase during polymerization

strongly depends on the stabilizer. At the end of the polymerization, only for

Fig. 11 Changes in the balance readout during a swelling pressure experiment. Crosslinked

polystyrene was placed in the confinement (conf) with a stamp (st); (1) marks the time when a

mixture of toluene and ethanol (30/70 vol%) was added; (2) indicates when water was added (after
about 70 h), which caused the transition from solution to emulsion. The left images show the setup

at (1) and the right image after (2), when water drops are clearly recognizable in the lower part of

the liquid. Circles mark the time when the limit of the balance was reached and the load was

manually relaxed (the curve is the sum of individual sections after each relaxation)
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surfactant-free polymerization, the monomer phase resembles that of a bulk poly-

merization (i.e., a transparent glassy state).

In our opinion, this is the most interesting result. The styrene phase is almost

completely transparent during the entire duration of the reaction in the absence of

stabilizer. However, in the presence of SDS, a typical stabilizer for emulsion

polymerization, the polymerization starts in the monomer phase with formation

of an emulsion phase visible by its turbidity (Fig. 13). With poly(vinyl alcohol)

(PVA) as stabilizer, appearance of the monomer phase is between that of the other

cases. After 48 h of polymerization time, the aqueous phase of the polymerization

with PVA is much more turbid than in the other cases. Particularly for the poly-

merization with SDS, the latex phase appears to be concentrated in the oil phase, as

indicated by its increasing thickness compared with the other system (Fig. 12c). The

images in Fig. 13 for polymerization with SDS elucidate this behavior, particularly

the shift in turbidity from the oil toward the water phase.

The sequence of snapshots in Fig. 13 shows how the main locus of polymeriza-

tion, evaluated by the turbidity of both phases, shifts from the oil toward the water

phase. A turbid region in the monomer phase appears about 6 h after exposing the

vial to the light source. It appears as if the “pressure of the latex” in the oil phase

Fig. 12 Time sequence of images illustrating self-photoinitiated styrene polymerization after (a)

placing the monomer phase on top of the water phase and (b) 24 h, (c) 48 h, and (d) 96 h later; SF
surfactant-free, PVA poly(vinyl alcohol), SDS sodium dodecylsulfate as stabilizer (1% by weight

in the aqueous phase). The photopolymerizations were carried out at room temperature by placing

the reaction vials in front of normal fluorescence tubes used for laboratory illumination (Osram L

18 W, light color 840, lumilux, cool white)

Experiments and Thoughts on Mass Transfer During Emulsification 39



increases with time until it breaks through the interface into the aqueous phase.

However, this is a prosaic description, rather than scientific. Admittedly, a sound

scientific explanation for this effect is not possible at present. It appears reasonable

to assume that this behavior is related to spontaneous emulsification and, particu-

larly, to that of water in the oil phase, supported by the action of SDS surfactant.

Further investigations are necessary to reveal more details of this process.

The experimental data in Fig. 12, labeled “SF,” were obtained with pure styrene

on top of pure water (i.e., the simplest possible recipe for heterophase polymeriza-

tion). At this point, questions arise regarding the stabilization mechanism of the

spontaneously formed drops or particles. Zeta potential measurements revealed that

the particles obtained in the absence of any stabilizer had a potential of

�47.1 � 1.9 mV. This value is comparable with that measured for particles

stabilized with SDS (�50.6 � 3.1 mV) [59], but much more negative than that

observed for the particles stabilized with PVA (�14.0 � 3.7 mV). Regarding the

origin of this potential, two hypotheses can be discussed. The first hypothesis, that it

is a kind of contact potential, can be traced back to Alfred Coehn [60]. The second

explanation is based on preferential adsorption of hydroxyl anions at the droplet–

water interface, which was also observed for other nonpolar oil-in-water emulsions

[61–67].

5 Summary

In this contribution, we look at mass transfer in heterogeneous systems, mainly

from the perspective of colloid science rather than chemical engineering. Our main

goal is to combine various experimental observations from study of

Fig. 13 Transition of turbidity from the oil to the water phase during self-photoinitiated poly-

merization of styrene placed on top of an aqueous SDS solution (for details see Fig. 12). The vial

was illuminated for (a) 10 h 40 min, (b) 13 h 50 min, (c) 53 h 10 min, and (d) 56 h 40 min
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nonpolymerizing systems, which are all related to heterophase polymerization.

Because studying these effects was only possible under experimental conditions

very different from those applied in technical heterophase polymerization, direct

experimental proof of their relevance and importance for technical polymerizations

is not possible at this time. However, we are convinced of the importance of the

results for a deeper mechanistic understanding, principally because the observed

effects connect heterophase polymerization with the general context of physical and

colloid chemistry. Hopefully, this discussion will initiate new studies in the future.

We focus on spontaneous emulsification as thermodynamically driven emulsion

formation at a colloidal scale, which should take place under all experimental

conditions, including forced emulsification processes. However, this can only be

reasonably supposed and is hard to verify experimentally, because forced emulsi-

fication is always able to emulsify larger volumes.

The key aspect of our discussion with respect to mass transfer between two

liquid phases is that it takes place in both directions across the interface. For the oil–

water combination, this means that an oil-in-water emulsion on the aqueous side

and a water-in-oil emulsion on the oily side are formed. A number of experimental

results are presented that prove spontaneous emulsification.

The implications of these results for the mechanism of heterophase polymeriza-

tion, particularly emulsion polymerization, will be treated in an upcoming paper

dealing with simulations of mass transfer into polymerizing latex particles.
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Kinetic Modeling of Precipitation

and Dispersion Polymerizations

L. Ivano Costa and G. Storti

Abstract Dispersion and precipitation polymerizations represent a simple and

attractive synthetic platform for the production of a large variety of polymers and

micron-sized particles. Although the main qualitative features of these processes

have been known for a long time, obtaining quantitative descriptions of the poly-

merization kinetics and, especially, the full molecular weight distributions, is still a

major challenge because of the heterogeneous nature of the reactions. This review

summarizes the most relevant aspects of the processes involved, focusing on the

free-radical polymerization mechanism, with special emphasis on the key role of

radical interphase transport. We describe a unified mathematical modeling frame-

work that has enabled accurate description of reaction rates and evolution of

molecular weight distributions in a number of cases. Examples of copolymerization

reactions carried out in organic and supercritical fluids are discussed to demonstrate

the reliability and capabilities of the modeling approach.

Keywords Diffusion • Dispersed systems • Dispersion polymerization •

Modeling • Precipitation polymerization • Radical polymerization
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1 Introduction

Dispersion polymerization is a heterogeneous polymerization process enabling the

production of micron-sized polymer particles with narrow size distributions [1–

3]. Even though different polymerization mechanisms can be applied [4], free-

radical polymerization is by far the most popular and it is the only one considered

here. Dispersion polymerization can be considered an evolution of precipitation

polymerization. In precipitation polymerization, the initial system is a homoge-

neous solution of monomer and initiator in a solvent in which the polymer is

insoluble. As the polymerization proceeds, the system undergoes phase separation.

The polymer chains nucleate first in the form of unstable nuclei, which then

aggregate and/or coalesce to eventually form large polymer aggregates, as sketched

in Fig. 1. In dispersion polymerization, a suitable stabilizer (or simply “surfactant”)

is initially added to the system. The stabilizer adsorbs or anchors to the surface of

the polymer particles and hinders their aggregation/coalescence, thus leading to a

stable colloidal dispersion. Ionic, nonionic, steric, and polymeric stabilizers can be

used, the choice depending on the nature of the system [1–5].

In precipitation polymerization, the irregular aggregates produced in the absence

of surfactant have sizes in the range 1–100 μm. In dispersion polymerization,

roughly spherical particles of 0.1–10 μm are formed in the presence of sufficient

effective surfactant. In both cases, the polymerization occurs under heterogeneous

conditions in the presence of a continuous solvent-rich phase and a dispersed

monomer-swollen and polymer-rich phase. For this reason, we refer to such sys-

tems in general as “dispersed systems”, even when dealing with precipitations.

Dispersion polymerization was initially developed with the aim of producing

coating formulations with high polymer content and low viscosity, and many of the

early reports on dispersion polymerizations are in fact patents from the chemical

industry for such applications [6–9]. For the same reason, most early studies

focused on reactions carried out in nonpolar organic solvents such as low molecular

weight hydrocarbons, which, being highly volatile, are ideal candidates for coating

formulations [10, 11]. Nevertheless, this technique is not limited to the use of

nonpolar solvents, and reactions carried out in polar solvents have been reported

since the 1980s [2, 3, 5]. The range of suitable solvents was further extended to the

use of nonconventional solvents such as supercritical carbon dioxide (scCO2) with
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the aim of replacing the more typical, but often hazardous and/or toxic, organic

solvents [12]. Because many common low molecular weight monomers are easily

soluble in scCO2, but most high molecular weight polymers are not [13, 14],

heterogeneous polymerizations in scCO2 under precipitation or dispersion condi-

tions are relatively straightforward to accomplish, at least on a laboratory scale [15–

24].

More recently, it has been realized that precipitation and dispersion polymeri-

zations are relatively simple and effective techniques for production of micron-

sized particles with advanced structures and functionalities. Extensive and updated

reviews cover this topic; for example, Li et al. [25] and Pich and Richtering [26]

report the use of precipitation polymerization for the preparation of hollow struc-

tures and aqueous microgels, while Zhang [27] and Sun et al. [28] review the

emerging field of controlled heterogeneous polymerization techniques for the

synthesis of “living” functionalizable nano-objects and supramolecular objects

ranging from micelles to vesicles and worms. Thus, although precipitations and

dispersions are mature techniques for the production of a large variety of polymers

and colloidal microspheres for conventional applications, at the same time they

represent a simple and versatile platform for the synthesis of advanced

nanomaterials.

Fig. 1 Time evolution of precipitation/dispersion free-radical polymerization processes. Top:
Starting from a single homogenous phase, insoluble polymer chains are formed, which nucleate

in unstable particle nuclei that aggregate/coalesce into polymer particles. Bottom: Without sur-

factant (precipitation), large irregularly shaped particles are formed; with surfactant (dispersion),

smaller more regular particles are produced
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Compared with the large amount of experimental activity in the field [4], the

number of works that focus on quantitative modeling of polymerization kinetics in

dispersed systems is relatively low. The reason for this can be attributed to the

complexity of such systems when reliable quantification of the physical and

chemical phenomena involved is required. As mentioned above, a fully detailed

kinetic description requires the modeling of particle nucleation and of surfactant

partitioning between the phases, which in turn dictates the final number of particles

and their stability behavior (i.e., the rate at which they aggregate). In parallel, the

monomer often swells the polymer particles and, hence, the polymerization reaction

may occur in both the continuous and dispersed phases, making the identification of

the predominant locus of polymerization a nontrivial task [24, 29–31]. This is due

to the fact that the relative contribution of the polymerization rate in the two phases

is affected by many system parameters, as Jiang et al. [32] and Saenz and Asua [33]

have shown through their experimental investigation of the kinetics of dispersion

homopolymerization of methyl methacrylate in methanol/water mixtures, and of

dispersion copolymerization of styrene and butyl acrylate in ethanol/water.

In view of this complexity, the first proposed kinetic models for dispersed

systems were quite empirical and aimed to describe reaction rate and average

molecular weight, rather than the full polymer molecular weight distribution

(MWD) or aspects related to particle nucleation and particle size distribution. In

this respect, the works of Barrett and Thomas on the dispersion polymerization of

methyl methacrylate [10], of Crosato-Arnaldi et al. and Olay on the heterogeneous

polymerization of vinyl chloride [34, 35], and of Avela et al. on the precipitation

polymerization of acrylic acid [36] deserve special mention. One of the first

attempts to model the full MWD was made by Abdel-Alim and Hamielec [37]

and was followed by more comprehensive, two-phase models [38–45]. It was

realized that the radical interphase transport between the continuous and dispersed

phases is one of the most crucial aspects for reliable modeling of precipitations and

dispersions [43–45]. By properly accounting for such transport process, a common

modeling framework was developed for these complex processes and found to be

successful in modeling both homopolymerizations [43–46] and copolymerizations

[47, 48].

It is the aim of this contribution to review such modeling framework that enables

the prediction of reaction rates and MWDs for this type of heterogeneous polymer-

izations. The model accounts for all the most relevant reactions taking place in both

phases (continuous and dispersed) as well as for the partitioning of the different

species between the phases. Namely, while all low molecular weight species are

assumed to be partitioned according to thermodynamic equilibrium, the transport

rate of active chains (or radicals) is accounted for explicitely as the key factor

determining the relative contribution of each phase to the polymer buildup (i.e., as

reaction locus). Notably, the model does not include population balances for the

particle size distribution of the dispersed phase, thus relying on simpler, ordinary

differential equations. The only particle-related property needed as model input is

the total interphase surface area. Different approaches have been suggested for its

reliable evaluation, depending upon particle morphology or experimentally
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observable parameters, without relying on complex particle population balances

that require inclusion of additional mechanisms (e.g., particle nucleation and

aggregation/breakage terms) into the model [38–40, 49, 50]. Once a model for

the specific system under examination has been validated and all parameters

evaluated, the (particle) population balances can be integrated into the model

equations if information about the particle size distribution are of relevance. This

separation between kinetics and particle size distribution is convenient for facili-

tating an understanding of the mechanistic behavior of the system and improving

the reliability of the estimated model parameters.

The polymerization mechanism is discussed in Sect. 2 and the possible operating

regimes are rationalized in terms of dimensionless quantities correlating transport

properties and termination rates. In Sect. 3, the main model equations are presented

and suitable strategies and correlations for evaluating the parameters are provided.

In Sect. 4, three case studies illustrate the capabilities of the proposed modeling

approach in predicting conversion and evolution of MWD.

2 Mechanism of Reaction and Polymerization Locus

The polymerization starts in a single-phase, homogeneous system (the solvent-rich

phase). Accordingly, in the early stages of polymerization, all the kinetic steps

typical of free-radical polymerization (initiation, propagation, and terminations)

occur in this phase, as schematically shown in Fig. 1. However, as soon as insoluble

polymer chains are formed, they phase-separate and aggregate into unstable pri-

mary nuclei, which eventually coalesce into stable particles. From this moment on,

the system becomes heterogeneous and two phases are present: the continuous,

solvent-rich phase and the newly formed dispersed, polymer-rich phase. The

generation of polymer particles proceeds until the overall surface area of the

polymer phase is so large that all polymer chains formed in the continuous phase

are “captured” by the particles; that is, the process of diffusion into existing

particles becomes much faster than their aggregation into primary nuclei [1, 49,

51]. When present, surfactant molecules absorb or anchor on the surface of the

particles and prevent further coalescence and/or aggregation.

Experimental and theoretical evidences indicate that the nucleation phase gen-

erally occurs in the first few seconds to minutes of the reaction and is already

complete after few percent of monomer conversion [49, 52–54]. Subsequently, the

concentration of particles remains constant provided that an effective surfactant is

present in the system. When the surfactant is not effective enough or absent (as in

precipitation polymerization), polymer particles may coalesce and/or aggregate,

which leads to a decrease in their concentration. This can result in a longer

nucleation phase, because capture by pre-formed particles is less efficient in view

of the reduced overall surface area.

As already mentioned, once the system evolves from homogeneous to hetero-

geneous, the reaction proceeds in both phases provided that the monomer is at least

partly solubilized in the dispersed phase. Identification of the relative contribution
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of the reaction in each phase is crucial for reliable prediction of the evolution of

polymer buildup. The relevance of each reaction locus can be conveniently ratio-

nalized in terms of the dimensionless “second Damk€ohler number,” or equivalently

from its reciprocal, the so-called Ω parameter [45, 55]. Let us assume that, at a

given instant in time, the total volumes of the continuous and dispersed phases are

V1 and V2, respectively, and that the total interphase area (i.e. the total particle

surface area) is Ap. For each phase j the quantity Ωj is defined as the ratio between

the rate of diffusion of radicals from that phase to the other phase and the rate of

termination of the radicals in the same phase j:

Ω1 ¼ KAp

V1kt, 1 R1½ � ð1Þ

Ω2 ¼ αKAp

V2kt, 2 R2½ � ð2Þ

where K is the overall mass transfer coefficient for phase 1, [Rj] is the overall

concentration of active chains in phase j and α is the partition coefficient of the

radicals between the two phases at thermodynamic equilibrium:

α ¼ R1½ �eq
R2½ �eq

ð3Þ

where [Rj]eq indicates the equilibrium concentration of active chains in phase j.
In general, parameters such as α, kt,j, and K are dependent on composition and

chain length and, therefore, Ωj is also dependent on these parameters (a detailed

discussion about their meaning and evaluation is provided in the following sec-

tions). However, for the sake of simplicity, let us neglect such dependencies here

and assume constantΩj values. According to Eqs. 1 and 2, a value ofΩjmuch larger

than 1 means that the rate at which radicals in phase j diffuse out of that phase is

much larger than the rate at which they terminate in the same phase. On the other

hand, the opposite is true when Ωj is much smaller than 1 (i.e., the rate of

termination of the radicals in phase j is much larger than the rate at which they

diffuse to the other phase). It follows that four limiting operating regimes can be

readily identified according to the Ω values, as represented in the master plot in

Fig. 2:

(I) Ω1� 1 and Ω2� 1: The termination rate is higher than that of diffusion out

for both phases. This implies that radicals predominantly terminate in their original

phase and the system can be considered segregated with respect to radical

partitioning, in view of their limited transfer from one phase to the other.

(II) Ω1� 1 and Ω2� 1: The termination rate is higher than that of diffusion out

only for the continuous phase, whereas the opposite is true for the dispersed phase.

Accordingly, radicals generated in the dispersed phase diffuse out and eventually

terminate in phase 1 (from where they cannot diffuse out because Ω1� 1), and the

continuous phase is the main reaction locus.
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(III) Ω1� 1 and Ω2� 1: The rate of diffusion out of one phase is larger than the

termination rate for both phases. Therefore, radicals are exchanged between the two

phases very rapidly and, on average, each radical crosses the boundary from one

phase to the other many times before terminating in one of the two phases. Under

such conditions, the radicals achieve thermodynamic equilibrium between the two

phases.

(IV) Ω1� 1 and Ω2� 1: This case is the opposite of case II. Radicals generated

in the continuous phase ( j¼ 1) diffuse to the dispersed phase ( j¼ 2) much faster

than they terminate in their original phase. By contrast, radicals in the dispersed

phase terminate there before diffusing out to the continuous phase. Irrespective of

where the radicals are generated, they predominantly terminate in the dispersed

phase, which therefore represents the main reaction locus.

The four sectors in Fig. 2 correspond to the four operating regions identified

above. Given the Ω values for each phase, the location of a given system in this

plane can be found and the corresponding picture in terms of radical interphase

transport readily assessed, from which the predominant reaction locus (if any) can

be quickly identified. On the other hand, even if very short oligomers are partly

soluble in the continuous phase, the continuous phase is a poor solvent for the

polymer and the partition coefficient is expected to decay rapidly as the length of

the chains increases. Therefore, because the partition coefficient α is usually very

small, the case Ω2� 1 occurs frequently. This means that the operating conditions

for dispersed systems are determined by the value ofΩ1 alone, and regimes I and IV

are the only feasible limiting regimes.

Given the key relevance of the Ω value of the continuous phase, the next

question is how to control its value and, therefore, how to determine the operating

regime of a given polymerization system. Because reaction rate constants and

transport coefficients are given once the specific chemistry of a system is selected,

Fig. 2 Ω Master plot

showing the four operating

regions in terms of radical

distribution: I segregated
system, II phase 1 favored,

III equilibrated distribution,

and IV phase 2 favored
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the most relevant tunable parameter is the interphase area, Ap. Specifically, a system

is radical-segregated for extremely low values of the particle surface area, whereas

the dispersed phase is the dominant reaction locus for very large values. Accord-

ingly, this particle property becomes very important in determining not only the

particle size and colloidal stability, which is expected, but also the two main aspects

of the overall polymerization kinetics, reaction rate, and MWD. This interplay is

described in more detail in the following sections.

3 Model Framework

In this section, the main constitutive model equations, as well as the correlations

required to estimate the most relevant parameters, are reported and discussed. For

the sake of clarity, the equations are written for a single monomer case

(homopolymerization) and a basic radical polymerization scheme, but the same

approach can be easily extended to the case of multiple monomers and more

complex kinetic schemes, including chain transfer and crosslinking reactions

[43, 45, 47, 48].

3.1 Key Assumptions

According to the phenomenological picture described above, the following key

assumptions are considered:

(1) Particle nucleation is instantaneous and not accounted for in the model. As

previously noted, this assumption is justified by the observation that the nucle-

ation period in dispersion polymerization systems is much shorter than the

overall polymerization time [49, 53, 54, 56]. Therefore, the role of the stabilizer

in determining the particle concentration is not explicitly considered and a

constant number of polymer particles (small enough to correspond to a negli-

gible polymer amount at the end of the nucleation phase) is assumed to be

present since the early phase of the reaction. This assumption is also considered

valid for the case of precipitation polymerization. From a practical viewpoint,

this implies that, in the absence of seeds (pre-formed particles), one can

consider the system as homogeneous until a critical percentage conversion,

Xcr, is reached. At X¼Xcr, polymer particles form instantaneously and the

reaction proceeds under heterogeneous conditions with a constant particle

concentration. The value of Xcr is typically below 1%. The corresponding initial

value of the particle size is readily evaluated given the particle number.

(2) Low molecular weight species (solvent, initiator, monomer) are in thermody-

namic equilibrium between the continuous solvent-rich phase and the dispersed
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polymer-rich phase. Their partitioning is independent of particle size and there

are no concentration gradients within the particles.

(3) Both phases are considered as potential reaction loci (for X>Xcr), and the

interphase mass transfer for the radicals is accounted for explicitly. The poly-

mer particles are considered as a single pseudo-phase with homogeneous

radical concentration.

(4) Dead polymer is fully insoluble in the continuous phase and is considered

instantaneously accumulated in the dispersed phase.

Given these general premises, the mathematical framework required to evaluate

the system kinetics is detailed in the following subsections, with reference to the

basic free-radical polymerization kinetic scheme detailed in Table 1. Note that the

rate of radical diffusion between the two phases is also included in Table 1.

3.2 Material and Population Balance Equations

The mass balances for low molecular weight species and population balances for

active and dead polymer chains are reported below. Subscripts 1 and 2 indicate

continuous and dispersed phases, respectively, and the rates of all the kinetic events

listed in Table 1 are considered.

dS

dt
¼ 0 ð4Þ

dI

dt
¼ �kd, 1 I1½ �V1 � kd, 2 I2½ �V2 ð5Þ

Table 1 Kinetic scheme

Reaction step Reaction scheme Rate [mol L�1 s�1]

Initiation
Ij !

kd, j
2I∗j

kd, jIj

I∗j þMj !
kI, j

R∗
1, j

2fjkd, jIj (for kI, j� kd, j)

Propagation
R∗
n, j þMj !

kp, j
R∗
nþ1, j

kp, jR
∗
n, jMj

Termination
R∗
n, j þ R∗

m, j !
ktc, j

Pnþm, j
ktc, jR

∗
n, jR

∗
m, j

R∗
n, j þ R∗

m, j !
ktd, j

Pn, j þ Pm, j
ktd, jR

∗
n, jR

∗
m, j

Interphase transport R∗
n, 1 �R∗

n, 2
KnAp

Vj
R∗
n, 1

� �� αn R∗
n, 2

� �� �
Where Ij,Mj, R

∗
n, j, and Pn , j represent initiator, monomer, and active and terminated polymer chains

of length n in phase j, respectively
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dM

dt
¼ �2f 1kd, 1 I1½ �V1 � 2f 2kd, 2 I2½ �V2 � kp, 1 M1½ �V1

X1
n¼1

R∗
n, 1

� �

�kp, 2 M2½ �V2

X1
n¼1

R∗
n, 2

� � ð6Þ

dR∗
n, 1

dt
¼ δ n;1ð Þ2f 1kd, 1 I1½ �V1 þ kp, 1 M1½ �V1 R∗

n�1,1

� �
1� δ n;1ð Þ
� �� R∗

n, 1

� �� �þ
� R∗

n, 1

� �
V1

X1
m¼1

ktc, 1 þ ktd, 1ð Þ R∗
m, 1

� �� KnAp R∗
n, 1

� �� αn R∗
n, 2

� �� � ð7Þ

dR∗
n, 2

dt
¼ δ n;1ð Þ2f 2kd, 2 I2½ �V2 þ kp, 2 M2½ �V2 R∗

n�1,2

� �
1� δ n;1ð Þ
� �� R∗

n, 2

� �� �þ
� R∗

n, 2

� �
V2

X1
m¼1

ktc, 2 þ ktd, 2ð Þ R∗
m, 2

� �þ KnAp R∗
n, 1

� �� αn R∗
n, 2

� �� � ð8Þ

dPn, 1

dt
¼ 1

2
V1

Xn�1

m¼1

ktc, 1 R∗
m, 1

� �
R∗
n�m, 1

� �þ V1 R∗
n, 1

� �X1
m¼1

ktd, 1 R∗
m, 1

� � ð9Þ

dPn, 2

dt
¼ 1

2
V2

Xn�1

m¼1

ktc, 1 R∗
m, 2

� �
R∗
n�m, 2

� �þ V2 R∗
n, 2

� �X1
m¼1

ktd, 2 R∗
m, 2

� � ð10Þ

where fj is the initiator efficiency, Vj the volume of phase j, KnAp the product of

an overall radical transport coefficient and the total surface area of the particles, αn
the chain-length dependent partition coefficient for the radicals, and δ(n,1) the delta
Dirac function, which is equal to 1 when n ¼ 1 and equal to 0 otherwise. While

Eqs. 4–6 are written in terms of total number of moles of solvent, initiator, and

monomer (S, I, andM ) in both phases, the population balance equations (Eqs. 7–10)

are the phase-specific, standard equations for free-radical polymerization systems.

The only notable difference is the presence of the radical interphase transport (last

term in Eqs. 7 and 8), which provides a coupling between the radical concentrations

in the two phases. Note that the radical transport rate is expressed using the two-film

theory [57] as the product of an overall transport coefficient and a driving force

evaluated as the difference between the radical concentration in the continuous

phase and the one in the same phase in equilibrium with the particle phase.

From the solution of the population balance equations, the moments of the first,

leading orders of the polymer chain length distribution can be readily evaluated

(e.g., λi ¼
P1
n¼1

ni Pn, 1 þ Pn, 2ð Þ for the ith order). Given the moments, calculation of

the main average molecular weights follows from their definition. The overall mass

of produced polymer, m, assumed to be completely in phase 2 (assumption 4) is

readily evaluated as m¼ λ1MW, where MW is the molecular mass of the monomer

repeating units.
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To solve Eqs. 4–10, additional equations are needed to characterize the equilib-

rium partitioning of the low molecular weight species. At each instant of time,

given the total amounts of solvent, initiator, monomer, and polymer (as calculated

from Eqs. 4–10), the following equalities apply:

S ¼ S1½ �V1 þ S2½ �V2 ð11Þ
I ¼ I1½ �V1 þ I2½ �V2 ð12Þ

M ¼ M1½ �V1 þ M2½ �V2 ð13Þ

Moreover, the concentrations of solvent, initiator, and monomer in the two

phases at equilibrium are constrained by the equality of the chemical potentials in

the two phases:

μS, 1 ¼ μS, 2 ð14Þ
μI, 1 ¼ μI, 2 ð15Þ
μM, 1 ¼ μM, 2 ð16Þ

Thus, by complementing the six equations Eqs. 11–16 with suitable correlations

for the chemical potentials and the specific volumes of the two phases as a function

of state variables, the equilibrium concentrations of the low molecular weight

species can be determined at each time point by solving the corresponding set of

nonlinear algebraic equations by standard numerical methods.

Different approaches are available for evaluating the thermodynamic properties

of the different phases. Cubic equations of state such as the Peng–Robinson

equations [58–60] can be used, or more comprehensive approaches suitable for

polymeric systems, such as the statistical associating fluid theory [61, 62], the

perturbed hard-sphere chain model [63], the Simha–Somcynski lattice-hole theory

[64, 65], and the lattice theory of Sanchez and Lacombe [66]. Moreover, when

dealing with compressible systems (gaseous continuous phase), the system pressure

is also unknown and can be evaluated by imposing the following additional

constraint:

VR ¼ V1 þ V2 ð17Þ

where VR is the reactor volume. In this context, the Sanchez–Lacombe equation

of state is widely used for its ability to correlate pressure, volume, and temperature

(PVT) data [23, 42, 43] and the equilibrium of multicomponent polymeric

systems [67].

On the other hand, although equations of state provide both the volumes of the

two phases and the chemical potentials of the species in a single theoretical

framework, they are quite demanding in terms of computational effort. When

such a detailed thermodynamic description is not required, the complexity of the

mathematical treatment can be reduced by using simplistic equations such as the
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volume additivity rule and expressing the equilibrium conditions using

oversimplified, constant partition coefficients [47]. Accordingly, Eqs. 14–16 sim-

plify to:

S1½ �
S2½ � ¼ KS ð18Þ

I1½ �
I2½ � ¼ KI ð19Þ

M1½ �
M2½ � ¼ KM ð20Þ

Whatever the selected approach, accurate prediction of the interphase

partitioning at equilibrium is a prerequisite for any reliable model of polymerization

in heterogeneous systems. Therefore, the parameters of the chosen thermodynamic

model should always be determined from independent equilibrium data [47, 67,

68].

For high molecular weight species (active chains), the corresponding partition

coefficients αn are also needed to evaluate the driving force in the interphase

transport in terms of Eqs. 7 and 8. Such evaluation is less established than in the

case of low molecular weight species and is discussed separately in Sect. 3.4.

3.3 Kinetic Rate Constants

As is always the case in polymerization modeling, reliable evaluation of kinetic

parameters is a difficult task, but crucial for ensuring that the model has good

predictive ability. This is even more problematic in heterogeneous systems such as

found in precipitation and dispersion polymerizations, where the values of such rate

constants are needed for both phases.

For the continuous phase, the rate constants of initiator decomposition, propa-

gation, and termination are generally expressed using Arrhenius-type expressions

that account for the temperature and pressure effect:

k T; pð Þ ¼ A exp �Eþ ΔV# p� prefð Þ
RT

� �
ð21Þ

where A is a constant pre-exponential factor, E the thermal activation energy,

ΔV# the activation volume, and pref a reference pressure. The rate constants

calculated according to Eq. 21 are the intrinsic rate constants that reflect the

chemistry of the system. Because the continuous phase is often characterized by

low viscosity, in most cases these values apply throughout the polymerization

reaction so that chain-length and conversion dependencies can be neglected.

56 L.I. Costa and G. Storti



For the dispersed phase, at the high polymer loadings typical of the particles

(>50% by weight) the rate parameters become diffusion controlled, with values

several orders of magnitude smaller than found in polymer-free systems [69–

71]. Among the many approaches reported in the literature for the evaluation of

diffusion-controlled kinetic constants [71, 72], a very convenient approach was

developed in the frame of the collision theory of chemical reactions in liquids [73]

together with a Fickian description of the diffusion process. Accordingly, consid-

ering two reacting species A and B, the effective rate constant, keff, can be estimated

as [71, 74]:

1

keff
¼ 1

k
þ 1

4πrABDABNA

ð22Þ

where k is the intrinsic rate constant, rAB is the radius of collision of the two

considered reacting species (i.e., the distance at which A and B react instanta-

neously), and DAB is the mutual diffusion coefficient.

For propagation, a reasonable estimate of the radius of collision is given by the

monomer molecular diameter σ. The mutual diffusion coefficient between radical

and monomer is assumed equal to the sum of the respective self-diffusion coeffi-

cients. Under diffusion-controlled regimes, the monomer diffuses much faster than

long radicals (i.e., DM�DR), therefore it follows that:

DAB ¼ DMR ¼ DM þ DR ffi DM ð23Þ

and the propagation rate constant in the dispersed phase can be expressed as:

1

kp, 2
¼ 1

kp, 1
þ 1

4πσDM,2NA

ð24Þ

where the intrinsic rate constant of propagation has been set equal to the value in

the continuous phase, kp , 1.
For the termination reaction between two radicals of length n and m, the mutual

diffusion coefficient is the sum of different contributions, that is, the center of mass

diffusion coefficients of the two radicals, Dn and Dm, and the diffusion due to chain

growth (the so-called propagation diffusion). Accordingly, the rate constant for the

termination reaction in the dispersed phase, kt,nm,2, is given by [43, 48]:

1

kt,nm, 2
¼ 1

kt, 1
þ 1

4πrnmNA Dn, 2 þ Dm, 2 þ a2

3
kp, 2 M½ �2

� � ð25Þ

where the intrinsic rate constant of termination is again set equal to the value in

the continuous phase, kt,1 and a is the root-mean end-to-end distance divided by the

square root of the number of monomer units in the chain. In their analysis of

diffusion-controlled termination, Russell et al. [69] estimated the parameters

Kinetic Modeling of Precipitation and Dispersion Polymerizations 57



a and σ for three different polymerization systems, finding in all cases that their

numerical values were quite similar. Accordingly, one can conveniently approxi-

mate a as equal to the monomer diameter σ [48]. The radius of collision for the

radicals, rnm, ranges from the lower bound rnm¼ σ to the upper bound rnm ¼ 2aj1=2c ,

with j1=2c being the entanglement spacing [69, 71].

For the initiation reaction, the corresponding rate constant is frequently set to the

same value for both phases (i.e., kd,1¼ kd,2). This assumption is substantiated by the

observation that the medium composition has a major impact on efficiency and

much less impact on the dissociation rate constant itself [70]. Accordingly, all

diffusion limitation effects on the initiation step, relevant for the polymer-rich

phase, can be accounted for in terms of reduced efficiency, which is expressed as

a function of the diffusion coefficient of the initiator, DI, as:

f 2 ¼ 1� DI, 0

DI

1� 1

f 2,0

� �� 	�1

ð26Þ

where DI,0 and f2,0 represent the diffusion coefficient and efficiency in the

polymer-free system, respectively, with the latter value being equal to that for the

continuous phase ( f2,0¼ f1).

3.4 Transport Parameters

As anticipated, the rate of radical interphase transport can be expressed as the

product of the overall transport coefficient, the particle surface area, and a driving

force (difference in radical concentrations). Given the impact of this transport rate

on the model results, its evaluation deserves special attention.

The simplest approach is to neglect all dependencies of the two parameters Kn

and Ap (mainly upon chain length and particle size) while using their product KnAp

as a single, constant parameter to be evaluated by direct fitting to the experimental

data. Focusing on the cases of major practical interest (small α values), this

approach is particularly convenient when full separability between particle mor-

phology and polymerization kinetics can be assumed and an accurate value of this

parameter is not strictly required. This is the case for systems exhibiting limiting

segregated behavior (KnAp� 1; quadrant I in Fig. 2) or when the dispersed phase is

the dominant reaction locus (KnAp� 1; quadrant IV in Fig. 2). On the other hand,

for all intermediate cases, a more detailed evaluation is required. Let us therefore

consider the evaluation of Kn and Ap separately.

The overall mass transport coefficient of radicals between the continuous and

dispersed phases is conveniently evaluated using the two-film theory as [57]:
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1

Kn
¼ δ

Dn, 1
þ δαn
Dn, 2

ð27Þ

where δ is the thickness of the diffusive boundary layer, which can be approx-

imated as the particle radius;Dn,j is the diffusion coefficient of the radicals of length

n in phase j; and αn is the equilibrium partition coefficient as given by Eq. 3 for the

radicals of length n. The diffusion coefficient of a radical of length n can be

expressed as a function of the diffusion coefficient of the monomer, DM, through

the empirical correlation proposed by Griffiths et al. [75], where the scaling

coefficient of the diffusion coefficient with the number of repeating units is an

explicit function of the polymer weight fraction ωP:

Dn ¼ DMn
� 0:664þ2:02ωPð Þ ð28Þ

Several models can be applied to evaluate the diffusion coefficient of the

monomer, DM, in a polymer rich-phase [76]. Those based on the free-volume

concept, and especially those based on the formulation of Vrentas and Duda [77],

are some of the more powerful for application in polymer reactions [38, 41, 42, 70,

71]. According to Vrentas and Duda [77], the diffusion coefficient of the monomer

is given by:

DM ¼ DM,0exp � E

RT

� �
exp � γ ωMV

∗
M þ ξMSωSV

∗
S þ ξMPωPV

∗
P

� �
VFH

� �
ð29Þ

where DM,0 is a constant, pre-exponential coefficient, E is the activation energy

for the jump process of the diffusing molecule, γ is the overlap factor, V∗
i is the

critical hole free volume required for molecule i to “jump” into, ξMj is the ratio

between the molar volumes of monomer and molecule j, and VFH is the total system

free volume. Despite the large success of this formulation, its main drawback is that

a large number of parameters are involved whose determination is not always

trivial. To overcome this issue, Zielinski and Duda [78] and Vrentas and Vrentas

[79] proposed general procedures and guidelines for independent determination of

most of the required parameters. More recently, Costa and Storti [80] proposed an

alternative formulation of the free-volume theory in which the self-diffusion coef-

ficient of the monomer is expressed as:

DM ¼ DM,0exp �γ
ωM=ρ∗M þ ξMSωS=ρ∗S þ ξMPωP=ρ∗P
� �

1=ρ� 1=ρmix

� �
ð30Þ

where ρ∗i and ρ∗mix are the close-packed density of species i and of the mixture,

respectively, and ρ is the density of the system. The main advantage of Eq. 30 over

Eq. 29 is the use of the Sanchez–Lacombe lattice theory to estimate most of the

required parameters, thus simplifying the parameter evaluation problem associated

with the evaluation of DM.
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The partition coefficient for the radicals, αn, can be expressed as a function of the
chain length n through semi-empirical correlations, such as that proposed by Kumar

et al. [81]:

logαn ¼ logαx þ β n� nxð Þ ð31Þ

where the scaling coefficient β and the parameters αx and nx are determined by

fitting experimental data [81, 82].

Finally, let us consider the evaluation of the parameter Ap, the link between

particle morphology and polymerization kinetics. Having assumed a constant

number of particles, Np, one can estimate its value through the following equation:

Np ¼ 3mf

4πρr3f
ð32Þ

where mf is the mass of polymer of density ρ in the reactor at the end of the

reaction and rf is the final radius of the particles. Once the number of particles is

known, the overall interphase area at the generic reaction time is easily evaluated

as:

Ap ¼ Np4πr
2
p ð33Þ

where the actual radius of the particles, rp, is given by:

rp ¼ 3

4π

V2

Np

� �1=3

ð34Þ

Note that Eqs. 32–34 imply the assumption of monodisperse spherical particles.

Although quite crude, this assumption was accurate enough to predict the effect of

Ap on the system kinetics in several instances, as shown in the next section.

Additionally, it has the advantage of providing a simple way of estimating Ap

through accessible experimental quantities such as the polymer mass at the reaction

end and the final particle radius. Finally, for systems leading to fully amorphous

morphologies where no average particle radius can be easily defined (typically

precipitation polymerizations), one can still use Eqs. 33 and 34 to account for the

change in overall area during the reaction by treating Np as a fitting parameter

[44, 46].

60 L.I. Costa and G. Storti



4 Applications

Three case studies are presented to illustrate the general reliability of the modeling

approach for widely different systems: the precipitation copolymerization of vinyl-

imidazole (VI) and vinyl-pyrrolidone (VP) in an organic solvent, the precipitation/

dispersion copolymerization of vinylidene fluoride (VDF) and hexafluoropropylene

(HFP) in scCO2, and the precipitation polymerization of vinyl chloride carried out

in suspension.

4.1 Precipitation Polymerization in Organic Solvent

The precipitation copolymerization of VI and VP in butylacetate was investigated

experimentally by Arosio et al. [83]. Let us first briefly summarize the experimental

evidence concerning the impact of particle morphology on the polymerization

kinetics, which is the key to identification of the relative contribution of the two

phases to the polymerization and their possible interplay in the overall kinetics. A

representative SEM image of the copolymer collected at the end of the reaction is

shown in Fig. 3. Although the primary particles do not coalesce completely and

keep their identity during the whole reaction, they aggregate in large clusters.

Analysis of the impact of mixing rate on the size distribution of clusters has

shown that the combination of aggregation and breakage induced by shear leads to

Fig. 3 SEM picture of polymer aggregates obtained at the end of VI/VP precipitation reactions.

(Reprinted with permission from Arosio et al. [83]. Copyright 2011 Wiley)
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polydisperse aggregates covering a wide range of sizes (1–1,000 μm), with particle

size distribution heavily affected by the mixing rate (Fig. 4a). In contrast, the

reaction rate is not affected by the shear rate (Fig. 4b). Because the overall

interphase area is a function of the average size of the particles and does not

seem to affect the kinetics, the experimental evidence implies that the rate of

radical interphase transport does not play a relevant role in the polymerization

kinetics. More explicitly, evolution of the polymerization reaction and evolution of

particle size can be fully separated and viewed as two independent processes.

In terms ofΩ parameters, forΩ2� 1, because the copolymer is fully insoluble in

the continuous phase, the “separation” mentioned above corresponds to two possi-

ble limiting cases: (1) negligible transport of the radicals, leading to a segregated

system (Ω1� 1), or (2) very fast and irreversible transport of the radicals from the

continuous to the dispersed phase (Ω1� 1). From the model perspective, these

two options correspond to setting negligible or extremely high values for the

product KAp, respectively, in both cases safely neglecting all functional dependen-

cies of the same parameters. Accordingly, the rate of transport can be modeled

assuming negligible solubility of radical oligomers in the solvent-rich phase (α¼ 0)

and a single lumped parameter, the product KAp [47].

Using an additional series of simplifying assumptions (monomer partitioning in

terms of constant partition coefficients; conversion-independent values of the rate

parameters for the reactions of initiation, propagation, and termination; diffusion

limitations on the termination rate constant simplistically accounted for by using a

parameter value for the polymer-rich phase two orders of magnitude smaller than

that for the solvent-rich phase), the number of fitting parameters can be reduced to

three: the lumped transport parameter, KAp; the partition coefficient of the initiator,

KI; and the rate constant of the crosslinking reactions taking place in the dispersed

phase (these reactions need to be considered because of the presence of VI in the

polymer backbone [84, 85]).

Fig. 4 Precipitation copolymerization of VI/VP (75/25 w/w). (a) Effect of stirring rate on the final

particle size distribution: 100 (dash-dotted line), 200 (dashed line), and 300 rpm (continuous line).
(b) Effect of stirring rate on monomer conversion: 100 (triangle), 200 (circle), and 300 rpm

(diamond). (Adapted with permission from [83]. Copyright 2011 Wiley)
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The last parameter only affects the polymer molecular weight, therefore a set of

parametric simulations were initially carried out neglecting this specific reaction at

different values of KAp and KI to elucidate the contribution of each reaction locus

and the specific operative situation (segregation with two loci or irreversible

transport with a dominant locus). Four limiting cases were considered: complete

segregation (KAp¼ 0), with preferential initiator partitioning in the continuous

(KI¼ 100) or dispersed phase (KI¼ 0.01), and extremely fast transport (KAp� 0)

again with the same two extreme values of KI. The model results clearly indicated

that initiator partitioning in the dispersed phase is dominant. The effect of transport

rate is shown in terms of conversion versus time in Fig. 5a and of copolymer

composition versus conversion in Fig. 5b. Even though the reaction rate is practi-

cally identical whatever the KAp value, it is interesting that the copolymer compo-

sition is quite different and closer to the experimental case when radical segregation

is operative. This is because the compositions of the chains formed in the two

phases are quite different: VI-richer chains are formed in the continuous phase

rather than in the dispersed phase and, during the reaction, the increasing relevance

of the particle phase is reflected by the corresponding change in copolymer com-

position. Although such a transition is almost complete at around 20% conversion,

the copolymer is produced in both phases throughout the reaction, with a final

contribution of the continuous phase of about 10%.

The model results in terms of MWD are compared with experimental data in

Fig. 6, which also shows the contribution of the polymer produced in each phase as

predicted by the model. The general agreement is quite good. Both overall distri-

butions exhibit a clear shoulder in the high molecular weight region as a result of

the crosslinking reactions mentioned above. Most of the chains are produced in the

dispersed phase and all crosslinked chains are part of this population (i.e., they are

Fig. 5 Comparison between model and experimental data: (a) conversion versus time and (b)

copolymer composition in terms of cumulative VI fraction. Model simulations correspond to

initiator preferentially partitioned in the polymer phase, KI¼ 0.01, and negligible transport leading

to a segregated system (dashed line), or to KI ¼ 0.01 and extremely fast transport with the reaction

occurring predominantly in the polymer phase (continuous line). Experimental data (circle) for
VI/VP ¼ 75/25. (Adapted with permission from Arosio et al. [47]. Copyright 2011 Wiley)
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formed in the particles). The continuous phase contributes to the overall MWDwith

only a small fraction of chains in the low molecular weight region, thus resulting in

further broadening of the overall distribution. Most of these chains are produced in

the early phases of the reaction, when the amount of polymer-rich phase is negli-

gible. As the reaction proceeds, and the volume of the polymer particles increases,

the initiator is mainly present within the polymer aggregates (KI¼ 0.01) and the

dominant reaction locus shifts from the continuous to the dispersed phase, which,

eventually, contributes the most to polymer formation.

Finally, model and estimated parameter values were conclusively validated by

the set of predictive simulations of conversion versus time compared with the

experimental results (see Fig. 7). The impacts of monomer composition (Fig. 7a)

and initiator concentration (Fig. 7b) are well captured by the model.

To conclude, the developed model – although very simplified – provides a

reliable description of the reaction kinetics and enables sound interpretation of

the experimental results. Additionally, a preliminary analysis in terms of Ω param-

eters, supported by some experimental evidence, provides effective conceptual

understanding of the main process features, thus enabling identification of reason-

able assumptions to be applied in model development without significantly affect-

ing the predictive capabilities of the model.

Fig. 6 Precipitation copolymerization of VI/VP (75/25 w/w). Final molecular weight distribu-

tions: experimental (dotted line), overall simulated (continuous line), contribution of the contin-

uous phase (dashed line), and contribution of the dispersed phase (dash-dotted line). (Reprinted
with permission from Arosio et al. [47]. Copyright 2011 Wiley)
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4.2 Precipitation and Dispersion Copolymerizations
in Supercritical Carbon Dioxide

We now focus on a different system, specifically on the binary system VDF-HFP

polymerized in scCO2, a fluorinated material of industrial relevance usually pro-

duced in emulsion [86]. The impact of the interphase area on the copolymer MWD

was investigated by comparing experiments carried out at different amounts of a

perfluoropolyether surfactant [24], which was found especially effective for pro-

ducing narrowly distributed spherical particles in VDF homopolymerization

[23, 87]. SEM pictures of the copolymer particles produced in batch at an initial

monomer mole fraction fHFP¼ 0.2 without and with stabilizer (precipitation and

dispersion) are shown in Fig. 8. The images reveal that microparticles are clearly

formed in both cases. Given the plasticizing effect of the supercritical medium,

coalesced particles do not retain their identity. Without stabilizer (Fig. 8a), the

extent of coalescence is significant, resulting in a copolymer matrix composed of

irregularly shaped particles with broad size distribution. With stabilizer (Fig. 8b),

the particles are still partly coalesced but more spherical and, most importantly,

better segregated, with an average diameter two to three times smaller than in the

precipitation case. Accordingly, a value of Ap two to three times larger (the particle

number is larger in the dispersion case) under otherwise identical conditions was

estimated in the dispersion case.

Although the difference in interphase areas is small, a striking difference

between the two processes is found when looking at the corresponding MWDs

(see Fig. 9). A bimodal distribution is obtained by precipitation polymerization,

with clearly distinct lower and higher molecular weight modes, whereas a broad but

monomodal distribution is found under dispersion conditions. These experimental

results indicate a major impact of radical transport (i.e., of interphase area Ap) on

Fig. 7 Precipitation copolymerization of VI/VP. (a) Effect of monomer composition on conver-

sion for VI/VP (w/w) ratios of 90:10 (triangle), 75:25 (square), and 50:50 (circle). (b) Effect of
percentage initiator concentration on conversion (VI/VP w/w ¼ 75:25) for 0.3 (circle), 0.6
(triangle), and 1.2% (square) initiator. (Adapted with permission fromArosio et al. [47]. Copyright

2011 Wiley)
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the reaction kinetics. Again, given the negligible value of Ω2, parameter Ω1

regulates the process and its value is expected to be close to 1, so that a small

increase in the interphase area can horizontally shift the position of the operating

point in Fig. 2 from the first to fourth quadrant, that is, from segregated (two loci) to

dominant reaction in the polymer-rich phase (one locus). As a consequence, the

system requires a more detailed description of radical interphase transport than in

the VI/VP case. Accordingly, diffusion limitations and chain-length dependencies

were taken into account for all the rate parameters, as well as for the overall

transport coefficient, by using the correlations previously described in Sect. 3

(cf. [48]). With respect to the partitioning of low molecular weight species, the

Sanchez–Lacombe equation of state was used for the monomers and for CO2,

whereas equipartitioning (in mass) was assumed for the initiator.

The predictions of a model of this type in terms of time evolution of the MWD

are compared with experimental results in Fig. 10a, c for precipitation and in

Fig. 8 SEM pictures of VDF-HFP copolymer produced in scCO2 by (a) precipitation and (b)

dispersion. (Adapted with permission from Costa et al. [24]. Copyright 2010 American Chemical

Society)

Fig. 9 Experimental molecular weight distributions of VDF-HFP copolymers produced by

precipitation (symbols) and dispersion (continuous line); T ¼ 50�C, t ¼ 6 h, [M] ¼ 5.5 mol L�1,

fHFP ¼ 0.2. (Reprinted with permission from Costa et al. [24]. Copyright 2010 American Chemical

Society)
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Fig. 10b, d for dispersion. In all cases, the agreement between model and experi-

ments is quite remarkable, thus enabling a sound mechanistic interpretation of the

results. The two MWD modes formed during the precipitation reactions are repre-

sentative of copolymer chains produced in the continuous phase (lower MW mode)

and in the dispersed phase (higher MW mode), respectively. The lower MW mode

initially prevails, indicating that in the early phases of the reaction the continuous

phase is the dominant reaction locus, which is always the case in unseeded batch

reactions. However, as the reaction proceeds, the interphase area increases because

of the increasing amount of polymer, and, in turn, the dispersed phase progressively

becomes the dominant reaction locus. As a result, the relative contribution of the

higher molecular weight mode to the overall MWD increases with time, as is

clearly shown in Fig. 10 by both the experimental data and the model results. For

dispersion reactions, a similar transition of the dominant reaction locus is observed.

Nevertheless, because the particles are smaller than in the precipitation case, the

resulting Ap is larger and the rate at which the radicals generated in the continuous

phase are transported to the particles is enhanced, which makes the transition of the

dominant locus of reaction occur more quickly. Eventually, most of the chains are

terminated in the dispersed phase, and a broader but monomodal distribution is

obtained.

Changing the monomer composition has a similar effect on the final MWD, as

shown in Fig. 11 for dispersion copolymerization. A high molecular weight,

Fig. 10 Time evolution of molecular weight distribution of VDF-HFP copolymerization in scCO2

for precipitation (left) and dispersion (right). Top: Experimental data after a reaction time of

60 (circle), 180 (square), and 360 min (triangle). Bottom: Calculated MWD after 60 (continuous
line), 180 (dashed line), and 360 min (dotted line). (Adapted with permission from Costa et al.

[48]. Copyright 2012 Wiley)
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monomodal distribution is obtained when VDF alone is fed to the reactor (Fig. 11a).

As the amount of HFP in the recipe increases, the distribution gradually shifts

toward lower molecular weights: the MWD is clearly bimodal at intermediate HFP

content (Fig. 11b), and the lower molecular weight peak becomes dominant at

higher HFP content (Fig. 11c, d). The model captures all distributions and their

transition remarkably well. From the model perspective, several factors contribute

to the shift in distribution toward the lower MW mode as fHFP increases [48]. First,
HFP is significantly less reactive than VDF. Therefore, for the same reaction time,

the amount of produced copolymer, and therefore the interphase area Ap, decreases

with increasing HFP content. Additionally, the richer the system is in HFP, the

lower the transport parameters of the growing radicals and the lower the monomer

concentration in the polymer particles, which is a result of the composition-

dependent partitioning of these monomers. Furthermore, the effectiveness of the

surfactant deteriorates progressively as the content of HFP in the system increases

[24], resulting in a reduction in the overall number of particles and, again, in the

specific interphase area. Thus, VDF homopolymer dispersions are characterized by

faster radical transport rates (largerΩ1 values) and higher reactivity in the polymer-

rich phase. This is the main reaction locus and a monomodal high MWD is obtained

(Fig. 11a). In contrast, dispersion reactions carried out at high HFP concentrations

(Fig. 11d) are characterized by slower radical transport rates and low reactivity in

the polymer phase. Under these conditions, the continuous phase (where shorter

Fig. 11 Experimental (circle) and calculated (line) molecular weight distributions for VDF-HFP

dispersion copolymerization; T¼ 50�C, t¼ 3 h, [M]¼ 5.5 mol L�1. Initial monomer mole fraction

fHFP is (a) 0, (b) 0.15, (c) 0.3, and (d) 0.4. (Adapted with permission from Costa et al. [48]. Copy-

right 2012 Wiley)
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chains are produced) prevails as reaction locus, whereas the small fraction of chains

terminating inside the particles results in MWD tailing at high molecular weights.

The predictive capabilities of the same kinetic model were further verified using

independent data obtained in a continuous stirred tank reactor [88]. The effect of

increasing monomer concentration for precipitation copolymerization at

fHFP¼ 0.27 is shown in Fig. 12, together with the corresponding model predictions.

At low monomer concentration, the small amount of polymer particles present in

the system captures a negligible amount of radicals, and the continuous phase is

practically the only reaction locus. The distribution is therefore narrow and

monomodal. As total monomer content increases, more radicals are captured

because of the larger interphase area of the polymer particles and the contribution

of the particle phase to the kinetics progressively increases, leading to the formation

of high molecular weight tails. Although the comparison between model results and

experimental data is not as good as in the previous examples, the model still

captures the relevant features of the distributions and allows straightforward inter-

pretation of the appearance of the high molecular weight tailing at increasing

monomer concentration. This result appears especially significant when consider-

ing that, in this case, the model was used in a fully predictive way.

4.3 Precipitation Polymerization of Vinyl Chloride

Poly(vinyl chloride) (PVC) is a commodity polymers with one of the largest

production capacities and is mostly produced by suspension polymerization

[41, 89]. In suspension polymerization, the monomer is initially dispersed in

water as 50–500 μm droplets by the combined effects of mechanical agitation and

surfactant stabilization. Monomer-soluble initiators are used, so the entire

Fig. 12 Effect of total monomer concentration on molecular weight distribution produced in a

continuous stirred tank reactor under precipitation conditions. Experimental data from Ahmed

et al. 2007 (left) and model predictions (right). Operative conditions: T ¼ 40�C, fHFP ¼ 0.265,

residence time τ ¼ 20 min. Monomer feed concentrations are 1.96 (solid curves), 3.92 (dashed
curves), and 6.53 mol L�1 (dotted curves). (Adapted with permission from Costa et al. [48]. Copy-

right 2012 Wiley)
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polymerization reaction takes place inside these droplets and each droplet can be

considered a small, bulk polymerization reactor. However, PVC is insoluble in its

monomer and precipitates as soon as it is formed. Therefore, a precipitation

polymerization regime is established within each monomer droplet. The droplet is

finally converted into a PVC grain composed of a porous network of packed

polymer particles [89, 90]. In view of the industrial relevance of this process, the

mechanism of formation and evolution of the internal morphology of the grain with

the reaction progress has been studied extensively, both experimentally and through

modeling [90–94]. After a short nucleation phase, completed within the first few

percent of monomer conversion, primary polymer particles of 0.2–1.5 μm are

formed. The particles then grow by polymerization of the absorbed monomer and

by further precipitation of polymer formed in the monomer phase. Additionally, the

particles aggregate and coalesce as the reaction proceeds. The interplay between

growth, aggregation, and coalescence finally determines the internal morphology

and porosity of the grains. The extent of aggregation and coalescence of the primary

particles in this system is influenced by many parameters (temperature, mixing,

nature of the suspending medium, nature and concentration of stabilizers, etc.),

meaning that the estimation of the interphase area between the polymer and the

monomer phases is a challenging task. On the other hand, it has been observed that

aggregation is significant even at low conversions, giving rise to a densely packed

morphology similar to that observed for VI/VP precipitation (see Fig. 3 with SEM

images reported by Smallwood for PVC [90]). Accordingly, as for the VI/VP case,

one can expect that the total effective amount of interphase area available for

radical interphase transport is also quite small in this system. The assumption of a

segregated system (regime I in Fig. 2) for PVC precipitation polymerization thus

appears reasonable and has often been applied. As representative examples,

Crosato-Arnaldi et al. [34], Abdel-Alim et al. [37], and Kiparissides et al. [41]

successfully applied two-phases models without interphase transport (segregated

models) to describe the kinetics of PVC suspension polymerization.

More recently, the validity of the assumption of a fully segregated system was

evaluated by Wieme et al. [45], who also included a term for radical interphase

transport in the two-phase model. The authors used the two-film theory for the

overall mass transfer coefficient (Eq. 27), and, to take into account the decrease in

particle concentration as a result of coalescence, they did not assume constant

particle concentration and assumed the following empirical relationship:

np ¼ n0pexp �γXð Þ ð35Þ

where np¼Np/(V1 +V2), and the two adjustable parameters n0p and γ represent

the initial volumetric concentration of polymer particles and the decay parameter,

respectively. Thus, the evolution of the overall interphase area and the rate of radical

interphase transport throughout the reaction can be calculated using Eqs. 33–35. In

particular, in agreement with experimental observations [90], n0p increases with

decreasing temperature, implying that Ap, and thus the flow of radicals precipitating
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from phase 1 to phase 2, increases with decreasing temperature. Note that this

model reduces to the segregated case by setting np¼ 0 (i.e., no interphase area

available for radical transport). Wieme et al. evaluated the unknown model

parameters (including the intrinsic rate constants for propagation and termination

in the monomer phase) for both cases (segregated and nonsegregated) by regres-

sion of conversion and average molecular weight data from experiments carried

out at different temperatures [45]. Comparison of the predictions of both models

with the experimental results is shown in Fig. 13 for the reactions at 318 K and

308 K. At the highest temperature (Fig. 13a), the two models provide almost

identical results, indicating that the role of the radical interphase transport in this
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Fig. 13 Effect of temperature on conversion (top) and average molecular weights (bottom) for
PVC suspension polymerization at (a) T ¼ 318 K with 0.02354 wt% of tert-butyl
peroxyneodecanoate initiator, (b) T ¼ 308 K with 3.02 wt% of tert-butyl peroxyneodecanoate
initiator. Model simulations are shown as dashed lines for the segregated, two-loci model (without

radical transfer) and as continuous lines for the complete two-loci model (with radical transfer).

(Adapted with permission from Wieme et al. [45]. Copyright 2009 Wiley)

Kinetic Modeling of Precipitation and Dispersion Polymerizations 71



case is negligible. The polymerization occurs independently in each phase but, as

the reaction proceeds and the volume of the polymer phase increases at the

expenses of the monomer phase, the main reaction locus shifts from the monomer

to the polymer phase, resulting in an evident auto-acceleration effect. By contrast,

at the lowest temperature (Fig. 13b), the difference between the two model results

is appreciable, and the complete model performs better than the segregated one,

especially in terms of conversion versus time. This finding can be attributed to the

enhanced rate of radical interphase transport resulting from the increased number

of particles at the lower reaction temperature. The steeper conversion profile

obtained from the full model with respect to the segregated one indicates that the

transfer of radicals, at least partly, accelerates the shift of the main reaction locus

from the continuous to the dispersed phase. It is worth noting that, as shown in

Fig. 13 (lower images), the two models do not differ significantly in terms of

molecular weight evolution, the final average molecular weight being mainly

dictated by chain transfer to monomer. Notably, this makes the discrimination of

different models (with or without radical transfer) more difficult as they are based

on conversion data only.

Thus, two loci models that account for the reaction occurring in both phases can

provide a fairly accurate description of the system kinetics. Even though PVC

suspension and precipitation polymerizations can be considered in most cases as

fully segregated, given the high degree of aggregation and coalescence of the

polymer particles, accounting for the interphase radical transport broadens the

range of model applicability to experimental conditions that favor the formation

of a larger interphase area.

5 Conclusions

The presence of more than one reaction locus, coupled with the complex interac-

tions between particle morphology and polymerization kinetics, makes the kinetic

modeling of dispersed polymerization systems particularly challenging. On the

other hand, judicious selection of meaningful and reliable assumptions enables

the separation of the mathematical descriptions of kinetics and particle size distri-

bution in many cases, the overall interphase area being the only parameter

connecting kinetics and particle morphology.

The impact of the interphase area on the polymerization kinetics can be ratio-

nalized in terms of dimensionless phase-specific quantities, the Ω parameters,

defined as the ratios between the rate of radicals diffusing out of a phase and the

rate of termination in the same phase. Based on the values of the Ω parameters for

the two phases, different limiting regimes and the role of radical interphase

transport can be readily identified. Because the solubility of high molecular weight

species in the continuous phase is negligible in most cases of practical interest, the

Ω parameter for the continuous phase is decisive. Its value determines the operating

regime, ranging from complete radical segregation to complete transport of radicals
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to the dispersed phase. Notably, the main reaction locus, and therefore the overall

MWD, can be controlled by tuning the interphase area. Such tuning can be achieved

by varying the hydrodynamics of the system (enhancing or reducing particle

aggregation through shear) or its colloidal stability (reducing or increasing the

amount of an effective stabilizer).

A modeling framework suitable for capturing all the main features mentioned

above and representing a good compromise between the requirement for a detailed

description and the need to keep the number of adjustable parameters to a minimum

has been reviewed in this contribution. Moreover, some of the theoretical

approaches and correlations commonly used in the field of polymer reaction

engineering to estimate the model parameters have also been reported.

The proposed modeling approach has been validated through selected applica-

tions to homo- and copolymerizations in organic solvents and in supercritical

media. Accurate predictions of the time evolution of conversion, copolymer com-

position, and MWD can be achieved with limited computational effort when a

meaningful mechanistic picture is selected. In the examined case of precipitation

copolymerization of VI and VP in organic solvent, the time evolution of the

cumulative composition directly reflects the different copolymerization behaviors

in the different phases. On the other hand, with reference to the production of

VDF-based fluorinated copolymers in scCO2, control of the final MWD from

monomodal to bimodal is obtained by tuning the stabilizer amount (i.e., by shifting

the polymerization from dispersion to precipitation conditions). Each MWD mode

represents the contribution of the polymer produced in a specific phase. In the case

of precipitation polymerization of vinyl chloride, carried out either in bulk or in

suspension, the high degree of aggregation and coalescence of the polymer particles

allows segregated models to be applied in most cases. On the other hand, account-

ing for radical interphase transport expands the model applicability to all cases in

which the experimental conditions favor the formation of a larger number of

particles.

To conclude, the proposed approach represents a powerful tool for understand-

ing the reaction mechanisms. In turn, the reliable quantitative description of process

kinetics is a decisive tool for the design of optimal reaction paths and careful quality

control of the final product. Although only free-radical polymerization has been

considered, the general concepts and strategies presented here can be effectively

applied to other polymerization mechanisms.
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1 Introduction

Latexes produced by emulsion polymerization are typical colloids, stabilized

through adsorption of ionic surfactants on the particle surface. The electrical

charges generate an electrical double layer (EDL), leading to electrostatic repul-

sion, which, when prevailing over the short-range van der Waals attraction, results

in a repulsive barrier that kinetically stabilizes the particles. Quantification and

control of the stability of polymer colloids are of great importance in industrial

practice. Thus, it is essential to develop a stability model that can describe the

stability of industrial polymer colloids, accounting for the effect of operating vari-

ables (e.g., type and concentration of electrolyte, system pH, etc.) on the stability.

The dominant theoretical studies describing colloidal stability focus on how to

correctly describe colloidal interactions, but the effect on colloidal stability of

interplay between various physicochemical processes is seldom accounted for.

The centerpiece in describing colloidal interactions is the DLVO (Deryaguin–

Landau–Verwey–Overbeek) theory [1, 2], which models the competition between

van der Waals attraction and EDL repulsion. Additional non-DLVO forces (e.g.,

long-range dispersion forces, short-range hydration forces, steric forces, capillary

condensation) are known to be important under specific conditions [3–7], but,

unlike DLVO forces, such non-DLVO forces are difficult to measure experimen-

tally or predict theoretically, particularly for industrial polymer colloids.

In practical applications, for a chosen colloid, one often first measures the

surface charge or zeta-potential under well-defined conditions, and then uses the

measured surface charge or potential in the DLVO model (accounting for the ionic

strength) to compute the interaction energy barrier or the Fuchs stability ratio, W.

Although this method can model the stability of a specific colloid under specific

conditions (i.e., ionic strength, ion types, particle concentration, etc.), it cannot be

applied to describe the stability of the same colloid at different ionic strengths, ion

types, and particle concentrations by simply changing the ionic strength and ion

valence in the DLVO model. This is because the above approach ignores the

interplay between the various physicochemical processes (e.g., colloidal
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interactions, counterion association equilibrium, surfactant adsorption equilib-

rium). As a result of such interplay, changes in the ionic strength and type lead to

changes in the counterion association equilibria, and thus to changes in the surface

charge and potential. Consequently, there are changes in the ion and surfactant

distributions (the Boltzmann effect), thus coupled back with further changes in

counterion association. The interplay becomes even more complex for industrial

polymer colloids, where the surfactant systems are often very complex.

To account for the interplay mentioned above, our group has developed a

generalized stability model to describe colloidal stability [8], where different

physicochemical processes, such as surfactant adsorption equilibrium, counterion

association equilibria, and DLVO and non-DLVO colloidal interactions, have been

integrated in a single model so that their coupled interplays can be simultaneously

accounted for and correctly described. In this review, we first briefly describe the

developed generalized stability model and then discuss its successful application in

modeling the stability of different polymer colloids.

2 The Generalized Stability Model

The interactions between charged particles and electrolytes in solution lead to ion

distributions around the particles, which are governed by the Poisson–Boltzmann

equation. When the ionic strength of the system is changed, redistribution of the

ionic species occurs, leading to changes in the association equilibria between the

ionic surfactant adsorbed on the particle surface and the counterions in the disperse

medium. Consequently, this leads to changes in the surface charge density and

colloidal stability. Here, we briefly describe how the generalized stability model

accounts simultaneously for different processes, based on the theories available in

the literature [2, 9–11].

2.1 Surfactant Adsorption Equilibrium

Ionic surfactants (denoted by E in the following) are commonly used in emulsion

polymerization. They are adsorbed on the particle surface and their dissociation

forms charges on the surface, stabilizing the particle. The charges generated from

the surfactant molecules are referred to as mobile charges because of the revers-

ibility of surfactant adsorption. As an equilibrium process, surfactant adsorption

depends on the surfactant concentration in the disperse medium. Different adsorp-

tion isotherms are proposed in the literature to describe surfactant adsorption

[12, 13], depending on the nature of the particle surface and surfactant type. The

Langmuir-type adsorption isotherm is simple and probably the most commonly

used:

bCi
t ¼

Γ=Γ1
1� Γ=Γ1

ð1Þ
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where Γ is the surfactant surface coverage, Γ1 at saturation, and b the adsorption

constant. It is particularly worth noting thatCi
t is the total surfactant concentration at

the particle–liquid interface, which is different from the concentration in the bulk

disperse medium, Cb
t .

On the particle surface there are also ionically dissociable polymer end groups,

such as the sulfate head groups (�SO�
4 ) from the initiator and potassium persulfate

(KPS). These charges are covalently bound to the surface; they are denoted by L

and referred to as fixed charges in t.

2.2 Electrolyte Dissociation Equilibrium

Apart from the ionic surfactant, different electrolytes may exist in polymer colloids.

Thus, their dissociation equilibria should be taken into account. It should be pointed

out that for each electrolyte, there are two different dissociation equilibria: one at

the particle–liquid interface and another in the bulk disperse medium. The proper-

ties of the particle surface are computed on the basis of the equilibria at the particle–

liquid interface, instead of the properties in the bulk disperse medium. This is one of

the essential features of the generalized stability model.

In the description of the dissociation equilibria, we use E� and L� to denote the

surfactant and fixed charge anions,Mþ
m andM2þ

d for the mono- and divalent cations,

A�
m and A2�

d for the mono- and divalent anions, and H+ for the proton. The divalent

cation M2þ
d is assumed to combine with E� and L� only in the form of 1:1

complexes, MdE
+ and MdL

+. This assumption is reasonable at the interface for

aliphatic surfactants [11], because 1:2 complexes can be formed only when the

surfactant hydrocarbon chains are oriented perpendicular to each other, facing the

metal ions with their functional groups. Except for cases of extremely low surface

coverage, this is not a preferred conformation for surfactant molecules adsorbed on

a particle surface [14]. The association ofM2þ
d with A2�

d is also included, but all the

weak associations ofMþ
m with anions, A�

m and/or A2�
d , are ignored. The associations

of H+ with both A�
m and A2�

d are accounted for to correctly predict the system

pH. These associations are particularly important when carboxyl groups are the

main source of the surface charges, which are very sensitive to the system pH. For

the association between H+ withA2�
d , we consider only 1:1 association and the very

weak 2:1 association is ignored. Note that all these assumptions are not strictly

needed for the generalized stability model, and are only proposed treatments based

on some general validity in the literature. In addition, we generally assume that the

equilibrium constant K is independent of whether the association occurs at the

interface or in the bulk disperse medium. The acidic surfactant, HE, is assumed to

be water-soluble, regardless of whether it is associated or dissociated.

It should be pointed out that when both cationic surfactant and cationic fixed

charges, E+ and L+, are used, one should consider their associations with anions in

the disperse medium. However, in the specific case of cationic surfactant and
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anionic fixed charges, the applied surfactant first neutralizes the negative fixed

charges. Beyond the charge compensation point, the particle surface progressively

becomes positively charged [15]. In this case, such charge compensation has to be

included in the electrolyte association equilibria.

2.3 Colloidal Interactions

The classical DLVO model accounting for electrostatic repulsive (UR) and van der

Waals attractive (UA) potentials is considered here. As indicated by various studies

[4, 6, 7, 16–19], in many polymer colloids there is often an additional short-range

repulsive force that decays exponentially with distance. This force exhibits a

specific electrolyte ion effect, which is related to the hydration strength of the

ions, and this non-DLVO force is often referred to as “hydration force.” Thus, in

addition to the DLVO interactions, we generally include this non-DLVO hydration

force, referred to as the hydration interaction, Uhyd. Thus, the total interaction

energy U is given as follows:

U ¼ UA þ UR þ Uhyd ð2Þ

where the van der Waals attraction, UA, is computed with the Hamaker relation [1]:

UA ¼ �AH

6

2

l2 � 4
þ 2

l2
þ ln 1� 4

l2

� �� �
ð3Þ

where AH is the Hamaker constant and l¼ r/a, where r is the center-to-center

distance between two particles and a is the particle radius. For the electrostatic

repulsion, UR, we use the modified Hogg–Healy–Fuersteneau expression [20]:

UR ¼ 4πε0εraψ2
0

l
ln 1þ exp �κa l� 2ð Þ½ �f g ð4Þ

where ε0 is the vacuum permittivity, εr the relative dielectric constant of the

medium, and ψ0 the surface potential. The Debye–Hückel parameter κ is given by:

κ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2NA

X
j

z2j C
b
j

 !,
ε0εrkTð Þ

vuut ð5Þ

with e being the electron charge, NA the Avogadro constant, Cb
j and zj the

concentration and charge valence of the j-th ion in the bulk disperse medium,

respectively; k is the Boltzmann constant and T the absolute temperature. The

hydration force is modeled with an exponential decay function [9, 21]:
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Fhyd ¼ F0exp �h=δ0ð Þ ð6Þ

where h¼ r� 2a is the surface-to-surface distance between particles, F0 is the

hydration force constant, and δ0 is the characteristic decay length. Applying the

Deryaguin approximation leads to the corresponding hydration interaction energy

between two spherical particles [22]:

Uhyd ¼ πaF0δ
2
0exp �h=δ0ð Þ ð7Þ

Typical examples of the total interaction profiles in the presence of the hydration

interaction are shown in Fig. 1 (cases 2, 3, and 4) and compared with the case in the

absence of hydration (case 1). It can be seen that the hydration interaction not only

increases the interaction barrier but also moves the primary minimum upward.

With the above total interaction energy U, one can compute the Fuchs stability

ratio, W, based on its definition [24]:

W ¼ 2

Z1

2

exp U=kTð Þ
Gl2

dl ð8Þ

where G is a hydrodynamic function accounting for additional resistance caused by

squeezing of the fluid during the approach of a particle [25]:

G ¼ 6l2 � 20lþ 16

6l2 � 11l
ð9Þ
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2.4 Computation of Key Quantities of the Generalized
Stability Model

One of the most important quantities related to the processes described above is the

total effective charge density on the particle surface, with which one can directly

compute the surface potential needed in colloidal interactions. As mentioned

previously, there are two types of charge, mobile and fixed. Of the adsorbed species

on the particle surface, HE, MmE, MdE
+, and E�, only the last two contribute to the

surface charge. The net mobile charge density coming from the adsorbed surfac-

tants, σ0, E, is given by:

σ0,E ¼ F CS
MdE

þ � CS
E�

� �Vp

Ap

¼ aF

3
KMdEC

i
M2þ

d

� 1
� �

CS
E� ð10Þ

where the superscripts s and i denote quantities on the particle surface and at the

interface, respectively. F is the Faraday constant and Vp and Ap are the volume and

surface area of a particle, respectively. Note that the sign of the mobile charge

density given by Eq. 10 depends on the difference in the concentrations of MdE
+

and E� on the surface. When the association between E� andM2þ
d is very strong, or

when the M2þ
d concentration in the bulk disperse medium is substantially high, the

net mobile charge on the surface is positive and charge sign inversion occurs. The

charge sign inversion is often used to explain the re-stabilization phenomenon

observed at substantially high concentrations of divalent cation in the liquid

phase [26–29].

For the net fixed charge, we can similarly write:

σ0,L ¼ aF

3
CS
MdL

þ � CS
L�

� �
¼ aF

3
KMdLC

i
M2þ

d

� 1
� �

CS
L� ð11Þ

Therefore, the total surface charge density, σ0, is given by:

σ0 ¼ σ0,E þ σ0,L ð12Þ

It should be noted again that the above equations for computation of charge are

valid only when both the mobile and fixed charges are negative. When the mobile

and/or fixed charges are positive, the above equations must be modified

accordingly.

As mentioned above, the distribution of all the ionic species in the system is

described by the Poisson–Boltzmann equation. For simplification of the descrip-

tion, we treat it in the frame of the classical Gouy–Chapman theory [2, 11]. Thus,

we obtain the following expression to correlate between the surface charge density,

σ0, the surface potential, ψ0, and the ionic strength in the bulk disperse medium,Cb
j :
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σ0 ¼ � R0

X
Cb
j exp � zjeψ0

kT

� �
� 1

h in o1=2

ð13Þ

where R0¼ 2Fε0εrkT/e.
The other important quantities to be properly computed are the mass balances of

each species distributed in the different phases. Let us use Cj, 0 to represent the

concentration of the j-th species initially added to the system. It is distributed on the

particle surface and in the disperse medium at equilibrium according to:

Cj, 0 ¼ ϕCS
j þ N0

ZVl, p

0

Cj xð ÞdV xð Þ ð14Þ

where ϕ is the particle volume fraction, N0 the particle number concentration, and

Vl,p the liquid volume that on average can be assigned to each particle (Vl,p¼ 1/N0).

The first term on the right-hand side of Eq. (14) is the mass on the particle surface,

and the second is the mass distributed in the entire disperse medium, which can be

divided into two regions, the diffuse layer near the particle surface and the bulk

disperse medium:

ZVl, p

0

Cj xð ÞdV xð Þ ¼
ZVd

0

Cd
j dV þ

ZVl, p

0

Cb
j dV

¼
ZVd

0

Cd
j dV þ Vl, p � Vd

	 

Cb
j

ð15Þ

where Vd is the liquid volume occupied by the diffuse layer, and Cd
j and Cb

j the

concentrations of the j-th component in the diffuse layer and in the bulk disperse

medium, respectively. To solve the material balance, it is necessary to estimate Vd.

For a moderate or thin EDL (~2 nm) compared with the particle radius (a> 30 nm),

the contribution of the diffuse layer (i.e., the first term on the right-hand side of

Eq. 15) to the total material balance is relatively small, and the concentration in the

diffuse layer can be simply replaced by the concentration in the bulk disperse

medium (i.e., Cd
j � Cb

j ), which should not result in significant error in the material

balance. In this way, Eq. 14 reduces to:

Cj, 0 ¼ ϕCS
j þ 1� ϕð ÞCb

j ð16Þ

Note that such an approximation is only for the purpose of the material balance

computation and is not applied in the calculation of association equilibria and

surface charge density.
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Therefore, in summary, once the surfactant adsorption parameters in Eq. (1) and

all the electrolyte association constants are known, the set of equations described in

Sect. 2 can be solved simultaneously to obtain the surface potential or charge

density, the concentrations of all species on the particle surface and in the bulk

disperse medium, and finally the Fuchs stability ratio W.

3 Applications of the Generalized Stability Model

To demonstrate the reliability of the generalized stability model, we have applied it

to various polymer colloids stabilized in one of three ways: by purely mobile

charges, by purely fixed charges, or by both mobile and fixed charges. The

unknownmodel parameters were estimated using a few values of the Fuchs stability

ratio, W, as determined experimentally for various salt types and concentrations.

Application of the model allows one to monitor the dynamics of surfactant

partitioning between particle surface and disperse medium, analyze the variation

in surface charge density and potential as a function of the electrolyte type and

concentration, and predict the critical coagulant concentration (CCC) for fast

coagulation, which can be defined as the minimum coagulant (salt) concentration

at which no repulsive barrier exists between colloidal particles.

3.1 Fluorinated Elastomer Latex with Only Mobile Charges [8]

The first polymer colloid used to demonstrate the feasibility of the generalized

stability model was a fluorinated elastomer latex, manufactured by Solvay (Italy)

through emulsion polymerization. This colloid does not have fixed charges and is

stabilized purely by the surfactant (E), a perfluoropolyether (PFPE)-based carbox-

ylate. The particle radius is 60 nm, the surfactant concentration is 33.3 mol/m3

polymer, and the surfactant counterion is Na+. The original latex is acidic due to the

presence of a small amount of HF, whose concentration at the particle volume

fraction ϕ ¼ 5.0 � 10�3 is equal to 1.6 � 10�3 mol/L.

3.1.1 Estimation of the Model Parameters

Application of the model involves knowing various parameters. Some can be found

in the literature, but others have to be determined experimentally. The proposed

approach is first to experimentally measure a few W values with different types of

salts and then fit these data with the generalized stability model to obtain the

unknown parameters. Figure 2 reproduces some W values measured using
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NH4HSO4, H2SO4, and MgSO4. The details of how to measure W values can be

found in the original paper [8].

Let us first consider the cases using H2SO4 and NH4HSO4, both of which involve

generation of protons in the solution that can associate with the carboxyl groups of

E. There are two parameters (KHE and KHSO�
4
) for the associations of H+ with the

surfactant E and the anion SO2�
4 , respectively:

HþþE� �HE KHE ¼ CHE= CHþ þ CE�ð Þ ð17Þ
Hþ þ SO2�

4 �HSO�
4 KHSO�

4
¼ CHSO�

4
=
	
CHþ þ CSO2�

4


 ð18Þ

TheKHSO�
4
value can be found in the literature and is equal to 97.0 L/mol [30]. There

is also the constant, KNH4E, for the association of NHþ
4 with E:

NHþ
4 þE� �NH4E KNH4E ¼ CNH4E=

	
CNHþ

4
þ CE�


 ð19Þ

The associations of NHþ
4 with the other anions are known to be very weak and

can be ignored [31]. Thus, for H2SO4 and NH4HSO4, two association parameters

KHE and KNH4E need to be estimated.

For the adsorption of surfactant (E) on the particle surface, we consider the

Langmuir isotherm (Eq. 1), which involves two parameters, Γ1 and b. The satura-
tion coverage (Γ1) depends mainly on the affinity between the surfactant and the

particle surface but not on the electrolyte. Thus, we take the value Γ1¼ 5.5� 10�6

mol/m2, as reported elsewhere [32].

For colloidal interactions, we assume the presence of the hydration interaction,

which involves two parameters, F0 and δ0 in Eq. (6). Literature information

indicates that F0 lies in the range between 1 � 106 and 5 � 108 N/m2 and δ0 in
the range between 0.2 and 1.0 nm [33]. We consider here that δ0 ¼ 0.6 nm, which is

approximately twice the size of a water molecule and, instead, F0 is to be fitted.
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Another interaction parameter, the Hamaker constant, is assumed to be equal to that

of a similar fluorinated polymer, PTFE, so that AH ¼ 3.0 � 10�21 J [34].

Therefore, there are four totally unknown parameters, KHE,KNH4E, b, and F0. To

obtain these unknown parameters, a proper set of initial values are chosen for each

parameter to solve the set of nonlinear algebraic equations, Eqs. 1–16. Then, the

best fit is obtained to the measured W values in the cases of H2SO4 and NH4HSO4,

using a proper optimization algorithm. The values of the parameters obtained in the

cases of H2SO4 and NH4HSO4 are given in Table 1, and the good agreement

between simulated and experimental W values is shown in Fig. 2.

We next consider the case of MgSO4. The surfactant adsorption parameters

obtained previously are still valid. Association of the surfactant with H+ is also

present in this system because the latex is acidic, and the association constant KHE

obtained above can be used directly. Thus, there are only two parameters to be

determined, the association equilibrium constant, KMgEþ , and the hydration con-

stant, F0. The result of the fitting is also shown in Fig. 2, and the values of the

parameters are reported in Table 1. It is interesting that the association constant of

Mg2+ is slightly smaller than that of NHþ
4 . This could arise from the structure of

NHþ
4 , which is different from that of the metal cations.

3.1.2 Model Predictions

With all the parameters available in Table 1, one can now use the generalized

stability model to predict the desired quantities for the given latex. Let us first apply

it to predict the system pH under various conditions, particularly as a function of the

salt type and concentration. Figure 3 compares predictions with experimentally

measured pH values. It is evident that the model predictions agree excellently with

the experiment results in all three cases. In the cases of H2SO4 and NH4HSO4,

because they produce H+ both measured and predicted values of pH in Fig. 3

decrease as the concentration of H2SO4 or NH4HSO4 increases. On the other

hand, in the case of MgSO4, because the anion SO2�
4 , at equilibrium, can consume

Table 1 Values of parameters for the generalized stability model in the case of fluorinated

elastomer latex [8]

Parameter

Cation (M)

H+ NHþ
4 Mg2+

Association constants KME (L/mol) 29.4a (30) 11.2a 7.8a

KMSO4
(L/mol) 97.0 – 28.8

Hydration parameters F0 (10
6 N/m2) 1.15a 1.25a 1.36a

δ0 (nm) 0.6 0.6 0.6

Adsorption parameters Γ1 (10–6 mol/m2) 5.1 (5.1)

b (103 L/mol) 3.5a (4.0)

Values in parentheses are taken from the literature
aFitted values
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H+ to form HSO�
4 , the system pH increases slightly as the concentration of MgSO4

increases. The capture of these slight variation trends confirms the reliability of the

generalized stability model.

The second verification of model reliability is to predict the CCC value. This

signifies using the generalized stability model, whose parameters were estimated at

low salt concentrations, to extrapolate its application to substantially larger salt

concentrations.

The CCC values are experimentally determined based on the fact that when

diffusion-limited aggregation occurs at ϕ> 1� 10�3, clearly visible large pieces of

clusters are formed immediately [35, 36]. Therefore, a given amount of latex was

added to a series of salt concentrations to reach ϕ ¼ 5 � 10�3, and the time for the

appearance of large clusters was recorded. The CCC value was obtained by

extrapolation to the salt concentration at which the large clusters appear at time

zero. Table 2 compares the measured CCC values of the three salts with the

predicted values for three types of latexes. It should be mentioned that each

predicted CCC value is reported with its significant error bar, because near the

CCC the interaction energy barrier reduces asymptotically without a sharp change.

It is clear that the model predictions are in good agreement with experimental

results. Note that of the three latexes mentioned in Table 2, latex 1 is the one used

above to define the generalized stability model; latexes 2 and 3 are similar to latex

1 but differ in the particle size and amount of surfactant. Thus, the model developed

from latex 1 should be applicable to the other two cases. It is worth mentioning that

since latexes 2 and 3 use less surfactant (i.e., smaller surface charge densities), both

the measured and predicted CCC values are smaller than those of latex 1.
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3.2 Styrene–Acrylate Copolymer Latex with Both Mobile
and Fixed Charges [37]

The second polymer colloid used to verify the generalized stability model was a

styrene-acrylate copolymer latex, manufactured by BASF SE (Ludwigshafen, Ger-

many) through emulsion polymerization with a carboxylate surfactant. Unlike the

previous latex, this latex possesses fixed charges,�SO�
4 , on the particle surface as a

result of the use of a persulfate initiator. Because it is stabilized by both mobile and

fixed charges, we can compare its stability behavior to that investigated above with

only mobile charges. The radius of primary particles is a ¼ 52 nm, and the stability

behavior is investigated at a fixed particle volume fraction, ϕ ¼ 0.02.

3.2.1 Estimation of the Model Parameters

To estimate the model parameters, we used the measured CCC values as a function

of the system pH, using a bivalent salt, MgSO4. The data were obtained using a

similar method to that described above and are reported in Fig. 4. Note that because

the pH of the original latex was 8.3, the pH value is tuned by adding H2SO4.

Considering MgSO4 and H2SO4 as well as the mobile and fixed charges, we have

three anions in the system, SO2�
4 and �COO� from the surfactant (denoted by E�),

and �SO�
4 from the fixed charges (denoted by L�), and two cations, H+ and Mg2+.

Thus, there are a total of six association equilibria. To reduce fitting parameters, we

use association equilibrium constants for similar molecules but with shorter chain

lengths. This does not introduce significant error because, for long carbon chain

surfactants, the electronic effects are transferred through molecular bonds and are

not felt beyond two to three carbon atoms [38]. Five of the six association constants

were taken from the literature and are reported in Table 3 [30]. The only association

constant of Mg2+ with fixed charge L� (�SO�
4 ), KMgLþ , was used as a fitting

parameter, because of unavailability in the literature. We again used the Langmuir

isotherm for surfactant adsorption, and of the two parameters, Γ1 and b, we
assumed that Γ1 is equal to that of stearic acid on butadiene-styrene polymer

particles, a system very similar to the present one [39], while b was used as a fitting
parameter. The Hamaker constant, AH, was estimated using the Lifshitz theory

Table 2 Comparison between measured and predicted CCC values for three different salts used

for fast coagulation of three latexes [8]

Latex type

CCC (mol/L)

H2SO4 NH4HSO4 MgSO4

Exp. Model Exp. Model Exp. Model

Latex 1 0.4 0.35 � 0.05 0.52 0.55 � 0.05 0.6 0.45 � 0.05

Latex 2 0.3 0.25 � 0.05 0.4 0.35 � 0.05 – –

Latex 3 0.3 0.25 � 0.05 0.4 0.35 � 0.05 – –
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[16]. The concentration of fixed charge groups CL on the particle surface was used

as a fitting parameter. Therefore, in total, there were three fitting parameters,KMgLþ ,

b, and CL, which were determined by fitting the nine CCC values at different pH

values, as shown in Fig. 4.

It should be noted that for a small radius of the particles and the computed

separation distance at the potential barrier larger than or close to 1 nm, we use the

classical DLVO model for colloidal interactions and ignore any short-range

non-DLVO forces. The simulated CCC values are compared with the experimental

values in Fig. 4, and it is seen that not only the trend but also the absolute values are

in good agreement. The values of the three fitted parameters, together with the

values of the other parameters, as taken from the literature, are listed in Table 3.
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Table 3 Values of parameters for the generalized stability model in the case of styrene-acrylate

copolymer latex [37]

Parameter

Cation (M)

H+ Mg2+

Association constants KME (L/mol) 6.3 � 104b 3.5b

KML (L/mol) 33.9b 2.5a

KMSO4
(L/mol) 97.0b 28.8a

Fixed charge amount CL (mol/m3 polymer) 4.66a

Hamaker constant AH (10�20 J) 1.3d

Adsorption parameters Γ1 (10�6 mol/m2) 7.1c

b (103 L/mol) 0.88a

aFitted values
bValue taken from [30]
cValue taken from [39]
dValue computed from Lifshitz theory
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3.2.2 Model Predictions and Applications

Both the experimental and simulated CCC data in Fig. 4 show two distinct regimes:

one for pH > 4 and another for pH < 4. This corresponds to two types of surface

charge, mobile�COO� (E�) and fixed�SO�
4 (L�), as a result of their substantially

different association constants with H+, as reported in Table 3. Let us now manifest

the system behavior by applying the generalized stability model to detail the surface

charge concentrations on the particle surface as a function of pH.

Let us first consider the case in the absence of MgSO4. The computed concen-

trations of mobile and fixed charge groups on the particle surface as a function of

pH are given in Fig. 5a, and the corresponding total surface charge density (σ0) and
potential (ψ0) are shown in Fig. 5b. It can be seen that at the original pH of the latex

(8.3), because E�¼Etotal on the surface and L� is at plateau, all the mobile and

fixed charge groups on the surface are in dissociated form (E� and L�). The σ0 and
ψ0 values in Fig. 5b reach their maximum (in absolute value) corresponding to the

highest colloidal stability of the latex. In this case, the total surfactant concentration

(Etotal) on the surface is only composed of the dissociated anions, E�. It is partic-
ularly important to mention that the Etotal values on the surface and in the disperse

medium are 8.16 � 10�3 mol/L and 2.54 � 10�4 mol/L, respectively, and do not

follow the partitioning computed by the adsorption isotherm. The latter gives Etotal

values on the surface and in the disperse medium of 1.11 � 10�1 and 4.2 � 10�4

mol/L, respectively. This arises because the ionized E� follows the Boltzmann

distribution, resulting in its concentration at the particle–liquid interface being

smaller than that in the bulk disperse medium. Because, for the generalized stability

model, the surfactant adsorption equilibrium is considered to establish at the

particle–liquid interface, the Boltzmann distribution certainly changes the amount

of surfactant adsorbed on the particle surface (in fact, it is reduced because the ionic

surfactant species are dominated by E�). For pH > 7.0, no significant changes

occur, as shown in Fig. 5.

When the system pH is less than seven, the protonation process starts. Because

�COO� (E�) has a much larger association constant with H+ than the fixed �SO�
4

(L�), its protonation initially dominates and follows that shown in Fig. 5a. The E�

concentration decreases sharply as pH decreases, while the fixed charge L� con-

centration remains nearly constant. The decrease in σ0 or ψ0with decreasing pH in

Fig. 5b is a result of a reduction in the mobile charges E�. In the pH range between

3 and 4, the system reaches another (almost) flat region, where the E� protonation is

close to completion but the H+ concentration is still insufficient to significantly

protonate L�. When the pH is less than three, L� starts to protonate and its

concentration decreases as pH decreases, as shown in Fig. 5a. This leads to sharper

decreases in σ0 and ψ0 with decreasing pH. In this region, basically all E is in the

protonated form, HE, and because HE does not follow the Boltzmann distribution,

the partitioning of HE on the surface and in the bulk disperse medium is exactly

given by the surfactant adsorption isotherm. Therefore, Etotal is equal to HE on the

particle surface and reaches a plateau. Referring back to Fig. 4, showing the
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behavior of CCC values for MgSO4, it is clear that for pH > 4, the change in CCC

value with pH is related to protonation of the mobile charges, E�; for pH < 4, it is

due to protonation of the fixed charges, L�.
For the presence of MgSO4 at 0.01 mol/L, Fig. 6a shows the computed concen-

trations of the surfactant and fixed charge species on the particle surface as a

function of pH. The total surface charge density (σ0) and the contribution of each

surface charge group are given in Fig. 6b.

Comparing Fig. 6a to Fig. 5a in the absence of Mg2+, we see that the concen-

tration variations of the surfactant species are very similar, but now the new species,

MgE+, is present on the surface as a result of E�–Mg2+ association. In the presence

of Mg2+, the plateau value of the total surface charge density, σ0 in Fig. 6c for

pH > 7, is substantially smaller than that in Fig. 5b in the absence of Mg2+. As the

system pH decreases to less than seven, the surface concentrations of both E� and

Mg2+ species decrease. For E�, this arises because of its protonation (as discussed

Fig. 5 Concentrations of charge groups E� and L� on the particle surface (a), and surface charge

density σ0 and potential ψ0 (b), as a function of pH for the styrene-acrylate copolymer latex at

ϕ¼ 0.02 and CMgSO4
¼ 0 [37]

Fig. 6 (a) Concentrations of the surfactant, E, species (solid curves) and the fixed charge, L,

(broken curves) groups on the particle surface, and (b) total and species charge densities as a

function of the system pH, for the styrene-acrylate copolymer latex at ϕ¼ 0.02 and CMgSO4
¼

0.01 mol/L [37]
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above), whereas for Mg2+, we should consider that MgE+ is progressively

substituted by HE as pH decreases, because �COO� association with H+ is much

stronger than with Mg2+.

For the species related to the fixed charge (L) groups, their concentration

variations shown in Fig. 6a differ from those in Fig. 5a, as a result of the presence

of Mg2+. The L� concentration in Fig. 6a increases as pH decreases, and then

decreases after reaching a local maximum at around pH ~ 3.5. However, as shown

in Fig. 5a, there is no such local maximum in the L� concentration in the absence of

Mg2+. To explain this, we should recall that the total amount of fixed charge groups

(Ltotal) is constant, which is a sum of L� and MgL+ in Fig. 6a. As pH decreases by

adding H2SO4, the ionic strength increases, leading to a decrease in the surface

potential. The latter, through the effects of Boltzmann distribution, results in a shift

of positive Mg2+ ions from the particle–liquid interface to the liquid phase, thus

favoring the dissociation of MgL+ on the surface and freeing more L�. Conse-
quently, the L� concentration increases as pH decreases for pH > 3.5 (Fig. 6a). In

the region of pH < 3.5, protonation of the L� species becomes dominant, and it

follows that the L� concentration starts to decreases with decreasing pH.

3.3 Butylacrylate-Methylmethacrylate-Acrylic Acid
Copolymer Latexes

The third type of polymer colloids used here for verifying the model feasibility is

represented by two butylacrylate-mehthylmethacrylate-acrylic acid copolymer

latexes, referred to as P1 and P2. They were supplied by BASF SE (Ludwigshafen,

Germany), produced through emulsion polymerization with Na2S2O8 as initiator

and sodium dodecyl sulfate (SDS) as emulsifier. The radius of the particles is 80.0

and 81.0 nm, respectively, for P1 and P2. The main difference between them is the

amount of acrylic acid (AA) used in the polymerization, which is 0% for P1 and 1%

for P2. It follows that the particles of P1 possess only the fixed charges �SO�
4 and

those of P2 contain both �SO�
4 and �COO� (fixed) charges. The SDS surfactant

was removed completely using ion exchange resins [40]. Therefore, after cleaning,

unlike the latexes described in Sects. 3.1 and 3.2, the P1 and P2 latexes possess only

fixed charges. It should be pointed out that P1 and P2 latexes (after removing the

surfactant used during polymerization) represent the simplest type of polymer

colloid. Similar but different systems have also been used to successfully verify

the generalized stability model [41].

3.3.1 P1 Latex with Only Sulfate Groups

For the P1 latex, the W values measured in the presence of NaCl and H2SO4 are

reproduced from the literature [42] and shown in Fig. 7a. The corresponding pH
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values are reported in Fig. 7b. Because P1 possesses only the fixed charges �SO�
4

(denoted by I) on the particle surface, it is the simplest latex considered. For P1, we

have a total of seven parameters: AH, C
S
I,T, KHI, KNaI, F0,H, F0,Na, and δ0. Of these,

values for AH(1.0 � 10�20 J) and δ0 (0.40 nm) are taken from the literature. For the

total concentration of �SO�
4 on the particle surface, CS

I,T, we used the result

obtained previously [37] (i.e., with respect to the total added initiator during the

polymerization) that 33.1% �SO�
4 groups remain on the particle surface. From the

polymerization recipe, this corresponds to CS
I,T¼ 0.0235 mol/kg polymer. The

remaining four parameters, KHI, KNaI, F0,H, and F0,Na, are used as fitting parameters.

In addition, because H2SO4 was used to destabilize the latex and tune pH, there are

two associations of SO2�
4 in the bulk disperse medium with H+ and Na+. Equilibrium

constantsKHSO�
4
andKNaSO�

4
were taken directly from the literature [30], being equal

to 97.0 and 5.0 L/mol, respectively.

Following the same procedure as above, the simulated values of two sets of

W values are shown in Fig. 7a, as well as the corresponding pH values in Fig. 7b. All

the simulations are very satisfactory, but in the case of NaCl, the simulations show

significantly sharper decrease in the W value with CS than the experimental data.

This could indicate that the hydration interaction increases as more Na+ ions are

associated on the surface. The obtained values for the unknown parameters are

listed in Table 4 under P1. The obtained value for KHI is about one order of

magnitude larger than that for KNaI, which follows the same trend as KHSO�
4
with

respect to KNaSO�
4
. Both KHI and KNaI values are substantially smaller than those of

KHSO�
4

and KNaSO�
4
. The obtained KHI value is equal to 33.1 L/mol, which is

comparable to the association constant of propyl sulfonate (C3H7SO
�
3 ) with H+

[30], but smaller. In fact, the association constant of SO2�
4 with H+ is also smaller

than that of SO2�
3 with H+. The estimated values for the hydration force constants,

F0,H and F0,Na for P1, are well within the range reported in the literature (1 � 106–

5 � 108 N/m2). Note that F0,H and F0,Na were considered to be independent of the

salt concentration. The F0,H value is smaller than the F0,Na value, indicating that the
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Fig. 7 Comparison between measured (symbols) and simulated (solid curves) values for (a) the
Fuchs stability ratioW and (b) pH values, for P1 latex at ϕ¼ 2.0� 10�5, destabilized by NaCl and

H2SO4
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hydration force in the presence of H2SO4 is smaller than that in the presence of

NaCl. Such a trend is consistent with those reported in the literature [8, 43].

With estimated values for all the model parameters, the generalized stability

model has been well established for P1 latex and can be applied to analysis of the

system stability. As examples, let us calculate the evolutions of the surface charge

density (σ0) and potential (ψ0) with salt concentration, which in most cases are

difficult to determine experimentally. Figure 8a, b shows the computed σ0 and

ψ0 values as functions of the salt (NaCl or H2SO4) concentration. In the case of

H2SO4, both σ0 and ψ0 (absolute values) decrease as the H2SO4 concentration

increases. For σ0, this arises because of association of added H+ with the surface

�SO�
4 charge groups. For ψ0, the decrease is the result of two factors: (1) σ0

reduction and (2) the screening effect of an increase in ionic strength.

For NaCl as destabilizer, the variation in surface charge density σ0 with NaCl

concentration CS in Fig. 8a is rather peculiar. At low CS, the absolute σ0 value

increases as CS increases, instead of decreasing. Only when the σ0 value reaches a
local maximum at around CS¼ 0.04 mol/L, does it start to decrease with CS. It is

worth pointing out that, without the generalized stability model, such behavior

would be very difficult to observe experimentally. To explain the observed phe-

nomenon, we should first consider that the surface charge results from the associ-

ation equilibria between the surface �SO�
4 groups and cations Na+ and H+ at the

particle–liquid interface. As the NaCl concentration increases, the increased Na+

ions at the interface in principle drive the equilibrium towards association, thus

Table 4 Values of the parameters for P1 and P2 latexes obtained from fitting the measured

W values

Latex

KHI

(L/mol)

KNaI

(L/mol) F0 , H (N/m2) F0 , Na (N/m
2)

Cs
L,T

(mol/kg P) KHL (L/mol)

KNaL

(L/mol)

P1 16.0 1.80 7.77 � 106 8.80 � 106 – – –

P2 16.0 1.80 12.1 � 106 (in Fig. 10) 0.0866 4.0 � 106 2.80

Fig. 8 Surface charge density σ0 and surface potential ψ0 computed from the generalized stability

model using the estimated parameters in Table 4, for P1 latex at ϕ ¼ 2.0 � 10�5, destabilized by

NaCl and H2SO4
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decreasing the surface charge; however, the computed surface charge increases,

which means that the increased Na+ concentration in the bulk disperse medium

leads to a decrease (rather than an increase) in the Na+ concentration at the particle–

liquid interface. The occurrence of this phenomenon is related to the Boltzmann

equation:

Ci
j ¼ Cb

j exp � zjeψ0

kT

� �
ð20Þ

Indeed, the concentration at the interface, Ci
j , increases as the concentration in

the bulk disperse medium,Cb
j , increases (from Eq. 20), but the increase in Cb

j also

leads to a decrease in the surface potential (ψ0) as a result of the screening effect.

Then, the exponent term in Eq. (20) decreases with Cb
j . Thus, whether C

i
j increases

or decreases with Cb
j depends on the combined effect of Cb

j and the exponent term.

As can be seen in Fig. 8a, at NaCl concentrations smaller than about 0.04 mol/L the

absolute ψ0 value is very large, and variations in ψ0 result in substantial changes in

the value of the exponent term. Thus, the effect of the exponent term overwhelms

that of Cb
j , leading to Ci

j decreasing with Cb
j . It follows that σ0 increases with the

NaCl concentration. With further decrease in ψ0, because its value is small, the

effect of the exponent term becomes smaller than that of Cb
j , and C

i
j increases with

Cb
j , leading to a decrease in σ0.

3.3.2 P2 Latex with 1% PAA

On the particle surface of P2 latex, apart from the fixed�SO�
4 groups, there are also

carboxylic groups from PAA formed from 1% acrylic acid monomer, which when

ionized (–COO�) contribute to the surface charge. The measured W values at

different pH values in the presence of NaCl and H2SO4, respectively, are

reproduced from previous work [42] and shown in Fig. 9a; the corresponding pH

values are reported in Fig. 9b. The contributions of 1% PAA to the colloidal

stability can be modeled by simulating the W and pH values using the generalized

stability model. Except for 1% AA, the recipe for P2 is basically the same as that for

P1. Thus, to reduce the fitting parameters, we assume that the total �SO�
4 concen-

tration on the particle surface is identical for P1 and P2. Then, the values for the

parametersCS
I,T,KHI and KNaI evaluated for P1 (Table 4) can be directly used for P2.

Because of the presence of�COO� groups on the surface, whose properties depend

strongly on pH, we expect that the hydration force constants, F0 ,H and F0 , Na, also

vary with pH. Thus, they are still set as fitting parameters.

There are three parameters related to the �COO� groups: the total carboxylic

group contraction on the surface, CS
L,T, and two association constants of �COO�

with H+ and Na+, KHL and KNaL, respectively. The C
S
L,T value has been determined

by titration and is equal to 0.0866 mol/kgP, as given in Table 4 under P2. Therefore,

for P2, we have a total of four fitting parameters, F0 , H, F0 , Na, KHL, and KNaL, to be
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determined from simulations ofW and pH values. The simulation results are shown

in Fig. 9 a, b, and we can see that the agreement between experiments and

simulations is very satisfactory. The obtained values for all the unknown parame-

ters are reported in Table 4 under P2.

Let us first analyze the simulation results forW and pH corresponding to H2SO4,

which involve only two fitting parameters, KHL and F0 , H. It is seen in Fig. 9 that the

three W and three pH values have been excellently simulated. However, the

obtained association constant of�COO�with H+ (KHL in Table 4), is unreasonably

large, equal to 4.0 � 106 L/mol, which is almost two orders of magnitude larger

than the typical value of 2 � 104–6.3 � 104 L/mol for the association of �COO�

with H+ when�COO� is present at the end of a polymer chain [30, 37, 41]. Such an

extremely large KHL value indicates that the consumption of H+ ions is more than

the association equilibrium requires. We believe that this is a consequence of the

presence of PAA chains, which are in the collapsed state in the H2SO4 solution. The

protonated carboxylic groups (�COOH) are buried in the collapsed layer and do

not participate in the association equilibrium. Because this protonated “dead”

�COOH state consumes a lot of H+ ions, one has to increase the KHL value to

compensate for the consumed H+ in order to fit the measured pH values. The

hydration force constant F0 , H in the presence of H2SO4 is much larger for P2

than for P1 (as shown in Table 4), signifying that even in the collapsed state at such

low pH, the PAA brushes lead to an increase in surface hydrophilicity as a result of

the polar nature of carboxylic acid.

Using NaCl as destabilizer, because the W values in Fig. 9 were measured at

different pH values (tuned using H2SO4), the association of�COO�with H+ is also

involved. In the simulations, we directly applied the value for the association

constant of �COO� with H+, KHL, obtained in the case where H2SO4 was used

as destabilizer. Thus, we have only two fitting parameters, F0 , Na and KNaL. The

obtained value for KNaL, the association constant of �COO� with Na+, is equal to

2.80 L/mol (Table 4). This value is comparable with the value of 2.65 L/mol

estimated for perfluoropolyether-based carboxylic groups in another work [8]. It
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Fuchs stability ratioW and (b) pH values, for P2 latex at ϕ¼ 5.0� 10�2, destabilized by NaCl and
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is interesting to see that the estimated value for the hydration force constant, F0 , Na

as shown in Fig. 10, increases as pH increases. This indicates that, as pH increases,

more carboxylic groups are deprotonated and the surface becomes more polar (i.e.,

more hydrophilic). However, such an explanation is inconsistent with the results of

previous work [41], where we simulated the W values of a colloidal system

stabilized by fixed carboxylic groups, but not PAA (previously measured at pH

3–10 by Behrens et al. [44]). It was found that, using the generalized stability model

accounting for only the DLVO colloidal interactions, we can describe the system

stability behavior in the entire range of pH 3–10, without even introducing the

hydration force. This means that carboxylic acid when deprotonated acts mainly as

a charge group contributing to electrostatic repulsion, and that its contribution to the

hydration force is not substantial. Thus, the increase in F0 , Na with pH (Fig. 10)

cannot be explained by the hydration force. Instead, we believe that this results

from the steric force of the PAA chains, which, as pH increases, become more

stretched and contribute more and more to particle stability. Because steric inter-

actions are not included in our model, they are naturally lumped into the hydration

force, leading to an increase in F0 , Na with pH.

Based on the above discussion, we can explain why the F0 , H value at very low

pH (<1) in Table 4 is larger than the F0 , Na values at pH ~ 2 in Fig. 10 by

considering that the protonated �COOH contributes to the hydration force, but

the deprotonated�COO� does not. At pH 2, the amount of�COOH is reduced and

the hydration force is reduced. Of course, the increase in deprotonated �COO�

(as well as �SO�
4 ) groups contributes to electrostatic repulsion, which has a

dominant effect on W. In fact, the W values in the case of NaCl at pH 1.87 and

2.58 are larger than those for H2SO4 at pH < 1 (Fig. 9a).

Using the established generalized stability model, we calculated the surface

charge density and potential (σ0 and ψ0) as functions of the concentration of total

added salts (H2SO4 + NaCl), Cs. The conditions corresponded to those for the five

sets of experiments shown in Fig. 9a, b, and the results are shown in Fig. 11a, b. It is

seen that for pH< 3, the variations in σ0 and ψ0 with Cs in Fig. 11b are very similar

to those in Fig. 8a, b for P1 latex. This is because at low pH most of the �COO�
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groups are protonated and the surface charge mainly comes from �SO�
4 , which is

practically the same for P1 and P2 latexes. As pH increases, the surface charge

density and potential increase as a result of the increase in �COO� groups.

4 Concluding Remarks

We have reviewed the generalized stability model developed in recent years [8] and

particularly its application to various polymer colloids. The stability of a colloidal

system is not only determined by the DLVO colloidal interactions but is also

affected by the interplay of other physicochemical processes such as surfactant

adsorption equilibrium on the particle surface, association equilibria of the surface

charges with counterions involved in the system, and non-DLVO colloidal interac-

tions. The generalized stability model can account simultaneously for such complex

interplay between different processes. The model has been successfully validated

through its application to different polymer colloids produced from industrial

polymerization processes, and its powerful capacity to describe the stability of

complicated colloidal systems demonstrated.

Various processes are involved in the model and therefore the model parameters

need to be defined. The values of some of the parameters are reported in the

literature, and values for the remaining unknown parameters are required. We

propose that their values be estimated through application of the model to fit ad

hoc experiments, such as the value of the Fuchs stability ratio as a function of salt

concentration, the CCC values of different types of salts, etc. Once all the param-

eters are defined, the established model can be used to analyze in detail how the

interplay between different processes affects the stability of the system.

From application of the generalized stability model to different polymer col-

loids, we have demonstrated that the interplay between various physicochemical

processes is substantial. Such interplay can result in very different (peaked or

Fig. 11 Surface charge density σ0 and surface potential ψ0 computed from the generalized

stability model using the estimated parameters in Table 4, for P2 latex at ϕ ¼ 5.0 � 10�2,

destabilized by NaCl and H2SO4

The Generalized Stability Model and Its Applications in Polymer Colloids 101



monotonic) tendencies of the surface charge density and different surfactant

partitioning between the particle surface and the bulk disperse medium, with

respect to changes in the ionic strength, counterion type, pH, etc. Therefore, the

generalized stability model can be used as a reliable tool for understanding and

defining suitable conditions for obtaining the desired stability during the production

and application of polymer colloids for both industrial practice and academic

purpose.
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Morphology of Composite Polymer
Latexes: An Update on Synthesis and
Applications, Modeling,
and Characterization

Shaghayegh Hamzehlou and Jose Ramon Leiza

Abstract Polymer latexes are used in a wide range of technological and industrial

products. Polymer–polymer and polymer–inorganic composite (hybrid) latexes

have found specific applications in coatings, adhesives, impact modifiers, and

medical diagnostics, among others. Control of latex particle morphology is a key

factor to achieve a desired application in structured polymer latex particles. Fun-

damental knowledge of the effects of different synthetic routes and reaction param-

eters such as temperature, glass transition temperature, and functional groups is

vital to obtain the required morphology of polymer–polymer and polymer–inor-

ganic hybrids. Subsequently an unambiguous characterization of particle morphol-

ogy is essential, which requires determining the shape of the particles, the surface

composition, and the internal composition. In this review, we focus on the most

recent developments (of the last 5 years) in the synthesis and application of

composite (hybrid) latex particles, including polymer–polymer and polymer–inor-

ganic latex systems. Furthermore, we discuss the most recent modeling efforts to

simulate the development of particle morphology in composite polymer latexes

synthesized by (mini)emulsion polymerization and the latest advances and

improvements in characterization techniques to determine the morphology of

composite polymer latexes.
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1 Introduction

Polymer latexes are used in a myriad of relevant technological and industrial products,

such as synthetic rubber, coatings, paints, adhesives and sealants, additives in paper

and textiles, impact modifiers for thermoplastic matrices, additives in concrete, drug

delivery, cosmetics, and flocculants [1–3]. Polymer–polymer and polymer–inorganic

composite (hybrid) latexes demonstrate the possibility of combining the positive

properties of each phase and avoiding their drawbacks. Such hybrids have found

applications in coatings, adhesives, impact modifiers, and medical diagnostics [4–14].

Many works have attempted to synthesize structured polymer latex particles

with tailored particle morphologies to meet specific application requirements.

Sundberg and Durant [12] and Reyes et al. [11] have summarized these works in

two good reviews in 2003 and 2013, respectively. Sundberg and Durant reviewed

the most important characterization techniques employed to determine the mor-

phology of composite particles, as well as the most important considerations for

producing equilibrium and nonequilibrium morphologies, analyzing the conditions

and reaction parameters that lead to either type of morphology. They also discussed

the effect of polar carboxylic acid comonomers on the morphology of particles

obtained using emulsion polymerization and briefly reviewed works dealing with

the morphologies achieved in polymer–polymer hybrid latexes.

Reyes et al. [11] presented the physical and chemical methods used to produce

structured polymer particles, distinguishing two-phase polymer–polymer and

polymer–inorganic latex systems. They also discussed multiphase polymer latexes

and described a Monte Carlo model to predict the equilibrium morphology, and a

stochastic dynamic simulation to predict the dynamic evolution of particle mor-

phology for multiphase (polymer–polymer and polymer–inorganic) waterborne

systems. The correlation between particle morphology and film morphology was

also considered in this review paper.

More recently, Paulis and Asua [15] addressed the knowledge-based production

of waterborne hybrid materials, with special emphasis on particle morphology

because of the strong impact of this property on final application. They concluded
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that mathematical models able to predict particle morphology are essential for

implementation of an optimal strategy to produce composite latexes with a defined

morphology, because there are no devices capable of on-line monitoring of particle

morphology. The authors proposed use of mathematical models for the develop-

ment of particle morphology as a soft sensor to guide and design advanced control

strategies. They reviewed the state of the art of mathematical models for polymer–

polymer and polymer–inorganic systems and critically analyzed the drawbacks and

improvements required to enable these models to be used in the control strategies.

In this article, we aim to update the most recent developments (of the last

5 years) on the synthesis and application of composite (hybrid) latex particles,

including polymer–polymer and polymer–inorganic latex systems. Furthermore,

we discuss the most recent modeling efforts to simulate the development of particle

morphology in composite polymer latexes synthesized by (mini)emulsion polymer-

ization and the latest advances and improvements in characterization techniques to

determine the morphology of composite polymer latexes.

2 Hybrid Polymer–Polymer Particles

Structured polymer particles with different morphologies can be synthesized by

chemical methods such as seeded emulsion polymerization and miniemulsion poly-

merization or by physical methods such as heterocoagulation and solvent evapora-

tion [11, 16]. The choice of a specific technique depends on the final properties of

interest of the material. Seeded emulsion polymerization is suitable for synthesizing

polymer–polymer particles. Miniemulsion polymerization is much more versatile

than seeded emulsion polymerization and allows the synthesis of both polymer–

polymer and polymer–inorganic hybrids with a great variety of morphologies

[17, 18]. We present the most relevant works that report composite polymer–

polymer particles, including core–shell, hollow, and nonequilibrium morphologies.

2.1 Core–Shell Particles

Core–shell particles are synthesized to combine the properties of the core and shell

polymers to achieve a certain application. Often, core–shell morphologies of latex

particles are claimed by the sole fact that a two-stage batch or semibatch emulsion

polymerization is conducted. However, obtaining particles with core–shell mor-

phologies (being strict in the consideration of the morphology) is difficult [19]

because, normally, a substantial amount of interface material composed of the two

polymeric phases is obtained, not a totally phase-separated morphology.

Core–shell particles with hard/soft, soft/hard, hydrophilic/hydrophobic, and

hydrophobic/hydrophilic phases have been reported [11, 12]. These types of core–

shell latexes have applications in high-performance coatings, impact modifiers for

brittle polymers, photonic crystals, and electrical conductive films, to name a few.
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Shells with specific properties can be used to meet specific application demands,

such as water/oil repellence in fluorinated polymer coatings. Because fluorinated

polymers are costly, it is desired that the fluorinated part forms a complete shell

around the particle. Methylacryloyloxyl-2-hydroxypropyl perfluorooctanoate

(FGOA) monomer is a fluorinated acrylate monomer with both hydrophilic and

hydrophobic groups, and has been used to copolymerize with acrylate monomers in

a two-stage emulsion polymerization to synthesize the core–shell particles with

fluorinated groups covalently bonded in the shell [20] (Fig. 1). Fluorinated polymers

have also been used in photocatalytic paint formulations to improve the low resistance

Polymers TEM Image/CryoTEM Image Reference

Fluorinated 

polyacrylate/polyacrylate

20

Crosslinked poly(styrene-

co-butyl acrylate)/

poly(styrene-co-butyl 

acrylate)

22

Polyacrylate/PU 27

Fig. 1 Representative TEM images of the core–shell morphologies discussed in the text (Images

reproduced with permission from the references in the table)
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of acrylic polymers to UV radiation and weathering. Core–shell latex particles with

poly(vinylidene fluoride-co-hexafluoropropene) core and acrylate shell combine both

UV and weathering resistance with low minimum film formation properties [21].

Acrylate emulsion-based adhesives have the disadvantage of low cohesive

properties. Structured core–shell particles of poly(styrene-co-butyl acrylate) [P

(S-co-BA)] with crosslinked and harder cores exhibit both high cohesive and high

adhesive strength [22] (Fig. 1). The crosslinked core is responsible for the cohesive

strength, whereas the softer shell maintains the adhesive properties. It has been

shown that the ratio between core and shell has an important effect on the balance

between adhesive and cohesive strengths. Another strategy to improve the adhesive

properties of acrylate emulsion-based adhesives is to utilize the excellent properties

of polyurethane (PU), such as high cohesive strength and solvent resistance by

producing hybrid acrylic/PU composite latexes. Hybrid PU/acrylic latexes can be

synthesized by miniemulsion polymerization following two different polymeriza-

tion approaches. The first approach is simultaneous free-radical and addition

polymerization in miniemulsion droplets that contain the main acrylic comonomers

plus diisocyanate, chain extenders, and hydroxymethyl methacrylate (HEMA,

which can participate in both free-radical and addition polymerizations grafting

the acrylic and PU chains) [23–26]. The second approach is to produce PU in an

acrylate mixture containing HEMA (to introduce double bonds into the PU to have

a grafting degree equivalent to 10% of the NCO functions) and chain extender, and

then miniemulsify this organic phase to yield miniemulsion droplets that polymer-

ize [27]. The first approach yields particles of homogeneous morphology and

enhanced adhesive properties for PU contents below 15 wt%. The second approach

yields particle morphologies that evolve from homogenous particles to core–shell

structures (with PU-rich occlusions in the acrylic core) by increasing the PU weight

fraction from 5 to 50%. The core–shell morphology persists in the adhesive films,

resulting in a percolating network of stiffer PU-rich shells [27] (Fig. 1).

2.2 Hollow Latex Particles

Hollow particles are generally synthesized from core–shell particles through

removing the core material by dissolution or calcination [28]. Hollow particles

have found applications as opacifiers in coatings. The hollow latex particles can

be filled with a material to be released in a controlled manner [15]. This

characteristic makes them especially suitable for drug delivery applications.

Hollow latex particles were synthesized from poly(methacrylate-co-methacrylic

acid)/poly(methacrylic acid-co-N-isopropylacylamide) core–shell particles by

heating the latex in the presence of ammonia solution. These particles showed

thermo- and pH-sensitive behavior, with the ability to load a model drug [29]

(Fig. 2).

The intermediate core–shell particle has a strong effect on the properties of the

final hollow particle. Multilayer particles can also be used as intermediate particles
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to synthesize hollow particles in which the core, intermediate, and shell layer

properties (such as shell crosslinking level [30] (Fig. 2)) control the function of

the hollow particles. In attempts to synthesize hydrophilic core/hydrophobic shell

particles as an intermediate particle, the type and ratio of the unsaturated acid

Polymers TEM Image/CryoTEM Image Reference

Poly(methacrylic acid-co-

N-isopropylacylamide)

29

P(MMA-BA-MAA-

EGDMA)/P(MMA-St-

MAA)/P(St-DVB)

31

Polyacrylate/PS 30

Core(MMA/MAA)/Interme

diate layer 

(MMA/BA/MAA)/ 

Shell(Styrene)

32

Fig. 2 Representative TEM images of the hollow particle morphologies discussed in the text

(Images reproduced with permission from the references in the table)
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monomer was a key factor [31]. Deng et al. studied the effect of type of unsaturated

acid monomer by using acrylic acid and methacrylic acid. They found that the

hydrophilic core/hydrophobic shell particles could be easily formed using

methacrylic acid (MAA) instead of acrylic acid (AA). For an MAA content of

12.2 wt% in the core latex preparation, only fine pores existed inside the alkali-

treated particles. Increasing MAA content from 20.0 to 30.0 wt%, the alkali-treated

particle morphology evolved from a porous hollow structure to a collapsed struc-

ture. Increasing MAA content to 40.0 wt% made it difficult to prepare uniform

multistage particles. Distinct morphologies such as solid, deficient swelling, hol-

low, and collapsed structures were coexistent in the alkali-treated particles (Fig. 2).

Yuan et al. [32] synthesized core–intermediate layer–shell particles using a three-

stage emulsion polymerization. The latexes were exposed to alkali treatment to

yield hollow particles. The authors studied the effect of the intermediate layer–core

ratios on the morphology and opacity of the hollow latex particles. Interestingly,

they showed that ratios in the range of 6–10 present differences in the swelling and

opacities of films prepared by blending styrene/acrylic latexes and hollow particles.

The best performance in terms of opacity of the films was achieved for an inter-

mediate layer–core ratio of 8 (Fig. 2).

2.3 Nonequilibrium Morphologies

Nonequilibrium morphologies such as occluded particles, raspberry, and

multilobed are the result of the hindered movement of clusters caused by the high

internal viscosity of the matrix or the second polymer forming the lobes. Using a

crosslinked matrix induces phase separation and leads to different nonequilibrium

morphologies. The morphology of the nanoparticles depends on the crosslinking

density of the phases. However, further processing of these latex particles is a

problem because of the high crosslinking level.

In noncrosslinked seeds, specific conditions should be fulfilled to synthesize

nonequilibrium morphologies (e.g., multilobed morphology). Recently, Blenner

et al. summarized the key factors for achieving a multilobed morphology in

polymer–polymer composite polymer latexes synthesized by seeded emulsion

polymerization [33]. The first condition is that the second-stage polymer

oligoradicals should not penetrate to the seed particles. On the other hand, the

seed should be more hydrophilic than the second-stage polymer (i.e., the interfacial

tension between water and first-stage polymer should be smaller than the interfacial

tension of the second-stage polymer and water). In the case that these two condi-

tions are fulfilled, the particle morphology is controlled by the difference between

the glass transition temperature (Tg) of the seed and second-stage polymer and the

reaction temperature. The authors examined these factors with a series of well-
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defined experiments and summarized the findings in a guiding morphological map

(Fig. 3). The map shows that if the second-stage polymer is soft at the reaction

temperature (upper and lower left side of the map in Fig. 3), the resulting particle

morphology is always multilobed and the size of the lobes changes according to the

difference between the Tg of the seed and the reaction temperature. Because the

second-stage polymer is soft, the particles can move to create bigger lobes to

minimize the interfacial energy of the system. On the other hand, a glassy

second-stage polymer stays where it forms and creates a uniform shell around the

particles.

Niu et al. [34] synthesized multilobed particles (with low solids content of

below 5 wt%) of P(VC-co-AAEM)/PS by seeded emulsion polymerization of

styrene on a surfactant-free seed made out of vinyl chloride (VC) and

acetoacetoxyethyl methacrylate (AAEM). According to the authors, the role of

AAEM is to increase the hydrophilicity of the surface of the seed, which controls

the nucleation and phase separation of the polystyrene (PS) domains during the

seeded emulsion polymerization. The authors found that increasing the amount of

AAEM in the seed preparation led to a substantial change in the morphology of

the particles, as illustrated in Fig. 4 and the SEM images in Fig. 5. They attributed

these differences to different swelling of styrene under low and high concentra-

tions of AAEM on the surface of the particles. Interestingly, the authors followed

the morphology of the particles with polymerization time and, for the two lowest

AAEM loadings (6 and 12 g per 60 g of VC), the particles exhibited more lobes at

early stages (30 min) than after 5 or 8 h of polymerization, and the number of

lobes increased with AAEM concentration. However, at the highest concentration

of AAEM, lobes were hardly seen during the polymerization. The authors

Fig. 3 Multilobed nature of composite particles with P(MMA-co-MA) seed polymers and P(styrene-

co-HMA) second-stage polymer, at various Tgs as compared with reaction temperature. All

representations are for stage ratios of 1:1. Nonspherical nature of the particle is ranked in the

chart on the right (Reproduced with permission from [33])
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explained this finding by the formation of a hydrophilic AAEM layer covering the

entire surface of the PVC-co-AAEM and swelling of styrene at the interface

between the PVC surface and this layer, which phase-separated upon polymeri-

zation and led to almost spherical particles.

Li et al. [35] synthesized particles of P(BA-co-MMA)/P(BA-co-MMA-co-acry-
late-dodecafluoroheptyl methacrylate-co-AA) with a multilobe (“plum blossom-

like”) morphology by a two-stage seeded semibatch emulsion polymerization

(see Fig. 5). It was shown that adding a hydrophilic monomer to the shell was

responsible for the change in particle morphology from core–shell to multilobe. The

authors claimed that acrylic acid shifts polymerization of the second-stage mono-

mers from polymer particle to aqueous phase and that adsorption of oligomers to

the surface of the seed particles creates lobed particles at the surface. A more

plausible explanation is based on the glass transitions of the polymer phases. The

reaction temperature for the morphology achieved is probably that provided by the

morphology map proposed by Blenner et al. and depicted in Fig. 3.

Particles with flower-like morphology (see Fig. 5) were synthesized as interme-

diate particles in an attempt to synthesize phthalate-free flexible PVC. The particles

were synthesized by seeded emulsion polymerization of VC, 3-(trimethoxysilyl)

propyl methacrylate (MPS, 0–1.5 wt% VC), and allyl methacrylate (AMA, less than

1 wt% VC) in the presence of a crosslinked PBA seed stabilized by sodium dodecyl

sulfate emulsifier (PBA/PVC ratio was 6.5:93.5 w/w) [36]. The second-stage

polymerization did not use additional surfactant. However, MPS was

prehydrolyzed at pH 10–11 and some of the SiOH groups formed could self-

condense to form oligomers that might contain two or more methacrylate double

Fig. 4 Synthesis of multilobed P(VC-co-AAEM)/PS nanoparticles (Reproduced with permission

from [34])
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bonds that could participate in the copolymerization with VC and AMA. The

authors found that MPS loadings lower than 0.8 wt% produced spherical particles,

but stability of the latex was poor and very large particles (800 nm) were produced.

Above this concentration, the morphology of the composite particles showed some

irregularities or roughness (the authors called this morphology “flower-like”). The

stability of the latex improved with particle sizes in the range of 400 nm. The

Polymers TEM Image/SEM Image Reference

P(VC- co -AAEM)/PS 

6gAAEM per 60 g PVC 

Reaction time=5 h 

34

P(VC- co -AAEM)/PS

12gAAEM per 60 g PVC

Reaction time=5 h

34

P(VC- co -AAEM)/PS

16gAAEM per 60 g PVC

Reaction time=5 h

34

Fig. 5 Representative TEM/SEM images of nonequilibrium morphologies of latexes discussed in

the text (Images reproduced with permission from the references in the table)
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authors attributed formation of the flower-like structure to the adsorption of hydro-

philic species derived from the base-catalyzed prehydrolyzed MPS molecules in the

aqueous phase to the PBA core surface.

3 Hybrid Polymer–Inorganic Particles

Hybrid polymer–inorganic particles can be synthesized by conventional emulsion,

surface-initiated emulsion polymerization, miniemulsion, and suspension polymer-

ization, among other techniques [15, 37–41].The morphologies of the hybrid

polymer–inorganic particles that can be achieved depend not only of the type of

polymerization method employed, but also on the aspect ratio of the inorganic

material. For instance, encapsulation of high aspect ratio clays (like natural mont-

morillonite) is elusive and has hardly ever been achieved [42–46].

P(BA-co-MMA)/P(BA-co-

MMA-co-DFMA-co-AA)

35

PBA/PVC 36

Fig. 5 (continued)
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Two main morphologies are sought for polymer–inorganic composite latexes.

On the one hand, encapsulation of the inorganic material inside the polymer

particles is important for several applications because it yields a better distribution

of the inorganic material, thus reducing aggregation/agglomeration and the amount

of inorganic material needed to achieve the same properties (e.g., metal oxides in

paint and coating formulations [47–53]). Furthermore, because of its small particle

size and potential toxicity, the inorganic material should be protected from the

environment. Encapsulation achieves this and makes manipulation and application

of the inorganic material (e.g., quantum dots [54–56]) easier.

The second main morphology sought has the inorganic particles at the surface of

the polymer particle. This morphology is appropriate for applications where the

hybrid polymer particles are used in dispersed form and the inorganic material

provides stability to the system (e.g., pollutant degradation in wastewater treat-

ments), and also for applications where the functionality provided by the inorganic

material is required at either an air–film or film–substrate interface (e.g.,

photocatalytic coatings [57, 58]).

Miniemulsion polymerization and surface-initiated emulsion polymerization are

the most suitable techniques for producing polymer–inorganic hybrids with an

encapsulated morphology [50, 59–62]. The former does not allow the encapsulation

of a single inorganic nanoparticle in each polymer particle because of the low

probability of efficiently producing monomer miniemulsions with one inorganic

particle per monomer droplet. The latter technique is better suited for this purpose

and requires inorganic particles to be appropriately modified to initiate polymeri-

zation from the surface (reactive groups such as double bonds, thermal initiators,

and oligomers end-capped with controlled radical polymerization agents) and to be

homogeneously and individually distributed (in the case of layered clays, ideally

exfoliated in single layers) in the aqueous phase.

For inorganic particles with high aspect ratios, Reyes et al. [63] and Mballa

Mballa et al. [64] were able to encapsulate natural montmorillonite (MMT) clay in a

two-stage seeded semibatch emulsion polymerization. In both cases, the seed was

prepared in the presence of MMT clay. In the first case, the seed was made by

miniemulsion polymerization of VAc stabilized by polyvinyl alcohol with organ-

ically modified clay. In the second case, the seed was produced using pristine MMT

and MMA monomer by conventional emulsion polymerization. In both cases, only

a small fraction of the polymer particles produced contained encapsulated clay, and

were of nonspherical shape (see Fig. 6).

Several research groups have used surface-initiated emulsion polymerization to

attempt encapsulation of other clays, such as Gibssite and layered double hydroxide

(LDH), following the strategy originally developed by Hawkett and coworkers for

encapsulating metal oxides [50], multiwalled carbon nanotubes [65], and graphene

oxide [66]. Thus, Ali et al. [61] and Loiko et al. [67, 68] adsorbed (BA)x-co-(AA)y
charged anionic oligomers produced either by RAFT or ATRP polymerization on

the surface of the clays. The modified clays were then used as seeds on starved feed
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Polymer-inorganic TEM Image Reference

PVAc/PVOH/MMT

Two stage seeded semibatch EP

Seed: Miniemulsion 

PVAc/PVOH/MMT

Feed: VAc

63

PMMA/PS/MMT

Two stage seeded semibatch EP

Seed. PMMA/MMT conventional 

EP

Feed: Styrene

64

P(MMA-co-BA)/Gibssite/(AA-co-

BA)

Surface initiated EP

ATRP oligomers: AA-co-BA 

68

P(MA-co-BA)/LDH

Surface initiated EP

 
RAFT oligomers: AA-co-BA

69

Fig. 6 Representative TEM morphologies of composite polymer–inorganic latexes with encap-

sulation of the inorganic material in the polymer particle, as discussed in the text (Images

reproduced with permission from references in the table)
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P(MMA-co-BA-AA)/CeO2

Two stage seeded semibatch EP

Seed: Miniemulsion P(MMA-co-

BA-AA)/ CeO2 

Feed: MMA/BA/AA

70

P(S-co-DVB)/P(MMA-co-

DVB)/CdSe/CdS

Seed: Miniemulsion P(S-co-DVB)/ 

CdSe/CdS

Feed: MMA/DVB

54

P(VDF-co-MA)/CeO2

Surface initiated EP.

CeO2 nanoparticles modified with

RAFT oligomers of vinylbenzyl 

phosphonyl diethyl ester and 

styrene

----------------------------------

P(S-co-MA)/ CeO2

Surface initiated EP.

CeO2 nanoparticles modified with

RAFT oligomers of BA-co-AA, 

BA-co-AMPS, and BA-co-AA-co-

AMPS

73,74

Fig. 6 (continued)
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semibatch polymerizations and, depending on the lengths of the hydrophilic and

hydrophobic monomers of the oligomers, muffin-like (clay at the polymer particle–

aqueous phase interface) or encapsulated morphologies were obtained. In the most

recent work of this series [68], the authors demonstrated that using co-oligomer

concentrations below the critical micelle concentration, but higher than those

required to stabilize the Gibbsite platelets, led to efficient encapsulation of the

clay. Every latex particle contained a single Gibbsite platelet, independent of the

investigated anionic co-oligomer composition or chain length (see Fig. 6).

Following the same approach described above, Cenacchi Perreira et al. [69]

synthesized nanocomposite latex particles containing cationic LDH using BA and

AA random oligomers synthesized by RAFT. The oligomers were adsorbed on the

clay platelets, then MA and BA were starve-fed to the reactor. Encapsulation of the

LDH layers was achieved, but the efficiency was low (a substantial number of the

particles did not contain platelets, as seen in Fig. 6) and polymerization could only

reach high conversions when hydrolytically stable cationic initiator was used.

Low aspect ratio inorganic nanoparticles (spherical in most cases) have been

encapsulated using the two polymerization approaches described above. Aguirre

et al. [49, 51, 70–72] encapsulated CeO2 and ZnO nanoparticles by a two-stage

seeded semibatch emulsion polymerization to produce waterborne binders for

UV-blocking clear coats. In the first stage, a hybrid seed was produced by batch

miniemulsion polymerization using organically modified CeO2 nanoparticles

compatible with the MMA/BA/AA comonomer mixture. The resulting latexes

had encapsulated morphologies (a single CeO2 aggregate per particle), but with

the aggregate at the edge of the polymer particle–aqueous phase interface. In the

semibatch stage, the seed latex was grown to reach latexes with high solids

content (up to 50 wt% solids and up to 5 wt% inorganic material). The CeO2

aggregates were more centered in the interior of the polymer particle (Fig. 6). A

similar approach was used by de San Luis et al. [54] to encapsulate

octadecylamine-modified CdSe/ZnS quantum dots (QDs) in a two-stage seeded

semibatch emulsion polymerization. In this case, the seed was prepared by

miniemulsion polymerization of styrene/divinyl benzene (DVB) because it was

more compatible with the octadecylamine used to modify the surface of the QDs.

PS/ SiO2

Surface initiated EP. 

SiO2 modified with 

methacryloxymethyltriethoxysilane

75

Fig. 6 (continued)
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In the seed, the QDs were at the edge of the polymer particles. The fluorescence

of the seed particles substantially decreased with time because the QDs migrated

to the surface and degraded when in contact with water. The semibatch process

was carried out using a polymer that was less compatible with the QDs (MMA),

with DVB as crosslinker. The morphology of the final hybrid composite particles

demonstrated that the QDs were well encapsulated, and the fluorescence of the

latexes remained constant for several months, demonstrating that the QDs did not

come into contact with water (Fig. 6).

Surface-initiated emulsion polymerization has been used to produce hybrid

waterborne latexes with CeO2 [73, 74]. In the first work by Garnier et al. [73],

BA-co-AA, BA-co-AMPS (2-acrylamido-2-methyl propane sulfonic acid) and

BA-co-AA-co-AMPS RAFT oligomers were adsorbed on the surface of CeO2

nanoparticles dispersed in water. Then, starved feed semibatch emulsion polymer-

ization of S/MA was carried out to produce hybrid latexes. The best compromise,

considering the high efficiency of hybrid particle formation and a good distribution

of CeO2 nanoclusters between latex particles, was a combination of BA, AA, and

AMPS units in the RAFT oligomer. Snowman-like hybrid particles with a cluster of

several CeO2 nanoparticles at the edge of the polymer particle were produced. In

the second work [74], the authors used the same surface-initiated strategy for P

(VDF-co-MA) latexes, employing RAFT oligomers made of vinylbenzyl

phosphonyl diethyl ester and styrene. The 25 wt% solids hybrid latex particles

contained a large number of CeO2 nanoparticles sitting on the surface of the

polymer particles or partly engulfed, which differed substantially from the mor-

phologies of the first work (see Fig. 6).

Desért et al. [75] also used surface-initiated polymerization to produce PS/SiO2

hybrid latexes. The surface of the SiO2 nanoparticles was first modified with

methacryloxymethyltriethoxysilane (MMS) and then styrene was polymerized on

the SiO2 modified seeds. Interestingly, tuning the diameter and concentration of the

silica seeds gave homogeneous batches of tetrapods, hexapods, octapods,

nonapods, and dodecapods with yields as high as 80% (Fig. 6). The PS/SiO2 hybrid

latexes with tetrapod morphology were used to produce robust clusters of gold

satellites positioned with tetrahedral symmetry on the surface of a patchy silica core

by adsorption and growth of gold on the patches [76].

The inorganic particles can be attached to the surface of the polymer particle

using either emulsion or miniemulsion polymerization. It is important to favor the

affinity of the inorganic particle to the polymer particle. This can be achieved by

increasing the ionic strength of the medium or by using monomers that can

specifically interact with the surface of the inorganic particle. As discussed

above, surface location of the inorganic particles is interesting because an addi-

tional functionality can be provided to the polymer particles or resulting films.

Additionally, the inorganic nanoparticles can provide colloidal stability (Picker-

ing stabilization) to the system and, hence, avoid (or substantially reduce) the use

of conventional surfactants, which are responsible for undesired film properties

such as water sensitivity and water uptake. The most common inorganic materials

used for Pickering stabilization are clays and silica, but other inorganic
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nanoparticles such as ZnO, magnetite, CeO2, TiO2, and grapheme oxide have

been used [77–84]. Here, only some recent representative examples are

discussed. Bonnefond et al. [85] successfully synthesized low solids content

surfactant-free Pickering-stabilized S/BA/MMT hybrid latexes (see Fig. 7)

using a functional comonomer [a phosphate ester of poly(ethyleneglycol)

monomethacrylate] to improve the interaction between polymer and clay, thus

allowing the clay platelets to adhere to the surface of the polymer particles. The

films made out these latexes showed lower water absorption and water vapor

permeation rates than their counterparts synthesized in absence of the functional

monomer.

González et al. [57] synthesized photoactive self-cleaning polymer coatings

made of hybrid latexes Pickering-stabilized with TiO2 nanoparticles. Miniemulsion

polymerization, using hydrophobically modified TiO2 as the sole stabilizer, was

used to produce hybrid latexes made of MMA/BA. The hybrid latexes were used to

coat concrete specimens and it was shown that the coated films were able to degrade

Rhodamine B under UV light. Gonzalez-Matheus et al. [86] synthesized Pickering-

stabilized PVAc latexes using hydrophobically modified SiO2 as the sole stabilizer

by miniemulsion polymerization. They obtained coagulum-free latexes with 50 wt

% solid content, with over 90 wt% incorporation of silica and better salt tolerance

than latexes stabilized with conventional emulsifiers.

More recently, polymer–inorganic multifunctional hybrid particles with more

than one type of inorganic material incorporated into the polymer particles have

been synthesized. One of the inorganic materials is located at the surface (as in the

Pickering-stabilized systems) and the other is encapsulated in the polymer particle.

Polymer-inorganic TEM/STEM Image Reference

P(BA-co-

S)/NaMMT

Surfactant free 

emulsion 

polymerization 

using SIPOMER 

PAM100 as 

comonomer

85

Fig. 7 Representative TEM/STEM morphologies of polymer–inorganic composite latexes with

the inorganic material in the surface of the polymer particles as discussed in the text (Images

reproduced with permission from references in the table)
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P(MMA-co-BA-co-

SA)/TiO2

Miniemulsion 

polymerization

57

PS/Magnetite/CdS

Two step process:

1.Miniemulsion 

polymerization 

S/magnetite using a 

phosphonate based 

surfmer

2. Crystalization on 

surface to produce 

CdS

87

PS/TiO2/magnetite

Miniemulsion 

polymerization

88

Fig. 7 (continued)
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Fischer et al. [87] synthesized luminescent and magnetoresponsive

multifunctional chalcogenide/polymer hybrid nanoparticles in a two-stage process

(see Fig. 7). In the first step, the authors encapsulated oleic acid-modified magnetite

nanoparticles in PS particles with phosphonate functionalization, using a

phosphonate surfmer in the polymerization. Subsequently, the magnetic and

phosphonate-functionalized latex was used to grow cadmium sulfide (CdS) in the

surface of the polymer particles to create CdS crystals on the surface of the

magnetic PS particles. After three purification steps using solvents or magnetic

separation, particles with magnetic and luminescent properties were obtained.

Bonnefond et al. [88] synthesized photocatalytic and magnetic TiO2/PS/magne-

tite hybrid polymer latex particles by one-step Pickering miniemulsion polymeri-

zation. The multifunctional composite polymer latex particles can be employed as

wastewater decontaminating material to remove harmful compounds from drinking

water. TEM images showed that the magnetite nanoparticles were embedded in the

polymer particles, whereas the TiO2 nanoparticles were located on the surface of

the particles as Pickering stabilizers. This well-defined morphology guarantees the

required contact of photocatalyst with contaminants in the water, minimizes migra-

tion of magnetite to the water, and enables easy collection of the particles after the

purification process.

4 Modeling the Morphology of Composite Latex Particles

Particle morphology is determined by the interplay between thermodynamics and

kinetics, and the underlying fundamental principles are similar for polymer–poly-

mer and polymer–inorganic hybrids. Recently, Paulis and Asua [15] analyzed the

most important requirements for the development of knowledge-based strategies

for the production of hybrid waterborne polymer dispersions targeting a specific

particle morphology. They concluded that the implementation of knowledge-based

control strategies requires mathematical models to predict particle morphology to

be used as soft sensors. The authors critically reviewed the existing models for

polymer–polymer and polymer–inorganic hybrid particles and underlined some of

the limitations of these models and the challenges to be overcome in order to use the

models in advanced control strategies.

The output of all the existing models developed so far is a very detailed

description of the morphology of a single particle, with extremely time-consuming

simulations [89–96]. For better statistics, many particles should be simulated but

this makes the simulation even longer. Hamzehlou et al. introduced an innovative

and fast approach for the prediction of particle morphology of two-phase polymer–

polymer hybrids synthesized by seeded emulsion or miniemulsion polymerization

[97]. The model can also be easily extended for polymer–inorganic hybrid particles

synthesized by miniemulsion polymerization. The advantage of this new method

over the existing methodologies is prediction of the dynamics of particle
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morphology during the reaction for the whole population of polymer hybrid

nanoparticles, in substantially shorter times.

The particle morphology in this approach is described by two cluster size

distributions, one for the clusters at the equilibrium positions and another for

clusters at nonequilibrium positions. The equilibrium position varies according to

the equilibrium morphology. In the case of hemispherical equilibrium morphology,

the equilibrium position is the surface of the particles and the nonequilibrium

position is within the polymer matrix. The model takes into account relevant kinetic

and thermodynamic effects, such as growth of clusters by propagation, diffusion of

polymer from the polymer matrix to clusters, cluster coalescence, movement of

clusters to the equilibrium position, and nucleation by phase separation. The model

also takes into account changes in viscosity and Tg of the reaction medium during

polymerization, which affect the evolution of particle morphology. The output of

the model is the distribution of the two cluster populations. These distributions can

be transformed by a random sampling algorithm to 2D or 3D particle morphology

representative images. Because a TEM image is a 2D projection of a 3D image, the

contrast that is seen at each coordinate is dependent on the relative amount of each

phase. Following this concept, the 3D images from the model were converted to

TEM-like images. Figure 8 shows an example of the model output for the evolution

of particle morphology during the simulation of a standard seeded semibatch

emulsion polymerization with a hemispherical equilibriummorphology. The output

of the model consists of a weighted size distribution of equilibrium and

nonequilibrium clusters, together with their relevant 3D, 2D, and TEM-like mor-

phology images for six randomly selected particles.

The model was validated by comparison with the experimental results reported

by Chen et al. [98] for the polymerization of MMA on a PS seed at 70�C (Fig. 9).

The equilibrium morphology predicted upon measuring/calculating the interfacial

tensions was hemispherical [98]. The authors reported evolution of the morphology

during the reaction, as measured by TEM. Figure 9 presents a comparison of the

predicted morphologies and the experimentally observed morphologies. The model

was able to predict the glass effect at high conversions of the mentioned polymer-

ization system, which led to insignificant evolution of particle morphology at high

reaction conversions.

5 Characterization Methods for Particle Morphology

As described in the previous sections, composite latex particles (either polymer–

polymer or polymer–inorganic) can be produced with a wide range of particle

morphologies. The resulting particle morphology is a consequence of a number

of complex interactions between the chemical and physical characteristic of the

heterogeneous polymerization process used for the production of the composite

latex (generally, a two-stage semibatch (mini)emulsion polymerization). Unambig-

uous determination of the morphology achieved at the end of the process is
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challenging and an accurate determination of the particle morphology is often

elusive.

For polymer–polymer composite latexes produced in two-stage semibatch emul-

sion polymerization processes, Stubbs and Sundberg, in collaboration with other

universities and latex producers [19, 99], concluded that, in order to fully specify

particle morphology, one need to assess (1) the overall shape of the composite

particle, (2) the composition of the polymer present at the particle–water interface

(i.e., the surface composition), and (3) the internal structure of the particle. No

single experimental technique can provide this full characterization and, hence,

several techniques must be combined to achieve a comprehensive understanding of

the particle morphology. Artefacts resulting from sample preparation (i.e., staining)

or damage during measurement can lead to erroneous interpretation of the

X=0.2 X=0.45 X=0.9

Fig. 8 Conversion evolution of the weighted distribution for equilibrium and nonequilibrium

clusters and relevant 3D, 2D, and TEM-like morphology images related to each distribution for six

randomly selected particles (Reproduced with permission from [97])
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X<0.20

X=0.43

X=0.98

Fig. 9 Comparison of the evolution of particle morphology predicted by the model and the

experimental morphology observed by Chen et al. [98] (Reproduced with permission from [97])
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morphology. In the round-robin study carried out by Stubbs and Sundberg for three

different composite particles (with (meth)acrylic and styrene polymers in each

phase), the overall shape of the polymer particles was well captured by AFM,

SEM, and whole-particle conventional TEM measurements. The particle surface

was indirectly determined by the minimum film formation temperature and by

surfactant titration, with the advantage that the latter can provide quantitative

information on the percentage of each type of polymer phase at the interface.

However, the surfactant titration method is not free of uncertainty when the

particles are not spherical, because the surface area of the particles is very uncertain

(e.g., in particles with lobes). Recently, environmental SEM (ESEM) has been used

to quantify the temperature at which the coalescence between polymer particles in

latexes occurs during film formation [100]. The temperature at which the particles

start to coalesce was in good agreement with the Tg measurements. Thus, ESEM

can be used to determine the surface composition of composite polymer latexes

indirectly (Fig. 10).

The internal structure of the particle was determined directly by conventional

TEM and/or TEM of microtomed and stained samples and indirectly by differential

scanning calorimetry (DSC). As shown in the round-robin study, microtomed TEM

provided the best insight into the internal structure of the polymer particle. How-

ever, this technique also presented more artefacts and was affected by the sample

Fig. 10 ESEM images for a latex obtained at different temperatures: (a) 16, (b) 18, (c) 20, and (d)
22�C. In all cases, the pressure was 270 Pa. The length of the scale bar is 1 μm (Reproduced with

permission from [100])
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preparation method (the type of epoxy resin used to embed the polymer particles

modified the morphology of the particles; plasticization of the polymer by some of

the epoxy resins used was sometimes observed). DSC detects Tgs and crystalline

melting points routinely, but can also be used to quantify the amount of interfacial

material between two polymers in blends and latex films [101–103]. In a composite

polymer particle containing two polymer phases, two Tgs are expected in the DSC,

provided that the Tgs of each phase are substantially different. However, in many

cases, the DSC traces for composite polymer latex films present distinctive shapes

where the positions of the Tgs are shifted or broadened; in other words, the ΔCps of

each polymer phase in the composite particle DSC differ from the ΔCps found in

the DSC of the pure polymer phase. The difference between the ΔCps is attributed

to polymer that is in the interface regions. It is worth noting that these differences

are always seen in the first heating cycle during the DSC experiment. After the

second heating cycle (if the temperature is increased above the Tg of the polymer

phase with the highest Tg), phase separation occurs and two peaks corresponding to
the pure phases are obtained. As reported by Tripathi et al. [104], the information

from the first heating cycle should be analyzed to obtain information about the

morphology of the composite polymer particle as obtained from the reactor

(Fig. 11).

Microtomy of embedded and stained composite polymer latex is not free of

uncertainty, as discussed above. Development of cryogenic SEM [105] and cryo-

TEM [106] techniques have enabled rapid freezing of the sample and observation of

the preserved morphology under cryogenic conditions. Although the shape is well

preserved, the contrast of the polymer phases is not always enough in polymer–

polymer systems (this might not be the case for polymer–inorganic systems). In

view of these drawbacks, some authors have recently explored the use of scanning

TEM (STEM) to determine the internal structure of composite polymer latexes.

Because the operation energy of STEM (15–20 kV) is lower than that of TEM, the

Fig. 11 dCp/dT versus

T for poly(methyl acrylate-

co-methyl methacrylate)/

poly(10%acrylic acid-co-
styrene). Cycle 1 (solid line)
is the first pass. After cycle

1, the sample was annealed

at 150�C for 60 min prior to

cycle 2 (dashed line). The
data are smoothed by 3�C
(Reproduced with

permission from [104])
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technique is thought to be more suitable for analysis of samples with beam-sensitive

characteristics (e.g., soft polymer phases). Thus, Geng et al. [107] reported sample

preparation methods for STEM analysis of a composite latex composed of a soft

PBA matrix with occluded PS domains. Because of the soft composition of the

matrix (PBA), they attempted to preserve the shape of the particles by dispersing

them in other colloidal materials that, upon casting, lead to a matrix with dispersed

(embedded) composite polymer particles. The colloidal materials used were solu-

tions of a low-Tg acrylic latex resin (ACS261 Dow), hydroxy-ethyl cellulose (HEC,
QP 4400 H, Dow), polyethylene oxide (POLYOX WSR 301, AMERCHOL), and

carboxymethyl cellulose (CRT 100, Dow). The authors concluded that the latex

particles embedded in HEC best preserved the contour of the PBA particles and also

presented the strongest contrast between the PS and PBA phases, making determi-

nation of the internal structure easier.

It is clear from the electron transmission microscopy results that the main

difficulty in correctly determining the internal structure and morphology of com-

posite polymer latexes is the lack of sufficient contrast between the different

polymeric phases. Libera and Egerton [108] have recently reviewed the TEM of

polymers and, more specifically, the contrast mechanisms available. They

explained that some soft materials exhibit spatial variations in crystallinity, crystal

orientation, and density due to the presence of heavy elements (e.g., added by

staining). Crystallinity gives Bragg diffraction and heavy elements induce Ruther-

ford scattering. In both cases, some incident electrons are scattered to relatively

high angles, where they can be blocked by an objective aperture to produce dark

images in the final image. This is the main strategy used to determine the morphol-

ogy of composite polymer latexes. On the other hand, the authors pointed out that

amorphous soft materials do not exhibit significant spatial variations in density and,

hence, scattering is primarily in the forward direction, and an objective aperture

provides little or no contrast unless the sample is appropriately stained [109–

111]. Nevertheless, the rich valence electron structure of soft materials can intro-

duce spatial modulations in the phase or energy of an incident electron wave and

thus provide two sources of contrast for imaging soft-material morphology. Most of

the research in the last two decades in this field has been concentrated on the

development of phase contrast and spectroscopic imaging methods. Libera and

Egerton [108] reviewed the most important developments in these two approaches

and concluded that converting the phase information into amplitude information

(using techniques such as defocusing, holography and Zernike phase plate methods)

produces images with adequate contrast between the two polymer phases [112], but

pointed out that the technique does not determine which phase corresponds to

which polymer.

Fortunately, spectroscopic contrast developments seem to be more promising.

The inelastic interaction between the energetic electrons and materials provide an

alternative source of contrast for quantitative determination of chemical composi-

tion and phase distribution, without the need for heavy-element stains. These

interactions can be analyzed by electron energy-loss spectroscopy (EELS). EELS

is particularly suitable for analyzing energy losses in the sub-kiloelecton-volt
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regime (e.g., K-shell core excitations from carbon 284 eV, oxygen 532 eV, and

nitrogen 401 eV). Most soft materials have high concentration of C, N, O, and H,

and the electronic structure associated with macromolecular compounds of these

elements leads to a distinctive fine structure in the ionization edges. Thus, different

polymer phases can be distinguished from each other based on their relative

compositions. The multiple hybrid bonding states characteristic of carbon provides

a rich valence-electron fine structure in soft materials. Low-loss TEM mode spectra

(losses between a few electron-volts and 50 eV) provide a second type of charac-

teristic fingerprint that can be used to differentiate between different polymer

phases based on different polymer compositions.

Imaging based on spectroscopic contrast can be performed in either STEMmode

using spectrum imaging or using energy-filtering (EFTEM) techniques. During the

last few decades, there has been steady interest in using these techniques to study

several aspects of multiphase polymer morphology in polymer–polymer and

polymer–inorganic systems [113–121]. This technique combined with cryo-TEM

can overcome the uncertainties observed in determining the morphology of com-

plex composite polymer latexes using microtomed and stained samples in conven-

tional TEM analysis. An example of the potential of this technique to analyze the

internal structure of a composite polymer latex was reported by Libera and

coworkers [122–124]. In this work, the authors used seeded emulsion polymeriza-

tion to synthesize a biphasic colloid composed of PDMS (seed) and a copolymer

made of MA, MMA, and VAc. Figure 12 shows the high-angle annular dark field

(HAADF) cryo-STEM image, the low-loss EELS spectra for the pure components,

and the composition map of one lobed particle of the latex (each phase is identified

by a different color). According to the authors, it was possible to determine the

exact composition of the lobed particles from the low-loss EELS mapping. They

found that the acrylate-rich lobe consisted of almost pure organic copolymer,

whereas the PDMS-rich lobe was partly mixed with the copolymer. They used

the composition distribution graphs to conclude that the interface between the

PDMS-rich lobe and the acrylate lobe was highly diffuse. According to the authors,

this information could not be obtained by HAADF-STEM alone, which predicted

the transition from light (PDMS) to dark (acrylate) contrast occurred in approxi-

mately 10 nm, whereas the low-loss EELS predicted that the acrylate copolymer

remained entrapped in the PDMS lobe over a length scale of many tens of

nanometers.

Although low-loss EELS is a promising technique for determining the compo-

sition distribution of composite polymer particles, there are very few reports of its

successful implementation. In the authors’ experience, there are still some aspects,

such as the thickness of the samples (particle sizes) and the treatment of the EELS

spectra of each phase (especially when the compositions of the phases are not pure).

that need to be improved for extended use of this technique.

For correct characterization of the morphology of polymer–inorganic composite

polymer latexes, the criterion provided by Stubbs and Sundberg for polymer–

polymer systems should be a good roadmap. Although the shape and interface

composition of the composite particles can be obtained by the same methods
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discussed for the polymer–polymer systems, determination of the internal structure

of polymer–inorganic composite polymer latexes presents inherent advantages.

This is related to the relatively higher density of the inorganic material

(nanoparticles), which enhances the contrast between the polymer phase and the

inorganic material without the need for any additional staining elements (as shown

by TEM micrographs in Sect. 3). However, there are also some uncertainties in

Fig. 12 (a) HAADF STEM image of a two-phase nanocolloid consisting of PDMS-rich (dark
contrast) and acrylate-rich (light contrast) phases in amorphous ice carried by a holey carbon

support film. (b) Normalized low-loss EELS reference spectra of the PDMS (green), acrylate
copolymer (red), and amorphous ice (blue) (Reproduced with permission from [124])
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analyzing polymer–inorganic composite particles using TEM, which are briefly

discussed next.

One of the aims of producing hybrid polymer–inorganic latexes is encapsulation

of the inorganic nanoparticles within the polymer particles. In the literature on

hybrid polymer/metal oxide (and other inorganic nanoparticles) latexes, encapsulation

of the inorganic moieties is always assessed by TEM images of the hybrid particles.

However, TEM images are not always conclusive with respect to the location of the

inorganic nanoparticles, even when they are seen in the middle or centered in the

polymer particle. The uncertainty comes from the fact that TEM images of polymer

particles with encapsulated inorganic nanoparticles and images with nanoparticles

located at the surface of the particle might look the same [125]. Further proof can be

obtained by taking TEMmicrographs after tilting the sample at positive and negative

angles and following the potential displacement of the nanoparticles within the

polymer particle [51, 126]. For some cases, TEM gives sufficient proof of location

of the nanoparticle within the polymer particle, but conclusive proof can only be

obtained by electron tomography or 3D- TEM that provides resolution at the nano-

meter range [127, 128]. Literature reports on the morphology of hybrid polymer–

inorganic latexes measured by 3D TEM are scarce [44, 62, 66, 119]. Mori and

Kawaguchi [129] reported the morphology of PS/iron oxide hybrid latexes synthe-

sized by miniemulsion polymerization to illustrate the effect of the type of initiators

used in the miniemulsion polymerization process (potassium persulfate,

azobisisobutyronitrile, or both) on the morphology of the hybrid latexes. Aguirre

et al. [49, 70] demonstrated that a two-stage seeded miniemulsion polymerization

ensured encapsulation of metal oxide (CeO2 and ZnO) nanoparticles in waterborne

acrylic coatings to be used as binders for UV-protection clear coats. Figure 13

illustrates the tomographic reconstruction of a hybrid acrylic/ZnO polymer particle

Fig. 13 Orthogonal sections of a reconstructed single particle. OXY sections corresponding to the

planes indicated in the OYZ section with white lines: (a) Z ¼ 26 nm, (b) Z ¼ 86 nm, (c)
Z ¼ 156 nm, (d) Z ¼ 229 nm, (e) Z ¼ 298 nm, (f) Z ¼ 367 nm, and (g) Z ¼ 420 nm (Reproduced

with permission from [49])
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and presents how the ZnO nanoparticle aggregates are unambiguously located in the

interior of the polymer particles (i.e., encapsulated).

In the same vein, Desert et al. [75] presented 3D reconstructions by cryo-

electron tomography of multipod-like clusters composed of a silica core and PS

satellites, prepared by seeded growth emulsion polymerization of styrene in the

presence of size-monodisperse silica particles previously surface-modified with

methacryloxymethyltriethoxysilane. The 3D reconstruction shows the high sym-

metry and regularity of the clusters, demonstrating good control of the synthesis

process (Fig. 14).

Fig. 14 Cryo-electron microscopy and cryo-electron tomography images of multipod clusters: (a)
tetrapods, (b) hexapods, (c) nonapods, and (d) dodecapods. Each row presents from left to right a
cryo-TEM image of such clusters and two different orientations of the 3D-reconstructed multipod

(Reproduced with permission from [75])

Morphology of Composite Polymer Latexes: An Update on Synthesis and. . . 133



6 Concluding Remarks

We present an update on the synthetic routes and applications claimed for polymer–

polymer and polymer–inorganic composite latexes. Two-stage semibatch emulsion

polymerization is the most commonly used route for the production of polymer–

polymer composite latexes. The first stage is, in most of the cases, a seed latex that

often contains functional or reactive groups at the surface to influence the location

of the second-stage polymer. The temperature at which the second-stage polymer-

ization is carried out and the Tgs of the first-stage and second-stage polymers are

key to the final morphologies achieved. For the polymer–inorganic composite

latexes, two-stage polymerizations are preferred for encapsulating the inorganic

material. The first stage can be either miniemulsion polymerization in the presence

of the inorganic material or adsorption of amphiphatic reactive oligomers on the

surface of individual nanoparticles of the inorganic material. The second stage is a

starved feed semibatch emulsion polymerization. For the surface location of the

inorganic material, Pickering emulsion or miniemulsion are chosen.

Mathematical modeling of the development of particle morphology has also

been reviewed and updated. A recently developed model differs from existing

models in the speed of the calculation and in the fact that it predicts the morphology

of all the particles (instead of simulating a single particle) by calculating the

distribution of equilibrium and nonequilibrium clusters. The model can be used in

advanced control strategies as a soft sensor to control polymer microstructure and

particle morphology simultaneously.

In addition, we have revisited the characterization techniques frequently used to

determine the morphology of composite particles. An unambiguous characteriza-

tion of particle morphology requires determination of the shape of particles, surface

composition, and internal composition. There is no single technique capable of

provide this information. For polymer–polymer systems, electron microscopy tech-

niques that provide a direct view and are the most appropriate, but suffer from the

lack of contrast between the phases. The advent of low-loss EELS STEM and

EFTEM allows characterization of the composition distribution of the different

phases in composite polymer particles. However, the technique is not yet mature in

the field and substantial advances are expected in the near future.

For polymer–inorganic composite latexes, the main concern in the characteri-

zation is not the contrast, but the exact location of the inorganic material on the

polymer particles. 3D TEM or electron tomography and 3D reconstruction have

shown to be conclusive, although their implementation can be time-consuming and

challenging when cryo conditions are needed.
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Stimuli-Responsive Latexes Stabilized by

Carbon Dioxide Switchable Groups

Michael F. Cunningham, Philip G. Jessop, and Ali Darabi

Abstract Preparation of stimuli-responsive latexes whose colloidal stability can

be reversibly switched using only CO2 as a trigger is reviewed. By incorporating

CO2-responsive moieties into the formulation of an emulsion polymerization,

polymer particles can be made for which stabilization originates from functional

groups that are readily switched “on” (charged) and “off” (neutral) simply by

adding or removing CO2 at atmospheric pressure. The functional groups that

provide colloidal stability, typically amidines or tertiary amines, can be added in

various forms such as premanufactured surfactants, functional monomers, or func-

tional, commercially available initiators. This review focuses on the preparation,

behavior, and properties of these CO2-switchable emulsion polymers. Detailed

discussion is provided on how the switching behavior and latex properties are

influenced by the choice of CO2-switchable moieties and the method of their

incorporation into latex particles.

Keywords CO2-switchable • Switchable particles • Switchable surfactants
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1 Introduction

Emulsion polymerization has traditionally employed surfactants that provide effec-

tive stabilization of latex particles, not only during polymerization but also during

subsequent storage, transportation, and application. The stabilization mechanism

can be ionic (anionic or cationic surfactants), steric (nonionic surfactants), or a

combination (electrosteric stabilization, typically achieved by using a mixture of

ionic and nonionic surfactants in the latex formulation). After the polymerization

reaction, commercial latexes are often subjected to conditions that compromise

colloidal stability, including mechanical shear (e.g., from pumps), freeze–thaw

conditions, and mixing with other components (e.g., in paint formulations). Con-

sequently, significant efforts have been spent on making many latexes highly

colloidally stable. Latexes that are to be deliberately coagulated after polymeriza-

tion to prepare resins only need to be stable in the reactor. Coagulation requires

addition of a concentrated solution of salt and possibly acid or base, thereby

creating an undesirable waste stream.

The inherent dilemma with traditional surfactants is that they are made to be as

effective as possible in providing colloidal stability, yet it is frequently desirable to

switch off the surfactant properties. Even for latexes to be used in coatings, the

residual ionic or hydrophilic nature of the surfactant is a common problem, espe-

cially for coatings where moisture resistance is required. For example, in film-

forming applications, migration of the residual surfactant has a negative effect on

the properties of the final product [1–3]. Surfactant removal by washing is typically

ineffective and expensive, and not economically practical for commercial pro-

cesses. A potential solution to these issues is the use of “switchable surfactants,”

which are surfactants whose stabilizing properties can be easily turned off by

application of a trigger. It may also be valuable for some applications to be able

to switch the surfactant back on. For example, commercial latexes contain about

50% water and have to be shipped to their final destination. The cost and environ-

mental impact of shipping that much water is appreciable. With a switchable

surfactant, a latex could be dewatered, shipped to its final point of use, and then

reconstituted by adding water. The preparation of polymeric nanoparticles with

surfaces that can be reversibly switched from charged to neutral over numerous

cycles is also a subject of high interest.

Stimuli-responsive materials exhibit reversible changes in their physical or

chemical properties in response to external triggers such as temperature, pH,

light, or voltage [4]. In many cases, there are practical concerns with the triggers,

for example, cost, environmental impact, and product contamination [5]. However,

CO2, which is a benign, inexpensive, abundant, and nontoxic trigger, has received
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increasing attention in recent years [6, 7]. CO2-responsive polymers have found

potential applications in areas such as latexes, gels, CO2 capturing and monitoring,

separation, encapsulation, forward osmosis, CO2-switchable vesicles, and CO2-

switchable worm-like micelles [7].

Our first CO2-switchable latexes were stabilized by CO2-switchable surfactants

based on alkylamidines, which could be easily switched on and off in aqueous

media in the presence of CO2 (Fig. 1) [8, 9]. Alkylamidines are protonated

(switched on) by bubbling CO2 into an aqueous surfactant solution (under only

atmospheric pressure), thereby converting the alkylamidines to an amidinium

bicarbonate salt. In protonated form, these molecules can effectively function as

electrostatic surfactants in emulsion polymerization. When they are deprotonated

(switched off) by removal of CO2 from the system, the latex is destabilized and

aggregates. Furthermore, the neutral alkylamidine is fairly hydrophobic. Removal

of CO2 from the latex is easily achieved by bubbling air, nitrogen, or any nonacidic

gas through the system, or even by simply exposing the latex to air. Deprotonation

by exposure of a latex to air is slower than bubbling with air, but is much faster if

the latex is spread as a thin film (as is done with coatings).

A key advantage of using CO2 as a trigger in the synthesis of CO2-responsive

latexes if multiple on/off cycles are used is that addition and removal of CO2 occurs

without salt accumulation, unlike pH-responsive latexes that use liquid acids and

bases to protonate/deprotonate the switchable groups. There are, however, limita-

tions in the use of CO2-switchable surfactants. First, the solubility of CO2 in water

decreases with higher temperatures and, therefore, it cannot be effectively used as a

trigger at atmospheric pressure at temperatures above 65�C. Running an emulsion

polymerization under pressure would increase the CO2 solubility in water and give

effective switching at higher temperatures. An easier route would be to use lower

temperatures with an initiator having a higher decomposition rate at low tempera-

tures. Second, because carbonic acid is a weak acid, one needs to be cautious about

using CO2-switchable surfactants in the presence of strong acids because they

irreversibly protonate the switchable groups so that they cannot be switched off.

In the following sections, we review recent progress in the development of CO2-

switchable emulsion polymers. We start by describing the use of pre-made CO2-

switchable surfactants in emulsion polymerization, and continue with a discussion

of further developments based on surfactant-free routes for preparation of CO2-

switchable latexes. In these strategies using CO2-switchable initiators and mono-

mers, the stabilizing moieties are formed in situ in the early stages of polymeriza-

tion, and therefore remain covalently bound to the particles. CO2-responsiveness in

a latex can originate from the surfactant, monomer, or initiator that contains a

functional group such as a tertiary amine or amidine.

Fig. 1 CO2-switchability of amidine-based switchable surfactants (R ¼ C8 to C16 alkyl chain) [8]
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2 CO2-Switchable Surfactants

Different types of switchable surfactants have been reported, varying in the type of

trigger that is used in the switching process [10]. Examples include light-sensitive

surfactants [11–15], acid/base-sensitive surfactants [16–20], and redox-sensitive

surfactants [21–26]. Usually, addition of acid, base, oxidant, or reductant is

required, which has an environmental impact as a result of the wastewater produced

in subsequent washing steps. In the case of light-sensitive surfactants, the reaction

media must be transparent [27], making them unsuitable for latexes. CO2-switch-

able surfactants, a new class of stimuli-responsive surfactants, employ a simple,

benign, inexpensive, and nontoxic trigger [8]. In aqueous media, pH is changed by

addition of CO2 as carbonic acid is formed. The final pH depends on the dissolved

CO2 concentration. The solubility of CO2 in water decreases as temperature

increases, and increases as pressure increases [28]. Our first switchable surfactants

were long-chain alkyl amidines (Fig. 1). The removal of CO2 to “switch off” the

surfactant can be simply performed by purging with a nonacidic gas such as

nitrogen, argon, or air. Conductivity measurements on CO2-switchable surfactant

solutions over repeated cycles of CO2 and N2 sparging confirmed the alternating

protonation/deprotonation behavior (Fig. 2). Because deprotonation is an endother-

mic process, application of heat accelerates the deprotonation reaction. Thus, the

greater the protonation enthalpy, the more heat must be supplied to switch the

compound back to its neutral form. We found that amidine-based CO2-switchable

surfactants, which are readily switched on, were more difficult to switch off because

of their high basicity (high pKaH). We therefore developed a second generation of

Fig. 2 Conductivity of a dimethyl sulfoxide (DMSO) solution of a switchable surfactant with

R ¼ C16H33 in Fig. 1 as a function of time during three cycles of treatment with CO2 followed by

argon [8]
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surfactants using less basic moieties, specifically aryl amidines and tertiary amines.

These compounds do not switch on as quickly as the more basic alkyl amidines, but

can be switched off much faster (Fig. 3). As discussed in subsequent sections, CO2-

switchable surfactants have been used in emulsion polymerization for stabilization

of the original emulsion and product latex particles.

3 CO2-Switchable Monomers

CO2-switchable latexes can be prepared by incorporation of a small amount of

CO2-switchable monomer into the formulation. The switchable monomer, being

hydrophilic, is believed to copolymerize in the aqueous phase with the other

hydrophobic monomers present in the formulation to yield surfactant made in

situ.. Ideally, most or all of the CO2-switchable monomer resides on the particle

surface, thereby imparting switchability to the latex. Table 1 shows monomers used

for the synthesis of CO2-responsive polymers; however, it should be noted that any

monomer containing a CO2-switchable functional group is a potential candidate.

2-(Diethylamino)ethyl methacrylate (DEAEMA) and 2-(dimethylamino)ethyl

methacrylate (DMAEMA) are the most commonly used monomers for making

CO2-switchable latexes (Fig. 4). The pKaH values of DEAEMA and the

corresponding homopolymer (PDEAEMA) are 8.8 and 7.5, respectively

[50]. DMAEMA has pKaH values of 8.3 and 7.4 for the monomer and polymer,

respectively [50]. Incorporating a small amount (not more than 1%) of DEAEMA

or other switchable monomer into latex particles is typically all that is required to

yield a CO2-switchable latex. Although the chemical structures of DEAEMA and

DMAEMA are similar, they have different properties in terms of water solubility.

DEAEMA and PDEAEMA are hydrophobic, but DMAEMA and PDMAEMA are

hydrophilic. A good substitute for these monomers is dimethylaminopropyl

methacrylamide (DMAPMAm), which is hydrophilic, CO2-switchable, and more

hydrolytically stable.

Fig. 3 Reaction of amidines and amines with CO2 and water to form bicarbonate salts [27]
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4 CO2-Switchable Initiators

We have used the commercially available initiators 2,20-azobis[2-(2-imidazolin-2-

yl)propane]dihydrochloride (VA-044) and 2,20-azobis[2-(2-imidazolin-2-yl)pro-

pane] (VA-061) in the preparation of CO2-switchable latexes (Table 2). VA-061

is itself CO2-switchable. VA-044 is not CO2-switchable but can be converted to a

CO2-switchable form by neutralization with base to remove HCl. The 10-h half-life

decomposition temperature of VA-061 is 61�C and decreases when protonated

(~45�C), which makes it suitable for initiating polymerizations under a CO2

atmosphere [56].

Although these initiators are typically used in conjunction with CO2-switchable

surfactants, the positively charged imidazole groups resulting from decomposition

Table 1 Summary of CO2-switchable monomers suitable for emulsion polymerization

Name Structure pKaH monomer pKaH polymer References

DEAEMA 8.8 7.5 [20, 25–41]

DMAEMA 8.3 7.4 [29, 42–49]

DMAPMAm 8.9–9.1 8.4 [50]

DMAPMA 9.2 8.8 [50]

Fig. 4 CO2-switchability of DEAEMA
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of VA-044 or protonated VA-061 are themselves effective in stabilizing latex

particles. The key advantage of having a CO2-switchable initiator is that these

charged groups, which tend to reside on the particle surface, can also be switched

off (and then back on if desired), thereby allowing more complete switching of the

particle surface charge. By contrast, if a nonswitchable ionic initiator is used there

is always residual surface charge.

5 CO2-Switchable Latexes

5.1 Switchable Surfactants

Alkyl amidine compounds were first used as CO2-switchable surfactants in the

emulsion polymerization of styrene and methyl methacrylate (MMA) [8, 54]. After

polymerization, removal of CO2 by bubbling of Ar at 65
�C triggered aggregation of

the latex. We soon realized that both initiator selection and surfactant selection

were crucial factors in preparing CO2-switchable latexes. For example, VA-044

causes permanent stability of latexes even in the absence of CO2 because of the

presence of the acid HCl, which irreversibly protonates the switchable groups

[54]. (The HCl can be neutralized by addition of a strong base such as NaOH, but

not by simple removal of CO2.) We then demonstrated that these latexes could be

both coagulatable and redispersible CO2-switchable latexes (Fig. 5) [55]. Redispersion

of the latexes is much easier when both initiator and surfactant are CO2-switchable.

The aggregation and redispersion of latexes were possible for several cycles

without accumulation of salt [55]. Aryl amidines and tertiary amines are less

basic than alkyl amidines, and as a result they are switched off much more rapidly

[27]. PMMA latexes made using surfactants based on tertiary amines and aryl

amidines were destabilized more easily by bubbling Ar to remove the CO2 and

had lower zeta potentials than those prepared with surfactants based on alkyl

amines [27].

(N-Amidino)dodecyl acrylamide (DAm) was employed as a CO2-switchable

reactive surfactant for preparation of coagulatable/redispersible polystyrene

(PS) latexes [4]. Redispersion of the latex was achieved by purging with CO2,

and coagulation was performed by purging with N2 and heating to remove CO2.

However, the amidine group was reported to be partially hydrolyzed under basic

Table 2 Structures of VA-044 and VA-061, and related references

Name Structure References

VA-061

N
H

N

N N

N
H

N [4, 12–14, 19, 30, 51–53]

VA-044

N
H

N
N N

N
H

N
2HCl

[27, 37, 54, 55]

Stimuli-Responsive Latexes Stabilized by Carbon Dioxide Switchable Groups 149



conditions. These PS latexes were stable against electrolytes and could be coagu-

lated and redispersed several times. To overcome the hydrolysis problem and

simplify the synthesis steps, DMAEMA was employed in the preparation of

PDMAEMA-b-PMMA via RAFT polymerization [36]. The diblock copolymer

was used as a polymeric surfactant in the emulsion polymerization of MMA. To

ensure the surfactant remained fully protonated during reaction, protonation was

carried out using HCl. The resultant latex could be coagulated by addition of a small

amount of base. After washing with deionized water, the latex could be redispersed

and coagulated many times by addition and removal of CO2. It was found that the

latex was stable if the weight fraction of MMA (FMMA) in the surfactant was lower

than 58% [57].

An advantage of using polymeric surfactants is the prevention of surfactant

migration in film-forming applications. When latexes are employed as film-forming

polymers, physically adsorbed surfactants on the surface of the particles migrate

toward the interfaces and lead to phase separation, which reduces gloss and

adhesion [3]. Also, polymeric surfactants can be entrapped in pockets and increase

percolation by water or increase the water sensitivity of the film. These are major

drawbacks for paint and coating applications [2, 3]. Surfactants that are covalently

linked to the particles cannot desorb and migrate during film formation.

CO2-switchable PMMA and PS latexes were also prepared using commercially

available N,N-dimethyldodecylamine (DDA), a CO2-switchable surfactant, via

miniemulsion polymerization [41]. The PMMA latexes could be aggregated by

bubbling Ar at 60�C and redispersed by bubbling CO2 at room temperature. The PS

latexes were not visibly destabilized by bubbling Ar, which could be attributable to

the lower density of PS (1.05 g cm�3) compared with PMMA (1.18 g cm�3)

[41]. However, increasing the pH to 9 resulted in the visible aggregation of PS

latexes. Higher pH results in a higher fraction of the switchable groups being

deprotonated, and could be the cause of the more visible settling. (Simply removing

CO2 by sparging with Ar probably gives a lower pH than 9, meaning that more of

the switchable groups remain protonated.) In a dispersion of nanoparticles com-

posed of a DDA hydrophobic core and polyvinylformal (PVF) shell, bubbling CO2

converted the core from hydrophobic to hydrophilic, which was the first report of

preparation of water-core polymer capsules from oil/water emulsions.

Fig. 5 Coagulation and

redispersion of polystyrene

latex in the presence of a

CO2-switchable surfactant

and initiator [55]
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One of the troublesome observations with many of the latexes we made using

amidine-based switchable surfactants was that we could not reduce the particle

zeta potential below about 10 mV during the switching off process, nor could we

restore the zeta potential to its original value when we re-introduced CO2. It

occurred to us that the behavior and basicity of a pH-responsive group in an

aqueous solution could be quite different from those on the hydrophobic surface

of a particle. We therefore investigated the effect of the molecular structure of two

CO2-switchable surfactants (N
0-dodecyl-N,N-dimethylacetamidinium bicarbonate,

C12N, and N0-(2-(2-(dodecyloxy)ethoxy)ethyl-N,N-dimethylacetamidinium bicar-

bonate, C12E2N) on the coagulation and redispersion behavior of PS latexes

[43]. The structure of the surfactant C12E2N (Fig. 6) provides a hydrophilic spacer

that extends the amidine from the particle surface out into the aqueous phase. The

zeta potential and surface coverage of PS latexes prepared with C12N decreased as

expected when CO2 was removed, but did not return to the initial value when CO2

was reintroduced to the system. However, in the case of latexes prepared with

C12E2N, the initial zeta potential was recovered. Latexes with C12E2N surfactant

responded more quickly and completely to N2 and CO2 than those with C12N

surfactant (Fig. 7). According to adsorption isotherms, the head groups of surface-

bound C12E2N protrude into the aqueous phase, but surface-bound C12N tends to

lie flat against the hydrophobic surface when the switchable surfactant is neutral.

Thus, when CO2 is bubbled into the aqueous phase, the head group of C12E2N is

readily protonated whereas C12N is not, as a result of its effectively higher pKaH

from being in a hydrophobic environment.

5.2 Switchable Initiators

If a switchable initiator is used, surfactant is not necessarily required. We conducted

surfactant-free emulsion polymerizations using only VA-061 initiator under a CO2

atmosphere as the stabilizing moiety, finding that the latex particles could be

coagulated by CO2 removal and redispersed upon introduction of CO2 (Fig. 8)

Fig. 6 Switching of surfactants C12E2N and C12N between their neutral and surfactant forms [43]
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Fig. 7 The ζ potential of polystyrene particles as a function of time during destabilization using

N2 bubbling through the suspension at 80
�C, followed by redispersion using CO2 bubbling through

the mixture at room temperature [43]

Fig. 8 Preparation of a switchable polystyrene latex and its reversible aggregation and

redispersion triggered by removal and addition of CO2 [56]
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[56]. Because the imidazole groups created from VA-061 are covalently bound to

the particle surface, unlike switchable surfactants, they cannot migrate or desorb,

which appears to facilitate redispersion.

5.3 Switchable Comonomers

Although CO2-responsive surfactants have proven to be effective in stabilizing

latexes, they do have disadvantages. Like any traditional surfactant, they are not

covalently bound to the particle surface and are therefore subject to migration on

the particle surface, which can cause stability problems or eventual leaching into

the environment. Because most surfactants are toxic (to aquatic species for exam-

ple), leaching can be a serious concern. A preferred solution is to covalently bind

the switchable groups, which improves colloidal stability and redispersibility of

aggregated particles and prevents surfactant leaching.

Incorporation of a small amount of CO2-switchable monomer that becomes

covalently bound to the particles can alleviate these concerns. DEAEMA was

used as a CO2-switchable comonomer (0.54 mol% of total monomers) to prepare

a CO2-switchable and monodisperse PS latex [58]. It was found that adding a few

mole percent of MMA to styrene increases the conversion considerably because

MMA is more hydrophilic than styrene and produces more hydrophobic oligomers

in the aqueous phase, thereby promoting particle nucleation. Hydrophilic poly

(DEAEMA+HCO3
�) formed during the reaction acts as a CO2-switchable floccu-

lant and induces facile coagulation and redispersion of the latex [58]. After desta-

bilization and drying, the latex could be redispersed by CO2 bubbling and

sonication (Fig. 9).

An amidine-containing styrenic monomer was synthesized and used as a CO2-

switchable comonomer in the surfactant-free emulsion polymerization of styrene

[59]. Because of the use of 2,20-azobis(2-methylpropionamidine)dihydrochloride

(V-50), which is the HCl salt form of the initiator, destabilization of the latex was

only possible by addition of a small amount of strong base (NaOH). However, the

coagulated latex was redispersible after CO2 bubbling followed by sonication

[59]. The coagulated, filtered, and dried latex powder was redispersible using

CO2 and ultrasound.

An important concern for the redispersion of latexes is the glass transition

temperature (Tg) of the polymer. Although most work described previously

involved high-Tg polymers such as PS and PMMA, Zhu and colleagues were the

first to consider whether CO2-switchable, low-Tg latexes could be redispersed.

Acrylic latexes with low Tg were prepared using surfactant-free emulsion polymer-

ization (SFEP) of MMA and butyl acrylate (BA) with a small amount of DEAEMA

as CO2-switchable comonomer [60]. The Tg of the copolymer was adjusted by the

MMA:BA ratio. The authors found that if the Tg is higher than room temperature,

the latex is CO2-redispersible, whereas if the Tg is lower than ambient temperature,

latex particles fuse after aggregation and are not easily CO2-redispersible.
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However, if the same low-Tg latexes are coagulated at temperatures lower than their

Tg, they can be redispersed by bubbling CO2 and using ultrasound.

Darabi et al. reported the synthesis of CO2-switchable living polymer latexes

made using nitroxide-mediated polymerization and a polymerization-induced self-

assembly (PISA) process [61, 62]. A water-soluble CO2-switchable first block of

DEAEMA was made in water, followed by the addition of MMA monomer. The

DEAEMA block acted as both macroinitiator and stabilizer in the SFEP process.

5.4 Switchable Water

The approaches described previously all apply to cationically stabilized latexes. We

explored anionic CO2-switchable latexes (containing carboxylic acid groups) but

did not see this as a promising route. We subsequently developed an alternative

Fig. 9 Photographs and TEM and SEM micrographs of the original latex (left), after destabiliza-
tion in the presence of PDEAEMA (middle), and redispersed after 10 min of sonication under CO2

atmosphere (right) [58]
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approach for anionic latexes, whereby the aqueous phase was CO2-switchable

instead of the particle surface [30]. In this method, the stability of the latex is

controlled by adding a “switchable water” ionogen to the aqueous phase. With

switchable water, the ionic strength of the aqueous solution can be switched

between low and high values by addition and removal of CO2. This change occurs

when an amine or polyamine (the ionogen) is reversibly converted from a neutral to

a bicarbonate salt by the presence of CO2. For example, sodium dodecylsulfate

(SDS) in the absence of an ionogen is not CO2-switchable, but an aqueous solution

of SDS and N,N-dimethylethanolamine (DMEA, an ionogen) has CO2-switchable

air/water surface tension. PS latex stabilized by SDS and containing a suitable

ionogen in the aqueous phase can be aggregated by bubbling CO2 and redispersed

by bubbling Ar or air (to remove the CO2) [30].

6 Conclusion

CO2-switchable latexes are an innovative advance in the design of stimuli-

responsive polymers. CO2 is a safe, benign, and inexpensive trigger, and can be

easily added or removed from a latex. Although much has been learned about the

principles of making CO2-switchable latexes, there remain many issues that are not

well understand. The number of monomers that exhibit effective CO2-switchability

is still somewhat limited, and therefore expanding this selection would be beneficial

and provide greater versatility in designing CO2-switchable nanoparticles. Little is

currently quantitatively known about the degrees of protonation/deprotonation

occurring under different conditions of, for example, temperature and pKaH, or

about the role of other species that may be present in a latex (acids, bases,

electrolytes). The latter is an especially important concern for commercial products

such as paints and coatings, which typically contain several other components

besides the latex binder. Another ongoing challenge is learning how to make

low-Tg latexes redispersible, an important objective for materials intended to

form films at lower temperatures. Hydrolysis of monomers containing tertiary

amine groups can be a major problem, especially at higher temperatures. In addition

to the loss of amines, the hydrolysis products are usually carboxylic acids, which

can introduce negative charges that have a deleterious effect on latex stability.

There has been little study of the hydrophobicity of films made from CO2-

switchable latexes, for example using contact angle measurements. When a CO2-

switchable latex dries and forms a film, we expect that that the stabilizing groups

switch off and therefore become more hydrophobic, a desirable trait in many

coatings where moisture resistance is important. However, this has not yet been

studied. Another interesting topic is the effect of altering the rates of switching on

and off. For some applications this may not be important. However, for applications

such as fast-drying traffic paints, fast switching rates are desirable. Increasing the

rate of switching depends largely on the pKaH of the stabilizing groups but also on

mass transfer effects such as the rate of diffusion of CO2 or air to the switchable
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sites. More generally, developing selection criteria for determining the most desir-

able pKaH for various applications is a valuable objective.

As different applications for CO2-switchable latexes develop, we need to acquire

a better appreciation of the desirable switching traits for that application. For

example, is it more important to have fast switching or more complete switching?

More complete switching between the protonated and unprotonated states would

give a larger change in hydrophobicity/hydrophilicity. Our new ability to make

CO2-switchable latexes and, more generally, CO2-switchable polymer

nanoparticles offers the promise of new, valuable materials and applications that

have just begun to be explored.
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Probing Coagulation and Fouling

in Colloidal Dispersions with Viscosity

Measurements: In Silico Proof of Concept

Martin Kroupa, Michal Vonka, Miroslav Soos, and Juraj Kosek

Abstract Colloidal dispersions in a flow can undergo the unwanted processes of

coagulation and fouling. Prevention of these processes requires their proper under-

standing and the ability to monitor their extent. Currently, neither of these require-

ments is sufficiently fulfilled and this motivates the development of detailed models

that capture the nature of the dispersion processes operating at the scale of primary

colloidal particles. We model coagulation and fouling in colloidal dispersions using

the dynamic discrete element method (DEM), with an interaction model accounting

for particles that are elastic, adhesive, and stabilized by electrostatic charge. At the

same time, the particles can adhere to the wall. Flow-field computation captures the

mutual influence between particles and flow. The model also includes a pair-wise

implementation of lubrication forces. The modeling results indicate that viscosity is

highly sensitive to the formation of clusters, reflecting not only the larger size of

clusters with increasing surface energy, but also the slower kinetics of coagulation in

charge-stabilized dispersions. By contrast, viscosity is not sensitive to the attachment

of particles to the wall. The mechanism of fouling determined from the simulation

results comprises the initial bulk formation of clusters and subsequent dynamic wall

attachment and detachment of the clusters. The presentedwork improves understand-

ing of the dynamic behavior of colloidal dispersions, which is strongly relevant for

industrial applications as well as for on-line monitoring and control.
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1 Introduction

Colloidal dispersions present interesting systems from both the practical and

theoretical points of view. Their practical utilization ranges from food technology

through cosmetics to adhesives and paints. However, they represent a very complex

system in terms of theoretical understanding, with a rich palette of physical

phenomena, unexplained effects, and nontrivial relationships.

Among the most important phenomena influencing the properties of colloidal

dispersions are the processes of coagulation and fouling. Coagulation refers to the

bulk formation of clusters from primary colloidal particles, whereas fouling

(or clogging) is the attachment of particles or clusters to a solid boundary (e.g.,

container walls, stirrers, or baffles). Both coagulation and fouling can be either

perikinetic (i.e., induced by the thermal motion of particles) or orthokinetic (i.e.,

caused by the presence of flow) [1]. In the orthokinetic case, both the clusters in the

bulk and those attached to the wall can break due to stress introduced by the flow.

We narrow our focus to orthokinetic (i.e., shear-induced) coagulation, fouling, and

breakage because these processes have a high practical relevance.

In the past two decades, a number of significant advances have improved our

understanding of the mechanisms of shear-induced coagulation and breakage, and

various relations are available for the kinetics of these phenomena [2–5]. However,

there is still a certain disconnection between models and experiments in terms of
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predicted and observed quantities. Namely, models can predict the coagulation and

breakage rates together with the cluster size, even in concentrated dispersions

[3, 6]. However, experimental measurements of cluster size are limited to highly

diluted dispersions. On the other hand, the dynamics of coagulation can be observed

by measurements of viscosity, even for concentrated dispersions [7, 8], but the

theory connecting the characteristics of a colloidal dispersion undergoing coagula-

tion and fouling to its rheological properties is still incomplete and largely relies on

empirical relations [9].

The process of fouling is much less explored than coagulation. This might be

caused by the fact that it is more difficult to find a well-defined system for both

simulations and experiments. Although some systems, such as heat exchangers

[10, 11] and membrane bioreactors [12, 13], suffering from fouling problems are

relatively well documented, fouling of reactors by polymer latexes has received

much less attention in the literature. The topic of particulate fouling in

microchannels, including experimental and modeling studies, was thoroughly

reviewed by Henry et al. The study classified the following four different stages

of fouling [14]:

1. Deposition of primary particles onto the wall

2. Resuspension of primary particles or clusters from the wall

3. Coagulation (agglomeration) in the bulk flow

4. Clogging, that is, the attachment of particles or clusters to a layer that is already

present on the wall

Besides the detailed description and categorization of both early and later stages

of fouling, the authors introduced a new modeling approach based on the

one-particle probability density function (PDF) [14]. The model takes into account

interparticle forces and fluid dynamics and is able to account for wall surface

roughness [15, 16]. Due to its relatively coarse level of description, this approach

is suitable for industrially important cases. At the same time, it results in a certain

loss of detail, which prevents thorough study of fouling mechanisms.

The authors also emphasized the necessity for the models of fouling to incor-

porate all the physical interactions affecting the process, namely, particle–particle,

fluid–particle, fluid–surface, and particle–surface interactions [14]. Furthermore, it

was pointed out that the broad range of temporal and spatial scales at which these

interactions act makes the modeling of fouling a very complicated task. Several

studies have attempted to fulfill these requirements. Approaches based on the

solution of Navier–Stokes equations, such as the force coupling method or direct

numerical simulation, treat the fluid dynamics in a detailed way [17–19]. However,

the description of interparticle forces is usually simplified and the number of

particles in the simulation is relatively small compared with other particle-based

methods [20].

Experimentally, fouling by colloidal particles in a stirred reactor was investi-

gated by Urrutia et al. [1]. In the perikinetic regime, the process was relatively well

controlled and a monolayer of particles was mostly observed. In the orthokinetic

regime, the situation was more complicated due to flow heterogeneities. The

authors related their results to previous studies of bulk coagulation and coagulation
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at the liquid–gas interface [21–23]. A different possibility for experimental inves-

tigation of fouling is the direct observation of deposited particles in a specially

designed apparatus [24–27]. These studies represent pioneering work and their

benefit is unquestionable. Nevertheless, for true understanding of the underlying

mechanisms of fouling, a connection to some mechanistic model is necessary.

In aerosol systems, particle-based modeling was extensively used to simulate the

deposition of particles either to walls of a channel or to fibers during filtration

[20, 28–32]. For polymer latexes, such detailed modeling studies are not available.

Lazzari modeled the dynamics of colloidal particle deposition using population

balance equations (PBE) and identified three different regimes of deposition, which

depended on the ratio of the deposition and the aggregation characteristic times

[33]. However, this approach relies on identification of mechanisms that lead to

deposition and the subsequent determination of the rate constants required for

the PBE.

Both coagulation and fouling are strongly connected to the flow conditions and

to the properties of the dispersed and the dispersing phases. The interplay between

these two groups of phenomena leads to either well-stabilized systems or to

coagulum formation and consequent fouling. If not controlled, these processes are

responsible for large amounts of off-specification products and consequent eco-

nomical losses throughout the industry. So far, industry mainly relies on empirical

knowledge, whereas deeper understanding or even control of the systems is usually

absent. Understanding the underpinning laws behind these interconnected phenom-

ena is of crucial importance and this task requires a complex approach that is able to

consider all the relevant phenomena, identify their relative importance, and explain

the underlying mechanisms.

The present article aims at a detailed description of phenomena taking place in

flowing colloidal dispersions using a model based on the discrete element method

(DEM). The model incorporates a description of charge-stabilized particles that are

elastic and adhesive [34]. For simulations of fouling, the elastic and adhesive

interaction between the particles and the wall is considered. The mutual influence

between the particles and the flow is accounted for using the two-way coupling

technique. From the flow field obtained by this method, the suspension viscosity is

evaluated on the basis of the balance of forces acting on the boundary of the

domain. Lubrication forces, which are very important (especially in concentrated

dispersions), are considered for both the particle–particle and particle–wall

interactions.

This approach enables us to identify the mechanisms leading to fouling and their

relative importance. Furthermore, we demonstrate that the kinetics of fouling is

slower than the kinetics of coagulation and identify how it is influenced by the

properties of the system. The fouling and coagulation rates obtained from these

results can be directly used in the PBE modeling. The results show that coagulation

has a significant effect on the viscosity of the dispersion and that changes in

viscosity are related to the size and structure of clusters. On the other hand, the

process of fouling does not result in any observable effect on viscosity, within the

scatter naturally occurring in the results due to the dynamic nature of the system.
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2 Mathematical Model

As in our previous work [6, 35], the model used in this article consists of two parts.

The first part computes the flow field in the domain. This flow field is then, together

with other forces and torques, used in the DEM for computation of particle

dynamics. Particles in DEM are described as discrete elements. Each element is

characterized by its mass (mi), position (xi), velocity (vi), and rotation rate (Ωi). The

governing equation for the translational motion is Newton’s second law:

d2xi

dt2
¼ Fi

mi
, ð1Þ

where Fi represents the sum of all forces acting on the discrete element i. The
temporal change in the rotation rate (Ωi) is expressed as follows:

dΩi

dt
¼ Mi

Ii
, ð2Þ

where Mi is the sum of all torques acting on particle i and Ii is the particle

momentum of inertia. For a homogeneous solid sphere, we have Ii ¼ 2
5
miR

2
p

(particle moment of inertia around its center) and mi ¼ 4
3
πR3

pρp.

2.1 Hydrodynamics

The computation of hydrodynamics in the model involves both the effect of flow on

the particles (i.e., the drag force and torque) and the effect of particles on the flow,

including computation of the flow field. The framework for the calculation of these

effects is introduced in this section.

Because particles considered in this work are of small size (under 1 μm), their

Reynolds number is small, and the drag force Fd , i acting on them can be described

by Stokes’ law, as follows:

Fd, i ¼ 6πηfRp v f
i � v

p
i

� �
, ð3Þ

where ηf is the fluid dynamic viscosity, Rp is the radius of the particle, and v
f
i and v

p
i

are the velocities of the fluid and particle, respectively. Buoyancy and gravity

forces are neglected because the particles and fluid have the same density. The

large applied shear rates cause the Peclet number to be very high and, thus, the

effect of Brownian motion can be neglected. The torque on a particle caused by the

local rotation of the fluid can be computed as follows [36]:
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Mf
i ¼ πηf 2Rp

� �3 1

2
ωi �Ωi

� �
, ð4Þ

where ωi is the angular velocity of the fluid at the position of the particle center.

The effect that the particles have on the fluid is taken into account using the

so-called two-way coupling between particles and fluid, which results in the

modified Navier–Stokes equations in the following form [20, 37]:

∂
∂t

ϕvρfð Þ þ∇ � ϕvρfuð Þ ¼ 0 ð5Þ
∂
∂t

ϕvρfuð Þ þ u �∇ð Þ ϕvρfuð Þ ¼ ϕvη∇
2
u� ϕv∇p� b, ð6Þ

where ρf is the fluid density, u is the fluid velocity, p is the pressure, b is the body

force exerted by particles, ϕv¼ 1 –ϕ
0
is the fraction of voids, and ϕ

0
is the local

volume fraction of particles.

For the numerical solution of Eqs. (5) and (6) we used the program OpenFOAM

[38], which was coupled with the DEMmodel. The computational grid for the finite

volume method (FVM) that is used to discretize Eqs. (5) and (6) was chosen to be

regular, with cubic grid cells of size κ (length of the edge) and volume V¼ κ3.
The body force bn , i, which the particle i exerts on the cell n, can be expressed as

follows:

bn, i ¼ �Vn

V
Fd, i, ð7Þ

where Vn is the volume of the subgrid cell opposite to cell n, V is the total grid cell

volume, and Fd , i is the drag force acting on the ith particle. In Eq. (7), the so-called
volume partitioning was used to distribute the body force of the particle onto the

grid. Details of this approach are described by Marshall [20] and in our previous

work [6, 35].

Determination of the local particle volume fraction ϕ
0
is based on the procedure

of distributing the particle volume as a “cloud” around its center using a Gaussian

weighting function. This procedure is described in more detail in the Supporting

Information.

A discussion and validation of the hydrodynamic model [6] led to the cell size of

the grid being chosen as κ¼ 2.5Rp. The resulting number of cubic cells is dependent

on the size of the computational domain L, which (Sect. 2.3) depends on the particle
volume fraction ϕ, number of particles N, and primary particle size Rp. For

ϕ¼ 0.09, Rp¼ 125 nm, and N¼ 5 , 000 there are 24 cubic cells in each spatial

direction and 13,824 cells overall.
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2.2 Lubrication Forces

Particles immersed in a fluid affect each other through the fluid by lubrication

forces [9]. These forces originate from squeezing out or sucking in the fluid when

particles approach or recede, respectively. The lubrication interaction is a form of

hydrodynamic interaction and, therefore, has the same origin as the framework for

the computation of flow field (as described Sect. 2.1). However, because of the

relatively coarse resolution of the fluid solver, the lubrication forces have to be

incorporated additionally. The formulation of lubrication forces used in this work

was developed by Dance and Maxey [39] and their implementation into the DEM

model was thoroughly described in our previous work [35]. Additionally, we

provide the necessary equations and a brief explanation in the Supporting

Information.

2.3 Structure of the Computational Domain

For all simulations, we used the simple shear model of flow between two parallel

plates (see Fig. 1). The upper and lower boundaries of a spatially three-dimensional

box were set to represent a solid wall. The upper wall moved with velocity U and

this initially created a linear velocity profile with uniform shear rateG ¼ U
L. Later in

the simulations, the velocity profile changed as a result of the presence of particles.

All the remaining boundaries were considered periodic. A total of N¼ 5 , 000

primary particles were randomly placed into the domain of dimensions L� L� L.
The actual value of L varied with the particle volume fraction ϕ and primary

particle size Rp. The initial positions of primary particles were chosen such that

no solid body interaction occurred at the beginning of simulations.

U

L

L

L

x

y

z

Repulsive wall

Adhesive
or repulsive wall

Fig. 1 Schematics of the

computational domain with

linear velocity profile. The

upper wall is always
repulsive, whereas the

lower wall can be either

adhesive or repulsive
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2.4 Nonhydrodynamic Interactions

The interactions between particles and between particles and the wall are crucial

parts of the model for simulations of coagulation and fouling. In this section, we

introduce models for all the interactions that are not related to hydrodynamics. To

investigate fouling (i.e., the effect of the wall on the behavior of the system), we

performed simulations for the following categories of particle–wall interactions:

Repulsive wall: Strong noncontact repulsion, with no contact tangential

interactions.

Adhesive wall: Adhesive and elastic wall with contact tangential interactions and
noncontact van der Waals attraction.

Note that the hydrodynamic interaction between a particle and the wall is the

same for both categories. We begin with the description of the repulsive particle–

wall interaction. Later, we introduce the framework for the computation of the

connected noncontact and contact interactions, which is the same for both the

adhesive wall and the interactions between particles.

2.5 Repulsive Particle–Wall Interactions

The purpose of the repulsive wall in the model is to close the system with the

smallest possible effect on its behavior; therefore, we introduce a description of

particle–wall interactions that is as simple as possible. For this reason, the hydration

force describing a purely repulsive interaction between the particle and the wall was

implemented [40]. In terms of the interaction potential energy (Vh), the hydration

repulsion can be described as follows [41]:

Vh ¼ πRpF0δ
2
0exp �H=δ0ð Þ, ð8Þ

where H is the particle–wall separation distance, F0 is the hydration force constant,

and δ0 is the characteristic decay length. The values of the constants used in ourmodel

for the particle–wall interactions were F0¼ 2� 108Nm�2 and δ0¼ 3� 10�10m

[35]. The interaction force (Fh) is the negative derivative of Vh with respect to

separation distance (H) and is given by Fh ¼ � dVh

dH .

2.6 Adhesive Interactions

In our previous work [35], we introduced a model for the evaluation of viscosity and

tested it for the most elementary system of hard sphere particles. Here, we extend

these results and examine the viscosity of a suspension composed of elastic and

adhesive particles. For the modeling of this system, we adopt the formulation of
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normal interparticle interactions described by connection of the Derjaguin–

Landau–Vervey–Overbeek (DLVO) and Johnson–Kendall–Roberts (JKR) theories.

This connection was developed in our previous work [6, 34] and is briefly recalled

here. The tangential forces acting between particles and between particles and the

wall are described in the Supporting Information.

DLVO theory describes the noncontact interaction between electrostatically

stabilized particles, which are also subject to van der Waals forces. As such, it

comprises two contributions. For the van der Waals attractive potential energy

Up-p
vdW

� �
between two spherical particles of the same radius (Rp), we used the

following expression [42]:

Up-p
vdW ¼ �AH

6

2R2
p

h2 þ 4hRp

þ 2R2
p

hþ 2Rp

� �2 þ ln 1� 2Rp

hþ 2Rp

� �2
" #( )

, ð9Þ

where h is the separation distance such that h¼ u� 2Rp, where u is the distance

between centers of the two particles. The quantity Ap-p
H is the Hamaker constant of

the particle–particle interaction.

The potential energy Up-w
vdW

� �
between the particle and the wall is described as

follows [42]:

Up-p
vdW ¼ �Ap-w

H Rp

6H
1þ H

2Rp þ H
þ H

Rp

ln
H

2Rp þ H

� �� �
, ð10Þ

where Ap-w
H is the Hamaker constant of the particle–wall interaction. The electro-

static repulsive potential energy (Uele) of two colloidal particles can be expressed as

follows [42]:

Uele ¼ 2πE0ErRp ψð Þ2 ln 1þ exp �κhð Þð Þ, ð11Þ

where E0 is the vacuum permittivity, Er is the relative permittivity of the medium, ψ
is the surface potential of the particles (assumed to be constant in the model), and κ
is the reciprocal of the Debye length κ�1. Electrostatic stabilization is not consid-

ered for the particle–wall interaction.

The resulting DLVO potential energy (UDLVO) is obtained by the following

summation:

UDLVO ¼ UvdW þ Uele: ð12Þ

The corresponding interaction force (FDLVO) is the negative derivative ofUDLVO

with respect to separation distance (h) and is given by FDLVO ¼ � dUDLVO

dh .

JKR theory describes the interaction of adhesive, elastic solid bodies. The

adhesive force in JKR theory is assumed to act only within the flattened contact

region. The equations for JKR theory used in this work were proposed by Johnson

et al. [43]. We use the implementation of Marshall [20]. The equations are valid

generally for spheres with radii Ri
p and Rj

p. The so-called effective radius (R) is
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defined as R ¼ 1= 1
R i
p

þ 1

R j
p

� �
. For contact of the particle with the wall, the radius Rj

p

becomes infinite. When no external force is acting on the particles and the force

equilibrium is reached, we can define the equilibrium radius of the contact area (a0)
as follows:

a0 ¼ 9πγR2

E

� �1=3

, ð13Þ

where γ denotes the surface energy (as discussed later in this section) and E is the

effective Young’s modulus, given by the following expression:

1

E
¼ 1� ν2i

Ei
þ 1� ν2j

Ej
, ð14Þ

where Ei and Ej are the Young’s moduli and the quantities νi and νj are the Poisson’s
ratios of the two interacting bodies. The following equation for the

(nonequilibrium) radius of the contact area (a) is implicit [20]:

h ¼ 61=3δC 2
a

a0

� �2

� 4

3

a

a0

� �1=2
" #

, ð15Þ

where the critical overlap (δC) is given by the following equation:

δC ¼ a20

2 6ð Þ1=3R
: ð16Þ

Finally, the normal force (Fne) between two colliding particles can be obtained

from the following equation:

Fne

FC

¼ 4
a

a0

� �3

� 4
a

a0

� �3=2

, ð17Þ

where the critical force (FC) is given by the following:

FC ¼ 3πγR: ð18Þ

The quantity FC corresponds to the maximum adhesive force that can occur

between particles described by JKR theory. The direct relation between FC and the

surface energy (γ) represents a powerful possibility to use both theoretical pre-

dictions of γ or mimic a specific system based on atomic force microscopy (AFM)

colloidal probe measurements [44, 45]. Detailed discussion about this choice,

together with a description of the connection between DLVO and JKR theories,

can be found in our previous article [34].
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2.7 Evaluation of Viscosity

The viscosity of the suspension is evaluated from the balance of forces acting on the

upper wall. The model system is set correspondingly to the basic physical phenom-

ena taking place in a standard rotational viscometer. The detailed procedure is

described in our previous work [35].

2.8 Numerical Details

The dynamics in the two parts of the model occur on different time scales and,

therefore, different time steps are required for each part. Following the guidelines of

Marshall [20], the time step for particle motion was set as Δtp¼ 1� 10�10 s and the

time step for the fluid dynamics was set as ΔtF ¼ 1
100

1
G, where G ¼ U

L is the shear

rate. The numerical issues are more thoroughly elaborated in our previous work

[6, 34].

For integration of the resulting system of ordinary differential equations Eqs. (1)

and (2), we used the solver LSODE from ODEPACK [46].

3 Results and Discussion

Similar to the description of the model, the presented results are divided into two

parts. The first part (Sects. 3.1–3.5) focuses on the bulk behavior of an adhesive

suspension with various degrees of stabilization and, for this case, both the walls in

the computational domain are repulsive. In the second part (Sect. 3.6), the lower

wall is adhesive and the particles and clusters can attach to it. Constant parameters

of the simulations are summarized in Table 1. The values of studied parameters are

stated in the figure captions.

Table 1 Values of model

parameters used in the

simulations

Quantity Value Name

AH 1.3� 10�20 J Hamaker constant

E 1.6 GPa Young’s modulus

ν 0.2 Poisson’s ratio

ρp 1 , 000 kg m�3 Particle density

μeff 0.5 Effective friction coefficient

θ crit π/4 Critical rolling angle

ηF 1� 10�3 Pa s Fluid dynamic viscosity

ρF 1 , 000 kgm�3 Fluid density

T 293.15 K Absolute temperature
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3.1 Effect of Shear Rate

For the simulations of coagulation and breakage, the first investigated parameter

was the shear rateG. In Fig. 2, we show its effect on the size of clusters (represented

as the root-mean-squared radius of gyration) and the suspension viscosity and their

dependence on the normalized time. The clusters start to grow after a certain

induction period, because the particles need to approach each other from the

originally dispersed state. The effect of various parameters on the cluster size and

its dynamic development is discussed elsewhere in much more detail [6].

In contrast to the presence of a lag period for the growth of cluster size, the

viscosity starts to increase immediately from the beginning of the simulation. This

is caused by the fact that the initial condition of the calculation represents a flow

field undisturbed by the presence of particles. Therefore, there is an induction

period, during which the dynamics of the viscosity time development is not

realistic. Such behavior was also observed for the simpler system of hard

spheres [35].

3.2 Effect of Surface Energy

The dynamic development of the system shows that both the cluster size and the

viscosity reach a steady value after a certain period of time. This value corresponds

to the state of dynamic equilibrium resulting from the interplay between the

coagulation and breakage of clusters [6]. The steady state value decreases with

the applied shear rate, which is shown in Fig. 3a together with the effect of surface

energy γ. This quantity represents the strength of adhesion between the primary

particles and it is therefore not surprising that the cluster size increases with

Fig. 2 (a) Root-mean-square radius of gyration and (b) viscosity as a function of dimensionless

time for different values of shear rate. The legend is the same for both (a) and (b). The values of

parameters were ϕ¼ 0.09, Rp¼ 400 nm, γ¼ 0.1 mJ m�2, and ψ ¼ 0mV

172 M. Kroupa et al.



increasing γ. Interestingly, a very similar behavior is observed in the plot relating

viscosity to the shear rate (Fig. 3b), suggesting that there is a relation between

cluster size and viscosity. These results are the quantification of various experi-

mental observations that used viscosity measurements to observe coagulation (i.e.,

cluster growth) in stabilized systems in a qualitative way [7, 8]. Using our model,

the increase in viscosity can be directly related to the increase in cluster size.

3.3 Effect of Primary Particle Size

The particle size affects the relative importance of the forces in the system. This

results in the relative size of clusters being larger for smaller primary particles, as

can be seen in Fig. 4a and in our previous work [6]. This effect clearly translates to

the viscosity of the suspension (see Fig. 4b) and suggests that the viscosity of a

coagulating suspension might be dependent not only on the size of clusters, but also

on the size of the primary particles.

3.4 Effect of Particle Volume Fraction

It can be seen from Fig. 5 that, although there is an observable effect of cluster size

on the suspension viscosity that results in the shear-thinning behavior, the effect of

the particle volume fraction is even stronger. This result is relevant for the handling

and processing of colloidal latexes, because it shows that their viscosity is affected

by several system properties, such as the volume fraction of solids, shear rate,

particle size, and surface energy. This dependency is in direct contrast to the

Fig. 3 Steady-state (a) root-mean-square radius of gyration and (b) viscosity as a function of

shear rate for different values of surface energy γ. The values of parameters were ϕ¼ 0.09,

Rp¼ 400 nm, and ψ ¼ 0mV
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suspensions of hard spheres (noninteracting particles), where the effect of the

particle volume fraction dominates [35].

3.5 Effect of Surface Potential

The simulations we have considered so far were for a system without an energy

barrier between the particles (i.e., for surface potential ψ ¼ 0 mV). Setting a

nonzero value of ψ opens a whole new dimension of behavior rich with various

nontrivial phenomena. The time development of cluster size and viscosity is shown

in Fig. 6. It is clearly observable that the presence of an energy barrier significantly

affects the dynamics of the system. For small values of ψ , the time developments of

Fig. 4 Steady-state (a) root-mean-square radius of gyration (normalized) and (b) viscosity as a

function of shear rate for different values of primary particle size Rp. The values of parameters

were ϕ¼ 0.09, γ¼ 0.1 mJ m�2, and ψ ¼ 0mV

Fig. 5 Steady-state viscosity as a function of shear rate for different values of particle volume

fraction ϕ. The values of parameters were γ¼ 0.1mJ m�2, Rp¼ 125 nm, and ψ ¼ 0 mV
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both 〈Rg〉 and η follow similar trends (Fig. 2), but increased stabilization causes

much a slower increase in both these quantities with time. Although the dynamics is

different, it is clearly visible that the curves for both the cluster size and viscosity

eventually reach the same steady-state value. This can be observed for cases that

reach the steady state within the timescale of the simulation. Note that the energy

barrier acts only as kinetic stabilization and does not alter the equilibrium properties

of the system, although it dramatically influences the timescale of the phenomena.

To generalize these trends, in Fig. 7 we plot the shear-rate dependence of the

cluster size, viscosity, and number of particles in clusters. These plots do not

represent steady-state values, because the dynamics for large values of ψ is too

slow to be captured by the model within a reasonable computational time. Instead,

we show the state of the system at (normalized) time tGϕ¼ 3.57 (i.e., at the

end-time of simulations in Fig. 6). The system shows relatively complicated

behavior, with a maximum occurring in the dependence of all the quantities on

the shear rate. This complex dependence highlights the need to understand the

details of the dynamic behavior of colloidal dispersions. When such a plot is

constructed for the typical timescale of a process under investigation, it reveals

dynamic information about the possible state of the dispersion handled in the

process.

In Fig. 7d, we plot the characteristic time of coagulation as a function of the

shear rate. Let us first focus on the green curve for a destabilized system (ψ ¼ 0mV).

The slope of the curve in the double logarithmic plot (i.e., the exponent of the

power-law scaling) is close to �1, which suggests that the dynamics is governed

purely by the flow. With increasing values of ψ , the slope of the curve starts to

change rapidly at low values of the shear rate. This indicates that, in this region, in

addition to flow dynamics, the energy barrier strongly influences the dynamics of

coagulation. The influence of the energy barrier presents a generalization of our

previous findings, which revealed a power-law scaling of tc with G, with the

Fig. 6 (a) Root-mean-square radius of gyration and (b) viscosity as a function of time for different

values of surface potential ψ . The legend is the same for both (a) and (b). The values of parameters

were ϕ¼ 0.09, Rp¼ 400 nm, γ¼ 0.3mJm�2, and G¼ 60 , 000 s�1
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exponent being much smaller than �1 for highly stabilized systems. Here, these

results were extended and related to the limit of a destabilized system.

3.6 Adhesive Wall

Here, we move from a system with both repulsive walls to a system in which only the

upper wall is repulsive and the lower wall is adhesive. As a consequence of this

change, the particles and clusters can attach to the lower wall. This can be observed in

Fig. 8, which shows snapshots from the end of two simulations with particles on the

wall. These snapshots show that completely different results are obtained for different

applied shear rates G. For the lower shear rate ofG¼ 80� 103 s�1, a number of large

clusters are formed in the system (green color) and a considerable fraction are

attached to the wall (red color). On the other hand, for G¼ 800� 103 s�1, many

particles remain in a dispersed state (blue color) and only a few are attached to the

wall.

Fig. 7 (a) Root-mean-square radius of gyration, (b) viscosity, (c) number of particles in clusters,

and (d) characteristic coagulation time as a function of shear rate for different values of surface

potential ψ . (a–c) represent the state of the system at time tGϕ¼ 3.57 (i.e., at the end-time of

simulations in Fig. 6). The values of parameters were ϕ¼ 0.09, Rp¼ 400 nm, and γ¼ 0.3mJm�2
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These qualitative observations are quantified in Fig. 9a as the dependence of the

number of particles in clusters (green) or attached to the wall (red) on time for the

two different values of shear rate. Apart from the above-mentioned differences,

there are two other interesting phenomena. First, there is a significant difference

between the dynamics of coagulation (i.e., the formation of clusters) and the

dynamics of fouling (i.e., the attachment of particles to the wall). Although the

number of particles in clusters quickly reaches a steady state for both values of G,
there is a time delay before the particles start to attach to the wall. Second, the

number of particles attached to the wall shows a large scatter compared with bulk

behavior. This is because there are large clusters attaching to and detaching from

the wall during the course of the simulation. The maximum number of wall-

attached particles is plotted in Fig. 9b as a function of shear rate. Two types of

particle behavior can be observed in the system. Either the particles are all attached

to the wall at low shear rates, or very few particles are attached at high shear rates.

The transition between these two regimes is rapid.

From the differences in the dynamics of cluster formation and wall attachment, it

can be concluded that the characteristic time of fouling is much longer than the

characteristic time of coagulation, as shown in Fig. 10. This suggests that the

mechanism of fouling in simple shear flow consists of two phases. First, bulk

coagulation takes place. Subsequently, the attachment of clusters to the wall creates

a particle layer, which sticks to the wall and starts the fouling on the wall. The

attached clusters can break and only some particles stay on the wall, which leads to

a large fluctuation in the number of wall-attached clusters (also observable in

Fig. 9).

Fig. 8 Snapshots from simulations with the adhesive wall for dispersions under (a) low shear

(G¼ 80� 103 s�1) and (b) high shear (G¼ 800� 103 s�1). Blue particles are dispersed particles,

green are coagulated, and red are attached to the wall (both directly and indirectly). The values of

parameters were ϕ¼ 0.09, γ¼ 0.1mJ m�2, and Rp¼ 125 nm
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Another interesting aspect follows from the comparison of Fig. 10a, b. These

plots show the characteristic time of fouling for the same simulation, but evaluated

using a different value of the parameter ncrit, which represents the number of wall-

attached particles used for determination of the characteristic time. The solid lines

(representing coagulation) have steeper slopes than the broken lines (representing

fouling) at high values of G, demonstrating that the processes of fouling and

coagulation follow different mechanisms (see also Fig. 9). Namely, although a

small number of particles attach to the wall relatively quickly and stay attached

even for large values of shear rate, the buildup of a larger layer takes longer and is

more sensitive to shear rate.

Although the number of particles attached to the wall changes significantly with

different conditions, the strength of adhesion of the particles to the wall appears

insignificant. This is clearly visible in Fig. 11, which shows no appreciable effect on

Fig. 9 (a) Number of particles in clusters and attached to the wall as a function of time. (b)

Number of particles attached to the wall as a function of shear rate for different values of particle

volume fraction ϕ. The values of parameters were ϕ¼ 0.09, γ¼ 0.1 mJ m�2, and Rp¼ 125 nm

Fig. 10 (a) Characteristic time of coagulation and fouling as a function of the shear rate for

different values of particle volume fraction ϕ. Coagulation time was evaluated as the time needed

for np or nw to reach ncrit ¼ N
3
particles, either in aggregates or attached to the wall. (b) The same

case with ncrit ¼ N
100

. The values of parameters were γ¼ 0.1 mJ m�2 and Rp¼ 125 nm
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viscosity of changing the value of the surface energy of the particle–wall interac-

tion. These results indicate that, unlike coagulation, fouling has only negligible

effect on the suspension viscosity in the simple-shear flow for the timescale region

accessible by the model.

Following the mechanism of fouling described, a cluster attached to the wall

detaches after a certain period. But, this detachment is often connected with the

breakage of the cluster and a small part of the original cluster can stay attached to

the wall. Another cluster might collide with these wall-attached particles and the

process repeats. In this sense, the adhesive wall only contributes to the coagulation

and breakage that already occur in the system and does not introduce any additional

dissipation that would translate into an increase in viscosity. Another explanation

relies on the fact that the values of the surface energy for both the particle–particle

and particle–wall interactions are much smaller than the theoretical values that can

be found in the literature [42]. However, this is a necessary condition for us to

observe the trends presented here within the temporal and spatial scales of the

model. For a greater number of adhesive particles, the formed clusters would span

the whole domain and no scaling of cluster size would be observed.

Another mechanism could also be present, such as the plastic deformation or

partial sintering that is responsible for tighter attachment of particles to the wall in

real processes. This mechanism is not present in the current model formulation.

Overall, the big advantages of the present modeling approach are the possibility

to identify mechanisms taking place in colloidal dispersions and the ability to gain

insight into these processes. However, these results are difficult to test experimen-

tally in a direct way. A possible indirect form of validation could be to use the PBE

modeling approach [33], which relies on the identification of mechanisms leading

to fouling and the estimation of rate constants. Information on both of these can be

obtained directly from our model. Subsequently, the outcome of the PBE model can

be compared with experimental results at a reactor scale, such as those in a recently

published study of reactor fouling by colloidal latexes [1].

Fig. 11 Suspension

viscosity as a function of the

shear rate for different

values of the surface energy

of the particle–wall

interaction γw. The values
of parameters were

ϕ¼ 0.09, γ¼ 0.1 mJ m�2,

and Rp¼ 125 nm
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4 Conclusions

The processes of coagulation and fouling in stabilized colloidal dispersions were

modeled using the discrete element method. Coagulation (i.e., the formation of

clusters in the bulk) was shown to be much faster than fouling (i.e., the attachment

of primary particles or clusters to the wall). However, the kinetics of coagulation is

highly affected by the degree of stabilization, in the sense that more stable latexes

retain their dispersed state for a longer time. The viscosity evaluated from the

model was shown to be sensitive to this delay in the cluster growth. Moreover, the

relation between viscosity and cluster size was also observed for the effect of

various parameters, such as the primary particle size and surface energy. These

findings are promising for the concept of using viscosity measurement as a probe

for the determination of dispersion properties. On the other hand, fouling did not

have any observable effect on the dispersion viscosity in the simulations that were

performed in simple shear flow. A different type of flow can lead to different

results, and the issue remains an open question. In this study, the mechanism of

fouling in simple shear flow was revealed by a thorough analysis. The mechanism

consists of the dynamic attachment and detachment of clusters to and from the wall.

Therefore, the presence of an adhesive wall only contributes to the coagulation and

breakage that already take place in the system and does not result in an increase of

viscosity. The results of this study represent an advance in theoretical understand-

ing of the field of colloidal science. The observed sensitivity of viscosity to

dispersion properties is also relevant for industrial applications. It contributes to

the usage of first principle models in areas where only empirical knowledge was

used up to now.
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Abstract Monitoring of vinyl acetate–ethylene (VAE) processes plays a crucial

role in achieving high process efficiency in industry while ensuring process safety

and the needed product quality. Different methods are applied along the process

chain, which includes production of the VAE polymer dispersion in high pressure

reactors, degassing of the product back to atmospheric pressure, storage and

shipping, and spray drying of the polymer to create a dispersible polymer powder.

Properties of interest to monitor on a routine basis can be process related, such as

heat output and conversion, or product related, such as total solids, viscosity, pH,

particle size distribution, moisture content, and chemical composition. Other tech-

niques can also be used to gain further knowledge of the process (e.g., mixing

behavior) and of the product (e.g., polymer structure, volatile organic compounds,

and biostability). Different monitoring techniques are discussed, focusing on their

applicability in the industrial process under consideration.

Keywords Online analytics • Polymerization • Process monitoring • Vinyl acetate-
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1 Introduction

Significant opportunities exist today for improving the cost of manufacturing and

quality assurance by using process analytical technology. This field has grown

significantly in recent decades due to an increasing appreciation of the value of

data collected during production, paired with the falling cost of sensors, data

management (including sensor integration), and computational power. The horizon

has been expanded from simple process measurements such as temperature, pres-

sure, and pH to devices that can measure chemical composition and other physical

attributes as well as phase states and fluidics. Instruments commonly employed

include optical and nuclear magnetic resonance (NMR) spectrometers, gas chro-

matographs, and acoustic instruments. This paper analyzes the value delivered and

challenges posed by various types of online analyzer technologies when applied to a

vinyl acetate–ethylene (VAE) manufacturing process.

Monitoring instrumentation can be used for different target settings along the

process (Fig. 1), in-line, at-line, or on-line, to measure parameters defined as

attributes of interest. The aim of monitoring is to accomplish at least one of the

following targets:

(1) Ensure needed product quality and quality consistency by process monitoring

(detect variations/changes)

(2) Process control, to run the process closer to limiting thresholds in a safe way,

thus increasing process efficiency and product quality

(3) Detect and act upon process equipment changes, such as reactor fouling, and

the maintenance status of the equipment

(4) Deepen scientific understanding of the process itself, building up mechanistic

knowledge of how process factors affect the product and process performance

(5) Avoid sample extraction, potentially improving work safety and use of person-

nel resources

(6) Avoid the need for specially trained personnel for analytical work

VAE processes are complex and multifactorial systems. Traditional one-factor-

at-a-time experiments do not necessarily address interaction between products and

process variables. Experiments conducted during product and process development

can serve as building blocks of knowledge that grow to accommodate a higher
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degree of complexity with time. A knowledge base can be of most benefit when it

consists of scientific understanding of the relevant multifactorial relationships (e.g.,

between process and quality attributes). It is beneficial to use multivariate mathe-

matical approaches, such as statistical design of experiments, response surface

methodologies, process simulation, and pattern recognition tools in conjunction

with knowledge management tools. Methodological experiments based on statisti-

cal principles of orthogonality, reference distribution, and randomization provide

Fig. 1 The VAE process consists of (1) polymerization in the reactor (20–80 m3 at ~80�C and

~80 bar); (2) degassing of product back to atmospheric pressure; (3) filtration, storage, and

shipping of dispersion; (4) spray drying; and (5) storage and shipping of powder. Different process

monitoring methods can be used during the process and are described in the text
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effective means of identifying and studying the effect and interaction between

product and process variables.

Multivariate data acquisition and data analysis tools are usually advanced

software packages that aid collection of raw data and statistical analysis of that

data. A multivariate analysis enables the building and real-time execution of

multidimensional mathematical models, the input being the signal from process

analyzers/sensors and the output being the quality attributes required for a specific

process (viscosity, molecular mass distribution, etc.)

After the relationship between a critical quality attribute and process parameter

has been established and any statistical models developed, the next step is to control

the process in real time. This is accomplished by conditioning the signal coming

from the process analyzer and generating an output to a controller configured to

modify the process parameter in such a way that critical quality attributes remain

within specified limits at all times. This is the most crucial step in ensuring that real-

time quality assurance is met. Such monitoring allows manufacturers to produce

product with consistent quality and helps to reduce waste and overall costs.

VAE polymerizations usually take place at 20–120 bar. Accordingly, any sensor

installed in the high pressure part of the process must be constructed to withstand

these conditions. Furthermore, as fouling of the reactor occurs over time, it might be

necessary to use a high-pressure cleaning system (high-pressure jet of cleaning

solution such as water) directed at the inner surfaces of the reactor. The local

pressure of the jet, focused on a very small surface area, can easily exceed the

above-mentioned pressure ranges and should be taken into account when selecting

a sensor and/or its installation location. Systems to (automatically) retract the

sensor from the reactor during this time are a viable safeguard option. The seal of

the sensor is also important, because it might potentially be the source of a chemical

breach that could lead to formation of an explosive atmosphere in the plant. The

same applies for sample extraction, where the sampling stream might have to be

depressurized for downstream analysis. Degassing of the sample, formation of

foam, etc., might hinder the feasibility of such an extraction, as might a change in

the sample itself as a result of the depressurization step.

Another challenge is representative sampling of the product, because segrega-

tion phenomena can occur in the product stream, at the sampling site, or during

extraction and transport of a sample. In addition to the representativeness of the

sample, the repeatability and reproducibility of analysis also have to be taken into

account.

Installation of new on-line sensors in high-pressure vessels can be an expensive

and lengthy process if the pressure containment structure is modified (e.g., another

port installed) and the vessel must be reapproved by the authorities. This is avoided

in the majority of cases, also because VAE reactors normally include a cooling

jacket. A possible installation of sensors might use pipelines directly adjacent to the

reactor (e.g., before outlet valves and peering into the reactor) and thus avoid a

change to the reactor wall.

The on-line use of traditional process data (temperature, pressure, feed, etc.)

with mathematical methods (soft sensors) for reaction profile tracing and
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installation of sensors in downstream processes (pipeline to the degasser, in the

degasser, or after the degasser) might provide the necessary data for monitoring the

process, avoiding a change to the high-pressure system.

2 Method Overview

2.1 Sampling Considerations

Obtaining a representative sample on which to perform measurements can be

challenging. Often, small samples (compared with the bulk mass) have to be

analyzed at, or extracted from, a certain point in the process. The error deriving

from small sample size can be counteracted by increasing the number of samples

analyzed, but that does not change the possibility that the samples themselves might

not represent the bulk material (base population) as a result of discriminatory

processes before the point of sample presentation, or during extraction, handling,

or even measurement. This is especially true for powder flows, including VAE

powders created by spray drying of VAE dispersions and then pneumatically

transferred to silos, where segregation can occur as a result of differences in particle

size, morphology, mass, density, chemical composition (e.g., moisture), or electro-

static properties [1–5]. Figure 2 shows the effect of such processes on the particle

size distribution of different samples of the same VAE powder. The samples were

taken from a powder flow at the bottom of the spray dryer by different means (flute

and hook probe) and from the final (bulk) powder and analyzed via light scattering

using a Beckman Coulter LS13320 device.

When comparing multiple samples, the sampling is called “accurate” when it is

free from bias (i.e., the error of sampling is a random variable about the true mean).

Sampling is deemed “precise” when the error variation is small, irrespective of

whether the mean is the true mean or not [6]. It should be clear that the sampling

process includes all steps, from sample extraction (or presentation if on-line) and

sample transportation (or signal conveying) to the processing, measurement, and

documentation of results. Each step can influence the result, especially if manual

steps are involved [7, 8]. Measurement system analysis approaches encompass all

relevant aspects of assessing sampling quality [9] (but not necessarily how well the

samples represent the bulk material).

Furthermore, sample presentation can have an influence on the measurement

result (e.g., temperature) or, in the case of VAE powders, on the bulk density at the

sensor (e.g., for elemental X-ray fluorescence or microwave moisture measure-

ments). Again, using several measurement points and averaging results can be a

necessary step.

As an alternative to extraction of a sample, a partial stream of the product might

be analyzed using a by-pass. This can facilitate the cleaning and maintenance of

sensors as the by-pass can be closed at both ends using valves. Flow of the product
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into the by-pass should be thoroughly analyzed because the product flowing at the

pipe wall might be different from that flowing in the center, or product might be

segregated by the stream going into the by-pass. The same applies to insertion of

probes into product streams [10] and orientation of the sensors in relation to the

stream (i.e., how the sample flows onto the sensor surface). For VAE dispersions, it

might be useful to set the angle of the surface of a spectroscopic sensor slightly

away from the direction of the incoming stream, so that the sample at the sensor

window is continuously being exchanged and the surface is being kept clean by the

flow. Other sensors might need steady and constant flows (e.g., rotary on-line

viscometers) or steady flows (e.g., needing a certain length of straight pipe in

front of the sensor).

Extraction of a sample might be necessary if no equivalent on-line technique is

available or dilution is needed; example are gas chromatography (GC) and laser

diffraction particle sizing.

With high-pressure reaction systems, it is difficult to deal with small sampling

lines that might clog. Furthermore, waste disposal can make sample extractions

difficult, as a certain robustness is needed in an industrial environment to ensure

system reliability and cost effectiveness.

An example of a working system with sample extraction and multiple analysis

techniques is the system for automatic continuous online monitoring of polymeri-

zation reactions (ACOMP) developed at Tulane University (New Orleans, LA). A

small stream of reaction mixture is continuously withdrawn from the reactor,

continuously diluted with solvent from a reservoir, and pumped through several

detectors that measure parameters such as multiangle light scattering, refractive

index, viscosity, and conductivity [11–16].

Fig. 2 Different particle size distributions resulting from different powder sample extraction

techniques
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2.2 Calorimetry

A particularly versatile method for monitoring polymerization reactions, and one of

inherent on-line nature, is process calorimetry [17–20]. The information accessible

from either heat flux or heat balance approaches is the heat of polymerization,

which is linked to monomer conversion. Polymerization reactions, especially VAE

emulsion polymerizations, are generally highly exothermic, providing significant

spread in the reactor Tr and jacket Tj temperatures over time. The temperature

sensor is the most important sensor applied in process calorimetric measurements.

Temperature is always monitored in industrial polymerization processes, but for

calorimetric application the accuracy and calibration stability of the temperature

sensors must be high, with low error and noise in relation to the heat flow being

measured. A broad overview of the advantages and disadvantages of contact and

noncontact sensors is given in a report by Fonseca et al. [18].

According to Fonseca et al., techniques suitable for polymerization calorimetry

can be generally divided into heat flow (HF) methods, heat balance (HB) methods,

and power compensation calorimetry (PCC) [18]. Each technique comes with its

inherent challenges for implementation in production-scale reactors. HF methods

require knowledge of the overall heat transfer coefficient U and the reactor heat

exchange area A (Eq. 1). The HB approach does not depend on this information but

requires additional temperature measurements (Eq. 2) and lacks responsivity to Tj
changes. Both HF and HB methods require careful consideration of heat introduced

to the reactor by feeds (Qinflow), losses Qloss, and changes in the reactor volume in

semibatch operation. In the following equations, mr is the reactor mass, Cp,r the

total reactor heat capacity, and Qstir the heat dissipated by stirring:

Qr, hf ¼ UA Tr � Tj

� �þ mrCp, r
dTr

dt
� Qinflow � Qstir þ Qloss ð1Þ

Qr, hb ¼ Fjcp, j Tj, in � Tj, out

� �þ mrCp, r
dTr

dt
� Qinflow � Qstir þ Qloss ð2Þ

The PCC principal is straightforward but not suitable for production-scale

reactors. Here, constants Tj and Tr, controlled with an electric heater, are defined.

As the polymerization progresses, the electric power necessary to maintain the

selected reactor temperature is controlled. Thus, the electric power profile is

proportional to the heat of polymerization. However, the method requires constant

Tj and a heater surface area that is not influenced by deposit formation. Further-

more, electric heating is not feasible for ton-scale reactors or process monitoring,

especially because significant differences between Tj and Tr are required for fast

heat removal and high space–time yields.

HF calorimetry is a technique that has been intensively discussed in the literature

[21, 22] and has shown its power through comparison with external and internal

complementary analytics [21, 23–26]. The technique is especially sensitive to fast

reaction dynamics because the temperatures necessary for calculation of the heat of
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polymerization only depend on Tj and Tr. In consequence, it is crucial to know the

relevant heat exchange area A and the overall heat transfer coefficient U, which
determine the heat conduction process as function of time (Eq. 1). Further terms in

the HF balance equation account for the accumulated heat of the reactor content,

heat losses from radiation and conduction, losses associated with reflux condensers

if used, and heat introduced by energy dissipation during stirring. In industrial-scale

reactors, heat radiation losses can be neglected because of the surface-to-volume

ratio, but stirrer-induced energy dissipation must be included. This contribution can

range from 5% for a reaction mixture of low viscosity to 10% for a high viscosity

mixture, with respect to the determined chemical heat (compare Fig. 3) [27].

In semibatch reactions, which are commonly used for VAE polymerization,

additional care must be taken with regard to heat introduced by input of initiators,

additives, and monomers. For polymerization reactions, the main challenges are

changes in the heat exchange area A and the heat transfer coefficient U. The heat

exchange area can vary significantly for semibatch reactions, with only 10% of the

final reaction mass localized in the initial load of the reactor. It is also affected

significantly by formation of wall deposits within a single batch or a campaign of

several batches. A typical example of polymer fouling is given in Fig. 4. The

increase in thermal resistance as a result of deposits can be calculated in analogy

to heat exchange theory. The ratio of instantaneous and initial thermal resistance

after chemical cleaning yields information about the fouling behavior in a

semibatch campaign. It is assumed in this qualitative analysis that deposits are

only formed on the reactor side and not on the jacket side.

The dramatic change in thermal resistance in a semibatch campaign also illus-

trates that determination of parameters U and A is defined by continuous variation,

even for the same product and recipe. Calibration is needed to account for changes

in viscosity, heat capacity, and the overall heat transfer coefficient as functions of

polymerization time. It is possible to apply calibration stages before and after

reaction, using on-line parameter estimation techniques that make use of the

conversion dependence on U or temperature oscillation techniques for continuous

0.0

0.2

0.4

0.6

0.8

1.0

0 0.2 0.4 0.6 0.8 1
Q

r/
Q

to
ta

l

tr [-]

Qr

Qstir

Fig. 3 Contribution of heat

of reaction and stirrer heat

dissipation with respect to

the total heat detected at the

end of a vinyl acetate

emulsion polymerization as

function of the reduced

polymerization time tr

190 E. Frauendorfer et al.



UA estimation [21, 22, 28]. BenAmor et al. developed a solution to the UA problem

in semibatch emulsion terpolymerizations of styrene, butyl acrylate (BA), and

methyl methacrylate (MMA) by using a sample-free cascade observer technique

[28]. However, care must be taken in baseline selection and determination of the

heat of polymerization [26]. All of the mentioned techniques are suitable for

laboratory- and pilot-scale reactors. For industrial-scale equipment, HF methods

are not as easy to implement, especially because of the UA dilemma.

A method that is easier to implement in production is HB calorimetry. In this

case, no information about UA is needed. Instead, the reactor jacket inlet Tj,in and
outlet Tj,out temperatures, as well as the cooling medium heat capacity cp,j and mass

flow Fj, are used for calculation of the heat of polymerization. This kind of

approach is independent of changes in A, U, and heat transfer properties of the

reaction medium. The bigger the reactor, the higher the possible ΔTj,in-out and thus

the better the performance of the HB method. However, large ΔTj,in-out can only be
achieved with long residence times of the cooling medium in the jacket and, thus,

small mass flow. This leads to low responsiveness of the rector system and large

time constants, which can be overcome by improved design of the cooling system

[21]. Although the HB method does not offer the same dynamics as the HF method,

it is the method of choice in industrial-scale reactors. Typical applications of

calorimetry in VAE polymerization are process safety evaluation, process control,

and quality control. In safety evaluation, calorimetry is used at laboratory and pilot

scales to determine relevant safety parameters such as time to maximum rate,

adiabatic temperature rise, and cooling capacity.

Although calorimetry in general is a very useful tool in process control, it is

inherently restricted to univariate data output. It is not possible to obtain instanta-

neous monomer conversion profiles directly in multimonomer reactions unless

Fig. 4 Qualitative change in UA as a function of the reduced production time in a VAE emulsion

polymerization semibatch campaign. The increase in the heat transfer resistance is described as the

ratio of the initial resistance at start of the campaign UA0 to the actual heat transfer resistance at

time t
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kinetic models or additional reaction data are applied to the gathered heat profiles

[24, 25]. Industrial recipes usually consist of more than two monomers and more

than one feed. Hergeth et al. [23] demonstrated that combining calorimetry and

spectroscopic methods such as near-infrared (NIR) or Raman spectroscopy pro-

vides deeper understanding of the emulsion polymerization processes of vinyl

acetate (VAc). This is not only useful for scientific reasons, but also for routine

monitoring of monomer conversion profiles in production. Similar investigations

were conducted by Elizalde et al. [24, 25] for VAc/BA and BA/MMA. They

obtained excellent agreement between off-line gravimetric, on-line Raman, and

calorimetric analyses for the overall monomer conversion profiles. This observation

was verified for the solution polymerization of VAc in isopropanol in a pilot-scale

reactor setup, with sufficient agreement between Raman and calorimetric data (see

Fig. 5).

For instantaneous conversion profiles under starved conditions in the BA/MMA

system, better agreement with off-line data from GC measurements was obtained

with Raman spectroscopy. Analysis of instantaneous monomer conversion under

starved feed conditions remains a challenge for both spectroscopic and calorimetric

methods at the industrial reactor scale. This is also true for the finishing steps, where

residual monomer levels are significantly below 2 wt% and need to be reduced to

less than 200 ppm in postpolymerization or with equivalent monomer reduction

methods. In postpolymerization, calorimetry fails as a monitoring tool for HB and

HB analysis because the heat of residual polymerization is very low compared with

energy dissipation by stirring.
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2.3 Optical Methods

Optical spectroscopy covers the wavelength range from ultraviolet (UV, λ> 10 nm)

to the far-infrared (FIR, λ � 1 mm). The experimental setup utilizes typical light

sources (e.g., lamps, lasers), light detectors (e.g., photomultipliers, charge-coupled

devices), optical elements (e.g., monochromators, mirrors, gratings, filters, lenses),

and fibers. Electromagnetic wave spectroscopy with short (e.g., X-rays) and long

(e.g., microwaves) wavelengths requires completely different technological instru-

mentation. Optical spectroscopic measurement in absorption or emission mode can

be carried out in a transmission, transflection, reflection, or scattering setup [29]. In

turbid or highly scattering media such as polymeric dispersions and powders,

attenuated total reflection (ATR) and fiber-optic-based evanescent wave spectros-

copy (EWA), both focusing on analysis of surfaces and thin layers, are the setups of

choice for on-line absorption measurements, and Raman reflection spectroscopy for

emission mode analysis. A thorough overview of optical spectroscopic techniques

for on-line process analytics with respect to selectivity, sensitivity, and robustness

under industrial constraints has been published [30].

2.3.1 Infrared Spectroscopy

Mid-Infrared Spectroscopy

Mid-infrared (MIR) spectroscopy is the standard workhorse for chemical compo-

sition analysis in almost all analytical laboratories in chemical companies around

the world. In contrast to its extensive use on the bench, MIR spectroscopy has never

found its way into pilot and plant reactor applications in industry for on-line

polymerization monitoring because of important restrictions on MIR light trans-

mission: (1) Fiber lengths for the MIR wavelength range are limited because of

their absorption properties. (2) Fibers are expensive and too fragile for installation

in a plant environment. (3) Mirror optics to transmit the light are also too delicate,

and are prone to dust contamination. For VAE emulsion systems, the strong water

absorption in the MIR region interferes with spectral features of interest that change

during the reaction. Nevertheless, there are a few academic papers dealing with

in-situ MIR polymerization monitoring [31–34] utilizing ATR technology. The

Mettler-Toledo ReactIR® instrument platform [35] enables study of reaction initi-

ation, progress, and safety, especially for solution polymerizations under laboratory

conditions.

Near-Infrared Spectroscopy

Absorption bands in the near-infrared (NIR) arise from overtones and combinations

of fundamental vibrations, making them weaker and much more complex compared
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with MIR absorption bands. However, combined with appropriate mathematics,

NIR spectroscopy is well established in industry for quality control of educts and

products and for monitoring chemical reactions, including polymerizations

[36]. The peculiarities of NIR spectroscopy for on-line monitoring of reactions

have been discussed elsewhere [18, 27].

The installation of in-situ NIR equipment (either with transflection or ATR

probes) is straightforward, even in pressurized vessels, pipes, or by-passes in an

industrial environment. Before turning on the process application, effort has to be

spent on calibrating the NIR device with the results of at least one independent

analytical measurement, and on developing mathematical models for spectrum

analysis. Calibration transfer between different NIR instruments is always a

major challenge. Never underestimate the time, manpower, and cost of continuing

calibration checks and mathematical model maintenance for a running application.

In addition to monitoring the progress of a polymerization reaction in terms of

overall and individual monomer conversion, as well as polymer generation or solids

content (Fig. 6), NIR spectra can be exploited to extract information on the

molecular weight [37, 38] and particle size [39, 40] of the polymeric emulsion.

Under certain conditions, varying particle sizes might be directly visible in the raw

NIR spectra, making the calibration mathematics relatively straightforward and

simple, especially for final product emulsions (Fig. 7).

From an industrial VAE point of view, the time and effort needed for sample

extraction and conditioning to obtain calibration data by off-line particle sizing is

prohibitive for NIR on-line particle size monitoring over the whole reaction run.

However, particle size information inherently present in the NIR spectra is always

integrated into the “Golden Batch” soft sensor framework to observe reaction

runs [23].

Fig. 6 NIR spectra evolution during emulsion copolymerization
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NIR molecular weight calibration is also not appropriate for industrial VAE

radical polymerization processes because the molecular weight distribution (1) is

very broad and dominated by molecules of the order of 100 kDa, and (2) does not

change significantly during most of the reaction run, except at the very beginning

and the very end. Unfortunately, slight VAE crosslinking at the end of the reaction

(i.e., under monomer starved conditions), which governs final material properties, is

more or less NIR invisible.

The implementation of NIR-based on-line moisture measurement of polymeric

powders has been described in detail elsewhere [42]. The residual moisture level of

polymeric powders is an important parameter in control of the spray drying process,

and crucial for the flow properties and long-term applicability of the powder

(Fig. 8).

Raman Spectroscopy

The on-line method of choice for obtaining specific chemical information about a

free-radical polymerization run is Raman spectroscopy, which is an emission-mode

optical technique typically installed in a confocal backscattering setup (i.e., almost

reflection). Raman scattering (complementary to IR) occurs for nonpolar molecular

vibrations, with polarizability being modulated by the vibration. Therefore, double

and triple bonds in monomers and polymers are strong Raman scatterers. Despite

the extreme weakness of the effect, Raman spectral band intensities are propor-

tional to the number of corresponding molecules, enabling very simple concentra-

tion determination. Raman spectroscopy is oblivious to water, thus making it an

ideal tool for study of aqueous systems such as VAE emulsions [43, 44].

Laboratory equipment is still dominated by Fourier-transform (FT) Raman

instruments, whereas most on-line Raman installations are based on dispersive

Fig. 7 NIR particle sizing of final VAE product emulsions: (a) size from NIR spectra correlated

with the reference method (static light scattering), and (b) examples of NIR spectra of dispersions

with different overall particle sizes
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optical components and confocal excitation/collection optics interfaced to charge-

coupled device or charge injection device detectors via optical fibers. For cost

reasons and Raman quantum efficiency, HeNe laser excitation at 633 nm is pre-

ferred for industrial pilot and plant applications. Technical grade chemicals may

show some fluorescence at 633 nm excitation caused by impurities. Excitation with

the long-wave light of diode lasers at 785 nm reduces fluorescence at the expense of

considerably less Raman quantum efficiency (λ�4 dependency). Care has to be

taken with respect to the incident laser light intensity at the focal point within a

reaction mixture, which might be prone to rapid reaction or even explosion upon

strong illumination and heating. Restrictions on laser light intensity may apply for

certain reacting systems.

Raman double bond peak positions of vinyl and diene monomers are in the

1,600–1,650 cm�1 wavenumber range (Table 1). Most peaks are well separated

from each other, thus enabling selective monitoring of individual comonomer

concentrations and their conversion to (co)polymer [23, 45] (Fig. 9). Combination

of the monomer-specific Raman result with the overall calorimetry signal gives a

comprehensive view of polymerization progress.

Residual monomer determination close to the reaction end by means of Raman

spectroscopy can be beneficial for optimizing cycle time in a polymerization plant,

even though the lower detection limit of monomers by Raman is orders of magni-

tude higher than by conventional GC [45]. Because of the scattering nature of the

Raman effect, the signal contains particle size specifics in disperse systems [46]. So

far, no report on industrial utilization of this information for reaction monitoring

purposes has been published.

As known from textbooks, some vibrational bands in the IR or Raman spectrum

(i.e., their band position) are sensitive to the polarity of the surroundings. Band shift

[45] and band shape [46] analysis can give additional insights into monomer

conversion and partitioning.

Recent development of low resolution spectrometers, tiny matchbox format

instruments, handheld devices, and disposables for surface enhanced Raman spec-

troscopy have paved the way for massive implementation of Raman spectroscopy

in the polymer industry, all the way from quality control to reaction monitoring.

Fig. 8 On-line NIR measurement of moisture in polymeric powders
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2.3.2 Other Optical Spectroscopy

Typical instrumentation for ultraviolet/visible (UV/VIS) spectroscopy is very sim-

ple, robust, and inexpensive. UV/VIS spectroscopy is highly sensitive but not very

informative, because there are only a few very broad absorption peaks in the

wavelength region. Absorption features in the UV range are dominated by water

absorption in aqueous mixtures such as VAE emulsions and, therefore, not very

selective. In the VIS spectral range, light attenuation is dominated by particulate

scattering rather than absorption in disperse systems. Thus, light scattering tech-

niques are standard methods for particle sizing in laboratory and plant

environments.

The quantum efficiency of fluorescence events is several orders of magnitude

higher than for the Raman effect. Therefore, fluorescence spectroscopy is a well-

established on-line technology for bioprocess monitoring [47]. However, in an

industrial polymerization reactor, nonspecific impurities in commercial grade

ingredients generate most of the fluorescence signal. To the best of our knowledge,

there is no published report dealing with emulsion polymerization monitoring in

industry by means of fluorescence spectroscopy.

Table 1 Double bond Raman

lines of vinyl acetate,

ethylene, and some potential

comonomers

Monomer ν(C¼C) (cm�1)

Vinyl acetate 1,648

Ethylene 1,623a

Vinyl chloride 1,607

Butyl acrylate 1,638

Ethylhexyl acrylate 1,637

VeoVA 9/10 1,646

Vinyl sulfonate 1,619
aPeak shift depending on pressure

Fig. 9 Raman spectra of vinyl acetate–ethylene emulsion copolymerization
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The Terahertz (THz) hype has triggered some activity in industrial laboratories.

However, THz spectroscopy is not feasible for aqueous emulsion systems because

of the very strong water absorption in that spectral range. At the moment, THz is

still a curiosity in the chemical industry, but may have future potential for quality

control and reception inspection of educts, as well as predelivery check of products.

2.3.3 Photon Density Wave Spectroscopy

Recently, photon density wave (PDW) spectroscopy has been developed as a

process analytical tool for monitoring chemical reactions in highly scattering

media such as emulsions. In contrast to optical spectroscopic techniques, PDW

does not analyze wavelength-dependent spectral features. Modulated laser light of a

fixed VIS or NIR wavelength, with varying modulation frequencies, illuminates a

certain volume of the highly scattering medium through an optical fiber, generating

photon density waves. Light-collecting fibers at several different distances from the

illuminating fiber and interfaced to detectors measure the phase shift and amplitude

of the multiply scattered and transmitted light from the source. Both the phase and

amplitude of the detected light are governed by the chemical composition of all the

particulate matter within the medium. Analysis in terms of light scattering theory

gives access to the concentration of components and particles and particle sizes

[48, 49].

PDW is able to detect changes in an emulsion polymerization system from the

very beginning until final monomer conversion. All the typical events of the

process, including monomer emulsification, initiator feed, initiator decomposition

(i.e., radical generation), monomer feed, monomer consumption, other component

feeds, particle growth, and particle aggregation lead to characteristic changes in the

scattering and absorption coefficients, enabling comprehensive reaction

monitoring.

The probe head of the device is tightly sealed for pressures up to some tens of

bars. Fouling at the fiber tips does not interfere with the measurements, making the

PDW technique suitable for industrial application, even in the plant environment

(Fig. 10).

In contrast to PDW, diffusing wave spectroscopy (DWS) [50] has never made

the transfer from academia to industry because problems appear when the particle-

interaction contribution to the particle diffusion becomes stronger. Systems with

solid contents of up to 60% can be difficult to measure and are limited to a particle

diameter range of 100–3,000 nm.

Some other commercially available techniques for particle sizing in disperse

systems, such as particle vision and measurement (PVM), focused beam reflectance

measurement (FBRM), and optical coherence tomography (OCT), are not suitable

for VAE polymerization monitoring over the whole run because of their blindness

to particles in the submicron range, where the important limited agglomeration of

polyvinyl alcohol (PVOH) stabilized particles occurs.
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One approach to measurement of particle sizes in undiluted dispersions (up to

about 40 wt%) is the fiber optic quasi-elastic light scattering (FOQELS) approach

(Brookhaven). The sensor uses two optical fibers, one emitting visible light from a

laser diode and one collecting the scattered light at 153�. Both fibers are aligned to

look through a window into the process (or cuvette) and the signal is analyzed with

dynamic light scattering (DLS) techniques [51]

2.4 Acoustic Methods

Ultrasound methods suitable for reaction monitoring include ultrasonic velocity

measurements, ultrasonic absorption (spectroscopy), and acoustic emission record-

ing. Ultrasonics are nondestructive, noninvasive, inherently safe, extremely fast

with respect to response times, and easy to use (data interpretation might be a

different story). Piezoelectric transducers can both generate and detect ultrasonic

waves, and therefore act as emitters and receivers in an application. The typical

frequency range of ultrasonic transducers for reaction monitoring is 1–10 MHz.

2.4.1 Ultrasound Velocity

The velocity of sound in water is in the 1,500 m/s range and slightly depends on

temperature, whereas the velocity in VAc increases from 1,150 m/s (monomer at

20�C) to 1,853 m/s (polymer at 20�C) during the course of polymerization because

of changes of its compressibility and density. Therefore, sound velocity is very

sensitive for chemical and physical changes in the reacting system (Fig. 11).

Fig. 10 Developmental

PDW probe head with

central light-emitting glass

fiber and several light-

capturing glass fibers

located at different

distances from the emitting

fiber
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Appropriate model calculations based on individual component contributions to the

“overall” sound velocity enables almost immediate determination of monomer

conversion and total solids.

Ultrasonic polymerization monitoring by velocity measurements has a long

tradition in academia (e.g., [52, 53]), but only a few (temporary) monitoring

applications in the polymer industry have been mentioned publicly. Transducer

fouling is always a major issue for plant installations. Gas bubbles stirred into the

mixture of an atmospheric polymerization may hamper ultrasonic reaction moni-

toring completely.

Most industrial ultrasonic velocity devices are simply installed to measure

concentrations, densities, and, in some rare cases, medium velocities in tanks or

tubes either with transducers inserted into the medium or clamped onto their

exterior walls.

2.4.2 Ultrasound Absorption (Spectroscopy)

Sound attenuation in a reacting mixture might be caused by many different loss

mechanisms, a few of which are intrinsic, thermal, and viscous losses; scattering

effects; and relaxation processes. The only effect of some importance for polymer

reaction monitoring is sound scattering in particulate mixtures, which is useful for

particle sizing. The typical size range of particles detectable by ultrasonic extinc-

tion is microns to millimeters, with strongly decreasing sensitivity in the submicron

region.

For on-line measurement, the reacting mixture has to been pumped through a

narrow slit between the transducers, which causes some shear stress to the latex.

Especially for PVOH-stabilized VAE latexes, the final particle size distribution is

achieved by a limited agglomeration step during the course of polymerization,

Fig. 11 Ultrasound velocity and mixture temperature during the course of emulsion

polymerization
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which is accompanied by shear instability that causes severe fouling at the ultra-

sonic probe (Fig. 12).

2.4.3 Acoustic Emission

In contrast to sound velocity and attenuation measurements, acoustic emission

(AE) is a passive technique that involves listening to acoustic events (i.e., noise)

originating from the system. Root causes for acoustic emissions can be gas bub-

bling, crack initiation and propagation, hard particles bumping into each other and

into reactor or tube walls, etc.

Soft VAE particles reacting in an emulsion polymerization tank do not create

any noise upon collision with each other or with walls. An extraordinary source of

acoustic emissions in mixtures is gas bubbling during depressurization at the

reaction end. Continuous noise stemming from motors, stirrers, pumps, seals,

gears, and transmission changes accompanies the rising level of reactor filling

and increasing viscosity of the latex. In the long run, this noise is indicative of

the performance of all the mechanical devices interfaced to the reactor. Hence, it

could be used as an indicator for predictive maintenance actions.

AE is an interesting effect for continuously monitoring the anticaking material

added to the spray drying process for VAE latexes [41] (Fig. 13). The ultrasonic

noise level is almost proportional to the amount of hard anticaking material added

to the soft polymer particles upon drying. The size, shape, and density of the hard

particles may have an influence on the AE power spectrum.

Fig. 12 Sympatec OPUS

ultrasound extinction probe

with fouling. The shear

forces generated in the

reactor during dispersion

polymerization around the

probe created a fast buildup

of polymer, thus hindering

successful measurement
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2.5 Chromatography

One of the most frequently used methods for determination of residual monomer

concentration in polymerization reactions is GC. Either injection or headspace

methods can be used for analysis. Protocols for at- or off-line measurement of

complex compositions are well established and implemented in daily production

processes. Injection methods require sample dilution, solvent extraction, and

(sometimes) addition of an external standard, whereas headspace techniques need

additional information on the partitioning of the monomer between particle, drop-

let, water, and gas phase. Use of the more elaborate full evaporative headspace

technique avoids the need to know the monomer partitioning. Forcing the monomer

into the gas phase through full evaporation of the sample needs time and temper-

ature. It is possible to achieve that within a 5 min time frame, as demonstrated by

Chai et al. for MMA latexes [54]. However, GC methods are limited in terms of

process control strategies because of the unavoidable time lags between sampling,

pretreatment, analysis, and data output. For quality control there are no such

constraints so that at-line GC and other chromatographic techniques such as size

exclusion chromatography (SEC) and high-pressure liquid chromatography can be

applied for molecular weight quantification of by-products and volatile organic

compounds (VOCs) in general.

Use of GC techniques in monitoring of industrial emulsion polymerization

processes requires a carefully designed sampling process. Sampling can be carried

out via a direct transfer line from the reactor, a single or (multi)loop, or a by-pass

system. Except for direct analysis of the reactor gas phase, every sampling tech-

niques offers challenges with respect to flocculation, demixing, clogging of pipes,

and consistency in the pretreatment procedures. Two publications describe

workaround solutions to cope with the threat of deposition in the sampling line or

loops [55, 56]. However, every improvement adds complexity to the monitoring

system, which is not desired for start operation procedures.

Fig. 13 Acoustic emissions generated by particles of anticaking agent added into a VAE

dispersion spray dryer
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A straightforward example of a simple by-pass system is analysis of the waste

gas composition after degassing in VAE emulsion copolymerization. The degassing

step covers the transfer from the reaction vessel to a post-treatment vessel under

simultaneous pressure release. If no integrated recovery system is available, this

waste gas stream, containing monomers and VOCs, is transferred to a flare and

analyzed by in-line GC. The target information is the composition of the flare feed,

for better control of the burning process and monitoring of emissions. The ongoing

miniaturization of GC equipment could lead to lab-on-a-chip solutions specifically

designed for predefined VOC determination, which is possible today for VOC

analysis in water samples [57]. At-line and off-line GC methods provide significant

advantages in terms of handling, maintenance, and implementation costs compared

with on-line monitoring approaches. Furthermore, other on-line techniques such as

spectroscopy and calorimetry can often provide enough information (e.g., on

residual monomer concentration) with simpler sampling techniques; thus, off-line

data acquisition via GC is often the approach of choice in VAE production.

For use in polymerization, the main challenges with chromatography techniques

are sampling and the required dilution step. The dilution process needs to cover

chemical quenching of the polymerization, external standard addition if required,

dilution with water or solvents by a factor of approximately 1,000 for high solid

products [58], and homogenization of the modified sample. The described dilution

and sampling issue has been the focus of a number of works with similar strategies

[13, 14, 58]. An interesting approach to the sampling and dilution dilemma is

offered by Reed and coworkers [59–62]. Here, a continuous and small stream of

the product is introduced to the “front end,” which also covers the dilution and

mixing step [13]. The small lag times and continuous nature of the sampling process

have proven the potential of ACOMP to give insights into reaction mechanisms and

kinetics or as a data source for process control purposes [13, 14, 58]. In general,

ACOMP offers the possibility of a multidetector approach combining several

techniques, such as DLS, SEC, GC, and low field NMR. SEC methods have been

especially used in ACOMP for on-line molar mass monitoring in different reactor

operation modes and for controlled radical polymerization and free-radical emul-

sion polymerization [13, 14, 58, 63].

For determination of molar mass, SEC or gel permeation chromatography (GPC)

with a calibration or multidetection approach are commonly used with a thermo-

dynamically good solvent [64]. SEC methods usually require a filtration step for

removal of the nonsoluble polymer fraction and have further constraints, which are

summarized elsewhere [64]. Thus, implementation requires routine replacement of

the filters. A solution to the filtration issue is offered by the family of field-flow

fractionation (FFF) techniques. A recent example of the power of off-line FFF

techniques in determination of molar mass and gel content was given by Pasch et al.

[64]. However, the samples were dried and dissolved to a total concentration of

7 mg mL�1, which is a dilution factor of 80 for a high solid dispersion. For on-line

process monitoring, drying of the polymer prior to measurement is not possible;

therefore, water is present at a similar concentration to the polymer. Sweetman et al.

used capillary hydrodynamic fractionation (CHDF) and GPC for simultaneous
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analysis of particle size distribution and molar mass during semibatch emulsion

polymerization of BA and VAce [65]. Although the analysis was conducted

off-line, CHDF offers the same potential in combination with sampling techniques

as other chromatographic techniques because it requires dilution to 0.1–5% solids

and can be operated in a continuous way [65]. The method relies on a full laminar

flow profile in a capillary, which enables fractionation of particles by size. As a

result of Brownian motion of the particles radial to the direction of flow, smaller

particles approaching the capillary wall more closely are retained by the lower flow

velocity in the proximity of the wall. The fractionation efficiency is a function of the

particle size, viscosity of the eluent, capillary geometric properties, and flow rate.

However, CHDF is not used for on-line particle sizing in VAE polymerization due

to the restriction to particle sizes �1 μm and the tendency for capillary blocking.

2.6 NMR

Although NMR spectroscopy has become a workhorse technique for polymer

characterization and synthesis chemistry, it is not as frequently used in on-line

industrial process analytics [66]. Its versatility in the analysis of polymer compo-

sition and structural features has been demonstrated [67–69] as well as its applica-

tion in hyphenated in- and on-line measurements [70–74]. On-line applications of

low-, mid-, and high-field NMR remain research techniques [68, 69, 75–77] used,

for example, in determination of kinetic parameters [18, 78]. The capabilities of 1H

low-field and 1H/13C solid-state NMR in emulsion polymerization of BA and

copolymerization with MMA have been successfully demonstrated [76, 79,

80]. However, their industrial implementation as standard process analytics tech-

niques still faces challenges.

In addition to mid- and low-field NMR, which are also suitable for direct

quantification with spectral resolution, time domain NMR is a robust, easy to

implement alternative [71, 81]. In general, relaxometry measurements provide

easy and fast determination of transverse (T2) and longitudinal (T1) relaxation

rates, both dominated by inter- and intramolecular fluctuations in homonuclear

dipolar interactions [82]. Both time constants refer to measurable changes in

magnetization in the z-direction Mz(T1) or xy-plane Mxy(T2) as function of the

time interval t [66]. Equations (3) and (4) give the fundamental functions for both

relaxation process, with M0 and Mxy,0 being the magnetization of thermal equilib-

rium in z and the component of magnetization in the xy-plane. In an on-line loop

setup with stopped or continuous flow [67, 75, 82, 83], the more sensitive time T2
can yield information about changes in proton mobility and, thus, on solids and the

viscosity of the reaction mass. However, care must be taken with design of the loop

setup. The influence of T1 on the polarization process needs to be considered

thoroughly because magnetization increases exponentially with T1 and determines

the flow rate and residence time in the magnetic field before analysis [66, 71,

72]. Furthermore, temperature and mass flow control is essential to avoid
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concentration and temperature inhomogeneities and, thus, fluctuation in the thermal

equilibrium magnetization [66].

Mz tð Þ ¼ M0 1� e
� t

T1

� �
ð3Þ

Mxy tð Þ ¼ Mxy, 0 e
� t

T2 ð4Þ

In VAE polymerization, additional challenges arise for implementation of

on-line NMR systems. Polymerization pressure and explosion protection need to

be considered and require special design and encapsulation of the equipment.

Furthermore, polymer deposits and shear-induced viscosity fluctuations can lead

to significant over- or underestimation of process variables in a loop system. In at-

or off-line applications, time domain-NMR (TD-NMR) has already been used for

monitoring solid content in VAE emulsions. Figure 14 shows a representative

example of a solids content calibration curve for free induction decay (FID)

experiments using a biexponential function for determination of T2 (Eq. 5).

I tð Þ ¼ A1e
� t

T2,1 þ A2e
� t

T2,2 ð5Þ

2.7 Other Methods

2.7.1 Conductometry

An affordable method for on-line monitoring of polymerization processes is the

conductometric approach, if the relation between ion concentration and conductiv-

ity is known. The conductivity sensor can respond to changes in the concentration

of ionic surfactants in emulsion polymerization reactions, capturing surfactant

dynamics in the media, which can be related to changes in the surface area of the

polymer particle phase, and therefore also particle nucleation and/or coagulation

phenomena. Additionally, conductivity measurements can give information about

emulsion polymerization kinetics [84, 85]. Examples of emulsion polymerizations

are given in the literature [85–88].

2.7.2 Industrial Process Tomography

Industrial process tomography solutions can be based on many different technolo-

gies, including so-called hard-field tomography applications, where the direction of

travel of energy waves from the power source is constant (e.g., using ionizing

radiation in X-ray tomography). In soft-field tomography, the input signal distribu-

tion is influenced by the traversed material, like electrical impedance tomography

(EIT) and electrical capacitance tomography (ECT) [89]. Electrical resistance
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tomography (ERT) is a variant of EIT, in which the real component of the electrical

impedance is the main property of the medium analyzed [90, 91].

VAE dispersions have a conductivity of about 1–2 mS/cm, opening the path to

reliable ERT measurements, which enable visualization of three-dimensional con-

ductivity distributions within the process unit in real time. This can, for example,

also give information on degassing processes and foam formation in VAE pro-

cesses, where the dispersion has to be depressurized from the reactor into a

degassing vessel. Another viable method could be the ultrasound pulse echo

approach [92].

All these methods are nondestructive and some are noninvasive (e.g., ECT).

Gathering information from the vessel content (be it a reactor, pipe, or column) can

help improve understanding of mixing and hydrodynamics, as well as separation

and transportation processes (including the formation of foam). It can also help in

validation of computational fluid dynamics simulations. A simple way to obtain

information from the inside of the process is the use of conductivity measurements

at different locations in the system, if the added feeds exhibit different conductiv-

ities. Figure 15 shows the conductivity signal created by adding a tracer into a VAE

reaction system directly at a feed inlet, the middle of the reactor, and the bottom of

the reactor. The broadness of the signal flank can be used to characterize the mixing

behavior of the reactor.

ECT can be used to analyze the three-dimensional multiphase flows in gas/solid

conveyor systems, helping to understand material distribution and plug flows. If a

model relating the dielectric permittivity to the bulk density is known, the average

solids distribution can be extracted from a cross-sectional image [93], which could

make the method interesting for VAE dispersion spray drying processes.

Fig. 14 Ratio of fast and

slow amplitudes (A1/A2)

from biexponential fitting of

T2 relaxation curves
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2.7.3 Dielectric Spectroscopy

Dielectric spectroscopy (DS) is based on the measurement of the dielectric prop-

erties of materials (e.g., dielectric permittivity), giving information about different

molecular motions and relaxation processes. DS can cover a wide range of fre-

quencies (10�5–1011 Hz), enabling analysis of molecular events such as electronic,

displacement, orientation, and interfacial polarization and motion of charge carriers

[18, 94]. The method has found a large range of applications in research on

rechargeable batteries, chemical sensors, fuel cells, and electrochromic display

devices and, in general, is used for analysis of electroactive polymers [95, 96].

If a chemical reaction changes the rate of motion and polarization of molecules,

affecting the dielectric response of the mixture, then DS can be a viable method for

monitoring the reaction [18, 29]. The molecular dynamics of different poly(vinyl

acetate) (PVAc)-containing blends can also be analyzed using DS [97, 98]. Appli-

cation of DS to VAE systems are mainly focused on development and analytical

topics. For example, the interfacial interactions and dynamics of samples with

different amounts of PVAc adsorbed on silica particles was analyzed using dielec-

tric methods and FTIR spectroscopy [99].

2.8 Biocontamination

Polymer emulsions can be vulnerable to biocontamination. Over the last few

decades, the growing number of regulations on biocides and restrictions on the

availability of biocidal molecules has created a challenging situation. The only way

to minimize risks is to combine the use of suitable biocide packages with stringent

plant hygiene and the necessary monitoring tasks.

Fig. 15 Conductivity measurements at different locations of a VAE reactor after addition of a

highly conductive tracer
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Although it is safe to assume that the VAE dispersion is sterile after the

polymerization process in the reactor, post-adds and downstream processes could

re-introduce biocontaminants such as yeasts or bacteria.

One major aspect of plant hygiene is the control and treatment of raw materials

(especially those that are used after the main polymerization step, including process

water) to avoid introduction of biocontaminants into the system. Furthermore,

pipes, storage vessels, product vessels (including tank trucks), and retained samples

must be controlled.

Process water should be treated and chlorinated. If initial contamination of the

water (e.g., from wells) is high, an initial UV-based treatment can be effective in

lowering the level of contamination. The main treatment step is chlorination of the

water. Monitoring and control of chlorination (with gaseous chlorine or hypochlo-

rite) in VAE dispersion plants is usually done on-line via photometric/colorimetric

or amperometric systems [100, 101]. Former systems often used N,N-diethyl-1,4-
phenylendiamin (DPD), which is oxidized to give a red color that is quantified

either photometrically or, commonly, off-line using comparison color cards. The

latter systems have the advantage of not needing a regular supply of DPD, but need

complex calibrations, including the effect of pH and temperature. These on-line

measurements provide regular values, but can only measure water from one (or a

few close-by) sampling point(s). Additional monitoring of the chloride concentra-

tion in samples from other points along the process is essential, because the

concentration of active chloride might be diminished downstream if biomaterial

is present.

The measurement of biocontaminants can be done using traditional techniques

for cultivating samples (e.g., on agar plates). This plating requires 3–7 days for the

necessary precision.

Faster techniques have been designed (e.g., enzyme-linked immunosorbent

assays) that can provide results within a few hours, including sample processing,

but need specialized personnel and individualized design of the method for a

specific species or family thereof. One viable method that can be used by plant

personnel is an adenosine triphosphate (ATP) florescence test, which presents a

signal according to the presence of ATP molecules [102], but only gives a rough

indication of contamination for VAE dispersions.

Another on-line monitoring method is the detection of CO2 created through

metabolism of the organism. Glass electrodes can be used for solutions or infrared

sensors for the gas phase. Tests in VAE dispersion filled closed bulk containers

showed that such sensors could measure the CO2 level as required. The sensor had a

measuring range of up to 1,000 ppm with�0.5% accuracy and used a filament lamp

to measure the CO2 IR adsorption and a reference IR band. Tests in a VAE plant

dispersion silo (see Fig. 16) showed the signal to be strongly influenced by air

balancing with the atmosphere (through wash bottles for biohygiene) and incoming

new product and additives.
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3 Conclusion

Many different sensor types are available for measuring properties of interest in

VAE processes at-line and on-line. The high pressure nature of VAE reactors,

changes in properties of the reactor contents during reaction (e.g., through particle

formation and aggregation), and the tendency for fouling at reactor walls limits the

industrial choice to robust sensors (e.g., spectroscopic probes). The installation of

sensors in legacy high-pressure equipment is limited by the availability of ports,

as changes to the physical structure of the vessel is avoided if possible. Therefore,

gathering on-line data from the reaction itself is not always feasible, and the

installation of downstream sensors the only option. In general, sensors that can

measure a property directly in undiluted samples are preferred (e.g., photon density

wave spectroscopy for particle sizing) because the properties of the product sample

might change through dilution. Sample extraction from the reaction system is a

viable possibility, if clogging of the line, detrimental effects of depressurization

and, possibly, dilution, do not play a role. It is, therefore, necessary to individually

assess products for their robustness to extraction and dilution steps, and appraise

sensors concerning their ease of installation and robustness to fouling.
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75. Harbou EV, Behrens R, Berje J, Brächer A, Hasse H (2016) Studying fast reaction kinetics

with online NMR spectroscopy. Chem Ing Tech 89:369–378. doi:10.1002/cite.201600068

76. Duewel M, Vogel N, Weiss CK, Landfester K, Spiess HW, Münnemann K (2012) Online

monitoring of styrene polymerization in miniemulsion by hyperpolarized 129xenon NMR

spectroscopy. Macromolecules 45:1839–1846

77. Sans V, Porwol L, Dragone V, Cronin L (2015) A self optimizing synthetic organic reactor

system using real-time in-line NMR spectroscopy. Chem Sci 6:1258–1264

78. Vargas MA (2010) online low-field 1H NMR spectroscopy: monitoring of emulsion poly-

merization of butyl acrylate. Macromolecules 43:5561–5568

79. Landfester K, Spiegel S, Born R, et al. (1998) On-line detection of emulsion polymerization

by solid-state NMR spectroscopy. Colloid Polym Sci 276:356

80. Landfester K, Spiess HW (1998) Characterization of interphases in core – shell latexes by

solid-state NMR. Acta Polym 49:451–464

81. Adams A (2016) Analysis of solid technical polymers by compact NMR. Trends Anal Chem

83:107–119

82. Meyer K, Kern S, Zientek N, Guthausen G, Maiwald M (2016) Process control with compact

NMR. Trends Anal Chem 83:39–52

83. Foley DA, Bez E, Codina A, Colson KL, Fey M, Krull R, et al. (2014) NMR flow tube for

online NMR reaction monitoring. Anal Chem 86:12008–12013

84. Santos AF, Lima AL, Pinto JC, Graillat C, McKenna TF (2003) Online monitoring of the

evolution of the number of particles in emulsion polymerization by conductivity measure-

ments. I. Model formulation A. J Appl Polym Sci 90(5):1213–1226

85. Farshchi F, Santos AF, Othman S, Hammouri H, McKenna TF (2004) Monitoring of

emulsion polymerization using conductimetry coupled with calorimetry. In: 8th international

workshop on polymer reaction engineering, Hamburg, 3–6 October 2004

86. Santos AF, Lima EL, Pinto JC, Graillat C, McKenna TF (2004) On-line monitoring of the

evolution of number of particles in emulsion polymerization by conductivity measurements.

II. Model validation. J Appl Polym Sci 91(2):941–952

87. Graillat C, Santos A, Pinto JC, McKenna TF (2004) On-line monitoring of emulsion

polymerisation using conductivity measurements. Macromol Symp 206:433–442

88. Zhao F (2011) Online conductivity and stability in emulsion polymerization of n-butyl

methacrylate. Theses and Dissertations. Paper 1276, Lehigh University, Bethlehem

89. Ye Z, Yang CL, Ma L, Wei HY, Banasiak R, Soleimani M (2013) Volumetric soft field and

hard field tomography: MIT, ECT, EIR, cone beam CT. In: 7th World Congress on Industrial

Process Tomography

90. Sharifi M, Young B (2013) Electrical resistance tomography (ERT) applications to chemical

engineering. Chem Eng Res Des 91(9):1625–1645

91. Fransolet E, Crine M, L’Homme G, Toye D, Marchot P (2002) Electrical resistance tomog-

raphy sensor simulations: comparison with experiments. Meas Sci Technol 13:1239–1247

92. McClements DJ, Fairley P (1991) Ultrasonic pulse echo reflectometer. Ultrasonics 29

(1):58–62

93. Jaworski A, Dyakowski T (2001) Application of electrical capacitance tomography for

measurement of gas-solids flow characteristics in a pneumatic conveying system. Meas Sci

Technol 12:1605–1616

94. Runt JS, Fitzgerald JJ (eds) (1997) Dielectric spectroscopy of polymeric materials. Funda-

mentals and applications. American Chemical Society, Washington

Monitoring of Vinyl Acetate–Ethylene Processes: An Industrial Perspective 213

https://doi.org/10.1002/cite.201600068


95. Scrosati B (ed) (1993) Applications of electroactive polymers. Chapman and Hall, London

96. Gray FM (1991) Solid polymer electrolytes – fundamentals and technological applications.

VCH, New York

97. Zardalidis G, Floudas G (2012) Pressure effects on the dynamic heterogeneity of miscible

poly(vinyl acetate)/poly(ethylene oxide) blends. Macromolecules 45:6272–6280

98. Madouly SA, Mansoour AA, Abdou NY (2007) Molecular dynamics of amorphous/crystal-

line polymer blends studied by broadband dielectric spectroscopy. Eur Polym J

43:1892–1904

99. Füllbrandt M, Purohit PJ, Sch€onhals A (2013) Combined FTIR and dielectric investigation of

poly(vinyl acetate) adsorbed on silica particles. Macromolecules 46(11):4526–4632

100. Jensen JN, Johnson JD (1989) Specificity of the DPD and amperometric titration methods for

free available chlorine: a review. J Am Water Works Assoc 81(12):59–64

101. Rice EW, Baird R, Eaton AD (eds) (1992) Standard methods for the examination of water and

wastewater. American Public Health Association, Washington

102. Udenfriend S (ed) (1969) Florescence assay in biology and medicine. Academic, London

214 E. Frauendorfer et al.



Index

A
Acetoacetoxyethyl methacrylate (AAEM),

112
Acoustic emission, 201
2-Acrylamido-2-methyl propane sulfonic acid

(AMPS), 120
Adenosine triphosphate (ATP) florescence test,

208
Adhesive wall, 168, 176
Alkylamidines, 145
Allyl methacrylate (AMA), 113
Atom transfer radical polymerization (ATRP),

6, 116, 117
Attenuated total reflection (ATR), 193
Automatic continuous online monitoring of

polymerization reactions (ACOMP),
188

Azobis[2-(2-imidazolin-2-yl)propane]
(VA-061), 148

Azobis[2-(2-imidazolin-2-yl)propane]
dihydrochloride (VA-044), 148

Azobis(2-methylpropionamidine)
dihydrochloride (V-50), 153

B
BA-co-AA-co-AMPS, 120
Bancroft’s rule, 30
Biocontamination, 207
Boltzmann distribution, 93, 95, 98
Boltzmann effect, 81
Butylacrylate-methylmethacrylate-acrylic acid

copolymer latexes, 95

C
Cadmium sulfide (CdS), 122, 123
Calorimetry, 127, 189–196, 203
Capillary hydrodynamic fractionation (CHDF),

203
Carbon dioxide, supercritical, 46, 65
CdSe/ZnS quantum dots (QDs), 120
CeO2, 120
Chalcogenide/polymer hybrid,

magnetoresponsive, 123
Coagulation, 161
Coatings, 2, 11, 46, 105–109, 116, 121, 132,

144, 155
adhesives, 11
UV-blocking, 120

Colloidal interactions, 79, 83
Comonomers, switchable, 153
Composites, 105
Conductometry, 205
Core–shell particles, 107
CO2-switchable groups, 143
Counterions, association, 79
Critical micelle concentration (CMC), 34, 35

D
Debye–Hückel parameter, 83
Deryaguin–Landau–Verwey–Overbeek

(DLVO) theory, 79–83, 92, 100,
169, 170

Dielectric spectroscopy (DS), 207
2-(Diethylamino)ethyl methacrylate

(DEAEMA), 147

215



Diethyl-1,4-phenylendiamin (DPD), 208
Diffusing wave spectroscopy (DWS), 198
Diffusion, 45
2-(Dimethylamino)ethyl methacrylate

(DMAEMA), 147
Dimethylaminopropyl methacrylamide

(DMAPMAm), 147
Dimethyldodecylamine (DDA), 150
Discrete element method (DEM), 161, 164
Dispersed systems, 45
Dispersion polymerization, 45
(N-Amidino)dodecyl acrylamide (DAm), 149
Dodecyl-N,N-dimethylacetamidinium

bicarbonate, 151
N'-(2-(2-(Dodecyloxy)ethoxy)ethyl-N,N-

dimethylacetamidinium bicarbonate,
151

Droplet formation, 23
forced, 25
spontaneous, 30

Drug delivery, 109

E
Efficiency, 1, 9, 58, 119, 184
Elastomer latex, fluorinated, 87
Electrical capacitance tomography (ECT),

205
Electrical double layer (EDL), 80
Electrical impedance tomography (EIT), 205
Electrolyte dissociation equilibrium, 82
Emulsification, spontaneous, 30–41
Emulsion polymerization, 1, 23, 80, 143, 189
Encapsulation, 115–123, 132–134, 145, 205
Evanescent wave spectroscopy (EWA), 193

F
Fiber optic quasi-elastic light scattering

(FOQELS), 199
Flocculant, CO2-switchable, 153
Focused beam reflectance measurement

(FBRM), 198
Fouling, 161–180, 184–190, 198–201, 209
Free-radical polymerization (FRP), 3, 45–54,

73, 195
Fuchs stability ratio, 79, 80

G
Gibbsite, 120
Gouy–Chapman theory, 85
Graphene oxide, 121

H
Hamaker relation, 83
Heat exchangers, 163
Hexafluoropropylene (HFP), 61
High-angle annular dark field (HAADF)

cryo-STEM image, 130
High-pressure liquid chromatography (HPLC),

202
Hogg–Healy–Fuersteneau expression, 83
Hollow latex particles, 109
Hydration, 80–100, 168
Hydrodynamics, 165
Hydroxymethyl methacrylate (HEMA), 109

I
Initiators, CO2-switchable, 148
Interaction energy barrier, 80

J
Johnson–Kendall–Roberts (JKR) theory, 169

K
Kinetic rate constants, 56
Kolmogorov length, 26

L
Latexes, 5, 32, 80, 105, 143, 163, 200

CO2-switchable, 149
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PDMAEMA-b-PMMA, 150
Perfluoropolyether (PFPE)-based carboxylate,

87
Photocatalytic coatings, 116
Photon density wave (PDW) spectroscopy, 198
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P(MMA-co-BA-co-SA)/TiO2, 122
P(MMA-co-BA)/Gibssite/(AA-co-BA), 118
PMMA/PS/MMT, 118
Poisson–Boltzmann equation, 85
Polyacrylate/polyacrylate, fluorinated, 108

Polyacrylate/PS, 110
Polyacrylate/PU, 108
Polyethylene wax dispersions, micronized, 11
Polymer hybrids, 105
Polymer–inorganic particles, 115
Polymerization

dispersion, 45
emulsion, 23
induced self-assembly (PISA), 154
miniemulsion, 1
precipitation, 45
radical, 45

Poly(methacrylate-co-methacrylic acid)/poly
(methacrylic acid-co-N-
isopropylacylamide), 109

Poly(methacrylic acid-co-N-
isopropylacylamide), 110

Polystyrene (PS), 26, 27, 33, 37, 112, 149
magnetite/CdS, 122
SiO2, 120
switchable, 152
TiO2/magnetite, 122

Poly(styrene-co-butyl acrylate) [P(S-co-BA)],
109

Poly(styrene-co-butyl acrylate)/poly(styrene-
co-butyl acrylate), crosslinked, 108

Polyurethane, 10, 109
Polyvinyl alcohol (PVOH), 198
Poly(vinyl alcohol) (PVA), 39
Poly(vinyl chloride) (PVC), 69
Polyvinylformal (PVF), 150
Population balance equations (PBE), 164
Power compensation calorimetry (PCC), 189
Precipitation polymerization, 45
Probability density function (PDF), 163
Process efficiency, 1
Process monitoring, 183
P(S-co-DVB)/P(MMA-co-DVB)/CdSe/CdS,

119
P(S-co-MA)/ CeO2, 119
PVAc/PVOH/MMT, 118
P(VC-co-AAEM)/PS, 112, 114
P(VDF-co-MA), 120
P(VDF-co-MA)/CeO2, 119

Q
Quantum dots (QD), 2, 116, 119

R
Radicals

concentration profiles/termination, 5
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Radicals (cont.)
entry/exit, 1, 3, 5
polymerization

controlled, 6, 13, 14, 45, 116, 203
free, 3, 45–54, 73, 195

Raman spectroscopy, 195
Reactors, continuous, 10
Redox initiators, 8
Repulsive wall/barrier, 80, 87, 168, 171, 176
Reversible addition–fragmentation chain

transfer (RAFT) polymerization, 6
Rheology, suspension, 161

S
Sanchez–Lacombe equation, 66
Shear, 26–28, 61, 73, 144, 162, 201

mechanical, 144
rate, 62, 165, 167, 171–178
stress, 200

Size exclusion chromatography (SEC), 203
Smith–Ewart population balance, 5
Snowman-like hybrid particles, 120
Sodium styrene sulfonate (NaSS), 12
Stability model, generalized, 79
Styrene, 4, 5, 13, 30, 36–40, 48, 91, 112, 120,

133, 153, 191
acrylate copolymer latex, 91
divinyl benzene (DVB), 120

Surface charge, 79–101, 149
Surface energy, 161, 172, 180
Surface potential, 83, 85, 87, 97–101, 169, 174
Surfactant adsorption equilibrium, 81
Surfactant-free emulsion polymerization

(SFEP), 153
Surfactants, 4, 10–14, 28–40, 46–49, 65–70,

79–102, 120, 127, 143–156, 205
acid/base-sensitive, 146
adsorption, 79
CO2-switchable, 143
ionic, 205
light-sensitive, 146
redox-sensitive, 146
toxicity, 153

Surfmers, 12, 14, 123
Suspension rheology, 161
Switchable particles, 143

T
Thermodynamics, 23
TiO2, 121–123
Toxicity, 116, 153
Transition metals

early, 11
late, 11, 14

Transport, parameters, 58

U
Ultrasound absorption (spectroscopy), 200
Ultrasound pulse echo, 206
Ultrasound velocity, 199
UV/VIS spectroscopy, 197

V
VA-044, 148, 149
VA-061, 148, 149, 151, 153
Vinyl acetate–ethylene copolymer, 11, 183
Vinylbenzyl phosphonyl diethyl ester, 120
Vinyl chloride (VC), 48, 61, 69, 73, 112
Vinylidene fluoride (VDF), 61
Vinylimidazole (VI), 61
Vinyl-pyrrolidone (VP), 61
Viscosity, 7, 13, 26, 46, 111, 124, 171, 183,

186, 201, 205
Volatile organic compounds (VOCs), 8, 202,

203

W
Water, switchable, 154

Z
Zeta potential, 40, 80, 149, 151
ZnO, 119, 121, 133
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