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Preface

We are happy to present you this book, Big Data, Cloud and Applications, which is a
collection of papers that were presented at the 3rd International Conference on Big
Data Cloud and Applications, BDCA 2018. The conference took place on April 04–05,
2018, in Kenitra, Morocco.

The book consisted of nine chapters, which correspond to the four major areas that
are covered during the conference, namely, Big Data, Cloud Computing, Maching
Learning, Deep Learning, Data Analysis, Neural Networks, Information System and
Social Media, Natural Language Processing, Image Processing and Applications.

Every year BDCA attracted researchers from all over the world, and this year was
not an exception – we received 99 submissions from 12 countries. More importantly,
there were participants from many countries, which indicates that the conference is
truly gaining more and more international recognition as it brought together a vast
number of specialists who represented the aforementioned fields and share information
about their newest projects. Since we strived to make the conference presentations and
proceedings of the highest quality possible, we only accepted papers that presented the
results of various investigations directed to the discovery of new scientific knowledge
in the area of Big Data, Cloud Computing and their applications. Hence, only 45 papers
were accepted for publishing (i.e., 45% acceptance rate). All the papers were reviewed
and selected by the Program Committee, which comprised 96 reviewers from over 58
academic institutions. As usual, each submission was reviewed following a double
process by at least two reviewers. When necessary, some of the papers were reviewed
by three or four reviewers. Our deepest thanks and appreciation go to all the reviewers
for devoting their precious time to produce truly through reviews and feedback to the
authors.

July 2018 Youness Tabii
Mohamed Lazaar

Mohammed Al Achhab
Nourddine Enneya
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Informal Learning in Twitter: Architecture
of Data Analysis Workflow and Extraction

of Top Group of Connected Hashtags

Abdelmajid Chaffai(✉), Larbi Hassouni, and Houda Anoun

RITM LAB, CED Engineering Sciences, ENSEM, Hassan II University Casablanca,
Casablanca, Morocco

majedchaffai@gmail.com

Abstract. The Advance of web-based technologies have brought radical
changes to web site design and web service usage, primarily in terms of interactive
contents and user engagement in collaboration and information sharing. In
nutshell the web has been transformed from static media to the preferred commu‐
nication media where the user is a key player in the creation of his experiences.
The increase in the popularity of social networks on the Web has shaken up tradi‐
tional models in different areas, including learning. Many individuals have
resorted to social networking to educate themselves. Such learning is close to
natural learning, the learner is autonomous to draw the pathway which best suits
his individual needs in order to upgrade his skills. Several training organizations
use the Twitter platform to announce the training they provide. We conduct an
experiment on twitters data which are related to the training themes in Big Data
and Data Science, we perform an exploratory analysis and extract the top group
of connected hashtags using the Graph X library provided by the Spark frame‐
work. Data that come from the Twitter platform is produced at high speed and in
a complex structure. This leads us to use a distributed infrastructure based on two
efficient frameworks Apache Hadoop and Spark. Data ingestion layer is built by
combining two frameworks Apache Flume and Kafka.

Keywords: Informal learning · Social network data · Distributed environment
Apache spark · Graph · Connected components

1 Introduction

The learning is a long life process which takes place everywhere; it is divided in two
categories [1] formal and non-formal or informal. Formal learning is often validated by
official certifications; education occurs in structured environments such as schools and
universities and is supervised by teachers. Knowledge and skills acquired outside the
formal setting enable an informal learning. In today’s world, communication between
people occurs often through the use of social media platforms, wikis, micro-blogs which
become the main channels for conveying and sharing information in a quickly manner.
Communities and groups have been built around common points of interest. With
advances in Web2 technologies, the user of social network platforms once authenticated,

© Springer Nature Switzerland AG 2018
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he can freely have several roles, read other people’s posts, write messages, insert media
and documents, search people and trend topics. Although social networks are considered
as entertainment spaces, several universities are attracted by the insertion of informal
learning via social networks like Twitter in their academic development [2]. In fact, in
this new age of data and computing, many individuals, students in higher education or
professionals have resorted to informal means to educate themselves and upgrade their
skills for example in cutting edge of tools in information technologies by working on-
line short courses and workshops. Informal learning through social media leads to
empowerment and self-efficacy while saving time and money in the learning process
and increase visibility in society.

Social network Analytics [3] is a set of methods and technologies that allow
collecting a large datasets from social network platforms sources, transform them in a
way that they become available and ready to be consumed by analysts. Text mining,
Natural language processing, classification and clustering algorithms are used to extract
the hidden insights in order to improve the best knowing of the user’s experiences. New
open source technologies like Apache Hadoop [4] and Spark [5] allow building infra‐
structures which aimed to manage massive datasets by distributing storage and
computing across clusters of low cost machines, they handle and combine both struc‐
tured and unstructured data that come from internal and external data sources.
Depending on data production, data processing tasks is divided into two groups:

– Batch Processing: data are collected in big batches over period of time, it is stored
in distributed file system, then processing and analysis jobs are applied at once, and
batch results are generated.

– Streaming Processing: data come in continuous way; processing and analysis jobs
are applied in near real time or in small time. In this work we use Apache Spark as
data processing engine, it is a distributed framework developed in Scala programming
language and works as a Java Virtual Machine, Spark is designed for fast scalable
in-memory computing and relies on Hadoop to run in cluster mode and use HDFS
[6] storage, it comes with a high level programming model that hides the partitioning
of dataset in memory of cluster, using a novel data structure called Resilient Distrib‐
uted Dataset RDD [7] which is an immutable distributed collection of objects parti‐
tioned across different nodes of the cluster. RDD data-sharing abstraction allows to
use wide range of APIs provided by Spark: Spark SQL, Spark Streaming, MLlib
(Machine Learning library), and GraphX (graph processing). Apache spark is suited
to perform analytics that need iterative operations. It allows to process data directly,
comparing to Map Reduce [8] programs which need several access to disk to retrieve
intermediate result. Since twitter data are generated at high speed and in a complex
structure, we implement a hybrid architecture which provides a faster ETL based on
data pipeline that ensures the data collection and processing in a unified and distrib‐
uted environment. We have conducted an experiment on twitters data filtered by
keywords associated with 6 topics of big data technologies and data science which
are of hot interests to developer and industrial communities.

In this paper we describe the necessary steps to carry out an exploratory analysis and
the extraction of the top group of connected hashtags.

4 A. Chaffai et al.



The rest of the paper is structured as follows. Section 2 discusses related work.
Section 3 describes the Architecture of Data analysis workflow, Sect. 4 discusses the
experiment and finally, Sect. 5 concludes the paper.

2 Related Work

Social network analysis is an emerging research field which aims to better understand
how people seek and share information in social network platforms. Bonchi et al. in [9]
provided an overview of what we consider to be key problems and techniques in social
network analysis from a business applications perspective. The authors described each
area of research in the context of a specific business processes classification framework
(The APQC process classification framework), and then focused on several areas, giving
an overview of the main problems and describing state-of-the-art approaches.

The explosion of the use of micro blogs by students offers opportunities to exploit
this new communication channel in process-oriented learning. In paper [10], the authors
proposed a platform which uses Twitter news in Education known as NIE in order to
provide the latest news classified on various topics then enable discussion and debate
groups. They implemented a prototype system which uses Twitter as source to the hot
news and trends. For classification topics, each news tweet is cleaned and mapped into
its words. The Naïve Bayes classifier is used to achieve the classification based on
predefined number of keywords which correspond to the selected topics. The platform
offers to learners a News Visualizer using treemap to facilitate the learner’s query which
is based on period, keywords, and desired topic. Cosine similarity method, Based on
user document similarity and hierarchical agglomerative clustering is used to study the
learners’ preferences.

Aramo-Immonen et al. [11] employ Twitter data to study interactions between
members of community of managers attending a conference. Data are retrieved two
weeks before the conference. The process of data-driven visual network analytics and
the Ostinato [12] process model are provided to extract insights into the informal
learning of community managers. Quantitative and qualitative analyses of Twitter data
are produced like analysis of the top hash tags over time before the conference and the
network of hash tag co-occurrences.

In paper [13], the authors developed a workflow that consists to integrate both qual‐
itative analysis and large-scale data mining techniques. They focused on engineering
students’ Twitter posts to understand issues and problems in their educational experi‐
ences. The authors conducted a qualitative analysis on samples taken from about 25,000
tweets related to engineering students’ college life. They found engineering students
encounter problems such as heavy study load, lack of social engagement, and sleep
deprivation. A multi-label classification algorithm is implemented to classify tweets
reflecting students’ problems.

The majority of tweets do not contain the geographical location through exact GPS
coordinates (latitude and longitude). The authors attempt in [14] to identify a location
of the tweets. They employ twitter data to fit a Naive bayes model in order to classify a
tweets based on features as users’ timezone, the user’s language, and the parsed users’

Informal Learning in Twitter 5



location. The classifier with an accuracy of 82% was achieved and performs well on
active Twitter countries such as the Netherlands and United Kingdom.

An analysis of errors made by the classifier shows that mistakes were made due to
limited information and shared properties between countries such as shared timezone.
A feature analysis was performed in order to see the effect of different features. The
features timezone and parsed user location were the most informative features.

3 Twitter Data Characteristics and Architecture of Data Analysis
Workflow

Twitter has become a largest social space in the world where 330 million monthly active
users, discuss several topics and publish 500 million tweets per day. This data source
offers tremendous opportunities to analyze social trends for multiple purposes. Twitter
offers two types of APIs, Rest API and streaming APIs (for developers in real time) that
allow different clients applications written in different languages [15] to consume the
tweets. For example, in case of Java and Scala, Twitter4J is an open source Java library
used for interfacing with Twitter’s Application Programming Interfaces (APIs). Tweets
data come in non-structured nature, they are encoded using Java Script Object Notation
(JSON) based on key-value pairs. Each tweet has an author (user), a message, a unique
ID, a timestamp of when it was created, and geo metadata often turned off by users. Each
User has a Twitter name, an ID, a number of followers. Tweet contains ‘entity’ objects,
which are arrays of contents such as hashtags, mentions, media, and links.

A typical SNA workflow consists of several interacting phases which are:

• Data collection
• Data preparation
• Data analysis
• Insights.

The different topics discussed in the context of informal learning and social learning
in twitter are very varied, in this paper we propose a flexible data system (see Fig. 1)
capable to receive data from different topics through multiple agents, each agent inter‐
cepts the stream data in real time based on keywords related to a given topic, Apache
Flume [16] is used in the data collection layer. We are faced with a case where there
will be several flume-agents, so we need a strategy to categorize the message, for this
we use Apache Kafka [17] as an efficient publish-subscribe messaging system to separate
the incoming data in topics and keep them in scalable and fault-tolerant way. In the rest
of data pipeline, we use Spark streaming to consume, parse the incoming data in real
time and store them in HDFS storage. Analysis tasks to extract insights can be performed
by using Spark SQL and Spark ML.
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Fig. 1. Overall architecture of the proposed SNA workflow.

4 Experiment

4.1 General Description

Due to strong competition between organizations for integrating data into decision
making, hiring opportunities for data specialists and data infrastructure specialists are
much greater than those of other profiles. We will study this trend in the twitter social
network as a case study, to try to extract useful information about users who are inter‐
ested in acquiring new knowledge or who share their experiences in the field of big data.
We employ data from twitter that is filtered based on the following keywords: “bigdata”,
“datascience”, “machineLearning”, “hadoop”, “spark”, “analytics”.

4.2 Environment Experiment

We deployed a small local cluster for Hadoop and Spark on 11 nodes running Ubuntu
16.04 LTS and interconnected via one switch of 1 Gb/s. The Hadoop cluster is built
using Hadoop version 2.7.3. The Spark cluster is built using Spark version 2.0.0. One
machine is designed as Master for both Spark and Hadoop, the others nodes are both
the Hadoop slaves and Spark workers. The following configuration is the same for all
nodes: Intel(R) Core(TM) i5-3470 CPU 3.20 GHz(4CPUs), 1 Gb/s network connection,
300 GB hard disk, 8 GB Memory.

Informal Learning in Twitter 7



4.3 Methodology

Data Ingestion
Retrieving data from the Twitter API requires credentials that can be obtained from
https://apps.twitter.com/, we register our application as a twitter app, then the authori‐
zation parameters are generated as follows: Consumer Key (API Key), Consumer Secret
(API Secret), Access Token and Access Token Secret.

Apache Flume is used to collect tweets data in JSON format from the source and
move it to Kafka in plaintext. As defined on its site [18], “Flume is a distributed and
available service for efficiently collecting, aggregating, and moving large amounts of
log data. It has a simple and flexible architecture based on streaming data flows.” The
main components of flume data pipeline (see Fig. 2) are source, channel, and sinks.
Flume agent is a JVM daemon responsible to manage the data flow. The source contin‐
uously retrieves tweets data in JSON format based on several keywords from the Twitter.
The channel act as a passive storage, it maintains the event data until a next hop which
is a Kafka cluster.

Fig. 2. Flume architecture. Fig. 3. Kafka concept.

The main components of Kafka-based architecture are shown in Fig. 3:

• Broker: Kafka is a cluster of nodes, each a node is a broker.
• Topic: is a category of related messages.
• Producer: each application that produces and sends the messages to Kafka topic for

example our flume-agent.
• Consumer: each application that subscribes to kafka topic and consumes the

messages.

Kafka relies on Zookeeper to manage his components and for monitoring the status
of operations that occur on the cluster.

We create one topic with 3 replicated partitions as shown in the following statement:
kafka-topics.sh –create –zookeeper localhost:2181 –replication-factor 3 –parti‐

tions 3 –topic bigdata_tweets.
Bigdata_tweets represents the flume sink, it consumes the event data and remove it

from the channel and act as storage for these messages that transit. Taking into account
the proprieties of different components cited above we deploy the flume agent using a
customized flume-agent configuration (see Fig. 4). The required jar files corresponding
to the source and sink are added to the library folder of flume in order to interact with
them.

8 A. Chaffai et al.
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Fig. 4. Sample of Flume agent configuration

Data Processing
This phase consists to ingest data from Kafka topic for live processing in Apache Spark.
Since Spark is a batch processing, we use Spark streaming to retrieve continuously the
messages accumulated in Kafka topic. Spark streaming receives the input stream and
divides it in a series of mini batches corresponding to input periods equal to batch
interval, it creates a DStream (see Fig. 5) which is as a sequence of RDDs that can be
processed in Spark core as a static data.

Fig. 5. Discretized data stream

Any streaming application needs a streaming context which is an entry point to the
Spark cluster resources.

We create our application in Scala that involves the following steps:

(1) To interact with kafka cluster, we connect spark streaming adopting the direct
approach using the DirectStream method in order to deploy a customized receiver
(see Fig. 6) which requires the subscription to bigdata_tweets topic created above.
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Fig. 6. Spark streaming receiver

(2) Once the stream is created we convert it to JSON format (see Fig. 7), in order to
extract and process the interested fields in future analysis tasks. We store the stream
data in HDFS in JSON Format.

Fig. 7. Persisting the stream data in HDFS

Insights
Exploratory Analysis
We collected 20058 tweets, that we stored in HDFS in JSON format, then we converted
them to DataFrame in a structured format appropriate to be queried. We create a table
by selecting the entities and fields in interest like text, hash tags, urls, place, user.lang
in order to extract insights using Spark SQL. Thus, we deduced that the tweets contain
several links to a diversified resources for informal learning which can adapt to all styles
of learning in the form of links to external pages, free tutorial and courses (see Table 1).
We have noticed the presence of several companies specialized in the eLearning industry
which publish their offers and course promotions to attract users interested in big data
technologies and data science.

We found 9214 distinct users, although geo-location is disabled in the majority of
tweets [14], but we can extract their origin from the time zone, and native languages,
we found that 80% of users are Americans.

4264 distinct hashtags found in tweets data, we extract the top 10 most popular
hashtags (see Fig. 8) with respectively the number of occurrences in all tweets.
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Table 1. Summary of links to external resources

Topics Total links to learning resources
Big data 157
Data science 84
Machine learning 408
Hadoop 70
Spark 390
Analytics 235

Fig. 8. Top 10 most popular hashtags.

Graph Data Structure and Finding Top Group of Connected Hashtags
Generally the raw data transformed for analysis tasks (see Fig. 9) are a set of records
stored in a table or a DataFrame, they are structured and divided in two dimensions
which are column and row.

Fig. 9. Sample of DataFrame created from raw data containing tweet identifier, user and hashtags.

In graph theory [19], graph is a data structure, conceptually described by a pair (S,
A) where S is a finite set of nodes called vertices or vertex and A is a finite multi-set of
ordered pairs of vertices called edges, an edge connects two vertices in a graph.

In real life applications, everything is interconnected, Graphs are mostly used to
represent the networks and model the relations between nodes, like routers, airports,
paths in cities, users in social networks.

A graph can be:

• Directed: the edges have a direction from the vertex source to the vertex destination
• Undirected: the edges have no direction.
• Directed multigraph: a pair of vertices is linked by one two or more edges, it describes

a multiple relationships. The edges share the same source and destination.
• Property Graphs: is a directed multigraph where vertex and edges have proprieties.
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A tweet can contain 0 to multiple hashtags, each hashtag represents a topic of discus‐
sion, the presence of multiple hashtags increase the engagement of the users and the
value of the publication. Using Scala, we implement a graph analytics pipeline with
Spark Graph X in order to convert the DataFrame (as shown in Fig. 9) to a graph and
find the top connected hashtags.

Building a graph with Graph X requires two arguments: RDD of Vertices and RDD
of edges, which can be instantiated based on two specialized RDD implementations:

– The VertexRDD[VD] is a parameterized class, it’s defined as RDD[(VertexId, VD)],
VertexId is a vertex identifier, it is an instance of Long, VD is the vertex attribute or
property it can be a user type defined or other type of data information that are related
to vertex.

– The EdgeRDD[ED] is a parameterized class which is an implementation of
RDD[Edge[ED]], an instance of Edge represents VertexId source, VertexId destina‐
tion, and the attribute of the property of the edge.

We build the structure of vertices from the hashtag name, for each hashtag we create
a unique identifier (VertexId) in 64 bit by using the MurmurHash3 library [20], the vertex
propriety takes the string value of the hashtag name.

For the edge which is the link between two nodes, a pair of hashtags is generated by
using the combinations function, since we have no information about the relationship
between hashtags except their presence in the same tweet we opt to use the Twitter
username as propriety of the edge. A triplet represents an edge with two connected
vertices. We employed data with the hashtags entities having a size greater or equal to
2 to avoid the appearance of isolated nodes in our graph. We present as follow (see
Fig. 10) the steps to generate the structures of vertices and edges:

Fig. 10. Steps to generate the vertices and edges.

From a pair of RDD vertices and edges, we create an instance of Graph class to
generate a graph data structure as follows: val graph = Graph(vertices, edges) (Fig. 11).

12 A. Chaffai et al.



Fig. 11. Sample of graph vertices, graph edges and graph triplets.

Total of vertices = 3329, Total of edges = 208973, Total of triplets = 208973
Connected component is a subgraph whose vertices is a subset of the set of vertices

of the original graph and whose edges is a subset of the set of the original graph. In
nutshell connected component is a subgraph whose vertices are interconnected by a set
of edges, if a vertex A is not linked directlty or indirecty to vertex B via another vertex
C, then A and B aren’t in the same connected component (Fig. 12).

Fig. 12. Sample of total vertices per component.

Connected components are generated by using the connectedComponents method
as follows: val connectedComponentsGraph = graph.connectedComponents

We extract the total of vertices and respectively the components to which they belong
as follows: connectedComponentsGraph.vertices.map(_._2).countByValue.toSeq.

sortBy(_._2). reverse.take(10)foreach(println)
A top group of connected component is performed using an InnerJoin method in

order to join vertices of the original graph and the vertices of the connected Components
based on VertexId, then we can filter the hashtags that belong to the component number
1, the result can be stored as a text file (see Fig. 13). The top group of connected compo‐
nent contains 3078 hashtags, which represents 92.40% of all the original graph vertices,
they are strong interrelated to our six topics: big data, data science, machine learning,
hadoop, spark and analytics.

Fig. 13. Sample of hashtags that belong to the top group of connected component
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5 Conclusion

In this paper we propose a social network analysis system designed around a Twitter
API source. This system is in the form of a real time data pipeline capable to capture
events which are the tweets related to informal learning and categorize them in topics
in order to extract valuable information. We combine Apache Flume and Kafka to build
the data ingestion layer which is responsible to retrieve live data. Apache Kafka cluster
is used for categorizing the data that transit. To process data in real time we use Spark
Streaming library. HDFS is used as a persistence layer.

This work is based on a real experience where we have collected a dataset of 20058
tweets, then we accomplished some steps to achieve the data pipeline analysis, and
finally we extracted the top group of connected hashtags using Spark Graph X API.

During this work we have identified new directions concerning the eLearning. The
first is to study the use of social network platforms by Moroccan students for informal
learning purposes, and the second is to study how to integrate social networks channels
in formal learning settings like eLearning platforms.
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Abstract. The Levenson Self Report Psychopathy serves as a measure
to spot persons with psychopathic disorders able to commit crime or
offend others. Indeed, predicting the Levenson Self Report Psychopathy
factors would help investigator and even psychologist to spot offenders.
In this paper, a statistical model is performed with the aim of predicting
the Levenson Self Report Psychopathy scale value. For this purpose, the
multiple regression statistical method is used. In addition, a parallelized
algebraic adjoint method is performed to solve the least square prob-
lem. The MapReduce framework is used for this purpose. The Apache
implementation of Mapreduce developed in Java untilled Hadoop 2.6.0
is deployed to tackle experiments.

Keywords: Levenson Self Report Psychopathy scale · MapReduce
HDFS · Multiple regression analysis · Prediction

1 Introduction

Psychopathy refers to a disorder characterized by antisocial behaviors and
exploitative interpersonal relationships [1,19]. According to [2], psychopathic
traits involve manipulative and callous use of others, shallow and short-lived
affect, irresponsible and impulsive behavior, egocentricy and pathological lying.
Nonetheless, psychopaths lack of basic prosocial personality traits such as empa-
thy, guilt, and perspective-taking [3–6]. Psychopaths generally exhibit glibness,
superficial charm, grandiosity and deception [4,19].

In literature several measures have been developed to assess psychopathic
personality traits [1]. The Hare psychopathic Checklist-Revised (PCL-R) and
The Levenson Self Report Psychopathy (LSRP) are the most widely used mea-
sures to assess psychopathic personality traits. The PCL-R measure was devel-
oped on a criminal population and showed a strong reliance on corroborating file
data thereby PCL-R measure is not appropriate for use in non-incarcerated sam-
ples. In contrast with PCL-R, the LSRP measure was developed on a collegial
population it is appropriate for use in non-incarcerated samples.
c© Springer Nature Switzerland AG 2018
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The LSRP measure was validated using a two factor model in which the
first factor is related to affective/interpersonal deficits, and the second factor is
related to an antisocial, impulsive lifestyle [4]. A numerous studies in literature
on psychopathic disorders dig on the relationship binding the first and the second
factors with different behaviors such as [7].

Ian Mitchell from Birmingham University provides datasets of Sexual offend-
ers available at http://reshare.ukdataservice.ac.uk/852521/. The datasets were
extracted and collected by means of emotional facial expression recognition pro-
cedures in conjunction with eye tracking and use of personality inventories. Ian
Mitchell also provides the LSRP factors in his datasets.

In literature and during the last decades, numerous studies contributed to the
criminal investigations such as [8,9]. Providing clear and accurate descriptions
of each mental disorder is the main purpose of the Diagnostic and Statistical
Manual of Mental Disorders DSM IV [8]. Thus, physicians and investigators
could diagnose and treat patient on the basis of DSM IV. The reference [10], in
addition to introduction of clinical prediction models, highlights the necessary
steps to develop an accurate pediction model via regression analysis. Those steps
are as follows:

– Expliciting the prediction problem by defining predictors and data,
– Defining the advantage and disadvantage of stepwise selection methods,
– Estimating model parameters,
– Determining the quality of the estimated model,
– Considering the validity of the new model,
– Considering the presentation of a prediction model.

Besides the multiple regression method explained above other predictive statis-
tical methods are used in the literature. Indeed statistical models for prediction
can be discerned in three main classes: regression, classification, and neural net-
works [11].

The multiple regression have been parallelized using the MapReduce Frame-
work. Indeed, several works in literature such as [12,13] present parallelized
versions of multiple regression. To the best of our knowledge, the parallelized
algebraic adjoint method has been presented briefly for the first time by our
previous work in [14]. Thus, the main contribution of the current work is to
detail the parallelized algebraic adjoint method. Furthermore, the analysis tools
available for multiple regression limit the number of predictors. Thus, presenting
a solution capable of tackling a limitless number of predictors would allow the
consideration of a great number of predictors thereby producing more accurate
models.

In this paper, the prediction model of LSPR is constructed via regression
method. The rest of this paper is organized as follows. The second section
briefly introduces the MapReduce framework as well as the multiple linear regres-
sion. The third section of this paper, introduces the MapReduce-based adjoint
method. Then the fourth section, contains the computational results as well as
accuracy tests to verify the robustness of the statistical model.

http://reshare.ukdataservice.ac.uk/852521/
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2 Background

2.1 MapReduce and HDFS Technologies

MapReduce is considered both as a programming model for expressing dis-
tributed computations and an execution framework for large-scale data pro-
cessing on clusters of commodity servers [15]. MapReduce was developed by
Google and built on well-known parallel and distributed processing principles
[16]. Hadoop is an open-source implementation of MapReduce.

2.2 Linear Regression Analysis

Multiple linear regression analysis aims to establish a relationship between a
given dependent variable (the LSPR value) and two or more independent vari-
ables [17], also called the predictors, in the following form:

Yi = β0 + β1Xi1 + β2Xi2 + · · · + βpXip + εi (1)

In this equation βi∈[0,p] are the regression coefficients to be estimated based
on a record of observations. The regression coefficients are estimated by means
of resolving the least square problem. The adjoint method is one of methods
resolving the least square problem.

2.3 Heap’s Algorithm

Heap’s algorithm, first proposed by [20], generates all possible permutations of
n objects. Indeed, it generates a new permutation on the basis of previous one.
The new permutation is obtained by interchanging a single pair of elements of
the previous permutation. The authors of [21] describe Heap’s algorithm as the
most effective algorithm for generating permutations.

Let us consider the case of permutation containing n different elements. Heap
found a systematic method for choosing at each step a pair of elements to switch,
in order to produce every possible permutation of these elements exactly once.

For this purpose, initialize a counter by 0. Then, perform the following steps
repeatedly until is equal to:

– Generate permutations of the first elements.
– Adjoining the last element to each of the generated permutation,
– Then if is odd, switch the first element and the last one,
– While if is even we can switch the element and the last one (there is no

difference between even and odd in the first iteration).
– We add one to the counter and repeat.

The Heap’s algorithm produces an exhaustif set of permutations ending with
the element moved to the last position. The Heap’s algorithm code in java pro-
gramming language is detailed thereafter.
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Heap’s algorithm code in java programming language

int sum = 0;

public static int permute(String[ ] ourArray,

String[ ] ourArray1, int currentPosition,

int[ ][ ] M) {

int a = 0;

int sign = 0;

if (currentPosition == 1) {

for (int j = 0; j < ourArray.length; j++) {

a = a + M[j][Integer.parseInt(ourArray[j]) - 1];

if (Integer.parseInt(ourArray[j]) != Integer.parseInt(ourArray1[j]))

sig = sig + 1;

}

if (sign % 2 == 0) {

sum = sum + a;

sign = 0;

a = 0;

}

else if (sign % 2 == 1) {

sum = sum - a;

sign = 0;

a = 0;

}

} else {

for (int i = 0; i < currentPosition; i++) {

permute(ourArray, ourArray1,currentPosition - 1, M);

if (currentPosition % 2 == 1) {

swap(ourArray, 0, currentPosition - 1);

} else {

swap(ourArray, i, currentPosition - 1);

}

}

}

return sum;

}

2.4 The Adjoint Method

The adjoint of the matrix A denoted adj(A) or A+ is the transpose of the matrix
obtained from A by replacing each element aij by its cofactorAij . A numerical
example to explain step by step the calculation of the adjoint matrix is given
below. Let consider the following A matrix:

A =

⎛
⎝

1 2 3
0 5 2
1 0 4

⎞
⎠
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The matrix of cofactors is given by:
⎛
⎝

A11 A12 A13

A21 A22 A23

A31 A32 A33

⎞
⎠ =

⎛
⎝

20 2 −5
−8 1 2
−11 −2 5

⎞
⎠

Since the adjoint matrix is the transpose of the matrix of cofactor, the adjoint
is calculated as follows:

A+ =

⎛
⎝

20 −8 −11
2 1 −2

−5 2 5

⎞
⎠

As well known the adjoint method is defined as the steps undertaken to find
the inverse of a matrix with the aim of solving the least square problem. The
pseudo-code of the adjoint method is given thereafter.

Algorithm 1. The adjoint method pseudo-code
Data: A sample of patients
Result: the inverse of the A matrix
Construct the A matrix from the patient sample;
Initialize a p × p matrix denoted A′ ;
foreach aij ∈ A do

Define (p − 1) × (p − 1) matrix denoted B ;
Calculate Det(B) ;
a′
ij = (−1)(i+j)Det(B) ;

end
foreach a′

ij ∈ A′ do
temp = a′

ij ;
a′
ij = a′

ji ;
a′
ji = temp ;

end

3 Mapreduce-Based Adjoint Method

A MapReduce-based adjoint method (MR-AM) is proposed by this paper to
make conventional adjoint method work effectively in distributed environment.
Our method has two steps. The following part describes in detail the two steps
of our method.

MapReduce breaks the processing into two phases: The map phase and the
reduce phase. Each phase has (key, value) pairs as input and output.

In the current study, a text input format represents each line in the dataset
as a text value. The key is the first number departed by a plus sign from the
reminder of the line. Let consider the following sample lines of input data:



A MR-AM to Predict LSRP 21

0 + 067 − 011 − 95 . . .
0 + 143 − 101 − 22 . . .

...
...
. . . . . .

...
...

...
...
. . . . . .

...
...

1 + 243 − 011 − 22 . . .
1 + 340 − 310 − 12 . . .

...
...
. . . . . .

...
...

...
...
. . . . . .

...
...

4 + 44 − 301 − 265 . . .

The keys is the line numbers of the matrix. The map function calculates the
determinant for B matrix. The output of the Map function is as follows:

(0, 0)
(0, 22)

...
...
...
...

(1,−11)
(1, 111)

...
...
...
...

(4, 78)

The pseudo code of Map Function is as follows:

Algorithm 2. The Map function pseudo-code
Data: LongWritable Key, Text value, Context con
Result: a set of (outputkey, outputvalue)
foreach v ∈ value do

Define the outputkey based on v;
Pass the outputkey to the con parameter;
Construct a Matrix denoted B from v;
Calculate the determinant of B ;
Define the outputvalue as Det(B);

end

The output from the map function is processed by the MapReduce framework
before being sent to the reduce function. This processing sorts and groups the
key-value pairs by key. So, continuing the example, our reduce function sees the
following input:
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(0, [0, 22, . . .])
(1, [−11, 111, . . .])

...
...
. . . . . .

...
...

...
...
. . . . . .

...
...

(4, [78, . . .])

The reduce function returns (i, βj) as output. The output of the reduce func-
tion is as follows:

(0, 20)
(1, 13)

...
...
...
...

...
...
...
...

(4, 0.5)
The pseudo code of Reduce Function is as follows:

Algorithm 3. The reduce function pseudo-code
Data: Text word, Iterable <IntWritable> values, Context con
Result: a set of (i, βj)
foreach v ∈ value do

sum = sum + 1
Det(XX′) (vY X[i]) ;

i + + ;
end
Define the outputKey as the word variable;
Define the outputvalue as the sum variable;

The above steps are described in Fig. 1.

Fig. 1. MapReduce logical data flow.

4 Model Evaluation and Computational Results

4.1 Dataset Description

In this paper, a case study is presented on predicting the Levenson Self Report
Psychopathy scale for a person on the basis of several factors. The data used to
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construct the prediction model is similar to the one used to spot sexual offenders
available at http://reshare.ukdataservice.ac.uk/852521/. Based on the factors
provided in the studies of Ian Mitchell we aim to predict the value of the first
and the second factors of LSRP measure. The following variable codes are rel-
evant to aaFHNeyesAccuracyData, aaFHNeyesDwellTime and aaFHNeyesFix-
Count datasets:

– Participant = Identification number assigned to participant
– Eye tracker = Method of eye tracking (1 = head mounted; 2 = tower)
– Primary = Primary subscale of the Levenson Self Report Psychopathy Scale
– Secondary = Secondary subscale of the Levenson Self Report Psychopathy

Scale

Variable names for each trial type are coded as follows [Emotion] [Intensity]
[Sex] [Region] using the following values:

– Emotion: ANG = Angry expression, DIS = Disgust expression, FEAR =
Fear expression, HAP = Happy expression, SAD = Sad expression, SUR =
Surprise expression

– Intensity: 5 = 55, 9 = 90
– Sex: F = Female, M = male
– Region: Eyes = Eyes, Mouth = Mouth

Thus, ANG 5 F refers to an angry expression at 55% intensity, expressed by a
female face and ANG 5 F Eyes refers to the eye region of the same face. The
Fig. 2 illustrates the variation of primary and seconde subscale of LSRP.

Fig. 2. Variation of primary and seconde subscale of LSRP.

http://reshare.ukdataservice.ac.uk/852521/
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In our case we consider an illustrative example where we consider that only
six variables are responsible for the variation of the primary LSRP subscale.

For the first example the first predictor X1 denotes an angry expression at
55% intensity, expressed by a female face in eye region (ANG 5 F eyes). The
second variable X2 denotes an angry expression at 55% intensity, expressed by a
female face in mouth region (ANG 5 F mouth). The third variable X3 denotes
a surprise expression at 10% intensity, expressed by a female face in mouth region
(SUR 1 M mouth). The fourth variable X4 denotes a surprise expression at
55% intensity, expressed by a female face in eye region (SUR 5 F eyes). The
fifth variable X5 denotes a surprise expression at 90% intensity, expressed by
a female face in eye region (SUR 9 F eyes). The sixth variable X6 denotes a
surprise expression at 90 % intensity, expressed by a female face in mouth region
(SUR 9 F mouth).

Let assume that Xi1 is the random variable associating an angry expression
at 55% intensity, expressed by a female face in eye region to an individual.
Xi2 is the random variable associating an angry expression at 55% intensity,
expressed by a female face in mouth region to an individual. Xi3 is the random
variable associating a surprise expression at 10% intensity, expressed by a female
face in mouth region to an individual. Xi4 is the random variable associating
a surprise expression at 55% intensity, expressed by a female face in eye region
to an individual. Xi5 is the random variable associating a surprise expression at
90% intensity, expressed by a female face in eye region to an individual. Xi6 is
the random variable associating a surprise expression at 90% intensity, expressed
by a female face in mouth region to an individual. The obtained regression model
is as follows (Table 1):

Yi = β0 + β1Xi1 + β2Xi2 + β3Xi3 + β4Xi4 + +β5Xi5 + β6Xi6 + εi (2)

Table 1. Parameters’ values of Eq. 2

β0 β1 β2 β3 β4 β5 β6

31.09 0.0036 −0.0037 0.0049 −0.001 −0.005 0.002

The Fig. 3 illustrates the predicted and actual values of Y.

4.2 Fisher’s, Student’s Test and Correlation Coefficient

Fisher’s F-test, also called global significance test; is used to determine if there
is a significant relationship between the dependent variable and the set of inde-
pendent variables. However, Student’s t test, called individual significance test,
is used to determine whether each of the independent variables is significant.
A Student test is performed for each model-independent variable. A correlation
test is performed between the independent variables of the model. If the corre-
lation coefficient between two variables is greater than 0.70, it is not possible
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Fig. 3. Predicted and actual values of Y.

to determine the effect of a particular independent variable on the dependent
variable.

A Fisher test, based on Fisher’s distribution, can be used to test whether a
relationship is meaningful. With a single independent variable, the Ficher’s test
leads to the same conclusion as the Student test. On the other hand, with more
than one independent variable, only the F test can be used to test the overall
meaning of a relationship.

The logic underlying the use of the Ficher’s test to determine whether the
relationship is statistically significant or not, is based on the construction of two
independent estimates of σ2. A table similar to the ANOVA table summarizes
Fisher’s significance test.

Table 2. Fisher’s significance test.

Source DF SS MS F P

Factor 6 475,67 79,28 2,56 0,04

Error 29 898,63 30,99

Total 35 1374,31

Table 2 represents the Fisher’s significance test where DF denotes the
degrees of freedom in the source. SS denotes the sum of squares due to
the source. MS denotes the mean sum of squares due to the source. F
denotes the F-statistic. P denotes the P-value. In java a framework called
edu.northwestern.utils.math.statistics.FishersExacttest is available
for performing the Fisher’s test.

The numbers contained in Table 2 proof that the use of six variables is not
enough to predict accurately the LSRP value therefore reducing the computa-
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tional time will permit to include more predictors. Indeed, including more pre-
dictors could impact positively the accuracy of the statistical model. Thus, the
more computational time is optimized the more the construction of an accurate
statistical model is possible.

4.3 Hadoop Performance Modeling for Job Estimation

The paper [18] gives a hadoop job performance model that estimates job com-
pletion time. In the current paper, we are limited to estimate the lower bound
for a job with N iterations. For this purpose, the hadoop benchmarks are used
to estimate the inverse of read and write bandwidth respectively denoted βr and
βw. In addition, the limit number of map and reduce, respectively denoted mmax

and rmax, should be fixed in the Hadoop configuration.
The Lower bound for a job with N iterations, denoted Tlb, is estimated on

the basis of the following formula:

Tlb =
N∑
j=1

Rm
j βr + Wm

j βw

pmj
+

Rr
jβr + W r

j βw

prj
(3)

subject to
pmj = min(mmax,mj) (4)

prj = min(rmax, rj , kj) (5)

Rm
j = number of data read in the jth map (6)

Wm
j = number of data write in the jth map (7)

Rr
j = number of data read in the jth reduce (8)

W r
j = number of data write in the jth reduce (9)

where kj is the number of distinct input keys passed to the reduce tasks for step
j and where mj and rj are respectively the number of map and reduce tasks for
step j.

We conduct several groups of experiments on a local machine equipped with
only 2 cores. To estimate βr and βw, we used Hadoop benchmarks. The computed
lower bounds are illustrated in Table 3.

Table 3. Computed lower bounds

HDFS size (GB) Tlb (secs.)

1 23

16 115

32 102
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5 Conclusions

In this paper, a parallelized algebraic adjoint method based on MapReduce is
presented. This solution aims to efficiently predict the Levenson Self Report Psy-
chopathy scale value based on a colossal number of factors. For the sake of clarity
and simplicity, throughout the current paper example with small number of fac-
tors is presented. The parallelized algebraic adjoint method proofs its efficiency
by reducing the calculation time. Thus the consideration of colossal number of
predictors become possible and predicted model become more accurate.
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Abstract. Nowadays, several actors of digital technologies produce an
infinite number of data coming from several sources such as: social net-
works, connected objects, e-commerce, and radars. Several technologies
are implemented to generate all this data which is incremented quickly.
In order to exploit this data efficiently and durably, it is important to
respect the dynamics of their chronological evolution. For fast and reli-
able processing, powerful technologies are designed to analyze large data.
Apache Spark is designed to make fast and sophisticated processing, but
when it comes to process a huge amount of data, Spark becomes slower
until it doesn’t enough memory to process the data and it has to pay for
more memory consumption. In this paper, we highlight the implemen-
tation of the framework Apache Spark. Thereafter, we conduct experi-
mental simulations to show the weakness of Apache Spark. Finally, to
further enforce our contribution, we propose to persist RDDs (Resilient
Distributed Dataset) in order to improve performances for computing
data.

Keywords: Big Data · Apache Spark · Processing · Computing
Performances · Persistence · RDDs · Memory · Velocity

1 Introduction

Big Data is a set of techniques and architectures that allows to analyze and
process a large amount of varied data. According to Gartner [1], Big Data is a
concept that brings together a set of tools that address the three issues: volume: a
considerable amount of data to process, variety: varied data from several sources,
and speed: the frequency of creation, collection, and processing of these data.

Data volume mainly refers to all types of the data which is generated from
different sources and continuously expands over time. In today’s generation, the
storing and processing includes exabytes (1018 bytes) or even zettabytes (1021

bytes) whereas almost 10 years ago, only (106 bytes) were stored on floppy disks.
Two technologies have facilitated the exponential growth of data: first, the

Cloud Computing which allows to offer a set of service for the management and
the storage of data. Second, data processing technologies such as Hadoop [2] and
c© Springer Nature Switzerland AG 2018
Y. Tabii et al. (Eds.): BDCA 2018, CCIS 872, pp. 29–40, 2018.
https://doi.org/10.1007/978-3-319-96292-4_3
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Spark [3], and the integration of MapReduce [4] which allows a high performance
parallel computing.

In this study, we use Apache Spark to study the velocity of data processing.
We chose Apache Spark because it is very fast for processing Big Data, and
it is very powerful for distributed data processing. Developed by AMPLab of
UC Berkeley University in 2009 [5], Apache Spark is built to perform Big Data
analysis and it is designed primarily for speed and ease of use. Moreover, we
present Resilient Distributed Datasets (RDDs), it lets process data across the
cluster in memory and persist intermediate results in memory, also if data in
memory is lost, it can be recreated.

The rest of paper is structured as follows: Sect. 2 provides Spark overview
and describes functioning mechanisms of RDDs for processing data. While Sect. 3
details our implementation and experimental settings. The experimental evalua-
tion of data analysis with Spark using persistence RDDs the drawbacks of using
Spark in case of using a large amount of data and how Spark pays for more mem-
ory consumption are discussed in Sect. 4. Finally, Sect. 5 entails the concluding
remarks and future work.

2 Literature Review

2.1 Apache Spark

Apache Spark is an open source Big Data processing framework built to perform
analysis and designed for speed and ease of use. Spark offers a framework to meet
the needs of Big Data processing for different types of data from different sources.
This system provides APIs (Application Programming Interface) in different
programming languages such as Scala, Java and Python. Apache Spark supports
in-memory computing across DAG (Directed Acyclic Graph) that allows it to
do a fast processing [19]. Apache Spark has an advanced DAG execution engine,
Spark can be faster up to 10x than MapReduce for batches processing on disk,
and up to 100x faster data analysis in memory [3].

The functions of the Spark engine are very advanced and different than other
technologies. This engine is developed for processing in-memory and on disk [6],
this internal processing capacity makes it faster compared to traditional data
processing engines.

2.2 RDD (Resilient Distributed Datasets)

The RDD [7] is the basic component of Apache Spark. The most instructions
for processing data in Spark consist of performing operations on RDDs. RDD
(Resilient Distributed Dataset) refers:

• Resilient: If data in memory is lost, it can be recreated.
• Distributed: Data is processed across the cluster.
• Dataset: Initial data can come from a source such as a file, or it can be

created programmatically.
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The RDD is immutable [8], Data in an RDD is never changed and transform
in sequence to modify the data as needed. Each data or dataset in RDD is
divided into partitions, and this partitions are computed among different nodes
of the cluster.

The RDDs are a read-only [8], it is a set of partitioned collection. There are
three ways to create an RDD: From a file or set of files, from data in memory,
and from another RDD.

2.3 RDD and Fault-Tolerance

Fault-tolerance is one of important features in Apache Spark [9], it refers the
capacity to recover loss data after a failure occurs. Generally, data is partitioned
across worker nodes. Partitioning is done automatically three times by Spark as
shown in Fig. 1, thus we can control how many partitions can be created.

By default, Spark partitions file-based RDDs by block [10]. Each block loads
into a single partition. If a partition in memory becomes unavailable in any node,
the driver starts a new task to recompute the partition on a different node, then
Lineage is preserved, data is never lost.

Fig. 1. RDDs on th cluster.

2.4 The Benefits of RDDs

The main idea behind RDD is to hold and optimize iterative and interactive
algorithms. The RDD is immutable, Data in an RDD transforms in sequence to
modify as needed. Data in RDD is divided into partitions and this partitions are
computed through several nodes. To understand the benefits of RDD.



32 K. Aziz et al.

We compare the RDD (resilient distributed dataset) with DSM (Distributed
Shared Memory) in Table 1, this comparison will show the main differences that
make RDD the basic component in Apache Spark.

Table 1. RDD vs DSM.

RDD DSM

Read The read operation is coarse
grained or fine grained

The read operation is fine-grained

Write The write operation is coarse
grained

The Write operation is fine
grained

Consistency The consistency of RDD is
trivial at means the RDD is
immutable in nature. The
level of consistency is high

The system lets the memory being
consistent and the results of
memory will be predictable

Fault-recovery Each lost data is recovered
using lineage

lost data is recovered by a
checkpointing technique

Straggler
mitigation

Possible to mitigate
stragglers using backup task

Very difficult to use straggler
mitigation

Case of not
enough memory

The RDDs are shifted to disk the performance decreases if the
RAM runs out of storage

2.5 RDD Operations

RDDs are a key concept in Spark, and the Most Spark programming consists of
performing operations on RDDs. There are two broad types of RDD operations:
Actions that return values and Transformations that define a new RDD based
on the current RDD. The Transformations are lazy operations because Data in
RDDs is not processed until an action is performed [11].

RDDs can hold any serializable type of element: primitive types, sequence
types, and mixed typed. Some RDDs are specialized and have additional func-
tionality: Pair RDDs (RDDs consisting of key-value pairs), Double RDDs (RDDs
consisting of numeric data) [12].

The following table lists the main RDD transformations and actions available
in Spark.

2.6 Spark Architecture and Processing Data

Apache Spark runs applications independently through its architecture [13].
Figure 1 represents Apache Spark architecture.

• Spark runs the applications independently in the cluster, these applications
are combined by SparkContext Driver program.
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Table 2. RDDs transformations and actions available in Spark.

Actions count(): it returns the number of elements

take(n): it returns an array of the first n elements

collect(): it returns an array of all elements

saveAsTextFile(dir): it saves to text file(s)

Transformations map(function): it creates a new RDD by performing a function
on each record in the base RDD

filter(function): it creates a new RDD by including or excluding
each record in the base RDD according to a Boolean function

flatMap: it maps one element in the base RDD to multiple
elements

distinct: it filters out duplicates

sortBy: it uses the provided function to sort

intersection: it creates a new RDD with all elements in both
original RDDs

union: it adds all elements of two RDDs into a single new RDD

zip: it pairs each element of the first RDD with the
corresponding element of the second

subtract: it removes the elements in the second RDD from the
first RDD

• Spark connects to several types of Cluster Managers (such as YARN, Mesos)
to allocate resources between applications to run on a Cluster.

• Once connected, Spark acquires executors on the cluster nodes, which are
processes that perform calculations and store data for the application.

• Spark sends the application code passed to SparkContext to the executors.
• SparkContext sends tasks to executors to execute.

Figure 2 shows how data is processed in Spark. Spark process data through
different stages:

• A RDD is created by parallelizing a dataset in the driver program or by
loading the data from the external storage system as HBase.

• Results of RDDs are recorded to apply to the data.
• Each time a new action is called, the entire RDD must be recalculated. Inter-

mediate results are stored in memory.
• The output is returned to the driver.

Spark copies the data into RAM (processing in-memory). This type of pro-
cessing reduces the time needed to interact with physical servers and this makes
Spark faster. For data recovery in case of a failure, Spark uses RRDs (Fig. 3).
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Fig. 2. Spark architecture. Fig. 3. Data flow in Spark.

3 Implementation

3.1 Cluster Architecture and Environment

The cluster of this implementation is composed of three machines, one of them
is master and the other two machines are designed as workers. Figure 4 shows
the architecture of this implementation.

Fig. 4. Cluster architecture.

Table 2 shows information about the cluster deployed in our study: Hostname,
IP address, Memory, OS, processors and hard disk. Table 3 shows information
about software configuration.
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We have implemented Spark 2.0.1 and then we have stored data in HDFS,
because spark can read from any Hadoop input such as HBase and HDFS. In
this study we choose different data size (up to 10 GB) to analyze and test the
capacity of Spark. After each processing experimental, spark saves results in
HDFS (Table 4).

Table 3. Informations of Spark cluster.

Hostname Master Worker1 Worker2

IP address 192.168.1.1/24 192.168.1.2/24 192.168.1.3/24

Memory 3GB 1GB 1 GB

OS Linux (Ubuntu) Linux (Ubuntu) Linux (Ubuntu)

Processors 1 1 1

Hard disk 40GB 40GB 40 GB

Table 4. Software configuration.

Software name Version

OS Ubuntu 14.04/64 bit

Spark 2.0.1

JRE Java(TM) SE Runtime Environment
(build 1.8.0 131-b11)

Virtualization platform VMware Workstation Pro 12

3.2 WordCount Overview

Word Count lets to find the frequency of words in a file or a set of files, and it is
classic example of big data analysis. We care about word count because it rates
the ranking of online content like blogs, articles or any digital content, and it
optimizes content length from search engine to audience actions (For example
in search engine Google).

3.3 WordCount on Spark

Algorithm 1 is the Word Count program implemented in Spark. First, we load
data from HDFS using the function textFile(). Next, the functions flatMap(),
map(), and reduceByKey(), are invoked to record the metadata of how to process
the actual data. And then, all of transformations are called to compute data.
Finally the result is saved in HDFS using function saveAsText().

To optimize processing data we use RDD persistence that saves the result of
RDD evaluation. We use different storage levels according to our need to improve
performance. This experimental step will be discussed in further detail in next
section.
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Algorithm 1. Word Count
val wc = sc.textFile(input).

flatMap(line ⇒ line.split(’ ’)).
map(word ⇒ (word,1)).
reduceByKey((v1,v2) ⇒ v1+v2)
wc.saveAsTextFile(output)

4 Evaluation

We evaluated Spark through several experiments by increasing data up to 10 GB
to visualize how Spark behaves according to the data size, moreover we optimized
data by persisting RDDs. Overall, our experimental studies shows the following
results:

• Spark becomes slower by increasing data, especially when it comes to process
a huge amount of data.

• Increasing memory driver to 4G improves the velocity of processing up to
8.33%.

• RDDs persistence improves performances and it decreases the execution time.
• Storage levels of persisted RDDs have different execution times.
• MEMORY ONLY level has less execution time compared to other levels.

4.1 Running Times on Spark

We conduct several experiments by increasing data to evaluate running time of
Spark according to data size. When data is small, Spark makes very fast process-
ing. We increase the data size, Spark becomes slower, as shown in Fig. 4. When
data is extremely large, the memory is not enough to store newly intermediates
results, moreover, Spark crashes (Figs. 5 and 6).

Fig. 5. Running times for Word Count on Spark, processing increasingly larger input
datasets.

To improve the processing time, we proposed increasing memory driver to
4G, and this approach improves the capacity of processing up to 8.33%.
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Fig. 6. Running times for Word Count on Spark, using default memory and 4G in
memory diver.

4.2 RDD Persistence

In this step, we use an optimization method, it is called RDD persistence, and
this lets the storage of intermediates results of RDD. By persisting RDD, we can
use saved intermediates results later if it is requisite.

We conduct experimental simulations to evaluate RDD persistence using dif-
ferent storage levels. In this case we use 1 GB of data (Fig. 7).

Fig. 7. Running times according to storage levels to store persisted RDDs.

MEMORY ONLY: Store data in memory if it fits. In this level the storage
space is very high and the computation time is low.

MEMORY AND DISK: Store partitions on disk if they do not fit in memory.
In this level the storage space is high, the computation time is high.
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DISK ONLY: Store all partitions on disk. The storage space is low, the com-
putation time is high.

MEMORY ONLY SER and MEMORY AND DISK SER to serialize data in
memory, they offer much more space efficient and less time efficient, compared
successively with MEMORY ONLY and MEMORY AND DISK.

We persist a dataset when it is likely to be reused, that means if an RDD will
be used multiple times, persist it to avoid re-computation like an iterative algo-
rithms. The persistence level depends on our needs. Memory only level has best
performance, it Saves space by saving as serialized objects in memory if neces-
sary. For Disk level, we can choose it when the re-computation is more expensive
than disk read such as with expensive functions or filtering large datasets.

5 Related Work

Several architectures and technologies have been implemented to realize an opti-
mal treatment on big data. In addition, several studies focused on technologies
that perform treatments in an effective way in meeting the needs of data scien-
tists. In this section, some points need to be discussed.

In [14], the authors say that Hadoop is designed to analyze and process a large
amount of data, and MapReduce is a programming paradigm that allows parallel
processing on a large data set. So both of them are used to analyze an enormous
amount of data. But In [15], the authors describe the weaknesses of MapReduce
witch are related to its performance limits and the originally of this paradigm.
The authors identified a list of problems related to the processing of Big Data
with MapReduce, for example: MapReduce consume very high communication,
it makes a selective access to input data, and it is wasteful processing Despite
the success that has had MapReduce, it remains always limited for analysis a
huge amount of data.

In [16], the authors talk about the size of data to be processed. They said
that Spark and Hadoop can analyze a large amount of data, but Hadoop remains
too slow for iterative tasks. And if users need to optimize Cluster performance,
Spark is more appropriate in this case. But In [17], the authors evaluate the
performance of Hadoop and Apache Spark. In their study, they show that Spark
is very consuming memory, and it is more efficient than Hadoop when there is
enough memory to do an iterative treatment.

Spark Benchmark [18] shows that memory becomes a very high resource even
if the use of RDD abstraction. Moreover, they show that while increasing task
parallelism to fully leverage CPU resources reduces the execution time, over-
committing CPU resources lead to CPU contention and adversely impact the
execution time.

6 Conclusion and Future Work

In this article, we have shown how Spark performance did decrease when using
a huge large of data. Moreover, we have proposed to increase memory driver,
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as obtained in our experimental setup, this technique have helped to improve
the velocity of processing. Therefore we have used resilient distributed datasets
(RDDs) in order to optimize processing time and storage space according to
our needs, this method did improve performance and did decrease the execution
time.

As part of our future work, we will study a very important direction that
consists of adjusting the various configuration parameters to improve the pro-
cessing speed and the storage space of Spark. We will also evaluate Spark through
a series of experiments for example Amazon EC2. In fact, we are currently work-
ing on a model that finds the equivalence between processing time and memory
usage for optimal processing.
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Abstract. Recently, Cloud computing has known a fast growth in term of
applications and the end users. In addition to the growth and evolution of the
Cloud environment, many challenges that impact the performances of the Cloud
applications emerged. One of these challenges is the Load Balancing between
the virtual machines of a Datacenter, which is needed to balance the workload of
each virtual machine while hoping to get a better Quality of services (QoS).
Many approaches were proposed in hope of offering a good QoS. But due to the
fact that the Cloud environment is exponentially evolving, these approaches
became outdated. In this axis of research, we are proposing a new approach
based on the Simulated Annealing and different parameters that affect the dis-
tribution of the tasks between the virtual machines. A simulation is also done to
compare our approach with other existing algorithms using Cloudsim.

Keywords: Cloud computing � Load balancing � Quality of service
Workload � Simulated annealing � Virtual machine

1 Introduction

Cloud Computing is a new technology that is constantly evolving and growing fast.
Many services are being provided by the Cloud’s operators such as Infrastructure as a
Service (IaaS), Platform as a Service (PaaS), Software as a Service (SaaS) solutions [1],
Data Integrity as a Service (DIaaS) [2], Database as a Service [3], Logging as a Service
[4], Provenance as a Service [5], Security as a Service [6], Big Data as a Service [7] and
Storage as a Service [8]. Nowadays, more users are using some of the Cloud’s services,
which is an indicator at the evolution and exponential growth of the Cloud environ-
ment. It is also an indicator of the emergence of different issues that affect the Cloud’s
performances in term of Quality of Services (QoS) such as: the complexity of the
Cloud’s infrastructure, and the weakness of the Load Balancing algorithms at providing
a better task distribution between the VMs. While aiming at solving this issue, we will
expose our approach on balancing the workload of each virtual machine by using the
Simulated Annealing algorithm, to ensure that all the virtual machines will work at
their optimal capacities while offering better task distribution.
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The article will be structured as follow: in part two, we will present a state of art on
the recent technics used for load balancing. In part three, we will detail our approach. In
section four, we will implement our approach on CloudSim simulator, then we will
discuss the results. And finally, in section five, we will conclude.

2 State of the Art

Different researches were made on existent Load Balancing approaches [9, 10].
Knowing that the load balancers are constantly increasing, we will try to summarize
them in the next part, while trying to expose their inability to balance the Load of the
Virtual machines. In our Stat of the Art, some load balancing algorithms will be
presented. Then we will present some meta-heuristics algorithms while trying to
explain why the meta-heuristic algorithm that we chose is more appropriate.

2.1 Load Balancing Algorithms

We will present briefly in this part, some load balancing algorithms that were presented
in previous studies [10].

General Algorithm-Based Category. This category includes Load balancing algo-
rithms that don’t take into consideration the Cloud’s architecture. In other words, this
category contains all the classical algorithms. Some of these algorithms are: Round
Robin [11], Weighted Round Robin [12], Least Connection [13] and weighted Least
Connection [14].

We will now explain briefly the algorithms stated above:

Round Robin. Based of FCFS [15], Round Robin is a simple algorithm for dispatching
workload between VMs in turns using a Server controller. Overall, it is a good algo-
rithm but it does not have a control over the workload distribution.

Weighted Round Robin. Similar to Round Robin, Weighted Round Robin gives to VMs
with higher specs, more tasks.

Least-Connection. This algorithm is based on the connection between each server. The
server with less connection will be given new workload.

Weighted Least-Connection. Similar to Least Connection algorithm in calculating the
connection of each server. Weighted Least-Connection attributes new workloads to
servers based on a value given by multiplying the server’s weight by its connections.

Architectural Based Category. This category contains load balancing approaches
that are represented through architecture components like: Cloud Partition Load
Balancing [16], VM-based Two-Dimensional Load Management [17], DAIRS [18] and
THOPSIS Method [19].
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The algorithms stated above can be explained as follow:

Cloud Partition Load Balancing. This algorithm improves the efficiency in the public
Cloud’s environment. It uses non-complex algorithms for underloaded situations in
partitions. This algorithm is not yet implemented.

VM-based Two-Dimensional Load Management. This algorithm aims at reducing
system overhead by reducing migration. But, it is only considering applications with
seasonal attribute change.

DAIRS. This approach balances the workload in data centers by taking into consider-
ation the CPU, memory, network bandwidth and four queues (waiting queue,
requesting queue, optimizing queue and deleting queue).

THOPSIS. This approach selects which VM that should migrate and the Server that
should receive it.

Artificial Intelligence Based Category. All load balancers based on an Artificial
Intelligence concept join this category. They can also be considered a part of the
Architecture category. Some of these Algorithms are: Bee-MMT [20] and Ant Colony
Optimization [21].

Bee-MMT. This approach is based on the artificial bee colony with the feature of
minimal migration time.

Ant Colony Optimization. This algorithm is based on the behavior of ants. It will, at
first, detect the location of under-loaded or over-loaded nodes. Then it will update the
resources utilization table.

2.2 Meta-Heuristics Algorithms

Unlike all the optimization algorithms, Meta-heuristic algorithms are known for their
robustness and their ability to solve complex problems, including the load balancing
which is highlighted in this contribution. Many studies opted for the usage of
Meta-heuristic algorithms to solve the Scheduling problems [22]. We will proceed by
explaining some of these Meta-Heuristics:

Tabu Search. Tabu search is a metaheuristic method based on the local search
methods used for mathematical optimization. Initially, it has a random solution of the
problem, then it starts comparing it with neighbor’s solutions to find an improved
solution [23, 24].

Genetic Algorithm. Genetic algorithms are an optimization technic used to solve
non-linear optimizations problems. They are based on the evolutionary biology to look
for a global minimum for an optimization problem. Initially, the algorithm generates
some initial solutions that are tested against the objective function. Then these solutions
evaluate which help the convergence to the global minima [25].

Bat Algorithm. Based on the bats’ echolocations, Bat algorithm is a meta heuristic
algorithm that is utilizing a balanced combination of the advantages of existing
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successful algorithms. The main purpose of the Bat algorithm is to identify the shortest
iteration to the solution [26].

Before explaining our contribution, we will discuss about the Simulated Annealing
in the following subpart in hope to explain why we based our approach on it.

2.3 Simulated Annealing

The simulated annealing technique (SA) was initially proposed to solve the
hard-combinatorial optimization problems by trying random variations of the current
solution. The main feature is that a worse variation may be accepted as a new solution
with a probability, which results in the SA’s major advantage over other searching
methods, that is, the ability to avoid becoming trapped at local minima. Theoreti-
cally SA is able to find the global optimal solution with probability equal to 1 [27]. This
advantage can be illustrated by the acceptance probability P which allows SA to accept
worst scenarios as solutions. The acceptance probability is as follow:

P ¼ e�Ei�Eiþ 1=T ð1Þ

Where T is the temperature (initially T has a high value and has to slowly decrease
between each iteration). Ei−Ei+1 is the energy variation of the material at different time
lapses. SA improves the research of the global solution by taking risks and accepting
worse solutions [28]. The Pseudo-code of SA [29] can be found below:
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We chose to use the Simulated Annealing to develop out algorithm due to the fact
that it has a great fault tolerance which will lead it to the best solution easily compared
to the other Meta-Heuristics. There is also the fact that it can work with any compli-
cated problem.

3 Our Approach

After the study of the different Load Balancing algorithms, we noticed that even if they
provide some QoS, there is still an issue regarding the task distribution between the
VMs [30].

Each VM has a value of million instruction it can process per second (MIPS) [31],
which is directly related to the number of core a VM has. The tasks also have a length
(TL) which is the million instructions that have to be treated in order to execute the task
[31]. From [31]’s study, we know that the MIPS of a VM and the length of a task are
related.

We can also determinate the maximum number of tasks a VM can process by
calculating the Strip Length (2):

S ¼ MIPSi=
X

i
MIPS � length of the tasks' listð Þ ð2Þ

Now that we have the maximum number of tasks a VM can process at a given time.
The task distribution can be improved to prevent the overload or the underload of a
VM.

The approach that we are proposing is illustrated by the flowchart (Fig. 1), and the
algorithm below.

Initially, the length of the task j will be compared to the MIPS of the VMi

Ci;j ¼ MIPSi � TLj ð3Þ

If Ci, j > 0, then the task j will be added to the workload of the VMi in the next
iteration, then the length of the next task j + 1 is compared with the MIPS of VMi. This
process will continue until Ci, j < 0.

If Ci, j < 0, the next steps will be taking into consideration the acceptance prob-
ability P of the VMi that is defined as follow:

P ¼ e � MIPSi�MIPSiþ 1ð Þ=Ts½ � ð4Þ

Where MIPSi + 1 is the MIPS of the VM i + 1, MIPSi is the MIPS of VMi.
Then a random value R will be generated and will illustrate the acceptance prob-

ability of the VMi + 1
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If P > R, then VMi←Taskj.
If P < R, then VMi + 1←Taskj.

This process will continue until all the tasks are allocated.

Fig. 1. Tasks distribution using the simulated annealing algorithm
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4 Experiments and Results

4.1 Experiments

In order to test our proposed algorithm, we implemented it on the CloudSim simulator
which main purpose is to simulate a cloud-based environment and present the different
stages of our proposed solution.

We used the scenario of having only one physical machine. Initially. The config-
uration details are given in Table 1.

The user has initially sent 10 tasks with different lengths that are between 1 and 9
(just for an easier demonstration) as follow:

The virtual machines MIPS is also chosen randomly between a value between 1 to
9. Here in this example, the first VM has 6 MIPS, and the second VM has 3 MIPS.

We will now proceed by explaining the results.

Table 1. Cloud setup configuration details.

Entity Number

Data center 1
Number of HOSTS in DC 1
Number of CORES of the CPU 10
The Core’s processing capacity 10 MIPS
HOST RAM capacity 2048 MB
Number of VM 2
Number of cores attributed to a VM 6-3
VMS’ processing capacity 6-3 MIPS
VM RAM 512 MB
VM Manager Xen

Table 2. Tasks’ length

Task Length

Task 0 5
Task 1 7
Task 2 4
Task 3 6
Task 4 2
Task 5 3
Task 6 1
Task 7 7
Task 8 2
Task 9 2
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4.2 Results

We compared the overall process time of all task between our approach and some
classical Algorithm. All the Algorithms were given the exact same conditions: 10 tasks
of the same length (Table 2), and two virtual machines with 6 and 3 MIPS respectively.

The first thing that was noticed is the tasks’ allocation between the VMs. VM0 got
7 tasks while VM1 got only three tasks (Fig. 2). This distribution of the tasks means
that the VMs are balanced. It can be demonstrated by calculating the Strip length of
each VM as follow:

– VM 0:
S(VM0) = 6 * 10/9 � 7

– VM 1:
S(VM1) = 3 * 10/9 � 3.

This can explain why VM0 took 7 tasks while VM1 took 3 tasks.

The second result obtained (Fig. 3) shows a comparison of the execution time of
each task for different Algorithms. As we can see in Fig. 3, our approach processed all
the tasks at 6.17 s while it took 7.33 s for both FCFS and Round Robin algorithms.
This show that our approach outperforms greatly Round Robin and FCFS Algorithms
in term of process speed while providing a better task distribution to the VMs (Fig. 2).
From Table 2, we noticed that Task 1 has a length that is greater than the MIPS value
that VM 1 has and task 7 had a length greater than the MIPS of VM0. But because we

Fig. 2. Tasks allocation
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are using the Acceptance Probability P, and by comparing it with R we can explain
why the task was given to the VMs:

• Task 1
P = exp [−(6−3)/9] = 0.72
R = 0.895

P < R!VM1 will take Task 1.
The same thing is noticed for Task 7 and VM 0:

• Task 7
P = exp [−(6−3)/3] = 0.37
R = 0.318

P > R!VM0 will take Task 7.

From the obtained results (Figs. 2 and 3), we can conclude that our approach
provides a better tasks’ distribution. In other words, The VMs are more balanced, and it
can reflect on the process time of each task being shorter and faster than the process
time given from the other Load Balancers.

5 Conclusions

Nowadays Cloud users are exponentially growing. This fast growth leads to many QoS
issues regarding the Load Balancing. In an attempt to find a solution which allows a
better Load Balancing, we propose a load balancing approach based on the Simulated
Annealing. Our approach will: send a task to it adequate VM so that we may process

Fig. 3. Process time of the tasks
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more tasks at a given time T without risking a VM being overloaded Our approach’s
main feature is the fact that it has a high fault tolerance, which allows a better task
allocation than normal.
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Abstract. Today, cloud computing is becoming more and more popular as a
Pay-as-You-Go model for providing on-demand services over the Internet. In
this paper, we will propose new detection and prevention mechanisms for cloud
systems to protect against different types of attacks and vulnerabilities by
improving a new architecture that provides a security mechanism including a
virtual firewall and IDS/IPS (Intrusion Detection and Prevention System) which
aims to secure the virtual environment.
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1 Introduction

Virtual security is a new type of cloud services. Thus, many security vendors exploit
systematically cloud computing models to offer security solutions (online antivirus,
virtual firewalls, etc.) [1]. Therefore, this technology remains a major problem to solve
and a big challenge for researchers.

Indeed, the data is following through different places in the cloud, which means that
providers have more places to protect their system from several threats. In this context,
it is very important to search for these threats and learn how to deal with them, This
allows us to provide the level of trust and security needed for information flows in the
cloud environment.

The outline of this paper is as follows: In Sect. 2, we focus on the current state of
security solutions. In Sect. 3 we describe our contribution to secure the cloud infras-
tructure. Experimental setup and results are discussed in Sect. 4. Finally, Sect. 5
concludes the paper, and presents our future work.

2 Related Work of Security Solutions in Cloud Computing

Cloud computing does indeed increases the efficiency and scalability of enterprises,
but, it poses new challenges for security levels. Indeed, the basic solutions for security
in the cloud for companies are outdated as the majority of virtual network traffic leaves
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the physical server and therefore does not allow a sustainable control [2]. A new cloud
computing services appeared called Security as a service in order to face these limi-
tations [3]. Thus, new mechanisms have been proposed to prevent and protect the
companies’ business against different types of attacks inside the Cloud [4].

Authors in [5] proposed security services that a Cloud provider could offer to its
clients to deal with Rootkit attacks, insider attacks and malware injection, their threat
model includes the administrator of the cloud system that manage tenant user who
utilize the applications offered by the provider and the tenant virtual machines. This
architecture is based on the IaaS platform owing to the fact that attacks generated in
SaaS or PaaS are limited to the platforms or the application software which they may
have access.

In [6] authors spelled IAMaaS framework Identity and Access Management as a
Service. It consists in managing the access to resources by firstly verifying the identity
of an entity then the access is being granted at the appropriate level based on policies of
the protected resource. Thus, an architecture system has been proposed called POC
(Proof-of-Concept).

Authors in [7] proposed a solution completely based on the Cloud. It gives a cloud
provider the possibility to offer a Firewalling services to its clients in order to increase
the capacity of analysis by distributing traffic across multiple virtual firewalls. A secure
authentication architecture and effective identity management solution for firewall
service has been deployed to insure a high level of security in order to prevent attacks
such as Man in the Middle and session hijacking using the EAP-TLS technology-based
smart cards. The proposed architecture for authentication is based on smart card
technology, precisely smart cards supporting the EAP-TLS. Obviously, the smart card
is a device that includes a CPU, Ram and ROM. Thus, it includes a certificate and RSA
algorithm. This architecture is based on processing and filtering packets in destination
to a data center’s clients in order to prevent and protect them from internal and external
attacks. Accordingly, this solution does not provide security to the data hosted by the
cloud provider. Moreover, authors in [7] affirm that one of the major challenges of the
deployment of firewalls is relative to the dynamic resources allocation.

Authors in [8] affirm and assume that traditional firewall mechanism for dealing
with network’s packets is not suitable for a cloud computing environment due to
sophisticated attacks that target the cloud system. Besides, traditional firewalls cannot
handle the diversity of the traffic that transits the network. Hence the idea of proposing
a new architecture for the cloud based on firewalls, it’s a mechanism of detection
events designed for the cloud with a dynamic allocation of resources. The firewall will
take place between the cloud platform and Internet so that all incoming traffic will be
filtered and examined by sensors until the detector indicates a correspondence. Thus the
request will be blocked or rejected.

Distributed environment such as Cloud computing for organizations is the most
targetable place to launch cyber-attacks. To protect public or a private Clouds, an IDS
which supports scalable and virtual environment is required. Authors in [9] from the
University of Morocco have proposed a Framework, which can detect intrusion as a
service that monitors Cloud networks in order to detect any malicious activity, called
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CBIDS (Cloud-based Intrusion Detection Service). The boundary of this Framework is
that if the proxy server which is responsible for collecting information from each VM’s
user, has been identified by the attacker, it can steal sensitive information or attacks the
entire server.

In the same context, to detect malicious traffic, [10] has shown that the power of
cloud computing can be employed to perform DDoS (Distributed Denial of Service)
attacks by using the main benefit of cloud. Cloud services are provided as “pay-per-
use”. Accordingly, the attackers try to exhaust available resources of legitimate users.
From there, the 3 authors showed different deployment models IDS in the cloud
infrastructure, nonetheless there is only a single management unit called IDS Man-
agement System which is responsible for gathering and preprocessing alerts from all
sensors. Thus, we will have a single point of failure on the system.

The most important thing over the internet is the security of information because it
is the key to success. By the Internet traffic growth, the malicious traffic growth too,
hence the need of prevention and detection against malicious web users.

Therefore, [11] proposed a scalable Honeynet into the cloud computing system. It
is not the only way to secure a cloud infrastructure but it is a network that takes place
behind a firewall where all the traffic is being captured and analyzed. It requires a high
performance for hardware and the processing. In addition to this, if the true identity of a
Honey net has been discovered to hackers, its efficiency reduces and attackers can
bypass the honey net or implant into it false data. Thus the data analysis would be
useless or misleading. Moreover, another limit is that major power of processing
dedicated to the Honey net remains unused [11].

The One Time Password (OTP) or the password for single use [12] is a valid
password used for one session or transaction. The use of multi-factor authentication
with OTP reduces risks associated with the connection to the system from a non-secure
workstation. OTP is like a validation system that provides an additional layer of
security to data and sensitive information by wondering a password that is only valid
for a single connection, which will eliminate some deficiencies associated to static
passwords, such as simplicity of a password or the brute force attack. To secure the
system, the generated OTP must be difficult to estimate, find or draw by hackers [12].

In order to enhance security in the cloud computing, we describe the proposed
approach based on cloud firewall in the next section.

3 Proposed Work

Cloud computing becomes the most important target for several attacks in the whole
world, which is the real reason behind the fact that the data security that resides beyond
the company’s infrastructure is the only obstacle for companies to outsource their data,
in the case of sensitive data the concern is very high. Firewalls come in the first line
when defending against malicious traffic, but as we have clarified before, traditional
packet level firewall mechanism is not suitable for cloud computing environment and
only little work have been done on cloud firewall. One of the solutions they have

A Proposed Approach to Reduce the Vulnerability in a Cloud System 57



proposed is a centralized cloud firewall. However, the resource limitations of physical
security devices such as firewalls and Intrusion detection System without Prevention
mechanism had not decreased the seriousness of the threats. In addition to this, tra-
ditional Detection System does not perform a better understanding of alerts, to ensure a
high level of security and to prevent internal as well as external attacks, we have
deployed a secure architecture, strong and efficient as shown in Fig. 1. It includes a
decentralized cloud-firewall for protecting user tenant and applications that are hosted
in cloud infrastructure, a Host-based Intrusion Detection and Prevention System
(IDS/IPS) to oversee all traffic destined to each host in order to detect any malicious
traffic, and we use a correlation strategy so that to make it possible to have a better
understanding of alerts.

• Cloud Firewall

Certainly the Firewall is the first line in the security policy against malicious traffic,
but the change of environment brings additional challenges that a traditional firewall
may not be able to handle.

As a result, the diversity of services, complex attacks, and high packet arrival rate
make traditional firewalls not suitable for Cloud environment. However it is difficult to
guarantee a quality of service (QoS) to customers. Thus, we propose a cloud firewall
framework for individual cloud cluster as shown in Fig. 2.

The cloud firewall is offered by the cloud service provider and placed between
Internet and the cloud data center, cloud customer rents the firewall for protecting his
tenant and applications which are hosted in the cluster, the Firewall resources are
dynamically allocated to set up an individual firewall for each cluster. All these parallel
firewalls will work together to monitor incoming packets.

Fig. 1. Proposed architecture
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• Host Based Intrusion Detection System (HIDS)

To protect all virtual machines against various attacks, an intrusion detection and
prevention system (IDS/IPS) is required, it has the ability to detect known attacks as
well as unknown attacks, so the main goal of this system is to identify and remove any
type of intrusion in real time. Therefore To resist attack attempts, an intelligent
intrusion detection system is proposed in Fig. 3. The IDSs are controlled by the cloud
provider, and we consider that this approach is conducted on signature based way.

The management system is called IDS/IPS server, it runs on each node as a virtual
machine, and IDS/IPS agent is needed on each VM, the agent scans the entire machine
to check if the VM is not infected, then sends events to the server using the key shared
between them.

Fig. 2. Decentralized cloud firewall

Fig. 3. IDS/IPS architecture
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Supervision and monitoring are performed permanently using techniques such as
file integrity checking, log monitoring, rootcheck, and process monitoring.

The process of detection and prevention is shown in Fig. 4, it consists of three
major components: Information Collection, Analysis& Detection, and Active response.
The information collection is responsible for gathering events, log files from each
agent, and sending them to the Analysis System (IDS/IPS server). The Analysis&
Detection system implements the different rules to indicate and detect intrusions or
security policy breaches, by analyzing the different packets received from IDS/IPS
Agents. The active response provides the capability to respond to an attack when it has
been detected using a response policy.

• Correlation System

The alert correlation refers to the interpretation, combination, and information
analysis from all available sources, the main objective of the correlation is reducing the
volume of alerts in order to offer a better understanding and recognition of attack
scenarios, it is very complex to be addressed in a single phase. However, it was
accepted as a Framework composed of several components, which accepts alerts as
input and produces attack scenario as output.

The following block diagram shows the architecture of alert correlation, it will be
achieved by gathering the various alerts generated by the detection system to facilitate
the alert’s management by the analyst, this module Fig. 5 performs five main functions.

The basis of alerts management, collects events generated by different IDS sensors,
and records them in a database to analyze them by other functions. All the alert files are
formatted, in order to normalize these events into a standardized format (e.g. Intrusion
Detection Message Exchange format – IDMEF). After that, the Redundancy

Fig. 4. Intrusion detection and prevention process
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elimination function removes events that are generated following the observation of a
single event, thus reduces the alerts number to be processed. The aggregation function
takes as input the alerts triggered by different sensors and generates packets (cluster)
alerts as output. In fact a packet is a set of events corresponding to the same attack
instance. Afterwards each packet is sent to fusion function which is used to create a
new alert, called a global alert, this alert combine symptoms based on the ‘similarity’
among events attributes.

Finally, events are analyzed by the “correlation” function using one of several
techniques. The goal of this function is to identify and recognize the plan that the
attacker is trying to achieve. In this approach an attack scenario is modeled by pre-
condition and post-condition attacks. A pre-condition is a logical condition that
specifies the requirements to be satisfied to achieve the attack. Apost-condition is
logical condition that specifies the impact of the attack when it is achieved.

4 Test and Result

To ensure the normal state of every virtual machine deployed in the node, we will be
working on a host-based intrusion detection and prevention system called OSSEC to
test the Intrusion Detection and Prevention IDS/IPS performance to protect the virtu-
alized environment in the infrastructure cloud.

The following figure shows the model on which we tested our HIDS detection
system. Indeed, all the machines are interconnected by a virtual network, using the
technology of virtualization (Fig. 6).

Fig. 5. Alert correlation architecture
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• Types of detected attacks

First test environment will be based on VMware workstation 11.0.0 as an hyper-
visor that allows sharing of resources to several virtual machines such as FTP server,
Web server, Ubuntu Desktop, Kali Linux and Ossec-server running on Ubuntu server
14.04. We deployed the Host-Based Intrusion Detection System within the Node in
order to detect various attacks generated by Kali Linux Machine, and test its ability to
oversee the stat of virtual machines by monitoring log files and checking files integrity.
Prevention is achieved by removing the detected intrusions.

Fig. 6. Test model - HIDS

Types of attacks Figures
File integrity checking:
Syscheck is the internal processor of
OSSEC. Attackers still leave traces of
system change. OSSEC is looking to
make changes to the MD5/SHA1
checksums. Figure 7. Illustrates the
triggered message alerts

Fig. 7. OSSEC alert message for integrity
checksum
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• Numbers of detected alerts

The OSSEC web interface is a better solution for diagnosis. It allowed us to have a
global view of the different agents of our node, the last modified files, to perform alerts
searches from a specific date or to have statistics that can be used to make decisions
about the security strategy.

Our test was done for 48 h whose purpose is to monitor traffic flowing through the
node, in order to detect suspicious packets. Each VM has a OSSEC agent, which is
responsible for transmitting the information to the server, it analyzes all received data
from its agents by using a shared key and if there is a match with the signature
database, an alert is generated.

The alert numbers displayed during the two days (Table 1) 1224 alerts grouped by
severity of each alert, going from 0 to 15. The alert level 0 are numerous (912 noti-
fications), followed by user error alerts (level 5: attack for access to Wordpress website
administrator account) with 101 alerts. However, the alert that has great importance is
that of denial of service with a single alert (level 12).

Website attack:
the web application attacks are harmful
in our case we have deployed a web
software named WordPress to create a
website, a brute force attack of the Kali
Linux machine to access a site, it tries
usernames and passwords using a word
list, until it comes into play. it is
successfully initiated by the wpscan
command from Kali OS as the sending
host to the Ubuntu server 12.04 target
virtual machine. Figure 8 illustrates
driving and performance degradation
and making system availability

Fig. 8. OSSEC Alert message for web site
brute force

Fig. 9. OSSE alert message for brute force attack

FTP and SSH Brute Force:
We used the brute force attack to obtain
the user’s credentials, such as username
and password. a remote machine using
SSH. Figure 9 shows an alert message
generated by OSSEC after the detection
of brute force.
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0: the alerts to be ignored. They include events with no security risk.
1: none. 
3: low priority notification system, notification or system status message.
4: errors related to misconfiguration. 
5: user error, lack of password.
6: weak attack, a worm or virus that have no effect on the system.
7: the correspondence of the "Bad word" includes "error" "Bad".
8: first seen event, first login of a user.
9: error: invalid source, includes login attempts as an unknown user or an invalid 
source.
10: generation of errors by multiple users, example of dictionary attack.
11: it indicates successful attacks.
12: alerts of high importance, it may indicate an attack against a specific application. 
13: unusual error. 
14: a security event of high importance, it indicates an attack.
15: severe attacks, an immediate reaction is necessary.

The signature database of OSSEC is composed of a set of XML files, each file
represents an attack signature, and each signature (rule) has its own ID. Indeed, the rule
ID represents the type of detected attack. Table 2 shows the number of alerts generated
by OSSEC grouped by the number of signatures (rules) and the percentage of each rule
in relation to total alerts.

Table 1. Number of alerts according to severity

Level of severity Number of alerts %

Level 4 1 0.1%
Level 12 1 0.1%
Level 9 2 0.2%
Level 8 3 0.2%
Level 7 13 1.1%
Level 10 16 1.3%
Level 2 43 3.5%
Level 1 55 4.5%
Level 3 77 6.3%
Level 5 101 8.3%
Level 0 912 74.5%
Total alerts 1224 100%
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• Prevention mechanism

The OSSEC solution not just as a HIDS, but also as a HIPS that can take steps to
reduce the impact of an attack and prevent the incident to spread in the host. This
feature provides the ability to block communications by disabling ports or network
interfaces for example. The prevention feature can be configured to launch rules, block
source addresses, or disable interfaces for a period determined by the administrator. In
our test, OSSEC has terminated any suspicious communication by blocking the source
address as shown in the following figure (Fig. 10):

We simulate different types of attacks in our cloud environment, using VMware
workstation as a hypervisor, our intrusion detection and prevention system may be
appropriate to detect these intrusions and remove malicious packets using the active
response feature. Since virtualization is a fundamental part of cloud computing, we
believe that the proposed solution can be exploited in a real-world cloud environment
to reduce security threats in such a system.

Fig. 10. Prevention mechanism

Table 2. Number of alerts according to the rule ID

Rule ID Number of alerts %

11310 12 1.0%
5521 17 1.4%
5522 17 1.4%
12100 23 1.9%
2900 24 2.0%
532 26 2.1%
1002 43 3.5%
11403 45 3.7%
5523 50 4.1%
11401 51 4.2%
5503 51 4.2%
535 55 4.5%
509 143 11.7%
530 598 48.9%
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5 Conclusion and Perspectives

The cloud is designed to meet the needs of customers using the minimum of resources.
All we need is a browser and an internet connection. As a result, the ongoing threat and
attacks are facing this evolving technology, they remain challenges in terms of man-
agement tools, control and security.

In this paper, we focused on cloud computing security issues, identified various
threats related to such an environment, and then proposed a decentralized cloud-
firewall to monitor incoming packets and a prevention and detection system. intrusion.
new threat as well as to attack and improve our security system.

In the future, we will deploy event correlation for HIDS components and imple-
ment all the proposed architecture within a cloud infrastructure to validate it. The test
results will be given in the extended version of this document.
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Abstract. Nowadays Cloud Computing is one of the most useful IT technology
in the world, many companies and individuals, adopt this technology due to its
benefits, such as high performance infrastructure, scalability, cost efficiency etc.

However Security remains one of the biggest problems that make this tech‐
nology less trustful. With the big success of the Cloud, many Hackers started
focusing on it, and many attacks that use to be exclusively targeting the web, are
now used against Cloud system especially the SaaS.

That’s why authentication to the SaaS and data storage systems is now a
serious issue, in order to protect our system and client information. This paper
describes a scheme that strength the authentication system of data storage, using
multi-factor authentication such as OTP, smart card and try to bring an alternative
system that manage authentication Error issues.

Keywords: Security · Cloud computing · Software as a service · OTP · Smart card
Captcha · Data storage

1 Introduction

Clouds computing nowadays represent one of the most and fastest growing technologies
in IT industry, offering several services such as SaaS, PaaS and IaaS.

This technology brings many advantages to their client, since that a client will pay
for what he use, which means saving money by using some excellent infrastructure
(servers, data center, computer…), also the user will no longer worry about IT problems,
since that all is managed by the owner, who offer a service available 24/24.

On the other hand, this technology has several fails, especially when it comes to
security issues, hackers are more and more interested in Cloud, and attacks are increas‐
ingly aggressive, SaaS remain one of the biggest targets, that’s why Cloud Service
Providers are invited to improve their security strategies in order to protect their systems
by working on many aspects such as authentication… etc.
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2 Cloud Computing and Security Issues

Cloud had made many tasks easier for enterprises especially SME, who benefits from
high quality infrastructure without the need of investing a huge amount of money. But
this technology still under critics, principally for its security problems, such as Data loss,
Data branches, accounts hijacking [1, 2] Third party trust etc. (Fig. 1).

Fig. 1. Security issues in the cloud environment.

– Data Breaches: happen when we have two or more virtual machines of different
customers in same server, Side Chanel Attacks is a threat where an attacker could
attempt to compromise the cloud by placing a malicious virtual machine in the
immediate vicinity of a target cloud server and then launching a lateral channel
attack [3].

– Data Loss: there are many ways that can cause data loss, such as physical problems
of the infrastructure, fail in cryptography and key management, malicious injection,
absence of backup etc. [1].

– Insider attacks: These attacks are orchestrated or executed by people that are trusted
with varying levels of access to a company’s systems and facilities, and who have
intimate knowledge of the company’s infrastructure which an external attacker would
take a significant period of time to develop [4]. Such attacks are extremely dangerous,
and they are hard to detect.

– Account Hijacking: Generally attacks based on using login information of a person,
gained by the attackers with some tools or methods such as phishing, exploitation of
software vulnerabilities etc. [1, 2].

– Third Party Trust: Such issues are generally related, to the relation between the client
the cloud provider and a third party, it can be dangerous, since that the third party
can have access to the client information which is a violation of our client privacy.

68 S. Sail and H. Bouden



– Malicious Injection: Attacks that aims to inject malicious service implementation or
virtual machine into the cloud service [5]. Once this malicious is in the system, it is
executed as part of the system and can damage the system easily.

– Denial of service: In cloud computing, hacker attack on the server by sending thou‐
sands of requests to the server. That server is unable to respond to the regular clients
in this way server will not work properly [6].

– Insecure APIs: APIs are used by cloud service providers and software developers to
allow customers to interact, manage, and extract information from cloud services [7].
An unsecure API can be very dangerous, especially if the API use an unsecure channel
for transporting information, containing fails at the authentication and authorization
level, or event allowing some scripting attacks such as Sql Injection and XSS [8, 9].

3 Related Work

One of proposed solution to authenticate was proposed by Banyal [10], a Multi-factor
authentication for different level of data. This work had classified data, based on their
importance (low, medium, high) and in order to access to each level there are some
different challenge’s, and we should past by the start, which means that for having access
to medium information, the client must first access to the low level then the medium
one, with no direct access.

Classification of data might be used to find the encryption solution for each one, for
example data with high sensibility we can encrypt them with a very complex cryptog‐
raphy, and less for medium and low sensible information to save cost, and not to exhaust
our server. But using classification in order to find the right authentication solution can
be harmful, because if a hacker will have access to the first level he will be able to lunch
attacks such as side channel attacks which it might allow him to access to other levels
and maybe attacks other users.

Also this scheme had proposed a solution at the high level, the system ask the user
to enter his EMEI code, and this is not secure at all, since that the EMEI is not a real
secret code, simply we can get this code event if we don’t have the mobile, for example
Google do memories anything of its client event somewhat might appears as useless
information, EMEI are one of those information that Google keep in their client database,
so if someone get access to the Google+ client space, he can easily find this code in the
dashboard. Finally EMEI are not static to each mobile there are tools which allow the
modification of this code.

Other works proposed some solution such as the facial recognition [11] which was
add recently to Appel IPhone to authenticate, problem that this system contain a big fail,
recently a group of researchers did broke the Appel phone authentication using the 3D
printing of the client face [12].

4 Proposed Solution

Scheme that we are proposing is a multi-Factor authentication, based on the use of a
double OTP (one time password) and smart card.
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This system combine the use of a smart card and a mobile phone, by sending two
OTPs, generated differently to limit risks in case one of the tools will be hacked, which
is probable, also the system will prevent attacks if the mobile or smart card will be lost.
The scheme also provides a Captcha to limit DoS attacks.

4.1 Key Entities

We consider that the communication between the client and server is protected by
SSL-128 or SSL-256 for maximal protection, in order to prevent some network attacks
such as Man in The Middle.

Also the smart card is well configured, and we considered that the client is trusted
also.

Authentication is based on a multi-factor; in order to authenticate a user must have
his mobile phone and a secure smart card (Table 1).

Table 1. Key entities.

Notation Example
Us Username
Pwd Password
UPo User mobile phone
MP Private email
OTP1 One time password sent to the smart card
OTP2 One time password sent to the mobile phone

Phase 1 - Registration
Each member must do a registration, and bring some important and required informa‐
tion’s for authentication, such as phone number and private email, and maybe a second
phone line in case the second will be lost.

Phase 2 - Authentication 

Step1- the user enter his username and password, and then he past the Captcha test in
order to prevent BoT attacks.
Step2- the server will check the authentication of information sent, if information are
correct past to step3 if not the system will send a message and/or an email to the user,
to report him that someone had tried to connect to the system, the user must confirm
if his is the responsible of what happened or not, if he did a recovery system will be
launched in order to help him remembering his password or having a new one… if the
user confirm that he has nothing to do with what happened the system will consider it
as an attack, and he will memories the ip from where the request came, put it in a
blacklist and blocked (Fig. 2).
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Fig. 2. Authentication step1.

Step3- if information are correct the system will send an OTP1 (one time password)
to the user smart card.
Step4- The user must enter the OTP1 sent by the system in order to past to the next
level. In case the system will generate many OTPs without receiving any answer, a
message will be sent to the user. If the user will confirm that he did lose his smart card,
the system will automatically block it, and will ask him to use a new one (Fig. 3).
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Fig. 3. Authentication step 2.

Step5- If the user will send the correct OTP1, system will send an OTP2 to his mobile
phone, and he must send it back to the system. Again if system will generate many
OTPs without receiving any feedback, system will ask the user to confirm that he didn’t
lose his phone. If he did system will no longer generate OTPs to that mobile phone
and he will ask the user to bring a new one or skip to the second phone line.
Step6- If the user will bring the correct OTP2 the system will send him the permission
to access the Cloud (Fig. 4).

Phase 3 - Reset
Case 1 Smart card:
In case the Smart Card will be lost, we ask the user to move to the agency or a trusted
third part who will manage the deliverance of configured smart card for our client.
Case 2 user Phone:
In this case, if the user had a second line we will keep contact through it, if not we will
ask him by his personal email to bring us a new phone number and configure the phone
in order to be able to receive messages of OTPs.
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4.2 Captcha

Captcha which means (Completely Automated Public Turing Test to Tell Computers
and Humans Apart) is a security mechanism that is used to distinguish human users from
malicious computer programs trying to gain illegitimate access to resources [13].

Many type of Captcha exist, linguistic Captcha, text-based Captcha, image Captcha,
audio Captcha and also video Captcha. Many solution can be used, some works focused
on video Captcha such as kurt [14] who proposed a video Captcha based on tags, so that
the user can watch the video and select what he did saw on the video. Rao [15] has
proposed Captcha based on commercial video, where the user must select what type of
commercial product it concern.

4.3 One Time Password

One time password is a code generated for each session. In our scheme we need two
OTPs generated differently (two functions of OTP’s generation) which will limit damage
in case one of those functions will be hacked.

Fig. 4. Authentication step 3.
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Generating the First OTP (OTP1)
First step we will take 8 numbers generated randomly where:

R(x) = n

And a random number α[1, 123];
Then we will hash this numbers

SHA-1(n) = k;

The result of the hash is composed of 40 characters in hexadecimal format; we split
the result to 8 blocks.

We take randomly one of the 8 blocks, then we will hash the block again with
SHA512,

SHA512
(
B

K
)

The result is a 128 characters in hexadecimal, using the α we define wish block of 6
characters will be the OTP.

Example:
Random(x) = 12156849, α = 24;
SHA-1(Random(x)) = ba8f9c5568c57965a519460dfd5d9ae7f0531aeb
We take randomly the second block BK = c5568
SHA512(BK) = 35bcb935cb1f40cb07ec181c54daf84e4cd4c09f1b8022632d50f52

7c8be0e3ebd01122482ec018d1fd1bb2f4ba225d3030a5b757e5b276ebaf2df06e4dc8
b84

α = 24;

OTP1 = 𝐜𝟓𝟒𝐝𝐚𝐟

Generating the Second OTP (OTP2)
First step we randomly take:

𝛾[1, 35], 𝛽[1, 123] and 8 numbers R(x) = 8n.

Then we hash the number token randomly

SHA-1(R(x)) = m;

We replace m by OTP1 at position γ

Replace(m, OTP1)γ = K;

And we hash the result K with SHA512.

SHA512(K)

And through the value of β we take the block Bβ of 6 characters which will be the
OTP2.
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Example:
R(x) = 25986539, γ = 5, β = 42.
We hash the R(x) ⇔ SHA-1(R(x))
SHA-1(R(x)) = d5f1b12050787e0ebfa31ea4704c02df4fbcd313.
Then we replace the block at the position γ = 5 by the OTP1.
Replace (d5f1b12050787e0ebfa31ea4704 c02df4fbcd313, c54daf)5 =

d5f1c54daf787e0e bfa31ea4704 c02df4fbcd313.
Finally we hash the result using SHA512.
SHA512(d5f1c54daf787e0ebfa31ea4704c02df4fbcd313) =

cdd7809b65fd110fe64420ab7b60de57ccf6d78090c76c8fa811758248101f971e9f88ae
80c3ecd0636b795dc115e6137a2358d6a51ec9ad9912d69e7697a29b.

Using the value β = 42 we find the position of the block.

OTP2 = 𝟎𝐜𝟕𝟔𝐜𝟖.

5 Data Storage

Once the user authenticate, he will be able to choice the way his data will be stored based
on their importance. If the user has very important information he can encrypt them
using a very complicated algorithm, and less complicated encryption for less important
information, in order to save time in accessing information and to prevent exhausting
our servers (Fig. 5).

Fig. 5. Overview of data storage system.
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6 Results and Discussion

The use of a double OTP, generated differently and sent to different device will limit the
probability of being hacked event if one of those devices will be lost, or one of those
OTP’s generator will be discovered, they will be useless since that we have two
completely different OTPs.

Also the use of a captcha, will limit BoT attacks, which will prevent our system from
being exhausted by receiving useless request.

SSL will secure the transit of our information in a secure way, also will help to
authenticate users while they send their login and password, and also when they make
registration and reset their accounts.

The main idea of using a multi-factor authentication in data storage and the classi‐
fication of data in storage will maximize the security of our system, and minimize
directly threatens, and will prevent servers and computers from being exhausted, and
will allow to client to participate in the way of storing there information, and adept for
very complicated algorithm for their top secrets data etc.

This solution is in favor of Cloud computing providers since using such scheme will
unifying the access for information and will protect all information in same way, and
prevent from many threatens such as Side channel attacks, man in the middle, DoS
attacks etc. Also classification using complicated encryption for just some data will not
be a problem for servers and machines.

Also this scheme is in favor of Client too, since they participate in the way of their
information will be stored which will establish a relation of trust Client/Provider; they
will also gain time in accessing their information.

7 Conclusion

This work is a solution that might be helpful in establishing a framework of accessing
to data storage application.

Since that many would agree on the fact that multi-factor authentication is a solution
to prevent all malicious attacks and prevent system from being hacked.

Also the classification of data and according the user participating in it will help to
protect our infrastructure and establish a relation of trust with the user in order to make
him feel that he really has the control on his own information.
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Abstract. Security of information has become a popular subject during the last
decades, it is the balanced protection of the Confidentiality, Integrity and
Availability of data, also known as the CIA Triad. In this work, we introduce a
new hybrid system based on two different encryption techniques: two square
cipher and Caesar cipher with multiples keys. This homogeneity between the
two systems allows us to provide the good properties of the two square cipher
method and the simplicity of the Caesar cipher method. The security analysis
shows that the system is secure enough to resist brute-force attack, and statistical
attack. Therefore, this robustness is proven and justified.

Keywords: Text encryption � Two square cipher � Caesar cipher
Brute-force attack � Statistical attack

1 Introduction

In parallel with the rapid development of multimedia and network technologies, digital
information has been applied to many fields in real world applications. However, as
people transmit and obtain information more easily, the problem of information
security has become crucial during the communication process. Cryptography [1–13] is
one of the basic methodologies for information security by coding messages to make
them unreadable.

So encryption is the process of encoding a message or information (Fig. 1) in such
a way that only authorized parties can access it and those who are not authorized
cannot. Encryption does not itself prevent interference, but denies the intelligible
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content to a would-be interceptor. In an encryption scheme, the intended information or
message, referred to as plaintext, is encrypted using an encryption algorithm – a cipher
– generating cipher text that can be read only if decrypted. For technical reasons, an
encryption scheme [16–33] usually uses a pseudo-random encryption key generated by
an algorithm. It is in principle possible to decrypt the message without possessing the
key, but, for a well-designed encryption scheme, considerable computational resources
and skills are required. An authorized recipient can easily decrypt the message with the
key provided by the originator to recipients but not to unauthorized users.

The rest of this work is organized as follows: the second part presents the proposed
method. Experimentation is covered in the third part. A conclusion of this work is
presented in the fourth part.

2 Proposed Method

The proposed method takes advantage from the good properties of the two square
cipher method and the simplicity of the Caesar cipher [14, 15] method.

Our system is initialized by a text document that we will encrypt, first we use the
method of two square cipher to encrypt the text with two different keys, and each key is
used to build a square. These squares represent 5 * 5 matrices are used to encrypt the
text for each digraphs (Sequence of two consecutive letters, e.g. ee, th, ng…).

Then we take the result and we also crypt it using the method of Caesar cipher with
multiples keys for each letter, the keys chosen are the indices of the letters.

2.1 Text Encryption

2.1.1 Flowchart of the Encryption Phase for Proposed Method
The flowchart below (Fig. 2) illustrate the various steps used to encrypt the original
text.

Sender and 
Receiver

Sender and 
Receiver

Encoding and 
decoding of 

message

Fig. 1. Operation of encryption and decryption
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Initializing the system 
with a text document to 
encrypt

Remove all spaces 
from the text

Take two keys different 
to generate the 5x5 matri-
ces of letter

Write the key in the top 
rows of each matrix and 
fill the remaining spaces 
with the rest of the letters 
of the alphabet in order 
(omitting "Q")

Split the payload mes-
sage into digraphs (Se-
quence of two consecu-
tive letters, eg ee, ng ...)

Add the letter X at 
the end of the text to 
make the length even

Remove all duplicate 
letters from the keys

Use the two squares cipher method to encrypt each digraph, the first 
character of both digraphs uses the left matrix, while the second char-
acter uses the right

Split the encryption text into se-
quence of letters with their indices

Use the Caesar cipher to encrypt each letter of the se-
quence, the indice of each letter is the encryption key 

Is the 
length of 

text even?

R
E

HPI
C

E
R

A
U

QS
O

W
T

C
A

E
SA

R
 C

IP
H

E
R

No

Fig. 2. Flowchart of the steps used to encrypt the original text

80 M. Es-Sabry et al.



2.1.2 Explanation of the Algorithm
The two-square cipher comes in two varieties: horizontal and vertical. The vertical
two-square uses two 5 � 5 matrices, one above the other. The horizontal two-square
has the two 5 � 5 matrices side by side. Each of the 5 � 5 matrices contains the letters
of the alphabet (usually omitting “Q” or putting both “I” and “J” in the same location to
reduce the alphabet to fit). The alphabets in both squares are generally mixed alphabets,
each based on some keyword or phrase.

To generate the 5 � 5 matrices, one would first fill in the spaces in the matrix with
the letters of a keyword or phrase (dropping any duplicate letters), then fill the
remaining spaces with the rest of the letters of the alphabet.

In order (again omitting “Q” to reduce the alphabet to fit). The key can be written in
the top rows of the table, from left to right, or in some other pattern, such as a spiral
beginning in the upper-left-hand corner and ending in the center. The keyword together
with the conventions for filling in the 5 � 5 table constitute the cipher key. The
two-square algorithm allows for two separate keys, one for each matrix (Fig. 3).

The letters of the clear message are encrypted by digraph. For example, let us
encrypt the digraph  CM. We find the C in the left square, the M in the right square,
then we search in these squares the letters that complete the rectangle: in our example,
the I in the left square and the F in the right square. CM is encrypted FI, because by
convention the first of the two encrypted letters is on the same line as the first clear
letter (Fig. 4).

E S A B R

Y C D F G

H I J K L

M N O P T

U V W X Z

E L A K D

B C F G H

I J M N O

P R S T U

V W X Y Z

Fig. 3. Example of horizontal two-square matrices for the keywords “essabry” and “elakkad”
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If the two clear letters are in the same line, their inversion forms the encrypted
digraph. For example, CH becomes HC (Fig. 5).

Like most pre-modern era ciphers, the two-square cipher can be easily cracked if
there is enough text. Obtaining the key is relatively straightforward if both plaintext
and cipher text are known. When only the cipher text is known, brute force crypt-
analysis of the cipher involves searching through the key space for matches between
the frequency of occurrence of digraphs (pairs of letters) and the known frequency of
occurrence of digraphs in the assumed language of the original message.

To work around this problem, we used the method of Caesar cipher with multiple
keys for each letter encrypted by the two squares cipher.

Caesar cipher [17, 18] is one of the simplest and most widely known encryption
techniques. It is a type of substitution cipher in which each letter in the plaintext is
replaced by a letter some fixed number of positions down the alphabet.

The encryption can be represented using modular arithmetic by first transforming
the letters into numbers, according to the scheme, A ! 0, B ! 1, …, Z ! 25.
Encryption of a letter X by a shift N can be described mathematically as,

EN Xð Þ ¼ XþNð Þ mod 26 ð1Þ

E L A K D

B C F G H

I J M N O

P R S T U

V W X Y Z

E S A B R

Y C D F G

H I J K L

M N O P T

U V W X Z

Fig. 5. Example of the two clear letters are in the same line

E L A K D

B C F G H

I J M N O

P R S T U

V W X Y Z

E S A B R

Y C D F G

H I J K L

M N O P T

U V W X Z

Fig. 4. Example of encrypting the digraph CM
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Decryption is performed similarly,

DN Xð Þ ¼ X � Nð Þ mod 26 ð2Þ

For example (Fig. 6), with a left shift of 3, A would replace D, E would become B,
and so on. The method is named after Julius Caesar, who used it in his private
correspondence.

The difference between the classic method of Caesar cipher and the method we will
use is that instead of using the same key for all the text, we will use a key for each
letter, this key is defined by the formula

K Xð Þ ¼ ind Xð Þ mod 26 ð3Þ

With:
X: Letter to encrypt
ind Xð Þ: Index of the letter X
K Xð Þ: The corresponding key to the letter

2.2 Text Decryption

2.2.1 Flowchart of the Decryption Phase for Proposed Method
The flowchart below (Fig. 7) illustrate the various steps used to decrypt the encrypted
text.

Fig. 6. Caesar cipher encryption
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Split the text into sequence of let-
ters with their indices

Use the Caesar cipher to decrypt each letter of the se-
quence, the indice of each letter is the decryption key 
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spaces with the rest of the letters of 
the alphabet in order (omitting "Q")

Remove all duplicate letters from 
the keys

Use the two squares cipher method to decrypt each di-
graph, the first character of both digraphs uses the right 
matrix, while the second character uses the left
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Fig. 7. Flowchart of the steps used to decrypt the encrypted text
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3 Experimentation

In this phase, we took different paragraph with multiple length of text without punc-
tuation. The first paragraph is composed of 131 letters; the 2 keywords used for the two
square method are "nabil" and "mohammed".

The second paragraph is composed of 130 letters; the 2 keywords used for the two
square method are elakkad" " and "essabry" (Table 1).

The same keywords are used to decrypt the text with changing the order of squares,
square 1 becomes square 2 and square 2 becomes square 1 (Table 2).

Table 1. Encryption of the original text

Text Encryption 

Text Key-
words 2 Squares Encrypted

text 

Cryptography 
prior to the 
modern age was 
effectively syn-
onymous with 
encryption the 
conversion of 
information 
from a readable 
state to appar-
ent nonsense 

"n
ab

il"
 

an
d 

"m
oh

am
m

ed
" 

Square 1 Square 2 

N A B I L M O H A E

C D E F G D B C F G

H J K M O I J K L N

P R S T U P R S T U

V W X Y Z V W X Y Z

CRYXWOICVB
WHEDDYKJEOI
JGGFAVLHHGD
OZOORUSDBO
WCQNUIKMUI

OWUBFZUVQM
EIGDDYRHGH

WJJTASQMQSQ
MLUKSAMNFD
YRUKUGERYL
DPFHPYYHZOC
WXCDDHXCNG

IKRZGPDZ 

The detailed 
operation of a 
cipher is con-
trolled both by 
the algorithm 
and in each 
instance by a 
key The key is a 
secret ideally 
known only to 
the communi-
cants 

"e
la

kk
ad

" 
an

d 
"e

ss
ab

ry
" 

Square 1 Square 2 

E L A K D E S A B R

B C F G H Y C D F G

I J M N O H I J K L

P R S T U M N O P T

V W X Y Z U V W X Z

TKGIKYTRNV
MMHBIQGEGIG
CEBLTOPSNXK
UWADWARZQT
CMCWTPKLZJC
NSNXOSQVMP
YSPRDVEMMZ
FDLZXILIBXOJ
SOHSFUFRULSI
GBWXHZZOM

MDTTHPHDWG
ABQDZANICBB

HRT 
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According to the results shown in the Tables 1 and 2, we can conclude that our
approach gives good results; the encrypted text is very different from the original text.
We note that for the deciphering of the first paragraph, we got one more letter; it is the
letter X, because the length of the original text is odd, this letter does not interfere with
the overall meaning of the text.

The weakness of the original method is seen at the level of the repeated digraphs of
the original text, and as a result, the number of iterations for a brute-force attack will
greatly diminish. That is why we have added another simple method based on the
indices of each letter so that each digraphs of the original text will not be encrypted
with the same letters.

Table 2. Decryption of the encrypted text

Text Encryption 

Text Key-
words 2 Squares Encrypted text 

CRYXWOICV
BWHEDDYKJ
EOIJGGFAVL
HHGDOZOOR
USDBOWCQN
UIKMUIOWUB
FZUVQMEIGD
DYRHGHWJJ
TASQMQSQM
LUKSAMNFD
YRUKUGERY
LDPFHPYYHZ
OCWXCDDHX
CNGIKRZGPD

Z

"n
ab

il"
 

an
d 

"m
oh

am
m

ed
" 

Square 1 Square 2 

M O H A E N A B I L

D B C F G C D E F G

I J K L N H J K M O

P R S T U P R S T U

V W X Y Z V W X Y Z

CRYPTOGRAPHYP
RIORTOTHEMODE
RNAGEWASEFFEC
TIVELYSYNONYM

OUSWITHENCRYPT
IONTHECONVERSI
ONOFINFORMATIO
NFROMAREADABL
ESTATETOAPPARE

NTNONSENSEX 

TKGIKYTRNV
MMHBIQGEGI
GCEBLTOPSN
XKUWADWAR
ZQTCMCWTP
KLZJCNSNXO
SQVMPYSPRD
VEMMZFDLZ
XILIBXOJSOH
SFUFRULSIGB
WXHZZOMM
DTTHPHDWG
ABQDZANICB

BHRT 

"e
la

kk
ad

" 
an

d 
"e

ss
ab

ry
" 

Square 1 Square 2 

E S A B R E L A K D

Y C D F G B C F G H

H I J K L I J M N O

M N O P T P R S T U

U V W X Z V W X Y Z
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4 Conclusion

In this work, we have treated an approach to encrypt text using the strength of the two
squares cipher and the simplicity of Caesar cipher with multiple keys. This new hybrid
system allowed us to work around the problem of the brute force cryptanalysis of the
two squares cipher (searching through the key space for matches between the frequency
of occurrence of digraphs and the known frequency of occurrence of digraphs in the
assumed language of the original message). Therefore, our approach is strong enough
to resist any cryptanalysis attack.
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Abstract. With the proliferation of the internet and the social media, increasing
huge contents are generated each day across the world. Such huge data mines
attract the attention of many entities. Indeed, by analyzing sentiments expressed
in such content, government, businesses and particulars can extract valuable
knowledge in order to enhance their strategies. Many approaches have been
proposed to classify the posted content. Most of them are based on a single
classifier. However, it has been proved that combining multiple classifiers and
ensemble learning may give better performance. It is noticed from the literature,
that sentiment classification in Arabic language based on the ensemble learning
has not been well explored. Therefore, we aim through this study to improve the
Arabic sentiment classification by combining different classification algorithms.
So, we investigated the benefit of multiple classifier systems on Moroccan
sentiment classification. First, three classification algorithms, called Naive
Bayes, Maximum Entropy and support vector machines, are adopted as base-
classifiers. Second, stacking generalization is introduced based on those algo-
rithms with different settings and compared with the majority voting. The
experimental results show that combining classifiers can effectively improve the
accuracy of Moroccan datasets sentiment classification. Results show that this
combination based on the majority voting is consistently effective, works better
and needs less time to build the model than any other combination approach.

Keywords: Sentiment analysis � Ensemble learning � Machine learning
Arabic

1 Introduction

Since the emergence of Web 2.0 concept and social networking sites, the Internet has
become the most sophisticated way to communicate. So, users express themselves
through social networks, blogs and forums. The size of the generated information is
tremendously expanding. Such information constitutes a mine of various opinions and
comments on different issues in different fields. Therefore, those data mines have
become the subject of several research areas and mainly “Sentiments Analysis” or
“Opinion Mining”.
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Since many years, opinion mining has attracted the attention of many researchers to
extract valuable knowledge from such huge data mines. Indeed, opinion mining called
sentiment classification enables to classify the expressed online opinions. It determines
the semantic orientation of a text as either positive, negative or neutral. Such sentiment
analysis can be carried at many granularity levels: expression or phrase level, sentence
level, and document level [1]. Choosing the level of granularity depends on the
objectives of applications. In this work, we decided to tackle sentiment classification at
the sentence level.

There are various techniques of sentiment analysis. They can be categorized into:
corpus-based machine learning, lexicon-based and hybrid approaches [2].

The corpus-based approach classifies text according to the sentiment orientation.
First, it uses a large dataset of manually annotated examples to train the classifier. Then,
it uses cross validation to evaluate the performance of the classifier. However, the
lexicon-based approach works differently. It uses a lexicon composed of terms along
with their sentiment values. More precisely, this approach searches through the lexicon
for the sentiment values of the terms composing the text and combines them. The
hybrid approach (called the weakly-supervised approach [3]) is a combination of the
two precedent approaches. According to literature, the machine learning approaches are
more suitable for the case of twitter than the lexical-based approach [2, 4, 5]. However,
their performance depends on the features extracted for the language and domain of
application.

In the last years, many works tackled ensemble learning in order to fuse the
advantages of classification techniques for more performance and accurate results.

However, additional work is still needed for sentiment classification especially for
morphologically complex languages. Limited studies are done on sentiment analysis
for the Arabic language.

Thus, in our study, we investigate sentiment analysis for the Arabic language with a
focus on reviews written in Moroccan. We choose the Arabic language for several
reasons: on one hand, the Arabic language is well spread among various countries and
used by millions of people across the world [6]. It is an important language for its
historical, cultural and social aspects. Furthermore, Arabic raises important issues and
challenges due to its complex structure and morphology [7]. On the other hand, we
notice in the literature that currently limited Arabic resources are offered for sentiment
and opinion analysis (Only a few freely available Arabic corpora). Research for
building Arabic corpora is limited when compared with the English language. Arabic
resources become scarcer when we consider the sentiment classification of Arabic
dialects text such as that found in social media.

It is worth mentioning that there are other challenges facing the analysis of
Moroccan tweets. This is because users tend to use multiple languages and dialects in
Twitter or Facebook. So, a sentence in a Moroccan tweets may contain words from
Standard Arabic, Moroccan Arabic “Darija”, Moroccan Amazigh dialect “Tamazight”,
French, Spanish, and English. This is because Moroccans like to mix words from
multiple languages in their casual communications. Therefore, analyzing Moroccan
tweets is so complex.

In addition to the specificity of Moroccan tweets, there are other classical chal-
lenges faced in any sentiment analysis. Indeed, the majority of the text produced by the
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social websites is considered to have an unstructured or noisy nature. This is due to the
lack of standardization, spelling mistakes, missing punctuation, nonstandard words,
repetitions and more. So the text preprocessing is important.

To fill this research gap, we propose an ensemble of machine learning framework to
handle the Arabic sentiment classification. Thus, Base classifier, voting, and stacking
methods were investigated in this study. The novelty of this work is the integration of
three classifiers and the comparative assessment of all models for Moroccan sentiment
classification. The main contribution is threefold:

• We build a new Arabic corpus for sentiment analysis that combine standard Arabic
and Moroccan dialect;

• We develop a multiple classifier based model for Arabic sentiment classification
based on three classifiers Naive Bayes, Support Vector Machines and Maximum
Entropy;

• We compare two ensemble methods, namely the fixed combination and meta-
classifier combination (Stacking);

• We proved that multiple classifier systems increase the performance of individual
classifiers on Moroccan sentiment classification.

The remainder of this article is structured as follows: Sect. 2 discussed the related
work. Section 3 explains the used methodology. Section 4 presents the experiment
results and Sect. 5 presents the conclusion.

2 Related Works

We notice that the most of the researches achieved in the SA is related to English.
Therefore, many high quality frameworks and tools are now available for English text.
However, for other languages such as Arabic, the community still needs research
efforts to propose additional complete tools.

There exist resources and SA systems for the Arabic language. However, the
available Arabic datasets and lexicons for SA are still limited in size, availability and
dialects coverage. For instance, the highest proportion of available resources and
researches are devoted to MSA [8]. Regarding Arabic dialects, the Arabic dialects, the
Middle Eastern and Egyptian dialects received a great attention of research effort and
funding. Whereas, low amount of research tackles’ dialects such as those of Arabian
Peninsula, Arab Maghreb and the West Asian Arab countries [9]. This is in spite of the
large coverage of the Arab Maghreb dialects and social media in such countries. So,
additional work is required to fulfill the need for SA regarding those dialects.

Table 1 summarizes the freely available SA corpora for Arabic and dialects that we
were able to find.

The machine learning methods have been evaluated or enhanced in many sentiment
classification studies. But, most of the studies were carried out for a specific domain
with narrow datasets. Therefore, it is hard to determine which classification model
performs better than other for a sentiment classification task. Indeed, there is a lack of
consensus regarding the methodology, algorithm and type of combination to adopt for
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a given sentiment classification case. As a result, many researchers construct multiple
classifiers and then create an integrated classifier based on the overall performance.

Studies are still limited and more in-depth empirical comparative work is needed
for sentiment classification based on ensemble methods. This section presents some of
the interesting works.

Paper [17] compares the performance of three popular ensemble methods (Bagging,
Boosting, and Random Subspace) based on five base learners (Naive Bayes, Maximum
Entropy, Decision Tree, KNearest Neighbor, and Support Vector Machine) for senti-
ment classification. Random Subspace has the best results.

Paper [18] introduces an approach that automatically classifies the sentiment of
tweets by using classifier ensembles and lexicons. Their experiments show that clas-
sifier ensembles formed by Multinomial Naive Bayes, SVM, Random Forest, and
Logistic Regression can improve classification accuracy.

The study of [19] investigated multiple classifier systems concept on Turkish
sentiment classification problem and proposes a novel classification technique. Vote
algorithm has been used in conjunction with three classifiers, namely Naive Bayes,
Support Vector Machine (SVM), and Bagging. Their experiments showed that multiple
classifier systems increase the performance of individual classifiers on Turkish senti-
ment classification datasets and meta classifiers contribute to the power of these
multiple classifier systems.

The paper [20] presents the ensemble learning framework, stacking generalization
is introduced based on different algorithms with different settings, and compared with
the majority voting. Results prove that stacking has been consistently effective over all
domains, working better than majority voting.

The authors of paper [21] pursue the paradigm of ensemble learning to reduce the
noise sensitivity related to language ambiguity and therefore to provide a more accurate
prediction of polarity. The proposed ensemble method is based on Bayesian Model
Averaging, where both uncertainty and reliability of each single model are considered.
They addressed the classifier selection problem by proposing a greedy approach that
evaluates the contribution of each model with respect to the ensemble. Experimental
results on gold standard datasets show that their proposed approach outperforms both
traditional classification and ensemble methods.

Table 1. Freely available Arabic SA corpora

Data set name Size Source Language Cite

OCA 500 Movie reviews Dialectal [10]
Twitter data set 2000 Twitter MSA/Jordanian [11]
ASTD 10000 Twitter MSA/dialects [12]
LABR 63000 www.goodreads.com MSA/dialects [13]
Sentiment analysis
resources for Arabic language

33000 TripAdvisor.com
elcinema.com
souq.com, qaym.com

MSA/dialects [14]

Syria tweets 2000 Twitter Syrian [15]
Multi-domain Arabic sentiment corpus 8861 Jeeran/qaym/

Twitter/Facebook
Dialects [16]
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It is noticed from this reviewed literature that combining classifiers may improve
the classification performance. Unfortunately, they are few works on ensemble clas-
sifiers for Arabic sentiment analysis. The published article that we found is as follow:

The study [22] proposes an ensemble of machine learning classifiers framework for
handling the problem of subjectivity and sentiment analysis for Arabic customer
reviews. Three text classification algorithms, called Naive Bayes, Rocchio classifier
and support vector machines, are adopted as base-classifiers. They made a comparative
study of two kinds of ensemble methods, namely the fixed combination and
meta-classifier combination. The results showed that the ensemble of the classifiers
improves the classification effectiveness in terms of macro-F1 for both levels.

Paper [23] presents a combined approach that automatically extracts opinions from
Arabic documents. They used a combined approach that consists of three methods. At
the beginning, lexicon based method is used to classify as much documents as possible.
The resultant classified documents used as training set for maximum entropy method
which subsequently classifies some other documents. Finally, k-nearest method used
the classified documents from lexicon based method and maximum entropy as training
set and classifies the rest of the documents. their experiments showed that in average,
the accuracy moved (almost) from 50% when using only lexicon based method to 60%
when used lexicon based method and maximum entropy together, to 80% when using
the three combined methods.

Paper [24] conducts a comparative study between some base classifiers and some
ensemble-based classifier with different combination methods. The results showed that
MaxEnt, SVM and ANN combined with majority voting rules have achieved the best
results with a macro-averaged F1-mesaure of 85.06%.

Paper [25] compares the performance of different classifiers for polarity determi-
nation in highly imbalanced short text datasets using features learned by word
embedding rather than hand-crafted features. Several base classifiers and ensembles
have been investigated with and without SMOTE (Synthetic Minority Over-sampling
Technique). Using a dataset of tweets in dialectical Arabic, obtained results showed
that applying word embedding with ensemble and SMOTE can achieve more than 15%
improvement on average in F 1 score over the baseline.

3 Methodology

In this section, we present our methodology used for the task of classifying the tweets
orientations. It precise our text models, the used datasets and the applied classifiers. We
detail also our pre-processing schemes and the normalization techniques used to deal
with the informal Arabic language nature. At the end, we present the measurement
techniques used to evaluate the performance of sentiment classification.

We can summarize our methodology as follows: First, generating different Arabic
datasets that can be used to support supervised sentiment analysis systems in Arabic
context. Second, applying different pre-processing stage (including tweets annotation,
noise elimination, conversion of the emotion icons into text and more) to the generated
datasets which in turn leads the polarity classification performance to increase. Third,
classifying the Arabic text using three classifiers; SVM, NB, and ME. Finally
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ensemble’s algorithms (voting and stacking) have been used as meta-classifier to
combine the output of the three algorithms.

3.1 Data Collection and Preparation

To face the challenges related to the Moroccan dialect and Arabic, we decided to create
a publicly available SA data set. This data set was prepared manually by collecting
reviewers’ opinions from many sources:

• Reviewers’ opinions from Hespress website against various published articles
• A combination of reviews and comments from Facebook, Twitter, and YouTube.

The collected corpus, called MSAC (Moroccan Sentiment Analysis Corpus) [26] is
a multi-domain corpus consisting of the text covering a maximum vocabulary from
sport, social and politics domain.

We noticed that our collected Corpus (MSAC) for annotation suffer from several
problems. In fact, they include a high number of duplicated tweets which may be the
result of re-tweeting. In addition, some of the collected tweets are empty and contain
only the sender’s address. So, we removed such tweets from our dataset. We also
removed all user-names (e.g. @username), hash tags (e.g. #topic), URLs (e.g. www.
example.com), re-tweet sign (e.g. RT), punctuations and additional white spaces. In
addition, we removed punctuation at the start and ending of the tweets and all
non-Arabic word from the tweets. In this manner, the tweets can be easily manipulated
and processed.

Our final corpus contains about 1,000 of positive tweets and 1,000 of negative
ones.

To better evaluate our Framework, we use two different corpora, so the second
dataset is generated by collecting tweets posts and comments from SemEval-2017 task
4 in many topics such as sports, technology and political. It is freely available for
research purposes [27]. We have extracted 2000 reviews: 1000 positive reviews and
1000 negative reviews. All written in MSA and Arabic dialect by professional
reviewers with high quality.

3.2 Tweets Pre-processing

The pre-processing techniques are an essential step in the SA for Arabic text. Espe-
cially the Arabic dialectal text because of its unstructured form. Indeed, the posts and
texts generated by social media include informal writing, errors, the use of abbrevia-
tions, missing punctuation, no respect of grammatical rules. So, we need to process
unstructured text that lack grammar standardization. We have also to eliminate spelling
mistakes and noise. To minimize the effect of those issues we decided to pre-process
Arabic posts before classification.

To enhance the results of SA for Arabic text, we created our own text preprocessing
scheme to deal with the informal Arabic language nature. We describe below the
different preprocessing tasks performed.
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Tokenization and Normalization. Tokenization consists of splitting the text into
words (tokens) separated by whitespaces or punctuation characters. The result of this
operation is a set of words. Our framework offers various types of tokenization
including NLTK library.

The normalizing process puts the Arabic text in a consistent form. It converts all the
forms of a word into a common form. Our framework offers a normalizer that performs
the tasks according to the following rules:

• Removing the “tatweel” character “_” (for example using tatweel the word
(mercy) may look like ),

• Removing the Tashkeel ( (problem) > )
• Looking for two or more repetitions of character which expresses affirmation and

accentuation and replace them with the character itself ( )
• Replacing of final letter with , with ٥, and replacing آ,إ , and أ with ا

Stop-Words Removal. Consists of eliminating words that frequently occurred in the
documents and do not give any hint or value to the content of their documents such as
articles, prepositions, conjunctions, and pronouns (“ يف ” (in), “ تنا ” (you), “ نم ” (of) …).
There is no standard stopwords list to use in a SA experiment for the Arabic language.
That is why; in this research the list of stop words (called stoplist) is manually
established.

Stemming. This technique standardizes words by reducing each word to stem, base or
root form [28]. The application of the derivation makes it possible to reduce the corpus
dataset size into a small dimensional space. Two types of stemming approaches can be
cited: light stemming and root extraction [29]. The goal of light stemming is to extract
the stem of the word by deleting the identified prefixes and suffixes. On the contrary,
the goal of root extraction is to extract the word’s root by removing all the types of the
word’s affixes (including infixes, prefixes and suffixes). Studies showed that light
stemming outperforms aggressive stemming than other stemming approaches [33].
That is why we use light stemmer in this study.

3.3 Feature Extraction

After text pre-processing, the next step is Feature extraction/selection. This later is used
to find the most relevant features for the classification task by removing irrelevant,
redundant and noisy data [30]. It enables to reduce both the dimensionality of the
feature space and the processing time.

Many text features are considered for SA [31] such as n-gram models and
part-of-speech (POS). The later is used to find adjectives that contain opinion infor-
mation. An n-gram is a contiguous sequence of n terms from a given sequence of text.
An n-gram of size 1 is referred to as a unigram; an n-gram of size 2 is a bigram; an
n-gram of size 3 is a trigram. N-grams of larger sizes are referred to by the value of n
and keeping the words with the highest score according to a predefined threshold
(predetermined measure of the importance of the word). We used unigrams (bag of
words) during our experiments because it provided the best performance.
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In the feature extraction step, the text is transformed to a vector representation. The
weight of the word (feature) is calculated according to the document containing that
word. There are several weighting schemes such as: Boolean weighting, Term Fre-
quency (TF) weighting, Inverse Document Frequency (IDF) weighting, and Term
Frequency Inverse Document Frequency (TFIDF).

In this research, binary weighting (presence) is applied to our datasets. The weight
of every token or word is determined using the Binary Model where a token is given a
weight equals to 1 if it is present in the tweet under consideration. Otherwise, the token
is given a weight equals to 0 if the token is absent from the tweet.

3.4 The Classifiers Used

Our framework is based on three algorithms. The data was classified using three
supervised machine learning algorithms: Naive Bayes classifier (NB), Support Vector
Machine classifier (SVM), Maximum Entropy (ME) and the combinations of these
classifiers, using majority vote rule and stacking as ensemble learning methods. The
goal is to test if ensemble learning methods can improve Arabic sentiment classification
by combining different classification algorithms. In the following, we explain those
algorithms:

A Nave Bayes classifier [32] is a probabilistic classifier which is based on the
probability models. The main assumption in this approach is the independency of the
features. Nave Bayes is a popular technique for text classification used in various
research studies such as [33–35]. This classifier can be applied in various fields such as
personal email sorting, document categorization, language detection, sentiment
detection as well as the detection of spams in emails. It can ensure good results.

The SVM [36] is a linear classification/regression algorithm. It identifies a best
hyper-plane that separates two classes of data with the largest possible margin. Many
studies confirmed that SVM ensures very good performance and high accuracy in the
case of sentiment analysis. [37] proved that SVM ensured good results in the case of
English language in comparison to other classifiers. In addition, [1] confirmed that
SVM shows good results for reviews sentiment analysis that are written in Chinese. In
our experience, we implemented Linear Support Vector Classification (LinearSVC).
BernoulliNB and LogisticRegression can also be used instead of LinearSVC.

The Maximum Entropy classifier [38] is a probabilistic classifier which belongs to
the class of exponential models. Unlike the Naive Bayes classifier, the Max Entropy
does not assume that the independence of features. The ME is based on the Principle of
Maximum Entropy and from all the models that fit our training data; it selects the one
which has the largest entropy. The Max Entropy classifier consumes more time for
training the model in comparison to Naive Bayes. However, The Max Entropy is useful
for various text classification problems such as language detection and topic classifi-
cation. We used Generalized Iterative Scaling (GIS) algorithm. The other available
algorithms are Improved Iterative Scaling (IIS) and LM-BFGS.

Ensemble Learning Technique. It uses multiple learners. Unlike ordinary machine
learning approaches that try to learn one hypothesis from the training data, ensemble
methods construct a set of hypotheses and combine them. Experiments in other fields
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have shown that the combination of a set of models or classifiers may lead to more
accurate and reliable results in comparison to a single classifier. [19, 39].

In this paper, we will use two models to combine classifiers in order to improve the
classification of Arabic tweet: the majority voting and stacking.

Majority Voting. It combines predictions from various classifiers. Each classifier has a
single vote. The collective prediction and the class label are determined using the
majority vote rule. In order to verify the effectiveness of ensemble learning for Arabic
sentiment analysis, we combined the three base learners SVM, NB and ME. The
majority voting method is implemented with the three base learners.

Stacked Generalization. Or stacking [20], is a method for constructing classifier
ensembles. A classifier ensemble, or committee, is a set of classifiers whose individual
decisions are combined to classify new instances. Stacking combines multiple classi-
fiers to induce a higher-level (meta-level) classifier with improved performance.

4 Results Discussion

We carried out two types of experiments. The first type evaluates a set of base learning
algorithms. The second type compares a set of ensemble based classifiers. The
objective is to find the combination configuration for the best and stable performance
across different domains.

4.1 Base Classifiers Evaluation

In this part, we compare the performance of the ML classification methods (SVM,
Naive Bayes, and Maximum Entropy) without using ensemble method. The objective
is to determine the best accurate base algorithm in each dataset. The two data sets
described in the first section were used.

Table 2 presents the results achieved from different classifiers in terms of precision,
accuracy, recall, F-Measure and Time taken to build model. It reveals that SVM has
better results than NB and ME classifiers in almost all the evaluation measures. It
reached 82.5% of accuracy and 82.9% of precision on our dataset. It achieved also the
best results on SemEval dataset with 82.91% of accuracy and 82.8% of precision.

Through the experiment, NB shows less performance than ME and SVM. In fact, in
our dataset the best performance outputs achieved by NB are 70.1% as accuracy and
73.2% as precision. ME achieved 81.55% in term of accuracy and 81.6% in term of
precision.

The same results are obtained with SemEval dataset; the results confirm that the
performance of the NB algorithm on sentiment analysis is slightly less than what has
been achieved by SVM and ME.

To summarize, the SVM’s algorithm proved to be the best performing classifier
over all datasets scoring a significant difference than the rest of the classifiers. In fact,
SVM is used by many sentiment analysis studies for its various advantages. For
instance, SVM can handle efficiently high dimensional spaces. SVM considers all
features as relevant and they show robustness when dealing with sparse set of samples.
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This behavior was observed in more than one study as usually SVM produces more
accurate results than the NB. This is because NB is based on probabilities, thus it is
more suitable for inputs with high dimensionality [13].

4.2 Results of Ensemble of Classification Algorithms

In addition to the evaluation of base classifiers, we conducted another set of experi-
ments to evaluate ensemble classifiers with the same datasets and various evaluation
metrics. The combination of the classifiers is performed according to the two methods:
voting and stacking. SVM, ME and NB are used as base classifiers, in stacking method
each of this base classifiers are used as meta classifier. The results achieved in each
experiment are illustrated in Table 3.

Compared to Table 2, Table 3 indicates that most of the selected ensemble clas-
sifiers have exceeded the results yielded by base classifiers in terms of precision,
accuracy, recall and F-measure. In particular, majority voting of ME, SVM and NB has
achieved the best results in SemEval dataset with accuracy of (83.91%), recall of
(83.9%), precision of (83.9%), and F-measure of (83.9%). The same results are
obtained in our datasets (MSAC), the Table 3 shows that the majority voting rule
achieved the highest accuracy (83.45%), recall (83.5%), precision (83.9%), and
F-measure (83.4%). The time required to build the model is 36.76 s.

Table 2. Performance results of single classifiers

Our dataset (MSAC) SemEval dataset
Accuracy Precision Recall F Time

(s)
Accuracy Precision Recall F Time

(s)

SVM 82.5 82 .9 82.5 82.6 1.5 82.91 82.8 82.9 82.9 3.14
ME 81.55 81.6 81.6 81.5 26.59 82.86 82.9 82.9 82.9 35.66
NB 70.1 73.2 70.1 69.1 0.58 75.07 75.8 75.1 74.9 0.7

Table 3. Performance results of ensemble classifiers

Our dataset (MSAC) SemEval dataset

Accuracy Precision Recall F Time
(s)

Accuracy Precision Recall F Time
(s)

Voting 83.45 83.9 83.5 83.4 31.78 83.91 83.9 83.9 83.9 36.76
(Staking,
SVM)

81.7 81.8 81.7 81.7 344.52 83.36 83.4 83.4 83.4 429.3

(Stacking,
ME)

83 83.1 83 83 523.92 84.07 84.1 84.1 84.1 427.73

(Stacking,
NB)

83.15 83.2 83.2 83.1 379.43 84.17 84.2 84.2 84.2 433.28
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So, for both datasets, this ensemble classifier has performed better results than the
best base classifiers.

Compared to the individual classifiers, our results show also that stacking these
base classifiers gives high classification accuracy with the two used datasets. Stacking
achieved a high classification accuracy, 83.15% in MSAC dataset and 84.17% in
SemEval dataset using Naïve Bayes as meta classifiers. When using SVM as meta
classifier, stacking model achieved a classification accuracy of 81.7% in MSAC dataset
and 83.36% in SemEval dataset. It achieved also 83% in MSAC dataset and 84.07% in
SemEval dataset when using ME as meta classifier.

Stacking needs a long time to build the models, which is 433.28 s using naïve
Bayes, 429.3 s using SVM and 427.73 s using ME, since it consists of two stages of
learning.

When considering the effectiveness of ensemble methods, we notice that ensemble
of classification algorithms perform better than all the other individual classifiers.
However, those methods require more time for processing than the individual classi-
fiers. The time needed to build the models depends on both the number of classifiers
used and the type of combination. Indeed, the more classifiers are used the more time is
needed. The stacking method requires more time than the other tested approaches.

Whereas the fixed combination rules need less time to build the model than any
other combination method. This is because the fixed approach simply calls a
non-trainable combiner.

By considering those outputs, we can confirm that it is recommended to use a
multiple classifier systems for sentiment classification. One advantage is to aggregate
the results of all the selected models and thus reducing the probability of selecting by
chance a wrong or unsuitable single classification model for a dataset.

But we may investigate why ensembles models are more effective. One of the
possible explanations is the following. Each of the single models may perform well but
it may overfit to a different part of data sets. So, individual models have different
mistakes on different part of data. By combining such single models, the mistakes made
by each model tend to be reduced by reducing the risk of over-fitting. Thus, the
accuracy and precision may be improved without affecting the prediction performance
of the model.

Our conclusion from this study regarding Arabic text confirms the conclusions
obtained in other studies for English language, which confirm that ensemble methods
improve the performance of individual base learners for sentiment classification
[18, 19].

5 Conclusion

In this study, we compare the performance and the efficiency of two approaches for
sentiment analysis. Indeed, the individual classifiers and the ensemble methods are
investigated for the Arabic sentiment analysis specifically on the Moroccan reviews.
We built a new Moroccan Arabic dataset which consists of 2000 tweets/comments,
with a good balance between negative and positive sentiments. The data used include
informal structures, non-standard dialects and many spelling errors. First, we used
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various techniques for the preprocessing of Arabic SA (stemming, normalization,
tokenization, stop words, etc.). Then, the ensemble method was applied to sentiment
classification for more accuracy by integrating three classification algorithms: NB, ME
and SVM. Third, we made a comparative study of two types of ensemble methods, the
voting and meta-classifier combinations. The experiments of individual classifiers on
Arabic sentiment analysis showed that SVM performed better than other algorithms.
The results showed that ensemble of classification algorithms performed better than all
individual classifier. The only drawback is the increase of the computational time. For
all the ensemble methods, a group of different learners must be trained as opposed to a
single learner to make all classifications.
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Abstract. Feature engineering is essential for desigining predictive
models using online text. To fit appropriate machine learning models
for text analysis, feature extraction and selection is need to be done
rightfuly. This paper presents a comparative study of a number of fea-
ture extraction and feature selection techniques useful for text analysis
and also presents a feature selection technique inspired from the existing
methods. In particular the problem focused here is predicting diseases
based on symptoms descriptions collected from online free text. A good
number of well known machine learning models are also applied in vari-
ous setup along with the feature engineering techniques to build predic-
tive model for the disease prediction. The experiments show promising
results.

Keywords: Feature engineering · Feature selection
Feaure extraction · Medical text classification · LDA · NMF

1 Introduction

Identifying diseases is the 1st step towards better medication. A person once
identify right disease, can then choose right healthcare professionals for better
medication. This task is particularly challenging because of various reasons such
as collecting online data, Language processing, feature extraction and selection,
and training machine learning models and evaluating the model using challenging
testing data. Similar to spam filtering, sentiment analysis and language identifi-
cation, disease prediction is an important text classification problem. Text clas-
sification is a classic machine learning problem that deals with the categorization
of a set of documents using various classifier algorithms or models. This paper
presents a collection of feature extraction, selection and machine learning tech-
niques appropriate for text classification. A number of machine learning models
like Naive Bayes, Decision Tree, Support Vector Machine with Kernel “RBF”
(Radial Basis Function), Stochastic Gradient Descent, Nearest Centroid, K Near-
est Neighbour, Multiple Layer Perceptron, Multinomial Logistic regression have
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been evaluated on textual health data collected from online. Feature extrac-
tion techniques such as Term Frequence-Inverse Document Frequency (TF-IDF),
Latent Dirichlet Allocation (LDA), Non-Negative Matrix Factorization (NMF)
etc. and Feature selection methods such as Chi-Square, ANOVA, Recursive Fea-
ture Elimination (REF) and Classwise Feature Elimination (CFE) etc. are added
as pre-processing step that resulted in a promising outcome.

The paper is organized as follows: Sect. 2 describes some of the related works
on the domain, Sect. 3 encompasses the methodological description of the meth-
ods and techniques considered for the experiment. In Sect. 4, experimental details
are explained with the outcome of the experiment. Finally the conclusion is
included in Sect. 5.

2 Related Works

Beckhardt et al. [1] created an interactive disease classification application based
on symptoms collected from the websites like Mayo Clinic, Freebase as training
dataset and text from Wikipedia and generated by a user as testing dataset. It
gives the top five most likely diseases as outputs with their probabilities.

Subotin and Davis [2] also built an automated tagging system which takes
clinician notes and predicts a standardized disease code. They collected training
and testing dataset from Electronic Health Records (EHRs) and used regularized
logistic regression model.

Quwaider and Alfaqeeh [3] used social networks benchmark dataset for clas-
sifying diseases of 3 classes using 3 machine learning classifier models.

Kononenko [4] described how machine learning eases intelligent medical data
analysis in details as well as its historical overview and some trends which will
be applied in future as a subfield of applied artificial intelligence.

McCowan et al. [5] investigated the classification of a patient’s lung cancer
stage based on analysis of their free-text medical reports using SVM.

Yao et al. [6] investigated features and machine learning classification algo-
rithms for traditional Chinese medicine (TCM) clinical text classification. He
used Clinical Records Classification, Features, Classification Algorithms, TCM
domain knowledge.

Li et al. [39] also worked with TCM using cross-domain method focusing
topic modeling with datasets from three different medical record books.

Parlak and Uysal [7] evaluated various feature selection techniques on medical
text data from MEDLINE and OSHUMED datasets by combining the feature
selection models in several ways using Bayesian Network classifier model.

In another research paper [8], they compared the performance of three clas-
sifier models: Bayesian network, C4.5 decision tree, and Random Forest trees
with two different cases: with stemming and without stemming.

Zhu et al. [40] compared among various feature extraction techniques and
classifier models on TCM.

Al-Mubaid and Shenify [38] proposed an improved bayesian method for dis-
ease document classification of two classes using medical dataset collected from
MEDLINE and PUBMED.
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3 Methodology

3.1 Feature Extraction

A handful of feature extraction techniques have been performed and evaluated
in this experiment:

– Term-Frequency (TF):
A very naive way of extracting feature is to compute the term frequency for
each training documents. According to [26], the weight of a term that occurs
in a document is simply proportional to the term frequency. It is estimated
by the equation from [30]-

TF (t) =
number of times term t appears in a document

total number of terms in a document
(1)

CountVectorizer from [27] was used in experiment.

– Term-Frequency and Inverse Document Frequency (TF-IDF):
Tf-idf is a weighting of the importance of a term to a document in a corpus
[28]. Inverse Document Frequency is estimated by the equation from [30]:

IDF (t) = loge(
Total number of documents

Number of documents containg term t
) (2)

Then tf-idf(t) = TF X IDF. In experiment, maximum DF value was kept in
range from .3 to .75 using TFidfVectorizer from [27].

– Latent Dirichlet Allocation (LDA) with TF:
According to the LDA model, each document consists of several topics and
each term can be attributed to the document’s topics [31]. Term-frequency
matrix is fed to LDA model generating document-topic probability and topic-
term probability and returns document-topic distribution. LatentDirichletAl-
location from [27] was applied using 400–700 topics.

– Non Negative Matrix Factorization (NMF) with TF-IDF:
NMF is used to factorize TF-IDF Document-term matrix ‘X’ into two matri-
ces [32]. One is the feature matrix ‘W’ and other is the coefficient matrix ‘H’,
where the elements are non negative. The column number of feature matrix
was chosen in a way for which the ||X − WH|| is minimized [33,34], using
Frobenius norm [9].

3.2 Feature Selection

Feature Selection simplifies the model by reducing high dimensionality and it
increases generalization to avoid overfitting. The following techniques were used
to select features-
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– Chi Square (chi2):
It seeks the rank of independence between two events [35]. Which are the
occurrence of a specific feature and the occurrence of a specific class. It is
defined by:

X2(D, t, c) =
∑

et∈{0,1}

∑
ec∈{0,1}

Netec − Eetec

Eetec

(3)

Here et = 1 if term t is in document D, otherwise 0. ec = 1 if D is in class
c, otherwise 0. N is the observane frequency and E is the expected frequency
in D. If the rank of a feature is high in a class, it is selected. Otherwise, it is
removed

– Analysis of variance (ANOVA):
It computes F-value [15],

F =
variance between classes
variance within classes

(4)

By this manner, those feature set was kept for which F-value is high and rest
of the features were reduced.

– Recursive Feature Elimination (RFE):
RFE is basically a backward selection process [16]. A classifier or estimator
estimates weights according to the coefficient attribute or the feature impor-
tances attribute and assigns to features to recursively select the subset of
features which is a smaller set of main feature set. The least scored features
are eliminated from the main set of features. Finally, the best combination of
feature set is chosen. To select feature, Logistic Regression and SVC model
were used. Logistic Regression performed better.

– Classwise Feature Elimination (CFE):
This is the implemented technique which is inspired by Recursive Feature
Elimination method. Instead of choosing recursively, the best features are
chosen using two estimators. Multinomial naive bayes and LinearSVC have
been used for estimating the importance of features. The steps of the Algo-
rithm 1 were followed to obtain best features (Figs. 1 and 2).

Algorithm 1. Classwise Feature Elimination
1: Train/Fit a classifier model with a given training set.
2: Declare variables C for classes and F for storing features.
3: Calculate the importance score or coefficient of all the features.
4: for each class Ci, where i=1,2,3... number of classes, do
5: Sort the features in descending order according to the coefficient.
6: Choose first N number of features, where N is the desired number of feature to keep.
7: Store the chunk of chosen features in Fi, where i is the number of current class.
8: end for
9: [Optional] Follow the same steps within the loop for other classifier model, obtain Fi features

and merge them with features obtained from previous classifier.
10: In training set, for each class Ci, where i=1,2,.... number of classes, search features that are not

in Fi and reduce them from the class Ci and so on.
11: Use classifier models with newly created training set.
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Fig. 1. Classwise feature elimination process (stage 1)

Fig. 2. Classwise feature elimination process (stage 2)

3.3 Classifier Models

The models used in experiment to classify symptoms are explained below:

– Naive Bayes:
Given a class variable y and a dependent feature vector x1 through xn, Bayes
theorem states the following relationship [27]:

P (y|x1, x2...xn) =
P (y)

∏n
i=1 P (xi|y)

P (x1, x2....xn)
(5)

where P(a|b) is the probability of event a given event b. In Experiment two
Naive bayes methods were used:

– GaussianNB (GNB):
The likelihood of the feature:

P (xi|y) =
1√
2πσ

exp(− (xi − μy)2

2σ2
y

) (6)

where, σ is the variance and μ is the mean of x vector.

– MultinomialNB (MNB):
The likelihood of the feature:

P (xi|y) =
Nyi + α

Ny + αn
(7)

where, Nyi is number of time xi occures in class y and Ny is the total
features in class y. In Experiment, α = .20 is the smoothing prior.
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– Linear Kernel SVC (LSVC):
Linear Support Vector Classification is a SVM algorithm [18] implemented
in liblinear. In experiment, minimization of the L, a loss function “Squared
Hinge” of samples and model parameters, was operated [13,14]:

C
∑n

i=1
Li(f(xi), yi) + Ω(w) (8)

where,f(x) = wTx + b and y ∈ {1,−1}n and these are subject to- yif(xi) >
1 − Li for i = 1, 2,...n.
In experiment, C, regularization variable, was set to 1000. Ω is a penalty
function of model parameters w, which was L2 Penalty [10] in experiment.

– Stochastic Gradient Descent (SGD):
Stochastic Gradient Descent is a stochastic estimation for optimizing a target
function [11]:

E(w, b) =
1
n

∑n

i=1
L(yi, f(xi)) + αR(w) (9)

where, f(x) = wTx + b is the target function. In experiment, Linear SVM
and Logistic Regression were used as Loss function L. R is the regularization
term and α was 1e−8 iterating over 1000–3000 times.

– Decision Trees (DT):
This method predicts target value by learning simple decision rules inferred
from the data features. Let D is training data node and O = (j,td) to be
splitted where j is the feature and td is threshold. Partitioning will be like-
[37]

Dleft(O) = (x, y)|xj <= td,Dright = D\Dleft(O) (10)

If H() is the impurity function “Gini”, then:

G(D,O) =
nleft

Nd
H(Dleft) +

nright

Nd
H(Dright) (11)

Here, O = argminOG(D,O)
– Nearest Centroid (NC):

NC method was successfully used in [12] for protein mass spectrometry. It
uses cluster mean or centroid to determine class of new testing data sample:

μCl
=

1
|Cl|

∑n

i=1
xi (12)

where, Cl is the set of features of class l and xi ∈ Cl. Then a class ‘C’ is
assigned to a testing data set x, for which, C(x) = argminCl

d(μCl
, x). Here,

d(a,b) is distance function which was set as “euclidean” in experiment.
– K Nearest Neighbours (KNN):

Given N training vectors, K Nearest Neighbour algorithm identifies the K
nearest neighbors of class ‘C’. Weight function in KNeighborsClassifier [27]
to predict class ‘C’ was set to “distance”. So that the closer K number of
neighbors of class ‘C’ will impose greater influence than distant neighbors.
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– Multinomial Logistic Regression (LR):
Logistic regression classifies observation by estimating the probability that an
observation is in a particular category. It minimizes the following cost func-
tion from [36]:

C
∑n

i=1
log(−exp(yi(xT

i w + c)) + 1) + Ω(w) (13)

where, y ∈ {1,−1}n and Ω(w) is the regularization function of model param-
eter w. In experiment, both L1 and L2 regularization [10] were used. C is the
amount of regularization, which was set to 1000 in experiment.

– Multi-Layer Perceptron (MLP):
Multi-layer Perceptron consist of one or more hidden layer and an output
layer. The training of the network is done by the error back propagation
algorithm [17]. In experiment, 300 hidden layers were used. As activation
function, hyperbolic tan f(x) = tanh was used.

4 Experiment Setup and Result Analysis

See Fig. 3

Fig. 3. Experiment setup

4.1 Data Collection

Data, the Symptoms, was collected as free text for training from Mayo Clinic
website [19]. By HTML web scrapping process [20], both a list of symptoms and
a description for each disease from the website were extracted. There are 200
different possible disease classes. Examples from several medical websites [21–23]
were used as test dataset. In experiment, cross validation process was not used
because each example set is consist of only one example of each disease for which
it is not possible to split any of the data sets.
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4.2 Data Pre-processing

Following steps, inspired from [24], were maintained for text preprocessing:

– Punctuation and White-space Removal:
Regular expression rules were created to remove all the punctuations and
white-spaces from text.

– Stemming (Lemmatization):
This process converts words into a more basic form. For example, the words
“fishing”, “fished”, “fisher”, and “fishes” converts into “fish” after stemming.
SnowballStemmer from [25] was used for stemming.

– Stopword removal:
Stopwords are the words which do not carry information that can contribute
to the statistical evaluation. Examples: Articles, prepositions, auxiliary verbs,
pronouns etc.

– Case folding:
Every character in corpus were turned into lower case so that there will be
no difference between words start from upper case and lower case.

4.3 Implementation of Feature Extraction and Selection

For implementing Feature Extraction and Selection [27], these class and methods
are called-

– Model:
When model classes are called at first, all the tuning parameters are initial-
ized by the default values. Later they can be changed.

– Fit:
Only Training document and label set are fed to Fit method and following
tasks are done-

– Grouping of the training data by assigning label to each document.
– Estimation of attributes of the model. For examples-

(a) CountVectorizer, as bag of words, learns vocabulary.
(b) Besides vocabulary, TfidfVectorizer learns IDF value.
(c) LatentDirichletAllocation learns topic-feature matrix.
(d) NMF learns Frobenius norm of the matrix difference between training

data X and reconstructed matrix WH.
– Transform:

Both Training and Testing data are assigned to the Transform method. then-

– for CountVectorizer and TfidfVectorizer, returns Document-term matrix.
– for LatentDirichletAllocation and NMF, returns document-topic matrix.
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4.4 Applying Classifier Models

During implementing classifier models according to [27], these stages have been
to go through-

– Model Declaration:
Tuning Parameters are manipulated. e.g. For Nearest Centroid, parameters
are metric, shrink-threshold.

– Fit:
Features and label set are fed to Fit method and following tasks are done-

– Grouping of the training data by assigning label to the feature set of each
document.

– Estimation and updating the attributes of the model (e.g. MultinomialNB
learns log probability of classes and features etc.).

– Assignment of weights or coefficient or importance score to each feature
of the training set.

– Predict:
Testing data or document is assigned to the Predict method. This method
then-

– operates the functions according to classifier model algorithms and
obtains score.

– obtains the index of class for which the score is suitable (e.g. for Nearest
Centroid, find index for which pairwise distance is minimum) and returns
the class label.

4.5 Experiment and Result

The results of 4 feature selection techniques using TF-IDF values are shown in
Fig. 4. Here, chi2, ANOVA and RFE selected 1700–1800 features from around
2300 extracted features of 100 disease training set. In case of CFE, 40–60 terms
were selected from each class where each class has 80–300 unique terms. For
testing, symptoms of 30 disease classes were used here.

It is observed that all the techniques were very much competitive. Among
them, CFE technique did best for most of the classifiers except MNB and SGD.
Second best was ANOVA and lastly, chi2 and RFE did nearly similar perfor-
mance.

Figure 5 shows the overall performance of feature extraction, selection and
classifier models. For evaluation, there were two rounds, Round 1 for 100 diseases
training dataset with 30 diseases testing dataset, and Round 2 for 200 training
samples with 50 testing samples. Feature selection technique of round one was
similar to the time of evaluation shown in Fig. 4.

In case of round two, overall 3000 features were selected from 3500 unique
features counted from [29].

Here it is observable that, TF-IDF performed best among all the feature
extraction techniques in both round. Best accuracy score was 80% from round
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Fig. 4. Accuracy of Tf-idf with various feature selection methods

1 of TF-IDF without CFE using LR and with CFE using most classifiers except
MNB and SGD.

In each feature extraction technique, round 1 gives better accuracy than
round 2 depicting additional training dataset includes more noises than the small
dataset.

In most cases, CFE improves accuracy which is most observable in both
round of TF-IDF, round 1 of LDA, TF and round 2 of NMF.

Fig. 5. Accuracy of Tf, Tf-Idf, LDA and NMF in Round-1: (a) without CFE, (b) with
CFE and in Round-2: (c) without CFE, (d) with CFE
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Among the topic extraction techniques, NMF did better than LDA in both
round as it was much more accurate and even performed faster than LDA. Inspite
of that, in round 1, LDA improves accuracy of TF features.

Among all classifier models, LR, MNB and MLP performed better. Most
of the time MNB gave consistent results. It is also noticeable that GNB, NC
and KNN performed pretty much similarly in a number of cases. The worst
performance was from DT classifier.

5 Conclusion

This paper has presented the work on building a system that can determine
disease from symptoms represented in text. The goal of this experiment was to
determine best feature selection and extraction technique and classifier model.
Also this experiment investigated an approach of feature selection. This approach
can be improved further by making it more general to prevent the overfitting sit-
uation. Further investigation will also be imposed on improving the minimization
of the noises of training data and improving the application of Topic Modeling
efficiently.

Acknowledgment. Thanks to Bishnu Sarker (www.kuet.ac.bd/cse/bishnu/) for the
guidelines.
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Abstract. Business Process Management (BPM) is concerned with con-
tinuously enhancing business processes. However, this cannot be achieved
without an effective Resource allocation and a priority-based scheduling.
These are important steps towards time, cost and performance optimiza-
tion in business processes. Even though there are several approaches and
algorithms for scheduling and resource allocation problems, they do not
take into consideration information gathered from past process execu-
tions, given the stateless aspect of business processes. Extracting useful
knowledge from this information can help achieving an effective instance
scheduling decisions without compromising cost or quality of service. In
this paper, we pave the way for a combination approach which is based
on unsupervised machine learning algorithms for clustering and genetic
algorithm (GA) to ensure the assignment of the most critical business
process instance tasks, to the qualified human resource while respecting
several constraints such as resource availability and reliability, and tak-
ing into consideration the priority of the events that launch the process
instances. A case study is presented and the obtained results from our
experimentations demonstrate the benefit of our approach and allowed
us to confirm the efficiency of our assumptions.

Keywords: Business process · Instance scheduling
Priority determination · Genetic algorithm · Machine learning

1 Introduction

Business Process Management (BPM) is about “continuous improvement and
optimizing process to ensure high performance by achieving agility and flexibil-
ity as a tool to gain competitive advantages” [1]. Most of the existing studies in
BPM focused on maintaining and enhancing the process business logical correct-
ness, or improving the process performance at both levels: build-time and run-
time, by focusing on the optimization of process modeling issues at build-time
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and process scheduling issues at run-time. The process scheduling is considered
as a crucial step in the journey of business process performance improvement,
since there is an important relationship between the effective resource alloca-
tion and the business process improvement [2]. However, scheduling in general
tends to become more complicated in near-real time systems. In general, business
processes are different from scientific workflows as they may contain automatic
tasks and non automatic tasks. Human resources are more difficult to manage as
a human resource can execute other tasks that do not belong to the main process
[3] or they may be available for only a specific time slots. Besides, several char-
acteristics must be taken into consideration in order to choose the right human
resource to execute a critical task (especially in critical sectors like health-care
or banking), such as availability [3], competence [4], Seniority or reliability [5]. In
this paper, we deal with a case of a process defined in an organization that can
not control the arrival of tasks (online scheduling [3]), but at the same time it
should maintain a balance between multiple constraints such as (priority, time,
quality of service, lack of resources) to better manage resources and to minimize
the overall execution time without compromising the quality of service. We only
deal with human resources in this article. We address the challenges mentioned
above with the following major contributions: (1) Business process instance pri-
ority determination based on the criticality of the events that launched these
instances. In this step, we analyze the historical data from past business process
execution using unsupervised machine learning algorithms for clustering to esti-
mate the priority of incoming events and then the priority of the instances. (2)
We propose a genetic algorithm to solve our optimization problem which aims
to achieve an effective assignment of the most critical process instance (result
of the first step) to the most available human resource, while respecting several
constraints such as resource availability and reliability.

The remainder of the paper is organized as follows. In the next section, we
present an overview of related work to the problem of scheduling and human
resource allocation in business processes. In the third section we introduce the
objective and our context of work. Section 4 outlines our approach and method-
ology. Section 5 is devoted to the presentation of our experimental results and
discussions. We conclude the paper in Sect. 6 and we give an outlook on future
work.

2 Related Work

This section will describe some of the related researches that have been done
to solve the problem of scheduling and human resource allocation in business
processes. Human Resource Allocation Problem (HRAP) is considered as a spe-
cial case of assignment problem. S.Bouajaja et al. write a survey on human
resource allocation problems [6], where they present the main approaches pro-
posed in the literature to solve HRAP in different real life applications. Among
these approaches, we find exact methods [7] or meta-heuristics [8]. But to deal
with human resource allocation problem in the context of business processes



120 A. Ismaili-Alaoui et al.

and achieve an efficient resource allocation and scheduling in business processes,
several approaches have been proposed in the literature. In [9] authors focus on
the integration of the priority aspect for human resource allocation in business
process based on preferences. This approach provides also a mechanism for rank-
ing resources. Another approach for resource allocation in business processes has
been proposed in [10], where the authors tackle the problem of resource schedul-
ing for several number of process instances by proposing two approaches based
on heuristic rules to achieve a rational scheduling at build time and to take into
consideration different dependencies that may exist between instances at run
time. To the best of our knowledge, only few of these works present an effective
instances scheduling based on event priority determination in incident manage-
ment business processes. However, they do not take into account the stateless
aspect of these processes, as such a process does not distinguish between events
and it treats each event independently and without taking into consideration
information that can be gathered from the previous executions. In the next
section, we present in details the main idea and the problematic of this paper.

3 Objective and Context of Work

Each company must submit its business processes to a continuous improvement
mechanism respecting their life cycle. However, achieving a high level of enhance-
ment cannot be done without integrating business process instances priority
determination systematically with business processes improvement approaches.
In fact, an optimized resource allocation based on instances priority ensures a
positive impact on business processes performance, as it addresses time con-
straints and cost requirements without compromising the output quality. Some
works on resource allocation focus more on changing and adapting the structures
of the business process to better fit the resources available in the enterprise [2],
others try to ensure an equitable sharing of resources between the different tasks
or process instances [3]. Regardless of the adapted approach, managing efficiently
resource allocation and time consumption could become a very important com-
petitive advantage especially for organization where time and resources are cru-
cial for their business improvement. Scheduling approaches in business process
management take into consideration a lot of constraints related to instances of a
business process, such as execution start time, finishing time and dependencies
between tasks, in order to determine their priority. Despite this, instances of the
same business process can still be executed in first in first out order, which hinder
the efficiency of the service especially when one of these instances is launched
by a critical event. Besides, this situation become more complicated when most
of the tasks in this business process are executed by human resources.

3.1 Context of Work and Motivation Example

The case study of our research work belongs to silver economy domain which
is a new industrial sector officially launched in 2013 in France [11], in order to
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create personalized services and new technologies that are expected to improve
disability-free life expectancy or to help dependent elderly people and their care-
givers on a day-to-day basis. The risk of falls increases with age. In fact, losing
physical capacities due to age or some kind of accidents can lead to serious
falls of elderly people and those falls can have adverse repercussions. Let us
consider a video surveillance company that edits an automatic falls detection
system for elderly people and offers a 24/7 automatic alert solution and a quick
rescue without the intervention of the person in danger. The incident manage-
ment process used in this case study is based on a real-time analysis of alerts
received from 24/7 streaming cameras for detecting elderly people’s falls. This
process is compliant to ISO 9001 corrective/preventive actions process. Besides,
the global business process of this case study is simple but it represents several
hard functional constraints such as: Business scaling, real-time data analysis
and the obligation to maintain limited resources for the viability of the business.
When an old person falls, the camera automatically detects it, takes a picture
of the scene, and then saves the scene image and information about the event
in a table in a data base. Those events are classified and qualified by human
agents into 4 categories: False alerts (level 0): Empty place. False alerts (level
1): Active person. Alerts with average level (level 2): Seated person. High level
alerts (level 3): Person lying down. The agent determines whether an assistance
action is necessary or not (see Fig. 1). That’s why, each received alert (event)
requires a quite vigilant treatment, in order to be sure of its category, because
the margin of error in this type of system must be very small, as those falls, in
case of a delayed intervention or an incorrect qualification, may have an adverse
impact on the person concerned. The growing needs of these type of companies
(24/7 Streaming HD camera, increasing number of clients, unpredictable elderly
people’s falls), increase also the need to have more dynamic, adaptable and
proactive business processes that ensure an appropriate responding to emerging
customer events while maintaining an effective management of resources and
without compromising one business process value (time, cost, quality, efficiency,
flexibility, etc.) over the other. It turns out that time and resources are the

Fig. 1. Qualification and assessment of the risk level of alerts Process
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most critical values in these cases, and a non efficient management of resources
preclude the organization from achieving an effective scheduling, and this con-
sequently hinder the continuous improvement of these business processes. In the
next section we present our approach that is based on genetic algorithm and
clustering algorithm.

4 Approach and Model

We propose in this paper an approach based on two main steps to achieve a
dynamic and flexible scheduling: (1) Estimate the priority of several business
process instances using an event priority determination approach: in this step
we ensure a dynamic clustering for the events source using unsupervised learning
algorithms. We attribute in fact the highest score to the cluster that contains
the most critical cases. After that, each incoming event will be characterized
by a score based on its cluster, so that the most critical event has the highest
score. And then, the instance launched by the event that has the highest score
has the highest level of priority. (2) Assign the most critical instance tasks to an
available human resource: in this step, we use genetic algorithm to select the most
suitable human resource and instance tasks matching, taking into consideration
the availability and reliability of those human resources and the priority of each
business process instance. In Fig. 2, we schematize the ent-to-end process to
achieve a priority and reliability based resource allocation for our approach.

Fig. 2. Priority-based scheduling of process instances under human resource constraints

4.1 Definitions Releted to Business Process Scheduling Problem

To understand the resource allocation problem in a business process, that we
discuss in this paper, we need the following definitions:

Resource: r represents a unit that can be human or machine used to execute
tasks of a business process. A resource must fulfill several constraints such
as availability, execution time and cost, in order to be suitable for a specific
task. A is a set of agents (human resources), with n its cardinality.
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Task: t is a logical unit of work in a business process that can be executed
by a set of human or machine resources, depending on whether this task is
automated or not. T is a set of tasks, with m its cardinality.
Business process: is a set of activities and tasks that exploit different
resources to achieve one or more objectives.
Process instance: is a specific execution of a business process which is
characterized by execution start time and execution finishing time for each
task in this instance.
Resource allocation: is a matching between a task t of a process instance
and an appropriate resource r.
Constraint: is a rule that control the execution tasks in a business process
instance.
Priority: is a parameter used to choose between two or more tasks that need
the same resource at the same time. The lowest priority task must wait for
the resource occupied by the highest priority task.

4.2 Formulation of Priority-Based Business Process Scheduling
Problem

The main objective of our approach is to ensure an effective and optimal human
resource allocation and instances scheduling, while respecting the following con-
straints: (1) Priority of a process instance: the priority in our approach depends
not only on the execution time interval, but also on the criticality of the event
that triggers the instance. (2) Availability of human resources: in our approach
we have two type of availability: The initial availability, which is related to SLA
(Service-level agreement) between the hired human resource and the company.
And the availability at time t, which is related to whether a human resource is
assigned to execute a task or not. To determine the time that a human resource
will spend to execute the allocated tasks in order to determine his availability,
existing approaches proposed several methods to estimate the available time slot
of each resource based on the time that a specific task require to be executed.
However to gain more flexibility and to ensure a real time service we propose in
our approach to manage the availability of each human resource using an online
system that shows whether a specific human resource is available to receive a
new task or he /she is not available (absent or allocated to an other task). (3)
Reliability Ri of each human resources ri: Since we are dealing with an incident
management business processes, the error rate must be very small especially for
the critical tasks. That’s why, we include this metric which is calculated based
on the number of errors that a specific human resource has made in a determined
time interval.

Reliability =
1

∑k
j=1 PjNj

(1)

with P represents a weight which is proportional to the criticality level of the
event. And N represents the total number of errors a human resource has com-
mitted while qualifying previous events, for each criticality level k.
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The objective of our model is to minimize the total cost-reliability ratio for
all available human resources. While respecting the constraints in order to ensure
that a human resource can be assigned to one task at a time, but we must also
respect the human resource initial capacity and also his/her availability in order
to assign to them only tasks that occur in their availability time slot.

min

n∑

i=1

m∑

j=1

Ci,j

Ri
xi,j (2)

Subject to
n∑

i=1

xi,j = 1, j = 1, ...,m (3)

m∑

j=1

ai,jxi,j ≤ Init Availability(ri), i = 1, ..., n (4)

The objective function represents the cost-reliability ratio, where cij repre-
sents the cost of the allocation of human resource ri to task tj , and Ri refers to
the reliability of each human resources ri (Eq. 1). xij in the first constraints, rep-
resented by Eq. (3), represents the decision variable (xij = 1 if human resource
ri is allocated to execute task tj ; 0 otherwise). This constraint means that each
task is assigned to only one human resource. In Eq. (4) aij represents the total
time used by the human resource ri when assigned to execute a task tj , and this
equation means that the total time used by each human resource cannot exceed
his/her initial availability.

4.3 Event Priority Determination Step

As mentioned previously, in order to schedule our business process instances
according to their priority, we estimate this priority based on the criticality of
the events that launch those instances. We proceed to a dynamic clustering in
order to score and to estimate the priority of the incoming event based on the
cluster of its source. We opted for clustering algorithms to discover groups in
our dataset, we choose K-means clustering algorithms and we tested several
criteria such as the frequency of falls or total number of falls, in order to have
the most representative clustering for our data. We apply K-means algorithm
on a set of events sources in order to classify those sources on different clusters
using a score that we calculate for each event’s source (a patient in our case)
based on the frequency of previously generated events and their criticality value
given previously by the agents (human resources) in the qualification step (see
Fig. 1). This first step of our proposed method uses basic iterations of K-means
algorithm. The event criticality is ranged from low level (0) to very serious (3),
and there is a bijection between event criticality levels and instance priority.
Two scenarios are encountered when applying this approach: (a) The sources of
the incoming events belong to different clusters: in this case, the score of each
cluster helps us to determine the criticality level of each event, which help us
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to estimate the priority level of the business process instance launched by this
event. So, the instance launched by an event that was generated from a source
that belongs to the critical cluster has a higher priority than the other instance.
(b) Both sources, that generate the events, belong to the same cluster : in this
case, the criticality level of each event is determined by the comparison of the
score (used to cluster the sources) of each event source.

4.4 Instance Tasks and Resource Matching Step

Meta-heuristics present a potential solution for scheduling problems when exact
methods are unable to find an optimal solution within a reasonable computa-
tional time [6]. Genetic algorithm is a meta-heuristic that has been proposed in
1975 by John Holland, it belongs to evolutionary algorithms group, and it aims
to solve optimization problems by simulating the intelligence of natural selection
and genetics [12] following specific steps as shown in this pseudo-code:

The use of a meta-heuristic in our approach is intuitive as we are facing
an optimization problem, and meta-heuristics have proven their efficiency and
their capability to obtain near-optimal results, through several works previously
done by researchers. But we opted for genetic algorithm instead of other meta-
heuristics such as Artificial Bee Colonies algorithm (ABC) or Ant Colony Opti-
mization algorithm (ACO), as it was more adaptable to our case. Besides the
phases of GA offer more flexibility in order to propose modified or adapted ver-
sions of the algorithm. Our optimization approach consists on of the following
phases:

Algorithm 1. Genetic algorithm
Begin

1: Randomly generate an initial population of different individuals
2: Evaluate the fitness of each individual of the population
3: repeat
4: Select two parents from the population
5: Generate offspring by the selected parents
6: randomly Mutate the offspring
7: Evaluate the fitness of the offspring
8: Replace the less important individuals in the initial population by the best ones

from the offspring
9: until convergence criterion is met // time limit or specific number of iteration

Input Parameters and Population Initialization. Like other population-
based search and optimization algorithm, the initial phase of genetic algorithm
starts by generating the initial population and set the initial parameters. A
population in genetic algorithm (GA) represents all the possible solutions for the
problem, and an adequate representation of a population of candidate solution
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increases the efficiency of GA results. For our approach, each individual from
the initial population is encoded as vector where the first element of this vector
represents the human resource index and the second one represents the task
index. An individual in our case is represented as a possible one-to-one matching
between a human resource and process instance tasks. So our population will
have the following representation (see Fig. 3).

Fig. 3. Representation of population of candidate solutions

Population Fitness-Based Evaluation. As we mentioned before, our pur-
pose is to ensure one-to-one matching between a human resource and process
instance tasks. We evaluate the fitness value of each individual in the popula-
tion. This fitness represents the total cost-reliability ratio of the available human
resources that will be allocated to the current tasks (see Eq. 2).

Parent Selection and Population Reproduction. In this phase, the indi-
viduals of the initial population (parent) are sorted based on their fitness val-
ues. Among the different selection technics in literature (Tournament Selection,
Roulette Wheel Selection, Rank Selection, ...), we apply rank selection. This
technic consists on sorting the individuals by their fitness score and after that
we randomly choose the parents from the individuals with higher ranks.

Crossover Phase. Is a step in genetic algorithm which consists on selecting two
random individuals (chromosomes) and switch between their elements (genes)
to generate a new population. In our approach, we can only use the one point
crossover strategy to the individuals of our population given their representation
(see Fig. 3).

Mutation Phase and New Generation. Represent an operation in genetic
algorithm that consists on randomly modifying an individual. In our case, we
opted for selecting the first element of the individual (chromosome) which repre-
sents the human resource index and modify it with an index of another available
human resource. To obtain the future population we use the “Elitism” with a
fitness based selection approach, which consists on keeping the fittest individuals
of the current population, and those individuals replace the least fit offspring in
the new generation.
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Termination Condition. Time is a crucial factor in our case study, since we
are dealing with critical events. So we use time as a limit condition.

5 Experimental Results and Discussions

In the following, we present a summary of the results obtained from our exper-
iments, in order to demonstrate the effectiveness of the combination of the
two proposed approaches. All our experiments were conducted on an Intel(R)
Core(TM) i5-540 M 2.53 GHz. For the first step in our proposed approach, which
aims to estimate the priority level of each business process instances based on
the criticality level of each incoming events that launch these instances, we used
K-means algorithm that we coded in R language. For this, we took a dataset
of patients falls over the period from 01-02-2016 to 12-06-2017, this dataset is
consisted of 238228 observations generated by 81 patients: 89312 alerts are of
level 0 (low), 148466 of level 1(average), 275 of level 2 (serious) and 175 of level
3 (very serious). This dataset represents historical data gathered from our previ-
ous business process past instances (see Fig. 1). As shown in (Fig. 4), we obtain
four clusters with the K-means algorithm based on the score of each patient
calculated using the total number of his/her falls, taking into consideration level
2 and 3 only.

Fig. 4. Clustering of patients based on their score

Analyzing the historical data of each patient, helped us to cluster the patients
into categories and find similarities between different patients. Each time a new
event has been processed, the clustering is dynamically restarted in batch to
ensure that the clusters are continuously updated and conclusive regarding the
evolution of the patient’s health level. In fact, this helps us to keep the score and
the cluster of each patient updated in our database since we are using these two
criteria to estimate the priority of the incoming events, in order to execute the
instances linked to those events in priority order instead of first in first out order,
as shown in the (Fig. 5). The first part of this figure represents the contents of
the Json file that we send to our API (Application Programming Interface) in



128 A. Ismaili-Alaoui et al.

order to sort the incoming event by priority using the score and the cluster ID
of each patient. The second part of this figure shows the received results. As
we can see the score obtained for each event corresponds to the result of our
clustering, and those events are sorted based on the score and the cluster ID of
their sources.

(a) Received events (b) Sorted events

Fig. 5. Event priority determination

In the second step, which represents the human resources allocation step in
our approach, genetic algorithm and all other algorithms were coded in Java
programming language. To experiment our genetic algorithm based approach
for human resources allocation we used 8 human resources (see Table 1) with the
same sorted events from our first experiment (see Fig. 5). The results obtained
from this matching operation (Resource, Task) respect the two constraints that
we propose in our approach which are the reliability score and the initial avail-
ability which is linked to the time slot of availability for each human resource.
We obtain the following result (7, 88876), (1, 88875), (2, 88874), (5, 88873).
Among the available human resources, only the ones with high reliability score
were selected.

Table 1. List of human resources

Human resource ID Reliability score Initial availability Time slot of availability

1 0.13 4 h 8AM–12 (Noon)

2 0.20 4 h 8AM–12 (Noon)

3 0.25 8 h 2PM–8PM

4 0.19 3 h 2PM–5PM

5 0.57 4 h 8AM–12 (Noon)

6 0.31 4 h 4AM–8AM

7 0.12 2 h 10AM–12 (Noon)

8 0.43 6 h 6PM–12 (Midnight)
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In addition to the constraints related to human resources (availability and
reliability) and to business process instances (priority), response time is also an
important criterion that we should take into consideration in our approach since
we are dealing with a critical tasks that should be allocated to human resources
in near real-time. For this, we conduct another series of experiments in which we
keep a fixed number of human resources, but we have modified alternately the
number of tasks and the number of generation that we used within our genetic
algorithm. The following figure (Fig. 6) represents the obtained results.

Fig. 6. Variability of the processing time according to number of tasks and number of
generation

We observe that our priority based scheduling approach allows us to schedule
up to 20 events in just a few seconds. Increasing generation number causes a
slight increase in processing time, but the final result of resource allocation is the
same. Thus we have limited the number of generations in our genetic algorithm
to 50.

6 Conclusion and Future Work

In this paper, we introduced a two-phase approach to ensure an effective schedul-
ing in the case of critical tasks that must be executed by human resources. The
first phase represents a solution for event priority determination to ensure an
effective instance scheduling in business process. This solution is based on the
analysis of historical data from past business process execution using unsuper-
vised machine learning algorithms for clustering, in order to manage the priority
of several events that launch business process instances. The second phase is
about resource allocation. In fact, the problem of scheduling in business pro-
cesses, has several constraints at the same time such as resource availability and
reliability, and time. As this problem is considered as an optimization problem,
we propose a genetic algorithm to solve it in order to achieve an effective match-
ing between the most critical process instance and the most available human
resource. Our solution ensures that the events are processed according to their
order of priority, by exploiting the result of our clustering step to estimate the
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criticality of the incoming events. In our future work, we project to improve
our approach by introducing other technics to provide a real-time scheduling in
business process management.
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Abstract. Nowadays, billions of people use social networks such as
Twitter. Twitter users create and use hashtags in their tweets to classify
them corresponding to topic or theme. Hashtags have been progressed
into a multifaceted instrument to tag and track content, emphasise a
standpoint or galvanise communal support across published posts on
social networks. Although, by dint of the free hashtag creation strat-
egy, users are having a broad toughness to choose suitable hashtags for
their posts. In this paper, we introduce an approach for hashtag recom-
mendation in Twitter based on tweets embeddings. We first make use
of multiple techniques to calculate embeddings of the tweets in the cor-
pus. Next, we use the k-means clustering algorithm in order to divide
the heterogeneous tweets into clusters of similar tweets. Afterwards, we
compute the similarity between the entered tweet embeddings and the
centroids embeddings of each obtained cluster to recommend the most
appropriate hashtags to the user. Through miscellaneous experiments,
we introduce an itemized study on how the techniques used for tweet
embeddings influence on the final set of the recommended hashtags.

Keywords: Word2vec · Word embeddings · Doc2vec · Twitter
Hashtag · K-Means

1 Introduction

Social media include a broad spectrum of websites such as social networking
sites, microblogs, websites and blogs such as Twitter, that play a fundamental
role in the creation and sharing of information, ideas and emotions within online
social networks in teal time. Recently, social media have become gradually pop-
ular; Twitter as example; has more than 313 million active users and monthly
1 billion unique visits to sites with embedded tweets [1]. Tweets are restricted
to only 140 characters, comprising text and special components such as media,
hashtags, urls, emoticones, user mentions, and media. A hashtag is a word or
words sequence preceded by a hash sign (#), adopted on social networks, espe-
cially Twitter, to pick out blogs on a specific topic. Anyone sharing content on
a relevant topic can use hashtag in its post. Other connected people in the same
platform looking for that topic, can search for that hashtag to find other related
c© Springer Nature Switzerland AG 2018
Y. Tabii et al. (Eds.): BDCA 2018, CCIS 872, pp. 131–143, 2018.
https://doi.org/10.1007/978-3-319-96292-4_11
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posts. Twitter users make use of hashtags in their tweets in order to: (a) classify
tweets in a manner that makes it straightforward for users to find and follow
tweets about a precise topic or theme. (b) Track trending topics, and look for
people with the same interests. Consequently, the task of recommending hash-
tag has been experienced to be relevant for natural language processing (NLP)
applications.

Current research on methods for recommending hashtags has as objective to
surmount the constraints of classical techniques based on the syntax and lexicon
of tweets instead of their semantics. Hashtag recommendation is one of the pri-
mary challenges in analyzing data in microblogging platforms because of their
special features: (a) the concision of tweets (140 characters in maximum), which
makes it complicated to use formal language to express much information, and
thus bloggers feel free to use aliases/morphs, uncanny language, high contex-
tualization, and informal writing. (b) Traditional issues of text understanding;
polysemy, synonymy and ambiguity, added to the frequent use of acronyms and
abbreviations, caused by the restriction of the character number.

Not long ago, word embeddings became one of the most effective and victori-
ous applications of unsupervised learning. Their primary advantage is that they
don’t demand costly annotation, however they can be extracted from huge unan-
notated data set that are willingly available. Current work aim to enhance the
computation techniques of syntactic and semantic embeddings of sentences, para-
graphs, micro-blogs, short and long documents, with straightforward methods
such as a simple additional composition of the word vectors or more advanced
methods such as recurrent neural networks (RNNs) and convolutional neural
networks (CNNs). (e.g.: Le and Mikolov [20], Arora et al. [2], Iyyer et al. [3],
Wieting et al. [4] and Wang et al. [5]). Here, in the current paper, we make
use of two simple additional methods (Average of word2vec vectors and average
of word2vec vectors with TF-IDF) to calculate tweet embeddings, and doc2vec
model to learn tweet embeddings.

In this paper, we propose a method of hashtag recommendation that compute
tweet embeddings using word2vec features (dimensionality = 300), use three
different methods to compute embeddings of each given tweet, then combining
these features with K-Means algorithm to select candidate hashtags in each
cluster in order to recommend the top k suitable hashtags to the blogger.

The remainder of this paper is structured as follows. Section 2 presents related
work. Section 3 discusses the details of the proposed system and the selected
algorithms to automatically recommend the top k hashtags. In Sect. 4, we eval-
uate our system using a real Twitter dataset and we evaluate the three different
approaches of calculating embeddings and their impact in the task of hashtag
recommendations. Section 5 concludes this work and discusses future prospects.

2 Related Work

In this section, we discuss different methods published by researchers lately,
addressing the task of hashtag recommendation in micro-blogging platforms,
particularly Twitter.
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Numerous published works are based on methods of topic distribution as
Latent Dirichlet Allocation (LDA) [6]; She and Chen [7] introduced a super-
vised topic-model based on a modified solution from Twitter-LDA to recommend
suitable hashtags in Twitter. Seeing that hashtags are labels, they identify the
relationships between topics of tweets, hashtags, and the followers of users, to
compute the probability that a given hashtag will be used in a tweet, and rec-
ommend the most probable hashtags. Ding et al. [8] adopt the LDA model with
the topic-specific translation model to assess the topic specific word-alignment
probabilities between a given tweet and existing hashtags, thereby extracting rel-
evant hashtags. Chen and Kao [9] introduced a system of recommending hashtags
founded on a semi supervised learning that use non-hashtags tweets (the tweets
that do not hold hashtags) for training. These researchers rely on the hypothe-
sis that a given hashtag can be the topic of tweet, appropriately; they use the
labeled LDA which specify a one-to-one connection between real labels and the
topics generated by the LDA. Then, they consider the non-hashtags tweets with
self-labeling hashtags in the data set as auxiliary set and real-annotated set as
training set. Thus, they adjust weights by applying a classifier based on Transfer
AdaBoostTrAdaBoost to filter out the useless parts of non-hashtag tweets.

Several other works are based on the supposition that tweets that are sim-
ilar are ordinarily tagged by the same hashtags. Sedhai and Sun [10] proposed
a hashtag recommender system for hyperlinked tweets to pick candidate hash-
tags, they first considered similar tweets, similar documents, and named entities
in a document and the link domain. Then they formulated the hashtag recom-
mendation task as a learning-to-rank problem and used SVMRank to rank and
suggest suitable hashtags. Zangerle et al. [11] compared four methods in which
text similarity is adopted to suggest the top five hashtags to the user: cosine
similarity on TF-IDF, cosine similarity on BM-25, Jaccard similarity and the
Lavenshtein distance. These researchers also proposed three ranking methods:
ScoreRank, RecCountRank and GlobalPopularityRank. Cosine similarity on TF-
IDF with ScoreRank is examined the best methods for recommending the five
most appropriate hashtags. Jeon et al. [12] proposed a system for recommending
hashtags based on user interests, similar tweets and popularity of hashtags. They
extracted keywords from collected tweets using TF-IDF and used Näıve Bayes
to classify these keywords into pre-defined classes before ranking the candidate
hashtags so as to recommend appropriate hashtags to the blogger. The main
limitation of these techniques is that they use a large corpus of tweets; a tweet
must be compared with all the others in the data set to extract similar tweets
based essentially on the syntax and lexicon of words.

Other recent researches are based on the use of semantic knowdlege bases
to recommend the top-k appropriate hashtags to the users. Ben-Lhachemi and
Nfaoui [15] introduced a hashtag recommendation system, based on a extended
version of the spreading activation technique using various semantic knowdlege
bases (WordNet, DBpedia and Wikipedia), in order to compute a semantic sim-
ilarity between an entered tweet and a set of recent existing hashtags to recom-
mend the most k relevant hashtags to the blogger. Kalloubi et al. [16] propose
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a method for hashtag recommendation based on the use of semantic similar-
ity; they adopt a tweet entity linking approach, to pick a set of DBpedia enti-
ties, afterwards they calculate semantic based similarity between entities within
tweets, to collect a collection of nominee hashtags from similar tweets to recom-
mend the top-k hashtags to the user.

Lately a lot of researchers are interested in embeddings adopted for learn-
ing vector representation of words and document using huge corpus. Gong and
Zhang [13] use the convolutional neural networks (CNNs) to execute the hash-
tag recommendations task. They used attention mechanisms; (local attention
channel to compute each word embeddings of a given post and a global channel
to model the whole post), afterwards they use a convolutional layer with sev-
eral features maps to combine the outputs of the local attention channel and
the global channel, to compute hashtags scores, at last they use these scores to
rank hashtags for a given post and suggesting relevant hashtags to the blogger.
Weston et al. [14] introduced a system appointed by #TAGSPACE that learn
to rank hashtags by analyzing short text blogs features and adopting hashtags
as a supervised signal. They depict hashtags and each word of the entered text
using d-dimensional embedding, afterwards they make use of a scoring function
based on the document embeddings to rank suitable hashtags.

In accordance with Le and Mikolov [20]; word2vec is an effective technique for
learning high-quality distributed vector representations that catch a huge num-
ber of accurate semantic and syntactic word intercourses. By opposite of LDA or
TF-IDF, word2vec vectors consider various types of similarities between words
(syntactic and semantic similarities), but it doesn’t have a careful consideration
on word co-occurrence patterns. In our application case, it is a relevant choice to
compute continuous vector space representation of tweets. Yet, we evaluate three
techniques for calculating tweets embeddings, the first and the second one make
use of Google News pre-trained model [19] of word2vec to load word vectors,
then they adopt a simple averaging value with and without TF-IDF, and the
third one uses the doc2vec approach to learn tweets embeddings, afterward we
use the K-Means clustering algorithm to gather similar tweets into clusters, in
order to pick nominee hashtags from where we can suggest the top-k appropriate
hashtags to the blogger.

3 Methodology

This section describes our proposed system designed to automatically recom-
mend the top-k hashtags for an entered tweet. The computation of these recom-
mendations is described in the following steps:

(a) Calculate tweets embeddings in the corpus according to the three methods
presented in next subsections.

(b) Divide the heterogeneous tweets featuring at least one hashtag into clusters
of similar tweets based on their embeddings.

(c) Calculate the cosine similarity between the entered tweet and each cluster
centroid.
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(d) Extract the hashtags contained in the tweets of the most similar clusters.
These hashtags are the elements of the hashtag recommendation nominee
set.

(e) Rank the candidate hashtags.
(f) Suggest the top-k relevant hashtags to the user.

The method of computing the embeddings of a short text; in our case the whole
tweet embeddings is crucial for the further calculation of recommendation can-
didates. Hence, we evaluated the following word sequences methods:

(a) Average of word2vec vectors.
(b) Average of word2vec vectors with TF-IDF.
(c) Doc2vec.

3.1 Preprocessing

Every tweet is affected by the 140-character length restriction; because of this,
users use often a lot of abbreviations, shortening words, symbols and emoticons,
which make the content of tweets very noisy and unclear. Furthermore, tweets
encompass other special fields such as urls, media, hashtags, retweets and user
mentions. Preprocessing tweets is a basic first step to reduce the impact of their
noise and perplexity. In our work, we use these preprocessing steps: (a) Hold
only tweets that contain at least one hashtag, (b) Clean all urls, stop words,
emoticons and symbols, (c) Perform stemming and lemmatization, (d) Keep
just tweets that gather at least one valid english word.

3.2 Word2vec

The word2vec [18] (word to vector) is a two-layer neural network that is trained
to rebuild linguistic contexts of words. Its input is a text corpus and its output is
a collection of vectors, typically of several hundred dimensions (feature vectors
for words in that corpus) such as there is a small distance between words that
have similar context in space.

Word2vec was created by a Google team guided by Mikolov, theses
researchers published it as open source tool for research intention [19]. Word2vec
provides two architectures to produce a distributed representation of words [18]:
The Continuous Bag-of-Words Model (CBOW) and The Continuous Skip-gram
Model (CSG); The CBOW tends to predict the probability of a word given a
window of surrounding context words. A context may be a single word or a set
of words, the best performance was reaching by adopting the four words before
and after the current word for predicting the current word. The CSG follows
the same architecture of the CBOW. The aim of skip-gram is to predict the
surrounding window of context words; it assigns hefty weights for words that
have similar context to the current word.

Word vectors generated by the layer neural networks are powerful at predict-
ing the nearby words in terms of semantics and syntactic senses: word vectors
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are very good at answering analogy questions of the type; x is y as z is to ?. For
example, “man” is to “woman” as “uncle” is to ? (aunt) using a simple vector
offset method based on cosine distance. In other hand, mainly in the semantic
axis, embeddings of “Windows” and “Linux” are close since they have the same
semantic context and in the syntactic sense, “oranges” minus “orange” is close
to “apples” minus “apple”.

In this paper, we use the Google News pre-trained model [19], to extract
continuous vector space representation of words (words embeddings) of a given
tweet. It contains word vectors for a vocabulary of 3 million words trained on
around 100 billion words from the Google news dataset. Afterwards, we make
use of three different methods to generate the whole tweet embeddings. Hence,
in this paper we evaluated them as explained in the next subsections.

3.3 Tweet Embeddings

So as to calculate the tweet embeddings, we use three different methods to
compute the whole tweet embeddings, Hence, in this paper we evaluate them.

Average of Word2vec Vectors. Calculate the average value of all the word
embeddings of a given tweet computed using word2vec. This average vector will
represent the embeddings of the whole tweet as follows:

V (t) =
1
N

N∑

i=0

V (Wi) (1)

Where N is the number of words composed the tweet t, and V(Wi) is the word
Wi embeddings.

Average of Word2vec Vectors with TF-IDF: Averaging embeddings of all
words in a text has proven to be a strong baseline or feature across a multitude of
tasks [17], such as short text similarity tasks. An alternative would be to weight
word vectors with their TF-IDF to reduce the impact of the most common words.
Thus, we calculate a given tweet embeddings by the average value of word2vec
embeddings of each word of this tweet with its TF-IDF as follows:

V (t) =
1
N

N∑

i=0

V (Wi) ∗ TF (Wi) ∗ IDF (Wi) (2)

Where N is the number of words composed the tweet t, and V(Wi) is the word
Wi embeddings.

Notes and Comments. In this work, we make use of Google News corpus [19]
which is a pre-trained model of Word2vec on a part of Google News dataset.
It includes word vectors for a vocabulary of 3 million words and phrases that
google researchers trained on approximately 100 billion words from a Google
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News dataset. The vector length is 300 features. Here, we use it to extract the
continuous vector space representation of words of a given tweet. Hence, we
compute the embeddings of the whole given tweet as clarified in the previous
and the current subsections.

Doc2vec: A prolongation of word2vec to construct embeddings from full doc-
uments (instead than the individual words) has been proposed. As word2vec
calculates a feature vector for each word in a given corpus, doc2Vec calculate
a feature vector for each document in a given corpus. Doc2vec is an unsuper-
vised method to calculate embeddings for word sequences regardless of it’s length
(paragraphs,documents,sentences...) [20]. But contrary to words, word sequences
do not come in logical structures such as words, that it is why Le and Mikolov
[20] have added another feature vector, which is the document-unique parame-
ter with the word2vec model. Hence, we use doc2vec to calculate a given tweet
embeddings in the following manner: for training, a set of tweets is intended, a
word embeddings is calculated for each word, and a tweet vector is generated for
each tweet. Such as word2vec, the doc2vec model trains weights for a softmax
hidden layer, All weights are fixed to compute the tweet embeddings while a new
tweet may be presented in the inference stage.

3.4 K-Means

K-means [21] is a simple unsupervised learning algorithm for data clustering. The
main idea is to classify the input data set through a certain number of clusters
(k clusters). It is a way of partitioning a set of input data points into a certain
number of clusters (k clusters) or sets of data points which are similar. The first
step is to define randomly k centroids (The centroid is a representative point of
each cluster) one for each cluster. The better choice to place these centroids is
to place them as much as possible far away from each other. The next step is to
take each point of a given data and associate it to the nearest centroid. When
all points have been assigned, then recalculate the positions of the k centroids.
Afterwards, a new binding should be done between the same data points and
the new centroid. Thus, a new loop is generated which the k centroids change
their location step by step until no more changes are done. In other words, this
process continues until the centroids settle down and stop moving. Finally, this
algorithm aims at minimizing an objective function, in this case a squared error
function as follows:

F =
n∑

i−1

m∑

j−1

∥∥xi
j − mi

∥∥2
(3)

Where: n is the cardinal of data points,
∥∥xi

j − mi

∥∥2 is the chosen distance mea-
sure between a data point xi

j and the cluster centroid mi.
For measuring the distance between cluster vectors, or between new data

points and the randomly chosen centroid, there is various distance metrics, in
our work, we use the most used one which is the Euclidian distance for k-means
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clustering it minimizes the mean distance between points and centroids. In order
to validate the number of initial clusters, we use the elbow method. The aim of
this method is to run the k-means algorithm on the corpus for a range of values
of k (e.g. k = 10, 50, 100, 200, 500), and for each value of k compute the sum
of squared errors SSE. The SSE is specified as the sum of the squared distance
between each member of the cluster and its centroid. Basically k gets larger as
the SSE decreases, since the number of clusters increases, this number should
be smaller, so distortion is also smaller. The concept of the elbow method is to
pick the k value at which the SSE decreases suddenly.

3.5 Hashtag Recommendation

In order to recommend the top-k appropriate hashtags to the user, we propose
to process the entered tweet in the same way of the preprocessing done to tweets
in the data set. We first process the entered tweet to extract valid english words,
next we use Google News model pre-trained using word2vec [22] (dimensional-
ity = 300) to extract word vectors, then we apply the three proposed methods
to compute the embeddings of the whole entered tweet. Correspondingly, we
compute the cosine similarity between the entered tweet embeddings and the
kmeans-centroids embeddings, then, this process avoids comparing the entered
tweet embeddings with all tweets in the dataset, which helps speeding up com-
putation. If the entered tweet embeddings is near a given centroid, then this
tweet share semantic and syntactic contexts with approximately the majority of
the tweets in this cluster. As a result of this, we have a nominee set of hashtags,
which are the hashtags adopted by tweets of the most similar clusters to the
entered tweet. Then, we will depend on the occurrence score of each hashtag to
rank them; if a candidate hashtag is used in more than one tweet, it will have
the highest occurrence score.

4 Evaluation

4.1 Data Set Description

The approach proposed in this paper was evaluated using the UDI Twitter
Crawl-Aug2012 dataset [23]. This dataset contains 147,909 files; each file contain-
ing up to 500 tweets published by a user. We established a preprocessing which
we extracted 1.212.300 tweets that contain hashtags. Next, we did another pre-
processing to hold just tweets that contain at least one valid english word, which
we extracted 851.496 English-language tweets. Then, we splitted this data set
into a dev set (75%) (which we optimized and trained our method) and a test
set (25%) (which we tested our method).

4.2 Results and Discussions

The evaluation was performed by implementing a Python project and was based
on the formerly reported data set. Various machine learning libraries were used.
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Scikit-Learn [24] was adopted to implement the K-Means algorithm. Gensim [25]
to load and use the Google News word2vec model, and to calculate the whole
tweet embeddings using doc2vec model.

We use hashtags annotated in test set as the golden set. To assess the effi-
ciency and suitability of the recommendations of hashtags provided by our sys-
tem to the user, we use precision (P), recall (R), and F1-score (F1) metrics as
shown in Table 1, with k = 1.

We contemplate recall@k as the most important quality metric for our app-
roach, for the purpose that our method is aiming at recommending the blogger
an optimal number of relevant hashtags, which usually may not be provided by
the user in its entered tweet.

Table 1. Precision, Recall and F1-score of our method using three different methods
to calculate the whole tweet embeddings

Method Precision Recall F1-score

word2vec 0.426 0.392 0.408

word2vec with tf-idf 0.485 0.421 0.541

doc2vec 0.419 0.381 0.399

Figures 1, 2 and 3 show the recall@k, the precision@k and the F1-score@k
respectively (k = 1, 2, 3, 4, 5) plot of the recall, precision and F1-score values of
the three methods of calculating the whole tweet embeddings used by our system.
In our evaluation, we consider that several tweets contain more than one hashtag,
that is why we assess the top-k recommended hashtags by our system on the
test data, with k ranging from 1 to 5 as shown in the three figures. In most set
of circumstances, a range of 1–5 hashtag recommendations is most preferable by
users to pick from.

As shown in Figs. 1, 2 and 3, our system achieves good results, especially
when it uses the average value of word2vec vectors with TF-IDF, as embeddings
of the whole tweets. The performance of our system using the average value
of word2vec or doc2vec for computing the tweets embeddings is approximately
equal when we applied it on our data set.

As shown in Figs. 2 and 3, the precision and the F1-score values decrease when
the hashtag number increases, it may be for the reason that word embeddings
do not consider ambiguity of words; a given word should be represented by
multiple embeddings if it has more than one semantic meaning. Withal our
system performs better when using as embeddings of tweets, the average value
of word2vec with TF-IDF than the other evaluated methods and recommends
appropriate hashtags to the blogger. Yet, we propose recommending only one or
two hashtags for each tweet to have better performance for the three methods.
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Fig. 1. Recall of our system using three different methods to compute the whole tweet
embeddings with the top-k recommended hashtags with k ranging from 1 to 5

Fig. 2. Precision of our system using three different methods to compute the whole
tweet embeddings with the top-k recommended hashtags with k ranging from 1 to 5

We call to mind that our proposed system needs mainly a suitable use of the
preprocessing techniques. Thereby, it is based on the use of doc2vec to calculate
embeddings of tweets, or the use of Google news pre-trained model of word2vec
to extract word embeddings which can not work if there is no valid english words
in tweets.
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Fig. 3. F1-Score of our system using three different methods to compute the whole
tweet embeddings with the top-k recommended hashtags with k ranging from 1 to 5

5 Conclusion and Future Work

In the current paper, we introduce an approach for recommending hashtags in
Twitter that is based on the use of one of the most famous pre-trained models
of word2vec (Google News model) to extract vector representations of words,
several methods use these representations to calculate tweets embeddings. Our
method is based on the use of K-Means algorithm to assemble similar tweets
under one umbrella. Moreover, the nominee set of hashtags is picked correspond-
ing to their co-occurence in the closest clusters to the entered tweet. The results
show that the techniques used for calculating the whole tweet embeddings influ-
ence on the final set of the recommended hashtags.

The present paper regard only the textual part of tweets without considering
their other fields (emoticones, urls, named entities ...) in the recommending
hashtags task. Our next work will concentrate on using new components of
tweets such as geographical and temporal information. Alternatively, we will
focus to expand more complicated DL architectures and train them on various
semantic knowledge bases such as Dbpedia or BabelNet to enhance the accuracy
of results.
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Abstract. This paper presents an approach of community detection from data
modeled by graphs, using the Spectral Clustering (SC) algorithms, and based on
a matrix representation of the graphs. We will focus on the use of Laplacian
matrices afterwards. The spectral analysis of those matrices can give us inter-
esting details about the processed graph. The input of the process is a set of data
and the output will be a set of communities or clusters that regroup the input
data, by starting with the graphical modeling of the data and going through the
matrix representation of the similarity graph, then the spectral analysis of the
Laplacian matrices, the process will finish with the results interpretation.

Keywords: Community detection � Spectral clustering � Laplacian matrices
Similarity graphs

1 Introduction

Recently, with the Big Data revolution, many works are born to exploit the maximum
of knowledge from data while respecting the cost and time factors.

Among those works we find the researches of L. Jourdan that deal with the
knowledge extraction from massive data by introducing the methods of optimization
and Dataminig such as the use of metaheuristics to optimize the association rules [1, 2],
one of those applications use the genetic algorithms, and the result of those works is the
algorithm MOCA-I as the first algorithm for the classification of heterogeneous and
poorly distributed data using optimization methods, published in 2013 by J. Jaques
under the supervision of L. Jourdan [3]. Other approaches use the multi-objective
optimization [4]. On other side, we find the works that focus on the graphs, and the
knowledge extraction from data modeled by graphs [5], those works are based in
general on the frequent pattern search.

In this paper, we are going to present our approach to classify graph modeled data,
starting with the citation of some related works in the next section. Section 3 will be the
presentation of the approach that contains five main parts; each part will be details
thereafter. We will close our paper in Sect. 4 with a conclusion and some perspectives
for our future works.
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2 Related Works

The knowledge extraction from graphs are based on the frequent pattern search in the
graph, this field has started with the attribute pattern search, then it have been upgraded
to the sequential pattern, trees pattern and finally the graphs pattern mining.

A sequential pattern is a set of subsequences of attributes patterns separated in time
where each subsequence contains the items that occurs in the same moment [6]. The first
published algorithm of sequential patterns search was GSP [7] as an improvement of
Apriori [8] by adding the sequential constraint. After GSP other algorithms were born
by adding the sequential constraint to existing works, which was the case for Sprade
[9] as an improvement of Eclat [10], FreeSpan [11] and PrefixSpan [12].

The same principle was applied for the trees patterns, which are the structure the
most similar to graphs. Trees are useful for the case of information seeking and the
representation of semi-structured data such as XML. The algorithms of frequent trees
patterns search depend on the type of the tree (Fig. 1) and the type of the inclusion
(sub-trees) (Fig. 2), the main algorithms are presented in the table below (Table 1).

Fig. 1. Types of trees.

Fig. 2. Types of inclusions in trees (sub-trees).
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After sequential patterns and trees patterns, the first algorithm for frequent graphs
patterns search was AGM [22] as an evolution of Apriori by adding the case where
the patterns are in the form of connected graphs, its frequency is defined as the number
of induced sub-graphs (Fig. 3) that are isomorphic to the searched patterns.

The next table (Table 2) summarizes the most used algorithms in frequent graphs
patterns search sorted by constraints.

Table 1. Algorithms of frequent trees patterns search.

Trees Inclusions Algorithms

Ordered Induced FREQT [13], DryadeParent [14]
Embedded TreeMiner [15], Dryade [16]

Rooted Induced HybridTreeMiner [17],
CMTreeMiner [18]

Embedded SLEUTH [19]
Free Induced FreeTreeMiner [20],

HybridTreeMiner [17],
Gaston [21, 24]

Fig. 3. Types of subgraphs

Table 2. Algorithms of frequent graphs patterns search with and without constraints.

Algorithms Constraints

AGM
FSG [23],
Mofa, gSpan, FFSM and
Gaston [24]

No constraints

SPIN [25] Frequent maximum graphs
CloseGraph [26] Frequent closed graphs
CloseCut and Splat [27] Connectivity between nodes higher that a given threshold
gPrune [28] Constraints on data depending or not depending of patterns
ORIGAMI [29]
LEAP [30]

a-orthogonal graphs
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A graph G is a-orthogonal if the similarity index between any pair of patterns of
G is less than a given threshold a ε [0, 1]. This constraint formalizes the redundancy
between patterns; the patterns should not be similar as possible.

3 Proposed Approach

In this section we are going to present our approach to classify the graph modeled data
using spectral clustering; this approach is composed of five major parts. In the first part
we will start with the data definition which can be summed up by the collection of
information relating to the treated individuals and the components of each individual.
The second part is the graphical modeling of the defined data; in this part we will see
the different similarity graphs that we can build from a set of data and the factors that
influence the quality of the constructed graph. The third part we will define the various
matrix representations of the similarity graph built in the previous section, we will
focus on the normalized Laplacian matrices. The fourth part of the process is the heart
of the matter; using the spectral analysis of the Laplacian matrices we will try to extract
the main clusters from the input data defined in the first section of the process, through
the spectral clustering algorithms. The fifth and the last part of the approach is the
interpretation of the results provided by the process and the classification of the
communities.

3.1 Data Definition

The data definition starts with the collection of the n (heterogeneous) individuals that
makes up the treated problem: X1, X2, …, Xn. The next step defines for each individual
the set of its p components Xi ¼ ðxjÞj2 ½1;p�.

Let’s consider the set of 3 heterogeneous actors in a faculty; the data definition can
be summed up as a table (Table 3):

The definition of the components of an individual is to limit for each component the
interval of its accepted values; for example, in the case of the component Grade, if the
individual is a professor, there is three possible values (AP: Assistant Professor, HP:
AP + Habilitation or FP: Full Professor), else it takes Null as value.

Table 3. Example of Data Definition

X1 X2 X3

Nom Student_1 Professor_1 Technician_1
CNE 10-100010 Null Null
Num Null 202020 303030
Sector Software Engineering Null Null
Department Computer Science Mathematics Computer Science
Grade Null PA Null
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3.2 Graphical Modeling

The input of the graphical modeling process is the set of the n individuals {X1, X2, …,
Xn} defined in the previous step, and using a formula to calculate similarities sij
between any pair of data points xi and xj, we will connect the vertices vi and vj if their
similarity value is positive of higher than a given threshold. The result of this step is a
similarity graph defined as G = (V, E) where V is the set of vertices and E the set of
edges between the vertices of V. We distinguish between three types of similarity
graphs; the fully connected graph, the �-neighborhood graphs and the k-nearest
neighbor graphs.

Fully Connected Graphs. In this type of graphs, we connect all the pairs of vertices vi
and vj when sij > 0, the weight w of each existing edge {i, j} is the similarity value
sijðwij ¼ sijÞ. One of the used formulas (1) to calculate similarities is the Gaussian
similarity where:

sij ¼ exp � xi � xj
�� ��

2r2

2 !
ð1Þ

With xik �xj
�� the Euclidian distance between xi and xj, and r > 0 a parameter to

control the size of the neighborhood. In the case of i = j the distance is supposed null.
The output is a weighted and undirected graph (Fig. 4).

From a similarities table, we can build a fully connected graph, where all the
vertices are connected. To visualize this graph we propose the use of an open source
graph visualization and manipulation software named Gephi [31], this tool can read an
input of similarity values as an Excel table. Gephi gives also the possibility to import
and export graphs in GEXF files (Graph Exchange XML Format) (Fig. 5). It gives also
the possibility to create and visualize 3D graphs.

Fig. 4. Example of a fully connected graph with degree 10.
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As we can see, a whole graph can be presented as an XML format file, were we
define each node by its properties id, label, position (we add the z coordinate for 3D
graphs) and the size to express the importance of the node in the graph where the nodes
has different weights. The same thing for the edges, we express each edge by the ids of
its source and destination nodes and the weight. This GEXF format can give us the
possibility to share and transfer graphs as XML files and apply the algorithms of binary
search trees when needed.

One of the main limits of the fully connected graphs is the presence of all the
vertices which is not an important information in the case where the weight of the
vertex is almost null, on the contrary it increases the complexity of the graph and the
time of its generation.

�-Neighborhood Graphs. In this type of graphs, we fix a threshold � > 0 and we
connect all the pair of vertices vi and vj where sij � �. The weight wij of a vertex {i, j}
is given by (2):

wij ¼ 1 if sij � �
0 i:e i; jf g 62 Eð Þ else

�
ð2Þ

<graph> 
… 

<nodes> 
<node id="1" label="x1"> 

<viz:size value="10.0"></viz:size> 
<viz:position x="-176.66779" y="233.71866"  

z="0.0">
</viz:position> 
<viz:color r="153" g="153" b="0"></viz:color> 

</node> 
… 

</nodes> 
<edges> 

<edge source="1" target="2" weight="0.27"> 
</edge> 
… 

</edges> 
</graph> 

Fig. 5. GEXF schema example
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The output is a binary and undirected graph.
The major challenge in building �-neighborhood graphs is to choose the parameter �

(Fig. 6). An unsupervised choice of this parameter will can give better results than a
static or a supervised choice.

The results shown in (Fig. 6) models the same set of individuals, with the same
links between them, which are the same data visualized by the fully connected graph in
(Fig. 4).

k-Nearest Neighbor Graphs. We fix the parameter k, and we calculate the similarities
sij between all pairs of data points xi and xj (i 6¼ j) and we store the values in a list of
similarities li associated to xi. After filling the list, the values have to be sorted, and if sij
is one of the k highest values of li, then we consider vj as a k-nearest neighbors of vi and
we connect them with a directed edge from vi to vj weighted with the value of sij.

ϵ = 0.5

ϵ = 0.6 ϵ = 0.7

ϵ = 0.8 ϵ = 0.9

Fig. 6. The influence of the parameter � on the generated �-neighborhood graphs.
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The output is a weighted and directed graph.
Note: The value of k is always strictly lower than the order n of the graph; we add

the constraint on the parameter k: k � n – 1.
As the case of the �-neighborhood graphs, the parameter k plays a critical role in the

output results provided by the construction algorithm of k-nearest neighbor graphs
(Fig. 7); A higher value of k generates a higher number of links between the nodes,
when a lower value of k risks of disappearing edges that carries an information about
the visualized data.

The minimal degree of a vertex in a k-nearest neighbor graph is k (dv � k, v ε V);
for each vertex vi, the number of the edges having vi as source is k, so initially the
degree of vi is equal to the parameter k, but in the other way vi can be considered as a k-
nearest neighbor of another vertex vj which adds other edges having vi as a destination
vertex and increase its degree.

3.3 Matrix Representation

We consider a Graph G = (V, E). The weight matrix W is defined as follow (3):

Wij ¼ wij; if i; jf g �E
0; else

�
ð3Þ

k = 5k = 6

k = 4 k = 3

Fig. 7. The influence of the parameter k on the generated k-nearest neighbor graphs
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Where wij is the weight of the vertex vij. And the Degrees matrix D (Fig. 8) is also a
square matrix where the degrees are stored in the diagonal of the matrix: di =

P
Wij,

with (i 6¼ j).

Laplacian Matrix. The Laplacian matrix is defined by: L = D – W
One of the main properties of the matrix L is that it can tell us about the related

components of the graph [32, 34]. The L matrix shown above is calculated from the
matrices D and W of (Fig. 8) and as we can remark, it is diagonal by blocs [33], where
each bloc is a Laplacian matrix Li granted to the i-th related component in G.

L1

L2

Matrix DMatrix W

Fig. 8. Weight and Degrees Matrices.
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In this case L1 is the Laplacian matrix associated to the first related component
Cc1 = {E1, E2, E3, E4, E5} and the same for L2 and Cc2 = {E6, E7, E8, E9, E10}

Specter of L [32, 34]
Complete graphs: A complete graph Kn is a fully connected graph with n nodes where
all the pair of vertices i and j are connected by a vertex {i, j}. The eigenvalues of the
associated Laplacian matrix to Kn are 0 of multiplicity 1 and n of multiplicity n−1.
Stars: A star Sn is a graph of n nodes where all the nodes are connected to the central
node (except the central node). The eigenvalues of the associated Laplacian matrix to
Sn are 0 of multiplicity 1, n of multiplicity 1 and 1 of multiplicity n − 2.

Normalized Laplacian Matrix. The normalized Laplacian matrix is defined by:

LN¼ I�D �1=2WD �1=2

LN is a symmetric matrix since W is symmetric and D diagonal [32]. And I is the
identity matrix with the same size of W and D. The matrix D −1/2WD −1/2 is a matrix
Temp where each element is: mpij ¼ Wij =

ffiffiffiffiffiffiffiffi
didj

p
, with di is the degree of the vertex vi.

So the matrix LN can be defined otherwise:

LNij ¼
1 if i ¼ j and di 6¼ 0

�Wij=
ffiffiffiffiffiffiffiffi
didj

p
if i 6¼ j and i; jf g �E

0 else

8<
: ð4Þ

Another normalized Laplacian matrix can be calculated from LN, we can call it the
Absolute Laplacian matrix, which is defined by:

Labs ¼ D �1=2 WD�1=2 ¼ I � LN

0 0; 25 0; 25 0; 25 0; 25 0 0 0 0 0
0; 25 0 0; 25 0; 25 0; 25 0 0 0 0 0
0; 25 0; 25 0 0; 25 0; 25 0 0 0 0 0
0; 25 0; 25 0; 25 0 0; 25 0 0 0 0 0
0; 25 0; 25 0; 25 0; 25 0 0 0 0 0 0
0 0 0 0 0 0 0; 35 0; 35 0; 25 0; 35
0 0 0 0 0 0; 35 0 0 0; 35 0
0 0 0 0 0 0; 35 0 0 0; 35 0
0 0 0 0 0 0; 25 0; 35 0; 35 0 0; 35
0 0 0 0 0 0; 35 0 0 0; 35 0

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA
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There is a relation between the specters
of Labs and LN; generally, if we note k1,
k2,.., kn as the n eigenvalues associated to
Labs sorted in descending order (ki � ki+1,
1 � i � n − 1)

And K1, K2, …, Kn as the n eigenvalues
associated to LN sorted in ascending order
(Ki � Ki+1, 1 � i � n−1)

We notice that Ki = 1 − ki (i ε [1, n]),
with always kn � 1 and K1 � 0.

Specter of Labs [32]
Bipartite graphs: A bipartite graph G = (V, E) is a graph where V ¼ V1 [ V2, with V1
\ V2 = Ø, we can say a graph is bipartite if the specter of its associated Labs is
symmetric.
Complete graphs: The eigenvalues of a matrix Labs associ-
ated to a complete graph Kn are 1 of multiplicity 1 and
a = −1/(n−1) of multiplicity n−1. The Form Labs associated
to a complete graph is always as following.

3.4 Spectral Clustering Algorithms

Spectral Clustering is an unsupervised classification based on the spectral analysis of
the input; generally using the eigenvectors of a similarity matrix (Laplacian matrices in
our case). Thereafter we are going to focus on the normalized Spectral Clustering
which uses the normalized Laplacian matrices [33]. We distinguish between two types
of normalized SC algorithms; the first uses the LN matrix and the second uses the Labs

matrix.

Labs LN

-0.7414 0
-0.25 0.0086
-0.25 1
-0.25 1
-0.25 1.25
-0.25 1.25
0 1.25
0 1.25
0.9914 1.25
1 1.7414
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To see the behavior of the last Absolute Spectral Clustering algorithm, we consider
the graph following, with k = 2. And we calculate the matrix Labs and its eigenvalues
and eigenvectors.

Labs
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The eigenvalues associated to Labs in this example are:
k1 = −0.4285; k2 = k3 = k4 = k5 = −0.25; k6 = k7 = −0.17; k8 = 0.0151;

k9 = 0.7585 and k10 = 0.9949.

For k = 2, the 2 largest eigenvalues are k9 and k10. So, we consider the eigenvectors
associated to k9 and k10, noted respectively u1 and u2. Then the matrix U composed of
u1 and u2 will have the form of a table (Table 4).

3.5 Results Interpretation

The process of the knowledge extraction from any model of data is validated by the
results interpretation, in the case of the community detection; the results are the gen-
erated clusters in the output of the process; those clusters must give interpretable
information about the processed data points.

In the case of the matrix U in (Table 4), the clusters are C1 = {E1, E2, E3, E4, E5}
and C2 = {E6,E7, E8, E9, E10} (Fig. 9). And if we increase the value of k to 3 and we
restart the Absolute Spectral Clustering Algorithm we will have the clusters
C1 = {E3, E4}, C2 = {E1,E2, E5} and C3 = {E6,E7, E8, E9, E10} (Fig. 9). For example
in the case when we deal with a set of people in university, we will remark that in a first
time the algorithms classify students in a cluster, professors in another one, and other
individuals in the other clusters. But when we run the algorithm with higher number of
clusters we’ll see that even the student cluster will be divided into other clusters that
group the students by their common components such as the students studying in the
same class or the students having the diploma in the same year or with the convergent
degrees.

Table 4. The matrix U and the result clusters.

Matrix U
k-meansλ9 λ10

u1 u2 Cluster number ϵ [1,k=2]
-0.3611 0.2872 2
-0.3611 0.2872 2
-0.2333 0.3554 2
-0.2333 0.3554 2
-0.3611 0.2872 2
0.2333 0.3554 1
0.2333 0.3554 1
0.3611 0.2872 1
0.3611 0.2872 1
0.3611 0.2872 1
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Running the algorithm with
variable thresholds can give us
other information about the input
data points, some information are
even not expected or waited, and
this is the advantage of the
knowledge extraction process.

The choice of the similarity
graph and the selection of the
variable parameters of the differ-
ent phases of the process play an important role in the classification of the nodes of a
graph; the parameter � for the �-neighborhood graphs, the parameter r in the case of the
use of a Gaussian similarity and the parameter k for the k-nearest neighbors graphs.

4 Conclusions

In this paper, we have presented our approach for the classification of modeled data by
graphs, starting with matrix representation of the chosen similarity graph and the
spectral analysis of the normalized and unnormalized Laplacian matrices. This
approach can be adapted to several use cases where the set of data can be modeled by
graphs using a similarity function. The limits of the spectral clustering are generally
encountered in the unnormalized case, where the adding of a set of data points can
change the partitioning indefinitely [37] and generate a meaningless clusters from the
dataset. Therefore, the normalized version of spectral clustering algorithms proofs its
strengths in both theoretical and practical cases. As perspectives, we have already
started to adapt our approach to a use case and the result seems to be satisfying for a
medium number of data points, waiting for a large dataset to see the performances of
the process. In addition we are studying the possibility to link the first phase of the
process which is the data definition to an object relational model; in this case the data
will be extracted automatically from a database without defining each data point.
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Abstract. We are entering an era of data, which are spatially and
temporally referenced, this paper offers an opportunity to enhance geo-
graphic understanding, more especially in the term of air pollution and
its relationship with human health, especially in the city of Moham-
media (Northern part of Morocco). Authors build a tool in the form
of data mining scheme, to couple the data with machine learning, in
order to automatically align the features of massive and complex data
sets for human interaction in environmental social systems. New pro-
posed approach is based on PCA (Principle Component Analysis) and
K-SVM (Kernel Support Vector Machine). The system tests result is
accomplished, an accuracy of 93% in testing data taken from daily val-
ues during 3 years.

Keywords: Air pollution · Weather conditions · Human health
Machine learning · PCA and K-SVM

1 Introduction

Air pollution is a biological, chemical or physical alteration of the air in the
atmosphere, affecting people of all ages through many countries and regions,
especially among children [1]. It occurs when the components of harmful gases,
dust, smoke accumulate and enter into the atmosphere in the air in high enough
concentrations, so that, humans, animals, and plants have a difficulty to survive.
It is often caused by human activities, like transportation, agriculture, mining,
construction, industrial work, etc.
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Fig. 1. Mohammedia

In addition, the proximity of industrial and urban areas has led to a situation
of cohabitation of the population with air pollution. Therefore, the study will
be focusing on the city of Mohammedia.

Well, even if the air pollution divides the city of Mohammedia into two
regions, one is very polluted, the other has a lesser degree of pollution, so the
population is not immune to its consequences due to its compulsory movements
and also the atmospheric conditions (e.g. the wind’s speed).

We find, on the other side, that the air quality is not localized and affected
by several factors, such as the geographic and wind characteristics. Therefore,
the study should not focus on one region only; for instance, EL ALIA and/or
FDALAT; where the air quality monitoring stations are located.

Plus, as what has been indicated in [2], some air pollutants are able to displace
far from the sources, even at regional scale, due to the long atmospheric lifetimes.

In general, Kampa and Castanas [3] and (MassDEP) indicated that a high
number of people who were exposed to high levels of certain air pollutants suffer
from diseases, ranging from simple symptoms like coughing and the irritation
of the respiratory tract, to chronic, like lung and asthma, breathing difficulties,
risks of heart attack (MassDEP) and cancer in long-term.

http://www.mass.gov/eea/docs/dep/air/aq/health-and-env-effects-air-pollutions.pdf
http://www.mass.gov/eea/docs/dep/air/aq/health-and-env-effects-air-pollutions.pdf
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In this paper, we chose the city of Mohammedia (Fig. 1) in the north of
Morocco as our study field. Mohammedia is one of the most polluted cities
in Morocco, like Casablanca, Safi, Tangier, Kenitra and Marrakech [1,4,5]. The
choice of this study area is due to the extent of air pollution standards in this city,
where the concentration rate of some pollutants such as PM exceeds the national
regulatory standards and those tolerated by the World Health Organization [4].

The proposed approach will take an unusual way of dealing with data, to see
how far the data can speak for itself. Wiener et al. [6] have observed that the
huge amount of data somehow compensate for it little imperfections. Thus, the
flexibility of resolution would allow revising the foundations of certain theories
constructed for other levels of observation in which might lead to new forms of
dissemination of geographical, cartographical concepts and methods in society.

Well, the real evolution brought by the data is not just in the processing of
digital data, but especially in the scale of this data that will allow documenting
some topics previously out of reach. Since traditional surveys, dealing with small
samples, can’t provide sufficient data to treat them in a representative way. The
larger the data is, the easiest it is or will be to identify emerging trends that
may be minor but identifiable with the big data.

Our concept extends from data capture to get information on what happened,
to forecasting as an objective. This challenge using the intelligent process like
“The machine learning” tries discovering any simple information for a beginning
also known as the invisible dimension, which exists behind the digital numbers,
and gives us an opportunity to present a spatiotemporal model of air pollution
effects in Mohammedia.

Therefore, the main idea is the ability to learn during a training phase and
then generalize the knowledge acquired to predict new weather situations.

In air pollution, smog and soot are the most prevalent types. Thus, the
change in the atmospheric composition is primarily due to the combustion of
fossil fuels, used for the generation of energy and transportation [3]. Therefore,
Air pollutants have the ability to transit short or long distances and impact on
the human health. There are four categories of Air pollutants:

– Gaseous pollutants (e.g. SO2, NO2, CO, Ozone, Volatile Organic Com-
pounds),

– Persistent organic pollutants (e.g. Dioxins),
– Heavy metals (e.g. Lead, Mercury),
– Particulate Matter.

Many works have been presented in this field, such as the work of Akbari
et al. [7] who studied the elevated temperatures that increases cooling-energy
use and accelerate the formation of urban smog, plus how to reduce energy
use and improve air quality. Kampa and Castanas [3] presented a brief review
of air pollutants on human health, supported by a number of epidemiological
studies. Moreover, Ghorani-Azam et al. [8] added practical measures to reduce air
pollution (Normalization) and indicated some long-term diseases complications
and diseases.
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On the other side, Wyborn and Evans [9] presented an environmental research
interoperability platform that could help in High-Performance Computing Data.
Wiener et al. [6] suggested “A Conceptual Architectural Framework for Spatio-
Temporal Analytics at Scale”.

While for human health, the study is focussing only on the aspect of health
effects that related to air quality. According to this study relationship analysis
between air quality and health effects will be carried out only on the outdoor
air quality of Mohammedia.

Conferring to Ghorani-Azam et al. [8], “In terms of health hazards, every
unusual suspended material in the air, which causes difficulties in a normal
function of the human organs, is defined as air toxicants”. The effects of air
pollutants are ophthalmologic, cardiovascular, respiratory, ophthalmologic, neu-
ropsychiatric, hematologic, dermatologic, immunologic, and reproductive sys-
tems diseases, and may also induce a variety of cancers in the long term [10,11].

On the other hand, even with the spread of few air toxicants, it is dangerous
for vulnerable groups, children, and elderly people as well as patients suffering
from respiratory and cardiovascular diseases.

This work is prepared on the basis of the information provided by:

– Weather data in Mohammedia 2014, 2015 and 2016. Directorate of National
Meteorology, Morocco, (details in Proposed Approach Section),

– Report on the Assessment of Ambient Air Quality in Mohammedia 2014,
2015 and 2016. Directorate of National Meteorology, Morocco,

– Field investigations of 2015: the analysis of the diseases files related to air
pollution of the Social Security System known as Caisse Nationale de Securite
Sociale (CNSS) and the files of five health centers.

The remainder of the paper is organized as follows; the proposed approach
is described in Sect. 2. The experimental results and discussions are reported in
Sect. 3. Finally, the conclusion is given in Sect. 4.

2 Proposed Approach

Machine learning algorithms are automatic analytic models that are allowing
a computer to work, evaluate decisions and predict future options. They can
compare the data for each component with the history of variations. From this
comparison, the algorithms can determine the best forecasting programs based
on real-time information and historical data.

The interpretation of information in 2 to 3 dimensions is easier. Thus, the
main idea is to transform the data from high-dimensional data to lower dimen-
sional space while retaining as much of the information as possible. After that,
the classification of information will take two classes by K-SVM. Finally, we cal-
culate the accuracy level of forecasting and show its influence on human health.
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2.1 PCA

The principal component analysis is an approach that is both geometric and
statistical, its strategy is: First, to extract linear structure from high-dimensional
data. Thus, it defines a linear relationship between the original variables of a
dataset by finding new principal axes. Second, the Principal Component Analysis
could be viewed as a linear mapping from a dataset to a lower dimensional set,
when we want to compress a set of N variables, to n [12]. Therefore, the main
axes of principal component analysis are a better choice, from the point of view
of inertia or variance.

The basic equation of Principal component analysis is, in matrix notation,
represented by

Y = W ′X (1)

yij = w1ix1j + w2ix2j + w3ix3j + w4ix4j + ... + wpixpj (2)

Where W is a matrix of coefficients that is determined by PCA [12]. The out
factors of the original variables are formed by a set of p linear equations. And
the matrix of weights, W, is calculated from the variance-covariance matrix, S.

sij =
∑n

k=1 (xik − x̄i) (xjk − x̄j)
n − 1

(3)

2.2 SVM and Kernel

Support vector machine is a set of techniques supervised learning to solve prob-
lems of discrimination and regression.

SVMs could be used to resolve discrimination problems, that is, define which
class a sample belongs to, or regression, and predict the numerical value of a
variable [13]. Solving these two problems involves building a function h in which
an input vector x matches an exit y :

y = h (x) (4)

In addition, SVMs could expeditiously perform a non-linear classification
utilizing the kernel [14]:

k (x i,x j) (5)

2.3 Proposed Method

The dataset on which we based on this work was defined as the reported
data from 2014 to 2016 (3 years) by two stations of air quality measurement
in Mohammedia, with daily frequency of Min/Max of Temperature, Pressure,
Humidity, Air Quality Index, Nitrogen dioxide (NO2), Ozone (O3), Particulate
Matter (PM10), Sulfur Dioxide (SO2), Wind speed and temperature, plus Rain-
fall with Heat index.

Our concept is to choose the relevant data of the elements indicated previ-
ously and presented by PCA, we focus on 2-dimensional principal axes, the axes
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1 and 2 preserve more than 85% of relevant data after dimension reduction from
the original (weather information and value of pollutant substances). Besides
that, the objective of the adoption of kernel SVM was to classify our data into
2 parts, Safe: 0 and Dangerous: 1.

The kernel adopted is Radial Basis Function (6), in which the non-linear
distribution of data could be treated. The dataset is divided into 2 parts with
random selection, Training and Testing sets, 80% and 20%, respectively. The
forecasting of air pollution was based on the following binary classes defined for
Mohammedia (Table 2):

– Class 0 - Good (Safe)
– Class 1 - Unhealthy (Dangerous)

k (x i,x j) = exp

(

−‖x i − x j‖2
2σ2

)

(6)

P =
TP

TP + FP

S =
TP

TP + FN

A =
TP + TN

TP + FP + FN + TN

(7)

Table 1. Confusion matrix for binary classification

Classifier

Class 0 Class 1

Truth Class 0 TN FP

Class 1 FN TP

Moreover, to evaluate the performance of this approach, it was measured in
terms of the positive predictive value P, sensitivity S, and accuracy A (Table 1,
7) to identify any abnormal values, and to show their influence on human health.
This part briefly summarizes the main idea that is for harvesting the good con-
tent “feature selection” from the original data by PCA and examines its effec-
tiveness by k-SVM that is an excellent classification of detection, regression, to
detect the “safe” and “dangerous” situation of air under a non-linear distribution
of data using a Python dictionary implementation.
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Fig. 2. Testing 20% (2014, 2015, 2016). (Color figure online)

3 Results and Discussion

According to the experiences based on our approach, we could display the clas-
sification of the air pollution by independent parameters (Temperature, SO2,
NO2, etc) and the heat index, we were able to find the results listed in Figs. 2
and 3, and Tables 2 and 3.

Our approach presented a good report based on the training dataset of 2014,
2015 and 2016 taken from two stations in Mohammedia. Thus, in testing, we
observed that the red and green segmentations, which present the Unhealthy and
the Good (acceptable) zone, are well determined; we can also say that more than
90% of classification was correct. We notice that our algorithm was adaptable in
the part of 2017 (Testing 2017), in which we took the data of random 20 days of
the year 2017 (between January and June), and we found a good classification
accuracy. We note also that the sensitivity was reaching 92% in testing data, the
precision and the accuracy have 94% and 93% respectively.

Thus, we were able to forecast the situation of the air pollution rapidly.
Moreover, we can now even mention an alarm signal in critical cases.

On the other side, once the substances SO2, NO2 etc. are released into the
air, they are transported under the effect of winds, rain, temperature gradients in
the atmosphere and according to heat index, they may undergo transformations
by chemical reactions1, and they are able to lead to bad influences on the human
health.

In comparison with the work of Squalli Houssaini et al. [15] our work does
not just focus on asthma among schoolchildren in Mohammedia, but we took
in our investigation a great consideration of different ages and diseases related

1 World Organization for the Protection of the Environment (OMPE: 2017) http://
www.ompe.org/les-consequences-de-la-pollution-de-lair/.

http://www.ompe.org/les-consequences-de-la-pollution-de-lair/
http://www.ompe.org/les-consequences-de-la-pollution-de-lair/
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Table 2. Confusion matrices for training, testing data (2014, 2015, 2016) and test
2017.

Training (80%) Testing (20%) Test 20 days on 2017

Classifier Classifier Classifier

Class 0 Class 1 Class 0 Class 1 Class 0 Class 1

Truth Class 0 396 31 098 006 014 001

Class 1 19 431 009 107 000 005

Table 3. Performance evaluation [2014, 2015, 2016 and 2017].

Training (80%) Testing (20%) Test 20 days on 2017

Performance S 95% 92% 100%

P 93% 94% 83%

A 75% 93% 95%

Table 4. Distribution of diseases registered in (CNSS) in 2003 and 2015

The diseases 2003 [16] 2015

Respiratory diseases 237 1500

Gastrology 118 350

Diseases of the eye, nose, ear and throat 106 309

Neurosurgery 101 500

Skin diseases 92 250

Diabetes 58 150

Cardiovascular+ BLOOD DISEASES 102 900

Bones and joints 39 110

Mental and psychological 23 500

Urology 18 130

Others 13 165

Table 5. Respiratory diseases infections at children under 5 years (Health center)

Health center years Target population Pneumonia Throat Ear Asthma Tuberculosis

2000 [16] 17788 1285 635 817 49 288

2015 18700 1459 1712 944 350 362

to air pollution. Thus, we could present more details. By the way, if we take
the CNSS results of 2003 [16] and 2015 (Field of investigation), we note that, in
2015, the diseases related to air pollution were respiratory diseases, diseases of
the eye, nose, ear, and throat, cardiovascular + blood diseases outweigh all other
diseases and a very large increase in diseases involving air pollution as mental
and psychological diseases.
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Fig. 3. Test 20 days randomly in 2017. (Color figure online)

Fig. 4. The classification system of air pollution.
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On the other side, the average population growth rate between 2004 and 2014
was 0.96% (188619 and 207670, respectively)2. According to Table 4, the result of
the average disease growth rate is 16.24% for diseases caused by air pollution and
19.00% for neuronal and psychological diseases. The increase in the disease rate
is higher than the population growth. Moreover, the augmentation of diseases
related to air pollution of children aged less than 5 years increased from 20%
in 2000 to 25.8% in 2015 (Table 5), and with other factors like smoking, genetic
and infectious diseases, they will increase and present a high-risk threat. Thus,
this result is significant and probably a red alert for new generations.

In general, this approach (Fig. 4) gives us an air quality forecast, adding the
above results, we conclude that the chronic exposure to air pollution for the
adult and children (future generation) leads to the most dangerous impacts on
the health.

4 Conclusions

The collection and analysis of statistical data, in real time, can provide concrete
support for decision-making, especially during disruptions, and more particularly
on a very important subject such as human health and pollution. We mention
that machine learning opens up another alternative to prediction. Thus, with
93% of accuracy in testing data, we could, in general, predict the air pollution
situation, and its influence on human health in the city of Mohammedia. Our
perspective is to study the city area by area and delve into the data with more
precision in terms of air quality, heat and each type of disease.
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Abstract. Nowadays, scientists and researchers, are facing the prob-
lem of massive data processing, which consumes relatively too much
time and cost. That is why researchers have turned to Deep Learning
(DL) techniques based on Big Data Analytics. On the other hand, the
ever-increasing size of unlabelled data combined with the difficulty of
obtaining class labels has made semi-supervised learning an interesting
alternative of significant practical importance in modern data analysis.
In the same context, drug discovery has reached a state and complex-
ity that we can no longer avoid using Deep Semi-Supervised Learning
and Big Data Processing Systems. Virtual Screening (VS) is a compu-
tationally intensive process which plays a major role in the early phase
of drug discovery process. The VS has to be made as fast as possible
to efficiently dock the ligands from huge databases to a selected protein
receptor. For these reasons, we propose a deep semi-supervised learning-
based algorithmic framework named DeepSSL-VS for pre-filtering the
huge set of ligands to effectively do virtual screening for the breast can-
cer protein receptor. The latter combines stacked autoencoders and deep
neural network and is implemented using the Spark-H2O platform. The
proposed technique has been compared to twenty-four different machine
learning algorithms applied all on the same reference datasets, and pre-
liminary performance assessment results have shown that our approach
outperforms these techniques with an overall accuracy performance more
than 99%.

Keywords: Drug discovery · Virtual screening · Deep learning
Stacked autoencoders · Big Data · H2O · Spark

1 Introduction

The emergence of computer sciences in recent decades has forever changed the
pursuit of explorations and scientific discoveries. With experience and theory,
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96292-4_14&domain=pdf


174 M. Bahi and M. Batouche

computer simulation is now a “third paradigm” confirmed for science [1]. Its
value lies in exploring areas where solutions cannot be found analytically, and
experiments are not feasible or take too much time, as in the formation of galaxies
and bioinformatics applications.

We are living now in an age where older storage and processing technologies
are not enough, computing technologies must scale to handle the huge volume of
data. The main difficulty in managing these amounts of data is due to the speed
with which they are about to increase, and it is much faster than the computer
resources. The acquisition and processing of those big amounts of data make
this paradigm more useful for researchers in various fields; it is now completely
changing the way researchers work in almost all scientific fields.

One of these scientific fields is Drug search and discovery. It is the process
which aims to find a molecule able to bind and activate or inhibit a molecular tar-
get. Discovering new treatments for human diseases is increasingly hard, costly
and time-consuming. Thousands of molecules must be processed and selected,
to reach a very limited number of candidates. The drug discovery process can
take between 12−15 years and costs over one billion dollars with a risk of failure
along the way.

Drug discovery uses many techniques including virtual screening [18]. This
latter is a computational technique used to search libraries of small molecules
(ligands) for the purpose to identify structures that most likely bind to a drug
target. Indeed, a drug target is a protein receptor that is involved in a metabolic
or signaling pathway through which one designates a specific disease condition
or a pathology [11].

These libraries are developing rapidly at an exponential rate. The number of
ligands which have to be tested has increased considerably. We are now talking
about 1060 ligands and still counting [12], which makes traditional techniques
for the virtual screening like docking-based techniques impractical. The docking
process consumes a lot of time; many hours or even days are spent. To cope
with this problem, a new era of techniques which are based on modern machine
learning has emerged [15,23]. A small part of these ligands is used to train a
binary classifier that can classify very large sets of ligands into two classes: dock-
able ligands and non-dockable ones. In other terms, machine learning is used to
develop a kind of filter for classifying huge database of ligands given a protein
target and a small database of ligands for training. Deep Learning belongs to
modern machine learning and is garnering significant attention. It is a kind of
ANN with many hidden layers and more sophisticated parameter training proce-
dure. As the overall complexity of the virtual screening problem has limited the
impact of machine learning in drug discovery, deep learning should be applied,
to achieve greater predictive power and speed up the VS process. It provides a
flexible paradigm for synthesizing large amounts of data into efficient predictive
models. Therefore, the search space is considerably reduced, and the VS process
becomes very fast.

On the other hand, the ever-increasing size of unlabeled data and the rarity
of label information which is expensive and even impossible to obtain, have made
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difficulties to develop new computational methods for accelerating the virtual
screening process and potentially increasing the prediction performance. A semi-
supervised learning method is a significant practical way to address this problem
by using labeled and unlabeled data. The semi-supervised learning or in the other
terms the unsupervised pre-training is used to improve decision boundaries and
to allow for classification that is more accurate than that based on classifiers
constructed using the labeled data only.

To this end, we propose an effective computational technique based on deep
semi-supervised learning termed as DeepSSL-VS, to accurately filter the huge
databases of ligands by classifying small molecules as active or inactive relative
to the breast cancer protein target. Firstly, we use the unsupervised stacked
autoencoders both to convert high-dimensional features to low-dimensional rep-
resentations and to initialize the weights of a supervised deep neural network
model. Then we apply labeled data to build an efficient classification model
based on deep neural network.

Consequently, the rest of the paper is organized as follows. In the next section,
we present recent works related to machine and deep learning in drug discov-
ery. In Sect. 3, we explain some concepts related to our work. Section 4 is ded-
icated to the description of the proposed approach for Virtual Screening based
on stacked autoencoders and deep neural network. In Sect. 5, the experimental
results accompanied by some comments are presented. Finally, conclusions and
perspectives for future work are drawn.

2 Related Work

In this section, we start by explaining the motivation and the objective behind
our work. Then, we try to compare and situate our work among the state of the
art techniques for drug discovery.

As explained before, VS is the process that uses computer-based methods to
discover new drugs on the bases of chemical structures. Virtual screening meth-
ods can be grouped into structure and ligand based approaches depending on the
amount of structural and bioactivity available [15]. The structure-based meth-
ods or molecular docking simulate physical interactions between the compound
and a protein target. The limitation of these methods is that they require the
three-dimensional (3D) structure of a target which is a problem because not all
proteins have their 3D structures available. In addition, The process of molecular
docking takes about 5–6 h to treat only 400 ligands. By contrast, the ligand-based
approach is based on the concept that similar ligands (or small molecules) tend
to have similar biological properties [21]. One of these methods is Quantitative
Structure-Activity Relationship (QSAR) that predict the bioactivity of a ligand
on a specific target. Unfortunately, the problem with this category of methods
is that many target proteins have little or no ligand information available.

Machine learning (ML) is another important resource that has been exten-
sively used in drug development and discovery to overcome the drawbacks of
previous methods [10]. It can be found mainly as a ligand-based virtual screen-
ing approach. The commonly used machine learning method is to build a binary
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classification model which is a kind of filter to classify ligands as active or inactive
with regard to a specific protein target. These techniques require less computa-
tional resources and find more diverse hits than other earlier methods due to its
generalization ability.

There are many studies in the literature that explored the performances of
the machine learning methods for virtual screening. For example, Korkmaz et al.
[13] used support vector machines (SVM) to filter the set of ligands while Garcia-
Sosa et al. [9] applied a logistic regression on the same datasets. The density esti-
mation was proposed in [17] for target prediction. Byvatov et al. [3] compared
performances of SVM and neural networks (NN) on drug-like/nondrug-like clas-
sification problem and they concluded that SVM outperformed NN.

With the increasing of experimental data and increasing complexity of the
machine learning algorithms that perform poorly, deep learning methods have
been widely applied in many fields of bioinformatics, biology, and chemistry
[19]. Deep learning has attracted much attention recently thanks to its relatively
better performance and ability to learn multiple levels of representation and
abstraction [16]. Therefore, Deep Learning has rapidly emerged in pharmaceu-
tical industries as a viable alternative to aid in the discovery of new drugs.

Deep learning algorithms have been proved to be well suited for the classifi-
cation task. Alexander Aliper et al. [2] demonstrated how deep neural networks
(DNN) trained on large transcriptional response data sets, can classify various
drugs into therapeutic categories solely based on their transcriptional profiles.
Aries Fitriawan et al. [8] proposed a framework of ligand-based virtual screening
using Deep Belief Networks.

In this paper, the objective is to optimize the time spent into the virtual
screening operation when it comes to select dockable ligands in a very large set
because increasing the number of ligands influences greatly the quality of the
solution, and to deal with the problem of the imbalance data between labeled
and unlabelled which degrades the prediction performance. For these reasons, we
propose the use of the deep semi-supervised learning algorithm that is specialized
in resolving problems with the huge amount of data. To our knowledge, this
is the first time deep semi-supervised learning method for virtual screening is
employed.

The proposed method comprises two steps. Firstly, we use the unsuper-
vised stacked autoencoders both to convert high-dimensional features to low-
dimensional representations and to initialize the weights of a supervised deep
neural networks model. Then we apply labeled data to build an efficient classi-
fication model based on deep neural networks. Our approach can be used as a
filter which precedes the virtual screening operation that selects the set of ligands
which have the higher chance to bind to a target protein. This will considerably
help researchers and biologists in their quest of new drugs by accelerating the
drug discovery process.

3 Background

This section explains the main concepts underlying the proposed method.
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3.1 Basic Autoencoder

An Autoencoder (AE) is considered as a one-hidden-layer neural network. Its
objective is to reconstruct the input using its hidden activations so that the
reconstruction error is as small as possible. The AE takes the input and puts
it through an encoding function to a new representation (input encoding), and
then it decodes the encodings through a decoding function to reconstruct the
original input [24]. More formally, let x ∈ Rd be the input,

h = fe(x) = se(Wex + be) (1)

xr = fd(x) = sd(Wdh + bd) (2)

where fe: Rd �→ Rh and fd :Rh �→ Rd are encoding and decoding functions
respectively, We and Wd are the weights of the encoding and decoding layers,
and be and bd are the biases for the two layers. se and sd are element wise
non-linear functions in general, and common choices are sigmoidal functions like
tanh or logistic.

3.2 Stacked Autoencoders

Stacked Autoencoders (SAE) is one of popular deep learning model, built with
multiple layers of neural networks that tries to reconstruct its input [24]. In gen-
eral, an N-layer deep autoencoder with parameters P = {Pi| i ∈ {1,2, ...,N}}
where Pi = {Wi
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d} can be formulated as follows:
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The stacked autoencoders architecture contains multiple encoding and decod-
ing stages made up of a sequence of encoding layers followed by a stack of decod-
ing layers. SAE can automatically take advantage of large amounts of unlabeled
data and can learn higher level features from raw data and increase the perfor-
mance of features. It plays a fundamental role in semi-supervised learning which
is based on a greedy layer-wise unsupervised [7].

4 Materials and Methods

In this section, we explain how we developed the proposed approach for virtual
screening in drug discovery. First, we will describe the dataset and how we
obtained it. And then, we will present the chosen algorithms and platforms and
how we use them to accomplish our goal.
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4.1 Data Preparation

The labeled dataset used in this study were collected from a recent publication
of Korkmaz et al. [14]. They consist of 847 ligands (409 druglike and 438 non-
druglike). The unlabeled data (one million of ligands) were got from the Chem-
Bridge Library [6]. For this experiment, a therapeutic target has been identified
which is the breast cancer protein. We have selected the receptor 4JLU which is
a crystal structure of BRCA1.

4.2 Dataset Representation

The ligands used in this work are represented by sets of descriptors (i.e., feature
vectors). The molecular descriptors of all ligands were calculated using the chem-
informatics software Dragon 7. The features that have been used to represent
ligands are descriptors related to constitutional, topological, geometrical descrip-
tors and other molecular properties. They include logP, polar surface area (PSA),
donor count (DC), aliphatic ring count (AlRC), aromatic ring count (ArRC) and
Balaban index (BI). On the whole, there are 5270 molecular descriptors.

After collecting the molecular descriptors, each ligand is represented by a fea-
ture vector [d1, d2, d3, ..., d5270]. At the end, we refer to these ligands as instances
and we assign a label (+1 or −1) for each labeled sample.

4.3 DeepSSL-VS: The Proposed Method for Virtual Screening

Given the ever-growing volumes of unlabeled data and the cost of labeling, it is
hard to use only the small part of labeled data to represent the whole sample
space and applicability of the model may bias [4]. In this case, it is imperative
to develop an additional pre-training step in a supervised setting for exploiting
a better the amounts of unlabeled data for drug discovery.

The unsupervised pre-training followed by supervised fine-tuning is a way of
successfully applying the semi-supervised deep learning method. The first part of
pre-training aims typically at building deep feature hierarchy, and is performed
in an unsupervised mode. The latter stage is supervised fine-tuning of the deep
neural network parameters. Pre-training is essentially obsolete, given the success
of semi-supervised learning which accomplishes the same goals more elegantly
by optimizing unsupervised and supervised objectives simultaneously [5].

The training procedure of our deep semi-supervised learning model DeepSSL-
VS can be divided into two consecutive processes: the layer-wise unsupervised
pre-training process using a stacked autoencoders [4,5], and the supervised fine-
tuning process of deep neural network.

The supervised fine-tuning process is as follows:

1. After training the stacked autoencoders with the layer-wise unsupervised pre-
training procedure, we use the weights of the stacked autoencoders to initialize
the parameters of deep neural network model (DNN) in a region such that the
near local optima overfit less the data.
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2. Train the whole deep neural network as supervised learning which is per-
formed as in a regular feed-forward network with back-propagation.
3. All parameters are tuned for the supervised task to get the classification
model using labeled data.
4. The representation is adjusted to be more discriminative.

The pseudocode of our procedure is given below. For the sake of simplicity, we
explain how unsupervised pre-training with supervised fine tuning is employed
with only two-layered.

Pseudocode
In the following pseudocode, we will use the following notations. L is a num-

ber of hidden layers. x represents the input data. h is the hidden layer. D
represents the domain of training. T is the number of hidden units in each layer.
b(l) is the bias vector for level l.

Phase of Pre-training:

– For l = 1 to L (L := 2) Build unsupervised training set (with h(0)(x) = x) :

D = {h(l−1)(x(t))}Tt=1

– Train greedy layer wise of stacked autoencoders on D.
– Use hidden layer weights and biases of greedy module to initialize the deep

network parameters W (l), b(l) (see Fig. 1).

Phase of Fine-Tuning:

– Initialize randomly the output layer parameters W (L+1), b(L+1) of deep neural
network.

– Train the whole neural network using supervised stochastic gradient descent
with Backpropagation (as depicted in the Fig. 1).

4.4 The Benefit of Using Unsupervised Pre-training

Training deep neural networks can be difficult since there are many local optima
in the search space and the complex models are prone to overfitting. Indeed,
with random initialization, the gradient-based training process may lead to many
different local minima leading to poor performance. That is why an additional
mechanism to optimization with regularization is required [7].

Unsupervised pre-training initializes a discriminative neural net from one
which was trained using an unsupervised criterion such as a deep belief net-
work or a deep autoencoder. This unsupervised algorithm can help for both the
optimization and the overfitting issues, and therefore it helps to obtain a better
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Fig. 1. Architecture of the proposed deep neural network: (a) Pre-training of SAE. (b)
Training of supervised DNN using SAE weights for initialization.

generalization after the network is trained [22]. Moreover, unsupervised learn-
ing along with supervised learning is particularly beneficial to improve decision
boundaries and to allow for classification that is more accurate than that based
on classifiers constructed using the labeled data only.

Unsupervised pre-training is not only still relevant for tasks for which we
have small labeled datasets and large unlabeled datasets, but it can also exhibit
much better performance in data representation and classification [22]. It is often
noticed that unsupervised pre-training helps in extracting important features
from the data, as well as in setting initial conditions for the supervised algo-
rithm in the region in the parameter space, where better local optimum may
be found. Some hypothesis claims that the pre-training phase is a kind of very
particular regularization, which is performed not by changing the optimized cri-
terion or introducing new restriction for the parameters, but by creating a start-
ing point for the optimization process. Regardless of the reason, unsupervised
pre-training helps in creating efficient deep architectures. We can summarize the
main advantages of the unsupervised pre-training process as follows:

– A better initialization of the weights in the deep neural network instead of
randomly initialized weights which may lead to better convergence and better
performing classifiers.

– It acts as some special kind of regularization process which yields a better
generalization power.
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4.5 Implementation: Spark-H2O Platform

The DeepSSL-VS algorithm was implemented in Sparkling Water (Spark + H2O)
platform. This latter combines the fast, scalable deep learning algorithms of
H2O with the capabilities of Spark. H2O is very suitable for fast scalable deep
learning. It is an open source in-memory, parallel processing prediction engine
for Big Data [5]. Spark-H2O can handle billions of data rows in-memory, even
with a fairly small cluster.

5 Experimental Results

5.1 Measurement of Prediction Quality

To assess the performance of the proposed method based on deep semi-supervised
learning for virtual screening in drug discovery, we used six measures namely the
accuracy rate (AR), the sensitivity (SE), the specificity (SP), the positive pre-
dictive value (PPV), the F-Score (FS) and the Matthews correlation coefficient
(MCC) with 10-fold cross-validation.

5.2 Cross-Validation Results

We compared our approach (DeepSSL-VS) with twenty-four machine learning
methods reported in the literature [14,20] like ANN, SVM, Näıve Bayes, KNN,
and MKL, applied all on the same reference datasets. The obtained results are
summarized in Table 1 and show that the proposed method competes with and
even outperforms other techniques. Ligands are classified into two classes: drug-
like or nondrug-like.

As shown in Table 1, the results obtained by our method DeepSSL-VS with
the Spark-H2O platform have more than 0.99 (99%) in almost measurements
where the specificity, sensitivity, and Positive Predictive Value are equal to 100%.
The obtained results are clearly better than the ones reported in [14,20]. The
multiple kernel learning is the second best performing algorithm with accuracy
more than 0.81 in almost all measurements. The least squares support vector
machines with radial basis function kernel (LsSVMrbf), the flexible discrimi-
nant analysis (FDA) and the C5.0 were the third best-performing algorithms
with accuracy close to 79%. Besides this, the specificity obtained by these
methods is between 51% and 71%, which means that it fails to identify neg-
ative ligands (nondrug-like). The F-score results values are between 71%- 78%.
The cross-validation between the results of the proposed approach and those of
the twenty-four different machine learning algorithms applied all on the same
datasets, clearly demonstrates that the DeepSSL-VS method gives the best com-
promise between the Accuracy rate (AR), the Specificity (SP), the Sensitivity
(SE), Positive Predictive Value (PPV), the (MCC), and the F-score, while the
other methods yield to heterogeneous results. These results indicated that the
deep semi-supervised learning model surpassed the threshold to make virtual
screening rapid and have the potential to become a standard tool in industrial
drug design and discovery.
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Table 1. Performance assessment of the proposed method

Classification model AR (%) SE (%) SP (%) PPV (%) F score (%) MCC (%)

Our proposed classifier
(DeepSSL-VS)

99.34 100 100 100 99.40 99.07

Multiple kernel learning 81.35 81.92 80.82 80.17 80.81 80.23

Discriminant classifiers

Linear discriminant analysis 72.69 89.80 58.47 64.23 74.89 49.89

Robust linear discriminant
analysis

75.93 91.84 62.71 67.16 77.59 55.96

Quadratic discriminant analysis 69.91 87.76 55.08 61.87 72.57 44.53

Robust quadratic discriminant
analysis

73.61 80.61 67.80 67.52 73.49 48.37

Mixture discriminant analysis 75.93 90.82 63.56 67.42 77.39 55.53

Flexible discriminant analysis 78.24 89.80 68.64 70.40 78.92 58.92

Nearest shrunken centroids 74.07 91.84 59.32 65.22 76.27 53.03

Decision tree classifiers

Classification and regression
trees

72.22 88.78 58.47 63.97 74.36 48.71

C5.0 78.24 89.80 68.64 70.40 78.92 58.92

J48 77.31 89.80 66.95 69.29 88.76 57.40

Conditional inference tree 73.61 86.73 62.71 65.89 74.89 50.19

Kernel-based classifiers

Support vector machine with
linear, kernel

76.39 87.76 66.95 68.80 77.13 55.16

SVM with radial basis function
kernel

77.78 90.82 66.95 69.53 78.76 58.53

Partial least squares 74.07 91.84 59.32 65.22 76.27 53.03

Least squares SVM with linear
kernel

73.15 90.82 58.47 64.49 75.42 51.09

Least squares support vector
machine with radial basis
function kernel

78.70 87.76 71.19 71.67 78.90 59.05

Ensemble classifiers

Random forest 76.85 88.78 66.95 69.05 77.68 56.27

Bagged support vector machine 76.39 88.78 66.10 68.50 77.33 55.51

Bagged k-nearest neighbors 75.46 90.82 62.71 66.92 77.06 54.79

Other classifiers

Näıve Bayes 68.06 88.78 50.85 60.00 71.60 41.99

Neural networks 77.31 86.73 69.49 70.25 77.63 56.39

K-Nearest neighbors 76.85 90.82 65.25 68.46 78.07 57.03

Learning vector quantization 74.07 87.76 62.71 66.15 75.44 51.33
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6 Conclusion and Future Work

In this study, we proposed a deep semi-supervised learning method that can
improve the virtual screening process in the drug discovery field. The proposed
method deals with imbalanced data by using a small number of labeled data in
conjunction with many unlabeled data. We concentrate our focus on the breast
cancer which is a perilous disease that is taking every day more and more lives.
Our approach uses a stacked autoencoders to effectively abstract raw input vec-
tors and to initialize the weights of a deep neural network. To this end, we have
used well known big data processing platforms such as Spark combined with the
H2O platform. The obtained results have shown that our method (DeepSSL-VS)
achieves a high prediction performance with 99% of precision.

As we believe that more data will improve the model we designed, we will
run it on a bigger cluster of machines where we will be able to use a huge number
of ligands in relatively better execution time. In addition, we expect to explore
more big data algorithms for deep learning in the context of drug discovery and
repositioning.
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Abstract. The citation similarity measurement task is defined as deter-
mining how similar the meanings of two citations are. This task play an
significant role in Natural Language Processing applications, especially
in academic plagiarism detection. Yet, computing citation similarity is
not a trivial task, due to the incomplete and ambiguous information
presented in academic papers, which makes necessity to leverage extra
knowledge to understand it, as well as most similarity measures based
on the syntactic features, and other based on the semantic part still has
many drawbacks. In this paper, we propose a corpus-based approach
using deep learning word embeddings to compute more effective cita-
tion similarity. Our study explores the previous works on text similarity,
namely, string-based, knowledge-based and corpus-based. Then we define
our new basis and experiment on a large dataset of scientific papers. The
final results demonstrate that deep learning based approach can enhance
the effectiveness of citation similarity.

Keywords: Word embedding · Deep learning · Text similarity

1 Introduction

Textual information is omnipresent. Processing semantic connections between
textual information empowers to prescribe articles or items identified with given
query, to take after patterns, to investigate a particular subject in more subtle
elements, and so forth. Be that as it may, writings can be altogether different
various: a Wikipedia article is long and elegantly composed, tweets are short and
regularly not syntactically right.

Thus, determining the similarity between sentences is one of the critical
undertakings in natural language processing. To appraise the exact score pro-
duced from syntactic similarity to semantic similarity. Processing text similarity
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isn’t an inconsequential assignment, because of the changeability of natural lan-
guage articulations. Estimating semantic similarity of sentences is firmly identi-
fied with semantic similarity between words. In data recovery, similarity measure
is utilized to dole out a positioning score between an inquiry and text in a corpus.
Recent utilizations of natural language processing present a requirement for a
powerful strategy to process the similarity between short texts or sentences [1].
The work of text similarity can altogether streamline the specialist’s information
base by utilizing normal sentences instead of basic examples of sentences. In text
mining, sentence similarity is utilized as a rule to find concealed information from
literary databases [2]. Likewise, the joining of short-content closeness is gainful
to applications, for example, Plagiarism detection [3], machine translation, text
classification and text summarization. These model applications demonstrate
that the registering of text similarity has turned into a non specific segment
for the exploration group associated with content related information portrayal
and revelation. Generally, methods for identifying similarity between long texts
have fixated on dissecting shared words. Such techniques are normally successful
when managing long texts on the grounds that comparative long text will as a
rule contain a level of co-occurring words. Be that as it may, in short texts word
co-occurrence might be uncommon or even invalid. This is chiefly because of
the inborn adaptability of natural language, empowering individuals to express
similar meanings utilizing very unique sentences as far as structure and word
content.

In this proposed approach, we focused on computing the semantic similarity
between citations in scientific papers. Citation embeddings will be found from
word embeddings in which words are represented as word embedding vectors
with respect to context they occurs. From that point, the similarity measure is
finished by discovering relationship of the features in the citation embedding.
Remaining paper insights about the related works done on text similarity in
Sect. 2, point by point approach clarification is given in Sect. 3, including the
data pre-processing, words vectors representation, citation embeddings and the
similarity measurement we used in our approach and evaluation, then the exper-
iment and observations are explained in Sect. 4.

2 Previous Works

In this section we discusses the existing works on text similarity that fall into
two categories: String-based similarity and Semantic similarity.

String-based similarity is a metric that measures distance between two text
strings for approximate comparison, this category requires a fulfilment of the
triangle inequality. For example, the strings “Sam” and “Samuel” can be con-
sidered to be close [4] This kind of similarity does not require knowledge of the
language and do not take into account structural changes. The upper hand of
this can detect similarity between different types of text. Among the best known
algorithms of this category, there is the Longest Common SubString lCS [5]
which is an alternative approach to word-by-word comparison, This is a two-
step method. The first step is to make an intersection of two texts, in order to
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obtain a table of the words present in both texts while maintaining the position
they have in one of the two. While the second step is to build, from the table
obtained in the previous step, the longest common sequences between two texts.
The main weakness of the LCS length as a measure of string similarity is its
insensitivity to context. Another approach to determine this kind of similarity
is the N-grams [6,7], N-gram similarity algorithms compare the n-grams from
each character or word in two given sentences. Where we can compute the dis-
tance by dividing the number of similar n-grams by maximal number of n-grams.
Though, there are some other metrics which can be used on strings matching,
The most widely known is the Cosine similarity which measures the similarity
between two vectors of an inner product space measures the cosine of the angle
between them. Also, the Euclidean distance which takes the square root of the
sum of squared differences between corresponding elements of two vectors, and
finally the Jaccard similarity [8] that is measured as the number of shared words
over the number of all unique words in both sentences.

As for the second category the Semantic similarity, where its main idea is
based on the similarity of the words meaning or semantic content. This app-
roach can be divided into two other sub-categories as well. Corpus-based and
Knowledge-based similarities.

Knowledge-based approaches use information retrieved from semantic dictio-
naries, or other lexical resources. Those techniques use the connection between
words to determine the relation between them. There is a well-know example of
semantic dictionary WordNet [9] or Roget’s [10], which categorize the English
language words by their part of speech as well as into sets of synonyms. Oth-
erwise, WordNet contains many linguistic relations, making it suitable for the
detecting the semantic similarity. However, the major drawback of knowledge-
based approaches is that focus on lexical information about individual words, and
contain few information on the different word senses, as well as the limited natu-
ral language lexicon. On the other side, Corpus-based approaches like hyperspace
analogue to language [11], Latent Semantic Analysis LSA [12], Explicit Seman-
tic Analysis ESA [13], Salient Semantic Analysis SSA [14], Pointwise Mutual
Information PMI [15], and PMI-IR [16]. Those methods utilize the contextual
information to extract semantic information, and learn semantic relations from
patterns of word co-occurrence in the corpus. According to this principle, For
example, LSA examines the similarity between the contexts in which a word
appears and creates a new vector space with fewer dimensions. LSA uses Singular
Value Decomposition SVD to discover the most important relationships between
terms in a document collection. Unlike knowledge-based methods, which suffer
from limited coverage, corpus-based measures are able to induce the similarity
between any two words, sentences or texts.

The words embeddings, like deep learning based architectures, are another
type of approaches in this category. One of the popular works on this type of
words representations is by Mikolov et al. [17], and Global Vector GloVe [18].
Where they used probabilistic feed forward neural network language model to
estimate word representations in vector space. As such, for all these methods, the
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similarity between words can be computed in terms of cosine similarity between
corresponding vectors. Our methodology in this paper is an extension work based
on word2vec which can be discussed in the next section.

3 Our Approach

The citation similarity method we propose uses word2vec [17] model for word
embedding. It consists of three steps: dataset preprocessing, the word embed-
dings, and citation embeddings where we take the output of the words embedding
in a given citation and aggregate it into one vector.

3.1 Dataset Pre-processing

The goal of this step is to reduce inflectional forms of words to a common base
form. At first, we extract all the metadata of the given papers, namely, the
Id, Title, Authors, Year and the full text in each paper. Then we took the full
text and thrown away all the unwanted parts, and then we segment the text
into sentences and extract just the citation, namely, the sentences that contains
some references. After that, we save the result in an CSV file, then we tokenize
all citation by chopping them up into tokens and throwing away punctuation
and other unwanted characters. Those tokens serve like and input for the next
step word embeddings.

3.2 Word Embeddings

The word2vec tool that we used in our approach provides an efficient imple-
mentation of the continuous bag of words and skip-gram models for computing
vector representations of words. Those are the two main learning algorithms for
distributed representations of words whose aim is to minimize computational
complexity.

– The Continuous Bag of Words CBOW, where the non-linear hidden layer is
removed and the projection layer is shared for all words. This model predicts
the current word based on the N words both before and after it. E.g. Given
N = 2, the model is as the Fig. 1 showed.
And by ignoring the order of words in the sequence, CBOW uses the average
value of the word embedding of the context to predict the current word.

– The Skip-gram model, which is similar to CBOW, but instead of predicting
the word from context, it tries to maximize the classification of a word based
on another word in the same sentence. The Skip-gram architecture works a
little less well on the syntax task than on the CBOW model, but much better
on the semantic part of the test than all the other models.

In our approach, we considered the extended model that go beyond word
level to achieve sentence-level representations [19] which called Doc2vec. This
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Fig. 1. The CBOW and Skip-gram architectures [17]

model represents one of the skip-gram techniques previously presented, in order
to remove the limitations of the vector representations of the words, correspond
to the composition of the meaning of each of its individual words. Thus, These
representation takes our dataset as input and produces the word vectors as out-
put. It first constructs a vocabulary from the training text data and then learns
vector representation of words. The resulting vectors can be used as features in
the next and final step for computing the similarity between the citations in our
corpus.

3.3 Citation Embeddings

As we already mention that the word embeddings is very useful in many natural
language processing tasks. For plagiarism in academic papers however, citation
need to be compared. The simplest way to represent a sentence is to consider it
as the sum of all words without regarding word orders. Yet, in our method we
utilize Vector weighted average of words with their TF-IDF where each weight
gives the importance of the word with respect to the corpus, and decrease the
influence of the most common words.

x =
n∑

i=1

1
n
xi (1)

where the word vectors of each sentence represented by [x1, x2, . . . , xn].
According to Kenter et al. [20], averaging word embeddings of all words in a

text has proven to be a strong baseline or feature across a multitude of tasks”,
such as text similarity tasks.

3.4 Similarity Measurement

After the citation embeddings phase, we can then compute the similarity between
the given citation vectors, simply by using cosine distance, and that can give an
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accurate result. The cosine similarity between two vectors (or two documents on
the Vector Space) is a measure that calculates the cosine of the angle between
them. This metric is an estimation of orientation and not magnitude, it can be
seen as a comparison between documents on a normalized space.

similarity =

n∑
i=1

XiYi

√
n∑

i=1

X2
i

√
n∑

i=1

Y 2
i

(2)

where the components of the citations vectors X and Y are respectively Xi and
Yi, and n is the dimension of the vocabulary used in word embeddings.

4 Experiments and Results

On part of the freely-available Google News word2vec model, we trained our
word2vec models on NIPS papers corpus. This dataset includes the Id, Title,
Authors, and extracted text for all NIPS papers to date ranging from the
first 1987 conference to the current 2016 conference). The paper text has been
extracted from the raw PDF files and are releasing in CSV files. The full text is
then segmented and tokenized and cleaned as mentioned in our approach expla-
nation, resulting in 30 Millions words. Then we trained a Skip-gram model on
that dataset. The Table 1 below shows an example of the preprocessed dataset
given two first papers and their three first citations.

After we have trained our skip-gram model, we projected 200 words of our
vocabulary in a vector space model VSM which represent embed words in a
continuous vector space where semantically similar words are mapped to nearby
points. We have visualized the learned vectors by projecting them down into 2
dimensions by using the t-SNE dimensionality reduction technique [21]. When we
inspect these visualizations it becomes apparent that the vectors capture some
general, and in fact quite useful, semantic information about words and their
relationships to one another. It was very interesting when we first discovered that
certain directions in the induced vector space specialize towards some semantic
relationships as the Fig. 2 shows below.

In order to evaluate our embeddings as shown in Table 2, one simple way is to
directly use them to predict syntactic and semantic relationships. By examining
the example above, we can first see that the word “Good” becomes increasingly
related the resulted words, which makes sense.

As for citation embeddings phase, we aggregate the citation’s word vectors
as demonstrated in our methodology, and then we project first 50 vectors of
citations as well in another vector space model using the same tool T-SNE, as
Fig. 3 shows below.

Thus, to evaluate this task, we gave some example that compute the cosine
similarity of different citations, as Table 3 shows below.
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Table 1. NIPS dataset structure sample.

Id Year Title Authors Citation

2 1987 The Capacity of the
Kanerva Associative
Memory is Exponential

P.A. Chou 1. Towards the capacity of the
Hopfield associative memory
2. This exponential growth in
capacity for the Kanerva asso-
ciative memory contrasts sharply
with the sublinear growth in
capacity for the Hopfield associa-
tive memory
3. Assuming the coordinates of
the k-vector are drawn at
random by independent flips of
a fair coin

9 1987 Learning on a General
Network

Atiya Amir F. 1. In our model y is governed by
the following set of differential
equations, proposed by Hopfield
2. Independently, other work
appeared recently on training a
feedback network
3. Neural network models
having feedback connections, on
the other hand, have also been
devised for example the Hopfield
network, and are shown to be
quite successful in performing
some computational tasks

Fig. 2. NIPS Word2vec visualization with t-SNE
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Table 2. The most similar words of “Good”: an example.

Better 0.7271568179130554

Very 0.7213494777679443

Still 0.6984521150588989

Satisfactory 0.6695748567581177

Superior 0.6594116687774658

Simpler 0.6512424349784851

Practical 0.6487882137298584

Difficult 0.6476009488105774

Poor 0.6368283629417419

Slow 0.6296271085739136

Table 3. Example of the similarities between two citations using cosine similarity.

Citations Cosine similarity

Cit. 1: Towards the capacity of the Hopfield associative memory
Cit. 2: This exponential growth in capacity for the Kanerva
associative memory contrasts sharply with the sub-linear
growth in capacity for the Hopfield associative memory

0.810165

Cit. 1: Kanerva and Keeler have argued that the capacity at 8 = 0
is proportional to the number of memory locations
Cit. 2: In our model y is governed by the following set of
differential equations, proposed by Hopfield

0.463798

Cit. 1: In our model y is governed by the following set of differ-
ential equations, proposed by Hopfield
Cit 2: Independently, other work appeared recently on training
a feedback network

0.167626

5 Discussion and Future Work

Our method deals with the citations having a meaning that is not a simple com-
position of the meanings of its individual words. We first find the citations of
this kind. Then, we regard these citations as indivisible units, and learn their
embeddings with the context information. Our method, show significant result as
presented previously, and it can be applied in several Natural Language Process-
ing tasks, like paraphrase detection, Machine Translation, Sentiment Analysis...
However, this kind of phrase embedding is hard to capture full semantics since
the context of a phrase is limited. Furthermore, this method can only account
for a very small part of sentence, since most of the sentences are compositional.
In contrast, our method attempts to learn the semantic vector representation
for any sentence.

To tackle this limit, we can get inspired in our future work on some other spe-
cific deep learning methods on sentence embedding, and advance the state of the
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Fig. 3. Citation embeddings visualization with t-SNE.

art. For example using Long short-term memory and Recurrent Neural network
as presented in [22], came to identify a dense and low dimensional semantic rep-
resentation by sequentially and recurrently processing each word in a sentence
and mapping them into a low dimensional vector. As for any RNN architecture,
the global contextual features of the sentence will be presented in the semantic
representation of the last word in the sentence, additionally, a word hashing layer
is used to the model, which converts the high dimensional input into a relatively
lower dimensional letter tri-gram representation. Another proposed model that
represents effectively the hierarchical structure of sentences and the rich match-
ing patterns at different levels, by using a deep Convolutional Neural Network
[23]. It takes as input the embeddings of words, and then summarize the meaning
of a sentence through layers of convolution and pooling. the convolution operates
on sliding windows of words resulting some convolution units for a large feature
map that model the rich structures in the composition of words, then max-
pooling is applied in every two-unit window after each convolution this operation
shrinks the size of the representation by half, thus quickly adsorbs the differences
in length and it filters out undesirable composition of words. This models per-
form also significantly. However, however the models is less salient when the
sentences have deep grammatical structures and the matching relies less on the
local matching patterns. Additionally, a deep learning method [24] come to focus
on learning phrase embeddings from the view of semantic meaning, by propos-
ing a Bilingually-constrained recursive Auto-encoders. In this method the phrase
embeddings pre-trained using an recursive auto-encoder in order to minimize the
reconstruction error, then the Bilingually-constrained model learns to fine tune
the phrase embeddings by minimizing the semantic distance between translation
equivalents and maximizing the semantic distance between non-translation pairs.
This model learns the semantic meaning for each phrase no matter whether it is
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short or long. In the future work, we will explore many directions. We will try to
model and tackle the process with DNN based on our citation embeddings. We
will apply the model in other monolingual and cross-lingual tasks, and we plan
to learn semantic citation embeddings by automatically learning different weight
matrices. In term of learning contextual information from citation, we are going
to learn our model with more fluctuated citations dataset and an improvement
to the method to disambiguate word sense utilizing the surrounding phrases and
paragraphs to give a contextual information.

6 Conclusion

Surveying the similarity of text is a challenging task. We contend that similarity
between two words in isolation cannot be evaluated and ought to be characterized
in context. Yet, when people need to judge the similarity of two things, they think
about various factors and make a comprehensive judgement which is the thing
that the mix of various similarity techniques are presumably catching.

In this paper, We portrayed another set of results on citations vectors
demonstrating they can viably be utilized for estimating semantic similarity
between citations in academic papers. Firstly, semantic similarity is derived
from a knowledge-base and a corpus-based approach. The lexical knowledge-
base approach regular human knowledge about words in a natural language,
this knowledge is generally steady over an extensive variety of natural language
application. A corpus mirrors the genuine use of expressions and words. In this
manner our semantic similarity not just catches basic human knowledge, yet it
is likewise ready to adjust to an application utilizing a corpus particular to that
application. Furthermore, the proposed technique considers the effect of word
embeddings on sentence meaning. To assess our similarity calculation, we take a
huge dataset of NIPS papers, which contains an a huge number of citations sets
and an a large number of words from an variety of articles in Neural Network
subject. An introductory experiment on this dataset shows that the proposed
approach gives similarity that are genuinely consistent with human knowledge.

Our future work will incorporate the development of a more fluctuated cita-
tions dataset and an improvement to the method to disambiguate word sense uti-
lizing the surrounding phrases and paragraphs to give a contextual information.
And after that we ca apply this method in a particular applications, namely,
sentiment analysis of citations, and plagiarism detection in academic papers.
Presently, the comparison with some of the alternate approaches is extremely
troublesome because of the absence of some other published results on citation
similarities.

References

1. Michie, D.: Return of the imitation game. Electron. Trans. Artif. Intell. (2001)
2. Atkinson-Abutridy, J., Mellish, C., Aitken, S.: Combining information extraction

with genetic algorithms for text mining. IEEE Intell. Syst. 19(3), 22–30 (2004)



Using Deep Learning Word Embeddings for Citations Similarity 195

3. Hourrane, O., Benlahmar, E.H.: Survey of plagiarism detection approaches and big
data techniques related to plagiarism candidate retrieval. In: Proceedings of the
2nd International Conference on Big Data, Cloud and Applications. ACM (2017)

4. Lu, J., et al.: String similarity measures and joins with synonyms. In: Proceedings
of the 2013 ACM SIGMOD International Conference on Management of Data.
ACM (2013)

5. Hirschberg, D.S.: Algorithms for the longest common subsequence problem. J.
ACM (JACM) 24(4), 664–675 (1977)

6. Barrón-Cedeno, A., et al.: Plagiarism detection across distant language pairs. In:
Proceedings of the 23rd International Conference on Computational Linguistics.
Association for Computational Linguistics (2010)

7. Buscaldi, D., et al.: LIPN-CORE: semantic text similarity using n-grams, WordNet,
syntactic analysis, ESA and information retrieval based features. In: Second Joint
Conference on Lexical and Computational Semantics (2013)

8. Niwattanakul, S., et al.: Using of Jaccard coefficient for keywords similarity. In:
Proceedings of the International MultiConference of Engineers and Computer Sci-
entists, vol. 1, no. 6 (2013)

9. Miller, G.A.: WordNet: a lexical database for English. Commun. ACM 38(11),
39–41 (1995)

10. Roget’s, I.I.: The new thesaurus (1995). http://www.thesaurus.com/. Accessed 18
Mar 2016

11. Azzopardi, L., Girolami, M., Crowe, M.: Probabilistic hyperspace analogue to lan-
guage. In: Proceedings of the 28th Annual International ACM SIGIR Conference
on Research and Development in Information Retrieval. ACM (2005)

12. Landauer, T.K., Dumais, S.T.: A solution to Plato’s problem: the latent semantic
analysis theory of acquisition, induction, and representation of knowledge. Psychol.
Rev. 104(2), 211 (1997)

13. Gabrilovich, E., Markovitch, S.: Computing semantic relatedness using Wikipedia-
based explicit semantic analysis. In: IJCAI, vol. 7 (2007)

14. Hassan, S., Mihalcea. R.: Semantic relatedness using salient semantic analysis. In:
AAAI (2011)

15. Church, K.W., Hanks, P.: Word association norms, mutual information, and lexi-
cography. Comput. Linguist. 16(1), 22–29 (1990)

16. Turney, P.D.: Mining the web for synonyms: PMI-IR versus LSA on TOEFL. In:
De Raedt, L., Flach, P. (eds.) ECML 2001. LNCS (LNAI), vol. 2167, pp. 491–502.
Springer, Heidelberg (2001). https://doi.org/10.1007/3-540-44795-4 42

17. Mikolov, T., et al.: Efficient estimation of word representations in vector space.
arXiv preprint arXiv:1301.3781 (2013)

18. Pennington, J., Socher, R., Manning, C.: Glove: global vectors for word represen-
tation. In: Proceedings of the 2014 Conference on Empirical Methods in Natural
Language Processing (EMNLP) (2014)

19. Mikolov, T., et al.: Distributed representations of words and phrases and their
compositionality. In: Advances in Neural Information Processing Systems (2013)

20. Kenter, T., Borisov, A., de Rijke, M.: Siamese CBOW: optimizing word embeddings
for sentence representations. arXiv preprint arXiv:1606.04640 (2016)

21. van der Maaten, L., Hinton, G.: Visualizing data using t-SNE. J. Mach. Learn.
Res. 9(Nov), 2579–2605 (2008)

22. Palangi, H., et al.: Deep sentence embedding using long short-term memory net-
works: analysis and application to information retrieval. IEEE/ACM Trans. Audio
Speech Lang. Process. (TASLP) 24(4), 694–707 (2016)

http://www.thesaurus.com/
https://doi.org/10.1007/3-540-44795-4_42
http://arxiv.org/abs/1301.3781
http://arxiv.org/abs/1606.04640


196 O. Hourrane et al.

23. Hu, B., et al.: Convolutional neural network architectures for matching natural
language sentences. In: Advances in Neural Information Processing Systems (2014)

24. Zhang, J., et al.: Bilingually-constrained phrase embeddings for machine transla-
tion. In: Proceedings of the 52nd Annual Meeting of the Association for Compu-
tational Linguistics, Long Papers, vol. 1 (2014)



Using Unsupervised Machine Learning for Data
Quality. Application to Financial Governmental

Data Integration

Hanae Necba1(✉) , Maryem Rhanoui1,2 , and Bouchra El Asri1

1 IMS Team, ADMIR Laboratory, Rabat IT Center, ENSIAS, Mohammed V University,
Rabat, Morocco

hnecba@gmail.com, mrhanoui@gmail.com, b.elasri@um5s.net.ma
2 Meridian Team, LYRICA Laboratory, School of Information Sciences, Rabat, Morocco

Abstract. Data quality, means, that data are correct, reliable, accurate and valid
to be used and to serve its purpose in a given context. Data quality is crucial to
make right decisions and reports in every organization. However, huge volume
of data produced by organizations or redundant and heterogeneous data integra‐
tion make manual methods of data quality control difficult, for that using intelli‐
gent technologies like Machine Learning is essential to ensure data quality across
the organization. In this paper, we present an unsupervised learning approach that
aims to match similar names and group them in same cluster to correct data
therefore ensure data quality. Our approach is validated in the context of financial
data quality of taxpayers using scikit learn the machine learning library for the
Python programming language.

Keywords: Machine Learning · Data quality · Name matching
Affinity propagation · Levenshtein distance · Clustering · Unsupervised learning
Scikit learn · Data integration problems

1 Introduction

Each year, companies lose millions as a result of inaccurate and missing data in their
operational databases [1]. Organizations create millions of critical and sensitive data,
their bad management and bad quality could lead to catastrophic results. Because having
data quality involved obtaining certain, reliable and correct results that we hope to get
out of it. The challenge of analysts and scientists is to detect and correct errors to enhance
data quality, therefore derive value from data and help managers to make relevant deci‐
sions from historical reliable data. This challenge has been amplified these last years by
the increasing volume of processed data and Big Data analysis. Analyze big data,
discover anomalies and determine if data is accurate, complete and correct with
minimum effort and time, intelligent tools and automatic manners, let analysts obligatory
get rid of traditional methods and adopt robust and advanced technologies in the top of
them Machine Learning.
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One of the major causes that affect data quality is bad data integration by integrating
redundant and erroneous or incorrect data either in terms of validity or in terms of typo
mistakes or other unknown causes. Due to having huge integration data volume and
different problems that cannot be listed and identified, get general or standard rules that
could be applied to solve all problems is impossible. For that, it is essential to use more
sophisticated and smart methods that can be flexible, adaptable and that put their own
intelligent rules that can solve heterogeneous problems. Hence, the importance of using
Machine Learning.

Through this paper, we propose a non-supervised name matching approach, to
enhance and ensure data quality in a Machine Learning environment. The names will
be weighted using Levenshtein Distance and then clustered with affinity propagation
unsupervised learning algorithm. Our solution aim to validate and correct name of
taxpayers to get unique identification of each one and merge their scattered data
throughout database. This solution will improve data quality in the database using
Machine Learning and help users to base their decisions and researches on reliable,
correct and complete data.

This paper is organized as follow: the second section provides the general back‐
ground of our work, the third one exposes some related works, the fourth one presents
an overview of the proposed approach for our solution which is validated in the fifth and
final section using financial organization’s data case of study.

2 Background and Context

In this section, we will first present the relation between data integration and data quality.
Then expose the problems caused by bad data integration. Finally define the name
matching algorithms as the tool that help unsupervised machine learning algorithms to
cluster data, therefore enhance data quality and remedy the problem of data integration.

2.1 Public Data Integration

The integration of erroneous and heterogeneous data in a database, negatively affects
the quality of data in an organization in terms of:

• Making decisions: If data are correct, therefore reliable, its affect positively deci‐
sions by reducing the risk of having incorrect analysis and reports.

• Efficiency/Gain time: Having good data quality help employees to do their work
efficiently with spending the minimum time, this could be released if only data are
already valid, employees will focus on their work instead of spending time to validate
and fix data errors.

• Competitiveness: Enterprises basing their decisions on invalid data and data with
poor quality, will absolutely lose opportunities in terms of competitiveness compared
to competitors that make the right decisions based on correct data.

• Reputation: Having unreliable, invalid and incorrect data therefore incorrect statis‐
tics, reports and decisions can lead to reputation damage especially if the enterprise
have sensitive data.
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Data integration problems and bad data quality, causes many problems.

2.2 Data Integration Problems

Bad data integration could lead to serious problems in an organization by having heter‐
ogeneous, incorrect and inaccurate data. One of the major result of data integration
problems is name conflicts due to typos mistakes and bad data quality. Name conflicts
means having same object with redundant names, spelling mistakes, incorrect informa‐
tion… etc.

In order to solve the data integration problems, an unsupervised Machine Learning
is the appropriate solution, because we have heterogeneous problems that do not obey
to a specific rule. To use an unsupervised Machine Learning algorithm to group together
those having same characteristics, we must pass to it as an entry the proximity and
similarity between data. For that, we will resort to the name matching algorithm.

2.3 Name Matching Algorithms

Name matching algorithm is used in unsupervised learning and consist on calculating
similarity/distance between data, based on mathematic functions, which reflect and
translate the approximation of data between them. Output similarity indices will be used
as input for the unsupervised learning algorithm to cluster in the same class similar data.
There are too many name matching algorithms, some of them are [2–5]:

• Hamming distance: calculate the number of different characters between two names
having obligatory same length.

• Jaccard distance = number of common characters between two names/number of
different characters between them.

• Jaro distance:

djaro(A, B) = 1
3

(
m
|A| +

m
|B| +

m − t∕2
m

)

With:

– m: number of common characters between A and B.
– t: number of transpositions among the common characters between A and B.

In this paper, we use the levenshtein distance as it is the most name matching algo‐
rithm known for spellchecking. Moreover, is the most appropriate to compare names
having unequal lengths, or names that can be inserted, deleted or replaced.

To enhance data quality and solve data integration problems, we will use an unsu‐
pervised Machine Learning based on name matching. The next section present relative
works to data quality in different contexts.
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3 Related Works

Data quality is an important step in every organization, in previous related works
(Table 1) they are limited to explain the importance of data quality and how to ensure
it – data quality management. Our proposed approach aim to enhance financial data
quality in a Machine Learning environment. The added value of our approach is that we
have applied data quality in an organizational context and in an unsupervised Machine
Learning environment by using name matching as input.

Table 1. Summary of related works

Data
quality

Organizational
context

Name
matching

Unsupervised
Machine
Learning

Summary

[6] No No No Authors review the methods of assessing
data quality and identify causes of
problematic survey questions

[7] No No No Data quality is one of the major concerns
of using crowdsourcing websites such as
Amazon Mechanical Turk (MTurk) to
recruit participants for online behavioral
studies

[8] Yes No No In this study, a research model is proposed
to explain the acquisition intention of big
data analytics mainly from the theoretical
perspectives of data quality management
and data usage experience

[9] Yes No No Poor data quality (DQ) can have
substantial social and economic impacts.
The purpose of this paper is to develop a
framework that captures the aspects of
data quality that are important to data
consumers

[10] Yes No No This article, describe the subjective and
objective assessments of data quality, and
present three functional forms for
developing objective data quality metrics

[11] Yes No No This paper, introduce the data quality
problem in the context of supply chain
management (SCM) and propose
methods for monitoring and controlling
data quality

[12] No No No Increasing demand for better quality data
and more investment to strengthen civil
registration and vital statistics (CRVS)
systems will require increased emphasis
on objective, comparable, cost-effective
monitoring and assessment methods to
measure progress
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4 Proposed Approach: Unsupervised Clustering

Our approach (Fig. 1) aim to validate financial data using affinity propagation the unsu‐
pervised learning algorithm, to correct data, therefore ensure data quality.

Fig. 1. Proposed approach to ensure data quality

4.1 Overview

To ensure data quality in an organization context, data must be correct and valid. We
propose three major steps to process unsupervised Machine Learning:

• Step1: Calculate the similarity matrix using Levenshtein Distance. The smaller the
distance, the greater the similarity.

• Step2: Clustering data using affinity propagation algorithm based on the previously
calculated similarity matrix.

• Step3: Validate the performance of our clustering results with the ROC curve.

Figure 2, presents the technical environment used in our approach.

Fig. 2. Technical environment used in our proposed approach
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4.2 Levenstein Distance

The Levenshtein distance (also called Edit-Distance), owes its name to the Soviet math‐
ematician Vladimir Levenshtein who proposed it and defined it in 1965. This distance
of Levenshtein is the most used to remedy the problems of misspelling (or of typos).

Let A and B be two words. The Levenshtein distance between A and B is equal to
the minimum cost to convert word A to word B by performing the following editing
operations: adding, deleting or replacing a character. Figure 3 describe the direction of
movement for each edit operation.

Fig. 3. Direction of movement of editing operations

Each operation carried out is worth 1 cost except in the case of a replacement of a
character by another identical, we associate for this operation 0 cost.

4.3 Affinity Propagation Algorithm

The method of affinity propagation (AP) [13–16] is a method proposed by Frey and
Dueck in 2007, based on graphs and the principle of message passing. AP consists on
electing representatives, exemplars, around whom clusters are built. This algorithm
takes as input parameter the similarity matrix S of size N * N with N the number of
individuals to classify. Gradually, we will scan the fundamental concepts to understand
the Affinity Propagation algorithm that automatically groups similar individuals that
look like homogeneous clusters.

4.3.1 Similarity Matrix
The affinity propagation clustering necessarily requires as input parameter a similarity
matrix S measuring the similarities si,j called index of similarity between all the pairs (i,
j) of the N individuals. This similarity matrix must be a square symmetric matrix (∗) i.e.
si,j = sj,i with s∗ the similarity index between any two individuals, so S must have N rows
and N columns.

S =

⎡⎢⎢⎣
s11 ⋯ ∗

⋮ ⋱ ⋮

sn1 ⋯ snn

⎤⎥⎥⎦
(∗)
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After calculating the similarity matrix, the various similarity indices must be trans‐
formed into a graphical representation making possible to translate the similarity/dissimi‐
larity relations between the individuals and facilitate message passing between data.

4.3.2 Message Passing
As already mentioned, the Affinity Propagation method is a method based on the
message passing between the data, after having built a similarity matrix, which facilitate
the exchange of messages between data in order to elect the exemplars and form all the
clusters gathering the data having common characteristics.

Initially, all the data are considered as exemplars, which will themselves exchange
two types of messages, responsibility and availability, to determine which are the best
representatives around which the clusters will be formed.

In fact, the availabilities and responsibilities are calculated in an iterative way for
each data towards others, in order to answer two important questions:

• What data would be the representative of all others to form a cluster?
• For each data, what is its good representative?

For each data i his representative k will be the one who will maximize the sum of
availabilities and responsibilities (1):

arg max
k

(A(i, K) + R(i, k)) (1)

Below is an illustration of the exchange of the two types of messages “Responsibility
R (i, k)” (Fig. 4) and “Availability A (i, k)” (Fig. 5) between the data k considered as
exemplar and the data i:

Fig. 4. Responsibility message R(i,k) from i to
k

Fig. 5. Availability message A(i,k) from k to i
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The responsibility R (i, k) exchanged between an exemplar candidate k and a data i,
indicates how much k would be a good representative of i, i.e. the degree of responsibility
of k on i compared to the other potential candidates available k′. R (i, k) is calculated as
follows (2):

R(i,k) = si,k − max
k′
≠k

{
A
(
i,k′

)
+ si,k′

}
(2)

The availability A (i, k) exchanged between data i and an exemplar candidate k,
indicates how appropriate would it be for i to choose k as its representative? In other
words, after sending a responsibility message from i to k, k responds i with an availability
message indicating whether it is still available to represent it or it has already been taken
by another data i′ as its representative.

A (i, k) is calculated as follows (3):

A(i, k) = min

{
0, R(k, k) +

∑
i′∉{i, k}

max
{

0, R
(
i′, k

)}}
(3)

From (2) and (3) we can conclude that:

• The responsibility R (i, k) depends on the availability A (i, k) and vice versa.
• The responsibility R (i, k) depends on the computation of the similarity si,k between

the exemplar candidate k and the data i, as well as the similarity si,k′ between the data
i and the other representatives k′ according to their availability A (i, k′).

• The availability A (i, k) depends on the responsibility of the representative k on
himself or on his self-responsibility R (k, k), as well as the responsibility R 

(
i′, k

)
 of

k on other data i′, with i′ ≠ i. The self-responsibility R (k, k) is high if k has no
representatives.
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5 Working Example

In order to validate our approach, we apply it to a real case of financial organization’s
data, but for confidential reasons we will anonymize the name of the organization, the
system and taxpayers.

The treasury public organization has opted for a migration from its ancient system,
which has been decentralized to a new centralized tax management system (TMS)
regrouping data of taxpayers all over Morocco. After this migration, we find in the
database of the system TMS lot of different taxpayers having same identification, CIN,
number of the national ID card. The limitations of the TMS system have several negative
impacts on the activity of the treasury, in terms of Efficiency and time like already
explained in the section “2.1. Public Data Integration” and in terms of the most important
and serious one which is money. The treasury loses in terms of money when it does not
recover it debts, for example: If the taxpayer named “Necba Hanae” request for a tax
clearance, the system reveals that the taxpayer is in a regular situation, whereas in fact
he still has to pay taxes registered under the name of “Nesba Hanaa”. However, taxpayers
are exempt by law from paying taxes if they become prescribed.

Our objective aim to create a unique folder to each taxpayer by grouping together in
the same cluster taxpayers having same ID, different names in terms of errors in spelling
but represent same person. In other words, we must group and fusion the taxpayers that
represent same person despite of having different spelling.
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5.1 Data Integration Problems

The “CIN”, is a unique identifier for every individual in the world regardless of its
gender, its function, its origins… etc. Therefore, we cannot find two persons with same
CIN, in other words:

• For the same CIN, we can only find one individual
• For the same individual, we can only find one CIN

Contrary in TMS system, we find for the same CIN several individuals or taxpayers,
in the same CIN three categories of problem could be found:

• Duplicate redundant taxpayers: Taxpayers having same name and are the same
person, Ex: Taxpayer 1 = “Necba Hanae” and Taxpayer 2 = “Necba Hanae”.

• Taxpayers having different name, incorrect spelling, but are the same person, Ex:
Taxpayer 1 = “Necba Hanae”, Taxpayer 2 = “Nesba Hanaa”, Taxpayer 3 = “Nesba-
Hanae” and Taxpayer 4 = “Nesba Hanaa”.

• Taxpayers having different name and are actually two different people, Ex: Taxpayer
1 = “Nesba-Hanae” and Taxpayer 2 = “Idrissi Mohamed”.

5.2 DataSets

The database of the system TMS, include multiple tables with millions of data. In our
case, we have worked with 25 million data. This huge mass of data is heterogeneous,
therefore enumerate all existing errors in the database is impossible, thus we couldn’t
establish an exhaustive list of rules to correct name errors. For that, we have used
Machine Learning technology instead of standard traditional programming.

5.3 Results and Evaluation

Results are as follow:

• Each similar taxpayers are clustered in a class.
• Similar taxpayers that represent the same person are clustered and merged under the

correct name and CIN.

Since our solution is a clustering, that consists on grouping similar taxpayers in
classes or clusters.

For this, we will use the ROC curve acronym of “Receiver Operating Characteristic”,
to evaluate performance and measure the validity of the results.

The “Affinity Propagation” algorithm we used for clustering, can be considered as
a binary classifier since for the results obtained an individual is either classified in the
correct class or not.

The ROC evaluation method is the representation of the FPR (False Positive Rate)
according to the TPR (True Positive Rate).

To confirm the performance of the classifier, it is necessary to calculate the area
under the curve of ROC or AUC. The closer the AUC gets to 1, the better the classifier
and the predicted classes are accurate and 100% correct [18].
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In order to calculate the TPR and FPR parameters of the ROC curve, it is necessary
to go through the construction of confusion matrix Table 2 as shown below:

Table 2. Confusion matrix

Prediction
Unclassified Classified

Actual Unclassified TN FP
Classified FN TP

For our case:

• True positives (TP): Taxpayer classified in a class and in reality should be classified
in this class.

• True negatives (TN): Taxpayer unclassified in a class and actually should not be
classified.

• False positive (FP): Taxpayer classified in a class but in reality should not be clas‐
sified at all.

• False negatives (FN): Unclassified taxpayer but in reality must be classified in a
class.

TPR and FPR rates are:

• True Positive Rate (TPR): Among taxpayers who actually must be classified, how
many times did the algorithm actually classified them?

The following equation shows the method of calculating the TPR:

TPR =
TP

TP + FN

• False Positive Rate (FPR): Among the taxpayers who actually must be unclassified,
how many times did the algorithm classified them?

The following equation shows the FPR calculation method:

FPR =
FP

FP + TN

Graphically the performance of the Machine Learning algorithm “Propagation of
affinity” in our case Fig. 6:
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Fig. 6. ROC curve to evaluate the performance of the Machine Learning algorithm “Propagation
of affinity” in our case

Figure 6 above shows that the “Affinity Propagation” algorithm is a good classifier
since the AUC is 0.81 and therefore closer to 1, so the predicted classes of similar
taxpayers to be merged are accurate and correct to 80%.

6 Conclusion

This paper presents a non-supervised Machine Learning approach that takes as input the
matrix resulting from name matching algorithm, to solve data integration problems
consequently ensure and enhance data quality. The proposed approach is applied to
financial governmental data integration use case. From this paper, we aim to validate
the contribution of new intelligent technologies such as Machine Learning to solve the
most complex data integration problems, therefore enhance data quality of big data in
an organizational context.
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Abstract. Analysis of large gene expression datasets for cancer classi-
fication is a crucial task in bioinformatics and a very challenging one
as well. In this paper, we explore the potential of using advanced mod-
els in machine learning namely those based on deep learning to handle
such task. For this purpose we propose a deep feed forward neural net-
work architecture. In addition, we also investigate other classical yet very
popular machine learning classifiers namely, support vector machine,
naive bayes, k-nearest neighbours and shallow neural networks. The main
objective is to appreciate the extent to which they are able to deal with
the increasing size of these datasets. We conducted our experimental
study using a high-performance computing platform with 32 compute
nodes, each consisting of two Intel (R) Xeon (R) CPU E5-2650 2.00 GHz
processors. Each processor is made up of 8 cores. Five data sets available
at the omnibus library have been used to test the five models . Experi-
mental results show the effectiveness of deep learning and its ability to
deal with large scale data.

Keywords: Gene expression · Machine learning · Deep learning
Neural network · Classification · Cancer classification · Big data

1 Introduction

In the last decades, the remarkable advances in microarrays technology opened
huge opportunities in genomic research and especially in cancer researches
to move from clinical decisions and standard medicine toward personalized
medicine. The analysis of gene expression level may reveal a lot of informa-
tions about the cancer type, its outcomes also allow the possibility to predict
about the best therapy in order to improve the survival rate.

Gene expression microarrays is a new breakthrough technology developed
in the late 1990s [1] that can measure the gene expression level of thousands
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of genes corresponding to different samples or experiments simultaneously [2].
Many solution schemes for cancer classification and therapy process on molecular
and cellular levels may be concluded from the analysis and the comparison of
the generated data through different experiments [3]. Microarrays technology has
two variants in the market [3], (1) cDNA microarrays-On Spotted array- and (2)
oligonucleotide microarrays-On GeneChip-. cDNA microarrays are cheaper and
more flexible as custom-made arrays, it was developed at Stanford University.
While oligonucleotide arrays (developed at Affymetrix) are more automated,
stable, and easier to be compared through different experiments [3,4]. The data
produced by microarrays technology represent the result of thousands of genes
for few experiments where this matrix can be used to evaluate the variation of
gene through samples or the interaction of genes in different samples.

Since DNA microarray technology allows to analyse the gene data quickly
and at one time in order to get the expression pattern of a huge amount of genes
simultaneously [5], gene expression data are unique in their nature due to three
reasons: (1) their high dimensionality (more than thousands of genes), (2) the
publicly available data are very small just hundred or fewer of samples, (3) a big
partial of the genes are irrelevant in cancer classification and analysis, where the
problem is to find the difference between cancerous gene expression tissues and
non-cancerous tissues. For these reasons, and in order to handle those kind of
data researchers proposed that feature selection and/or dimensionality reduction
is a relevant process in order to take advantage of the data and to converge
toward accurate classifiers. Several machine learning methods have been used in
caner classification, yet recently deep learning start to be investigated as well in
this process due to its ability to work on raw and high dimensional data.

The paper investigates the use of advanced machine learning to handle large
scale gene expression data to enhance cancer classification. Also it explores the
potential of deep learning based classifiers to manage such datasets. Hence, we
propose a simple feed forward neural network and implement four yet powerful
classical classifiers namely, support vector machine (SVM), k-nearest neighbours
(KNN), bayes naive (BN) and shallow neural network (SNN). We tested the four
classifiers along with the deep classifier on publicly available five cancer datasets
in the omnibus library. the cancer types are: Leukemia cancer, inflammatory
breast cancer, lung cancer, bladder cancer and thyroid cancer

The remainder of the paper is organized as the following: the first Sect. 2
highlights the used classification methods. Then Sect. 3 presents an overview
on the recent works related to machine learning and deep learning for gene
expression and cancer classification. In Sect. 4 we explained our proposed deep
feed forward neural network for the discussed problem. Then the used datasets
are described in Sect. 5. Section 6 deals with the experimental study and presents
the obtained results and our discussion. Finally in Sect. 7 conclusions are drawn.

2 Classification Methods

Many classification methods have been introduced through time. In the following
we present four main methods.
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2.1 K-Nearest Neighbours

K-nearest neighbours (KNN) classifier is the simplest supervised classifier that
attempts to find the class membership of an unknown instance in the testing
dataset {X} on the basis of the majority vote of the k-nearest neighbours [6].
KNN is a lazy learning or an instance based learning, where the function is
approximated locally and all the computation is postponed until classification
[5]. When classifying a sample x, the KNN classifier finds in the testing set {X}
the most similar k examples to x and then chooses the most appropriate label
class among this examples, by calculating the similarities between the attributes
of the object x and the k samples. The simplest or the most used way to calculate
the similarity between x and y is the geometric distance [7].

2.2 Support Vector Machine

Support Vector Machine (SVM) is also a supervised machine learning tool, that
was introduced and implemented in 1995 [8] for pattern recognition. SVM was
widely used for both classification and regression tasks [9]. The concept of SVM
is based on [8,10–12]:

The {X} instances of the training data set are plotted in some high-
dimensional features space, where the task is to find the support vectors that
maximise the margin (also the optimal hyperplane) not between the vector and
the data but between the classes in the space (see Fig. 1).

Fig. 1. An SVM example represents the maximum margin between classes in two
dimensional space [8]

2.3 Naive Bayes Classifier

Naive Bayes classifier (NB) as well is one of the first simple supervised machine
learning. It is a probabilistic model based on the Bayesian formula to calculate
the probability of class A given the values Bi of all attributes for an instance
to be classified [13]. NB classifiers follow the assumption that all attributes of a
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given example are independent of each other, which facilitates the learning phase
because every parameter can be learned separately, especially in the scalable data
[14]. Naive bayes classifier have been intensively used in different fields such as
document classification [14], Medical application like EGG signal analysis [15],
music emotion classification [13] based on lyrics (text) analysis, and for image
classification [16] as well.

2.4 Deep Learning

Deep Learning (DL) is the new breakthrough in machine learning and Artificial
intelligence. DL migrates with machine learning technique from hand-designed
features toward data-driven features-learning, where deep learning can learn
complex models through simple features learned from raw data [17].

Deep Neural Networks (DNN) were the best showcase of deep learning with
the aspect of multilayer that offers the possibility to explore the hierarchical
representation of data by increasing the level of abstraction [18]. This properties
allowed DNN to demonstrate state-of-the-art performance in different domains
[19–21].

In deep learning we can find: (1) deep neural networks (DNN), (2) convolu-
tion neural network (CNN) and (3) recurrent neural network (RNN). DNN is the
simplest representation of multilayer neural network. It may be either a multi-
layer perceptron , auto encoders (AE), stacked auto encoders (SAE), deep belief
networks (DBN) or boltzman machine. While (2), convolution neural networks
are built upon three majors layers convolution layers, max-pooling layers and
and non-linear layer. At each convolutional layer a group of local weighted sums
called features are obtained. At each pooling layer, maximum or average sub
sampling of non-overlapping regions in feature maps is performed which allows
CNNs to identify more complex features [17,18]. RNNs, they are designed to use
sequential information, and they have a basic structure with cyclic connection.
Past information is implicitly stored in the hidden units called state vectors using
an explicit memory long short term memory, and the current output is computed
based on all the previous input through this state vector [17].

3 Machine Learning in Gene Expression Cancer Analysis
Related Work

Both supervised and unsupervised methods have been used in gene expression
data analysis. in 1998 a cluster analysis based on graphical visualisation method
to reveal correlated patterns between genes were proposed in [22]. Supervised
machine learning served microarrays data analysis intensively and effectively
[5]. Neural network were proposed in [23] for Cancer classification and diagnos-
tic prediction. Li et al. [24] proposed a genetic algorithm/k-nearest neighbours
approach in order to select effective genes that can be highly discriminative in
cancer sample classification, by splitting the set of genes into several subsets
and then calculate the frequency of genes’ membership to the subset. After a
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number of iterations the genes with high frequency are the most relevant to the
classification. The latter was used recently in [25] in order to select the most dis-
criminative genes to classify the TCGA data of 31 different cancer type. SVM
also was used in the field [10], where in [26] a new SVM ensemble based on
Adaboost (ADASVM) and consistency based feature selection (CBFS) was pro-
posed for leukemia cancer classification, SVM was used to overcome the problems
of regular ensemble methods based on decision trees and neural network. Where
the authors cited in the former the issue of the tree size and overfitting problem
in the latter. Another approach based on Battcharya distance was implemented
in [27] for colon cancer and leukemia cancer. The features were selected based
on their ranking score, where the genes with larger Battcharya distance are the
most effective in classification. Then the subset with the lowest error classifica-
tion rate is selected as the marker genes. In [28] a shallow neural network was
proposed for colon cancer classification with a variation on parameter setting
that uses the Monte-Carlo algorithm with SVM theory.

Recently researchers start to apply deep learning in the context [29]. Table 1
illustrates the top recent researches in the literature, where we compared the
works based on the used features selection model, the classification model and
its accuracy.

Table 1. Deep learning cancer classification recent research. H/L the highest and
lowest accuracy score of the classifier depends on the dataset

Reference Feature selection Classification method Accuracy

[30] PCA+ Sparse AE Softmax classifier L H

35.0% 97.5%

PCA+ Stacked AE L H

33.71% 95.15%

[31] Adversarial net + CNN +RBM Segmoid+CNN ——

[32] SDAE SVM 98.04%

ANN 96.95%

[33] Desq (KNN,SVM,DT,RF,
GBDTs)+ANN

H L

98.80% 98.41%

Fakoor et al. [30] present the use of deep learning for cancer classification
through unsupervised features learning. The proposed approach is a two phases
process. The feature learning phase, where Principal Component Analysis (PCA)
was used for dimensionality reduction. Since PCA is a linear representation of
data, some raw features were added to capture the non-linearity of the features.
Then sparse auto encoders (Stacked auto encoders in the second test) were used
for the unsupervised features selection. In the second phase, the set of learned
features with some of the labelled data were passed to the classifier to learn the
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classifier, as well fine-tuning was used to tune the weights of the features and
generalize the features set to adapt to different cancer types.

Bhat et al. [31] used adversarial model based on convolutional neural network
and restricted boltzmann machine for gene selection and classification of Inflam-
matory Breast Cancer. The proposed generative adversarial network (GAN) is a
combination of two network. The first network represent a generator that tries to
mimic examples (wrong inputs) from the training data set and fed them among
the real inputs to the second network. The latter works as a discriminator that
tries to distinguish the true inputs from the false ones and classify the samples
as accurately as possible. The process continues until the discriminator can no
longer distinguish noise input from the real ones. The learnt features are passed
to a sigmoid layer for supervised classification.

Danaee et al. [32] proposed stacked denoising auto encoders (SDAE) for
breast cancer classification. The paper used SDAE to addresses the high dimen-
sionality and noisy gene expression issues and to select the most discriminative
genes in breast cancer classification. The selected genes have been evaluated by
ANN and SVM.

In [33], a deep learning approach that combines five classical classification
methods was proposed for the classification of lung cancer, stomach cancer and
inflammatory breast cancer. The paper used DeSeq for features selection, then
the selected features were passed through the five classifiers namely, KNN, SVM,
Decision Trees (DTs), Random Forest(RF) and GBDTs in the first classification
stage. The output of the first stage is used as the input for a five layer neural
network to classify the samples.

4 Deep Forward Neural Network for Cancer Classification

The tackled cancer classification problem can be formulated as follows: Given a
matrix {X} of NxM dimension where N represent the number of samples and
M is the number of genes, each xi,j represents the expression level of the gene
j related to the sample i, and each sample X is associated to a class that can
be either cancerous or not cancerous for binary classification. It can also refer to
the the corresponding subtype of the cancer for multiclass classification. Then
the problem can be binary classification or multiclass classification.

The architecture is a multilayer feed forward neural network organized as the
following:

– The input layer receives the set of features that represent the gene expression
values of each sample.

– Seven hidden layers have been used. Four are fully connected layers, and
between the layers we added three dropout layers that applies a dropout
penalty to avoid overfitting.

– An output layer with a softmax classifier is used to assign the set of received
features from the Seventh hidden layer to their corresponding class.

– We applied a regularization l2() on the input data at the input layer level.
– For the activation of layers we used the non-linear tanh and relu functions.
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Algorithm 1: Proposed architecture pseudo-code
Data: X,y
Apply one of [KPCA, FRE, UFS] for dimensionality reduction;
X train, X test < −Split(X);
y train, y test < −Split(y);
Build the Deep forward classifier;
Initialized the Deep forward classifier;
Define the number of epochs and the batch size;
while iteration less than or equal to the number of epochs do

while batch size less than or equal to the number of samples do
X batch, y batch < − next batch(X train, y train);
Train model(X batch, y batch);
Update batch size;

end
Evaluate model(X test, y test);
Reset batch size;

end

The pseudo-code (Algorithm 1) outlines the different steps of our proposed clas-
sifier building. We used batch training to train the network with adamoptimizer
and a categorical crossentropy loss. Also, we applied hold-out cross validation
(70% training data, 30% testing data) to asses the performance of the classi-
fier. The used performance metrics are accuracy and the loss function where the
objective is to maximize the accuracy and minimize the loss without dropping
in overfitting and underfitting issues.

For dimensionality reduction we used three methods namely, Kernel Prin-
cipal Component analysis (KPCA) for non-linear problems, Recursive Feature
Elimination (RFE) and Univariate Feature Selection (UFS). In this way we can
evaluate the performance of the proposed classifier on different reduced data
space.

5 Datasets

The datasets (Table 2) are publicaly available in the GEO bank (https://
www.ncbi.nlm.nih.gov/geo/query/acc.cgi). They represent the expression level
of patient genes that define if the samples are cancerous or not cancerous, the
type and the stage of the disease. We applied data preprocessing and imputation
on some of the data sets in order to handle the missing values of some genes
that appear in few samples.

– Leukimea Cancer (DS1): The data set is stored under the key GSE15061
[34], it represents a case study of the transformation of leukemia cancer from
AML to MDS stage. the samples are all bone marrow distributed as 164 MDS
patients, 202 AML patients and 69 non leukemia. The total set is 870 samples
with 54613 genes.

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi
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– Inflamatory Breast Cancer (DS2): Stored under the key GSE45581 [35]. The
samples are the expression of IBC tumor cells and non-IBC cells. The dataset
is a total of 45 samples of Inflammatory Breast Cancer (IBC) and non-IBC
with 40991 genes.

– Lung Cancer (DS3): The dataset is stored under the key GSE2088 [36]. It
represents a set of 48 samples of squamous cell carcinoma (SSC), 9 samples
of adenocarcinoma and 30 normal lung cancer samples. The total set is 87
samples of 40368 genes.

– Bladder Cancer (DS4): The access key is GSE31189 [37], it represents the
gene expression of human urothelial cells, it contains 52 samples of urothelial
bladder cancer patient and 40 non-cancer samples. The set is 92 samples
represented through 54675 genes.

– Thyroid Cancer (DS5): GSE82208 [38], this data set has been used to differ-
entiate between malignant and benign follicular tumours. The set is a collec-
tion of 27 samples of follicular thyroid cancer (FTC) and 25 follicular thyroid
adenomas (FTA) with the dimensionality of 54675.

Table 2. The data sets description (* preprocessed data set)

Data set Genes Samples Classes

DS1 54613 870 MDS, AML, non-leukemia

DS2 40991 45 IBC, non-IBC, Normal

DS3(*) 40368 87 Normal, Squamous carcinoma=SSC, Adenocarcinoma

DS4 54671 92 Cancerous , Normal

DS5 54671 52 FTC, FTA

6 Results and Discussion

For the aforementioned classical machine learning models (SVM, BN, KNN) we
used the scikit-learn python package models, for the shallow network and deep
neural network architecture we used sequential model of keras package with
tensorflow back-end.

The experimental results (Table 3) shows the variation of the classification
accuracy rate, depending on the classifier and the dimensionality reduction
method. The obtained results demonstrate the usefulness of supervised machine
learning in tumour classification. Yet the results also prove that the deep classi-
fier was able to achieve better performance and score a higher accuracy (up to
100% in different cases) than the classical models.

The proposed DNN model was able to achieve the highest possible accuracy
between the classifiers in many situations for the five datasets. Citing the dataset
DS4, with the new feature space obtained by univariate feature selection, deep
learning overcomes the other classifiers. While in DS1, DS2 respectively DS3,
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the deep classifier achieved the highest accuracy score in both RFE and UFS.
Whereas in DS5, for the three dimensionality reduction models deep learning
was able to conquer the other classifiers.

Table 3. Comparative study results in terms of accuracy. Bold values represent the
best obtained score.

Datasets FS SVM KNN BN DNN Shallow net

DS1 KPCA 0.44 0.0.47 0.40 0.45 0.44

RFE 0.64 085 0.66 0.90 0.88

UFS 0.63 0.79 0.57 0.80 0.79

DS2 KPCA 0.29 0.64 0.86 0.64 0.36

RFE 0.28 0.42 0.64 0.78 0.71

UFS 0.29 0.57 0.79 0.85 0.51

DS3 KPCA 0.59 1.0 1.0 0.81 0.70

RFE 0.70 0.96 1.0 1.0 0.96

UFS 1.0 1.0 0.96 1.0 0.96

DS4 KPCA 0.60 0.57 0.82 0.68 0.57

RFE 0.57 0.60 0.78 0.64 0.60

UFS 0.57 0.93 0.92 0.96 0.79

DS5 KPCA 0.38 0.56 0.81 0.87 0.81

RFE 0.87 0.87 0.87 1.0 0.93

UFS 0.81 0.88 0.81 0.88 0.87

Compared to SVM and shallow networks, BN and KNN performance was very
promising as well. Both classifiers were able to achieve the highest score in three
out of five datasets. The Bayes naive classifier performance was at its best with
kernel principle components and recursive feature elimination in DS2, DS3, DS4.
While KNN performed better with KPCA and UFS in DS1,DS3 and DS5. The
overall performance of SVM and shallow network was good yet in the studied
cases, it was not good enough compared to the deep classifier performance.

For the case where the proposed classifier was not able to achieve the best
accuracy, we believe that an improved architecture (in its density, depth and
parameters setting) and a better feature selection model would improve its
performance. It is worth noting that the worst cases for the deep network
(DS1,DS2,DS3, and DS4) was where we used KPCA as a dimensionality reduc-
tion method. This let us to make the assumption that the new feature space was
not quite discriminative in order to train the deep classifier to perform accurately.

7 Conclusion

In the era of information and massive datasets, classification and machine learn-
ing have been intensively applied by computational, statistical and data analysis
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researchers to mine, organize, and categorize huge data sets in order to extract
a valuable knowledge and acceptable patterns in a variety of field for decades.

Recently with the advances in biological data generation and the migration
of biological and medical community toward personalized medicine and cancer
advanced treatment systems, scientists start to apply classification and machine
learning in order to classify and extract biomarker genes that may help in the
therapy process. Through this paper we have seen that machine learning was
widely used from the first and classical models to the new deep learning inno-
vation. Therefore we think it may be a key for new achievements in medical
informatics. Also the experimental results and the theoretical research mainly in
cancer classification problem, have proved to us that every classification model
have its strength and weakness and the variation between the performance of
each classifier, mainly classical models, depends on the data and the experi-
mental environment. Also we have seen that deep learning is very effective and
powerful to handle biological large scale data sets, and was able to conquer other
models in their discrimination and classification accuracy. In our future contri-
butions we will try to use deep models for the selection and identification of
relevant biomarkers for cancer diagnosis, therapy process.
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Abstract. Stemming and lemmatization are two language modeling techniques
used to improve the document retrieval precision performances. Stemming is a
procedure to reduce all words with the same stem to a common form whereas
lemmatization removes inflectional endings and returns the base form of a word.
The idea of this paper is to explain how a stemming or lemmatization in

Amazigh language can improve the search outcomes by providing results that fit
better with the query the user introduced.
In Document retrieval systems, lemmatization produced better precision

compared to stemming. Overall the findings suggest that language modeling
techniques improves document retrieval, with lemmatization technique pro-
ducing the best result.
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1 Introduction

The process of lemmatization and stemming is the same: given a set of affixes, for each
word in a list, after check if the word ends with any of the affixes, and, if so, and apart
from a few exceptions, remove the affix from the word. The challenge is that this
process is sometimes not efficient to retrieve the base form of a word, in most cases; the
stem is not the same as the lemma [2].

For the search query procedures, the traditional approach has been stemming but
due to its limitations it seems necessary to look for another method, and there is where
lemmatization shows up [3].

The goal of both stemming and lemmatization is the same: they reduce the
inflectional forms and derivations from each word to a common root.

When we are running a search, we want to find as many results as possible, and that
includes not only the exact word we typed on the search bar but also the ones that have
the same root. For example, when we look for the word sewer, it will enrich our
findings if we have results containing words like sew or sewerlike.
So, words appear in Amazigh language in many forms:

– Inflections: adding a suffix to a word, that doesn’t change its grammatical category,
such as (-iwn, -iwin) for plural in nouns (s). (afr ! afriwn, wing ! wings in
English)
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– Derivations - adding a suffix to a word that changes its grammatical category, such
as iffr (verb) => iffri (noun) (hide ! cave in English).

Stemming and lemmatization are useful for many text-processing applications such
as Information Retrieval Systems (IRS); they normalize words to their common base
form [4].

– Lemmatization is the technique of converting the words of a sentence to its dic-
tionary form. To have the proper lemma, it is necessary to check the morphological
analysis of each word.

– Stemming is the method of converting the words of a text to its invariable portions.
Different algorithms are used in the stemming, but the most common in English is
Porter stemmer. The rules contained in this algorithm are divided in five different
phases numbered from 1 to 5. The aim of these rules is to reduce the words to the
base form.

The essential difference is that a lemma is the dictionary form of all its inflectional
forms. However, the stem can be the same for the inflectional forms of different
lemmas, providing then noise to our search results. Also, the same lemma can have
forms with different stems.

The remainder of the paper is structured as follows: the related works are discussed
in the following section. This is then followed by language background and the
research design which focuses on the stemming and lemmatization techniques,
experiment setup and the evaluation metrics used. The results and discussion follow
next.

2 Related Work

Users create in a language model a query to describe the information that they need and
the system will choose keywords from the query that are deemed to be relevant. These
keywords will be matched against the documents in a collection. When similarities are
found between the given query and a document in the collection, that document is
retrieved and then matched against the rest of the retrieved documents for ranking
purposes [1]. Stemming and lemmatization usually help to improve the language
models by making faster the search process.

So, there are three classifications of stemming and lemmatization algorithms:
truncating methods, statistical methods, and mixed methods. Each of these types has a
typical manner of obtaining the stems or lemmas of the word variants. These categories
and the algorithms are shown in the Fig. 1.

– Truncating Methods: these methods are related to removing the suffixes or pre-
fixes of a word. In this method words shorter than n are kept as it is. The chances of
over stemming increases when the word length is small.

– Statistical Methods: These are based on statistical analysis and techniques. Most of
the methods remove the affixes but after implementing some statistical procedure.
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– Inflectional and Derivational Methods: This involves both the inflectional as well
as the derivational morphology analysis. The corpus should be very large to develop
these types of stemmers and hence they are part of corpus base stemmers too. In
case of inflectional the word variants are related to the language specific syntactic
variations like plural, gender, case, etc. whereas in derivational the word variants
are related to the part-of-speech (POS) of a sentence where the word occurs.

– The stemming is used in IRS to make sure that variants of words are not obsolete
when text is retrieved [5]. The process is used in removing derivational suffixes as
well as inflections, so that word variants can be conflated into the same roots or
stems. Stemming methods have been used in a lot of language research areas such
as Arabic [6], cross-lingual retrieval [7] and multi-language manipulations [8].

– The lemmatization technique has been used in several languages for IRS. For
instance, the authors of [11] compared three different lemmatizers to retrieve
information on a Turkish collection. Their results showed that lemmatization indeed
improves the retrieval performance utilizing only a minimum number of terms in
the system. Moreover, they also found that the performance of information retrieval
was better when the maximum length of lemmas is used. In 2012, the authors of
[12] combined stemming and partial lemmatization and tested their model on the
Hindi language. Their model yielded significant improvements compared to the
traditional approaches.

Let’s see an example in Amazigh to illustrate the differences of using stemming and
lemmatization (Table 1).

Fig. 1. Types of stemming and lemmatization algorithms

Table 1. Examples in Amazigh using stemming and lemmatization

Input Stem Lemma

ddan verb: to go Dda Ddo
ddan noun: hide Dda Ddan
tazla noun: running Tazl Azla
tazla verb: run Tazl Azl
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Stemming and lemmatization are very important when it comes to increase rele-
vance and recall capabilities of IRS [9]. When these language model techniques are
used, the number of indexes used is reduced because the system will be using one index
to present a number of similar words which have the same root or stem [10].

3 Language Background

3.1 Amazigh Language

The Amazigh language is a branch of the Afro-Asiatic (Hamito-Semitic) [13, 14].
Since the ancient time, it has its own writing that has been undergoing many slight
modifications.

Amazigh language became an official language in 2011. Many Imazighen also
speak Arabic, and Tamazight is taught in schools. French is an important secondary
language.

Tamazight-speaking inhabitants are divided into three ethnolinguistic groups:
the Rif people of the Rif Mountains, the people of the Middle Atlas, and the people of
the High Atlas and the Sous valley. While there are differences among these variants,
they are mutually comprehensible.

In 2003, it has also been changed, adapted, and computerized by the Royal Institute
of the Amazigh Culture (IRCAM), in order to provide the Amazigh language an
adequate and usable standard writing system. This system is called Tifinaghe-IRCAM.
This system has become the official graphic system for writing Amazigh in Morocco. It
contains:

– 27 consonants including: the labials , dentals ,
the alveolars , the palatals , the velar , the labiovelars

, the uvulars , the pharyngeals and the laryngeal ;
– 2 semi-consonants: ;
– 4 vowels: three full vowels and neutral vowel (or schwa) .

3.2 Amazigh Morphology

Amazigh morphology in contrast with English, is a highly inflected language. It has
three main syntactic categories: noun, verb, and particle.

Noun
Nouns distinguish two genders, masculine and feminine; two numbers, singular and
plural; and two cases, expressed in the nominal prefix. The feminine is used for female
persons and animals as well as for small objects. The productive derivation masculine
feminine is quite regular morphologically, using noun prefixes and suffixes.

– The plural has three forms: the external plural consisting in changing the initial
vowel, and adding suffixes; the broken plural involving changes in the internal noun
vowels; and the mixed plural that combines the rules of the two former plurals.
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– The annexed (relative) case is used after most prepositions and after numerals, as
well as when the lexical subject follows the verb; while, the free (absolute) case is
used in all other contexts.

Verb
The verb has two forms: basic and derived forms.

– The basic form is composed of a root and a radical.
– The derived one is based on a basic form in addition to some prefix morphemes.

Whether basic or derived, the verb is conjugated in four aspects: aorist, imper-
fective, perfect, and negative perfect. Person, gender, and number of the subject are
expressed by affixes to the verb. Depending on the mood, these affixes are classed into
three sets: indicative, imperative, and participial.

In Amazigh, some simple verb forms obtain their intensive by just epenthesizing a
prefinal vowel. Behaving this way, these verbs align with the derived forms that
involve the causative morpheme.
Examples:
- skr skar ‘to do’
- srm srum ‘to whittle’
- sti staj ‘to choose’
- zri zraj ‘to pass’

Particles
Particles contain pronouns; conjunctions; prepositions; aspectual, orientation and
negative particles; adverbs; and subordinates. Generally, particles are uninflected word.
However in Amazigh language, some of these particles are flectional, such as the
possessive and demonstrative pronouns [15, 16].

4 Algorithm and Preliminary Results

A user enters the search query via the interface. The query is then passed to the search
engine which will in turn invoke the stemming and lemmatizing algorithm. The
stemming algorithm is applied to the search query and the resulting stemmed text is
returned to the search engine. The next step is for the search engine to pass the
stemmed or lemmatized text to the database so that it can be matched against the
documents that are available in the collection. The results in the selection of matching
data or documents which will be passed to the search engine and displayed to the user
for viewing, all these steps of algorithm are illustrated in the data flow diagram in
Fig. 2.

The stemmer or lemmatizer is widely used in IRS [10]. When the stemming
function of the system is called, it will search the keyword and follow a set of rules.
Firstly it will remove all stop words.
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These are generally words that frequently occur in search queries, such as “d”
(and), “s” (to) and “ta” (this), etc. The prototype designed in our study contains 230 of
these words. The next step will be to remove endings that make the keyword plural
(e.g. -iwn, -awn), past tense in plural (-t, -nt or -m). The stemmer then moves on to
check and convert double suffixes to single suffix. Other suffixes are listed in Table 2,
just to mention a few are removed as well. The latter is a very influential characteristic
as the proposed search engine might have just one query word or a sentence structure.

The stemmer or lemmatizer is widely used in information retrieval [10]. When the
stemming function of the system is called, it will check the keyword and follow a set of
rules. Firstly it will remove all stop words (i.e. a list of words specified by the system to
be ignored). These are generally words that frequently occur in search queries, such as
“d” (and), “s” (to) and “ta” (this), etc.

The prototype designed in our study contains 230 of these words. The next step will
be to remove endings that make the keyword plural (e.g. -iwn, -awn), past tense in
plural (-t, -nt or -m).The stemmer then moves on to check and convert double suffixes
to single suffix. Other suffixes and prefixes are listed in Tables 2 and 3, just to mention
a few are removed as well. The latter is a very influential characteristic as the proposed
search engine might have just one query word or a sentence structure.

Fig. 2. Data flow diagram for stemming/lemmatizing

Table 2. List of Amazigh prefix

One character a, I, n, u, t
Two characters na, ni, nu, ta, ti, tu, tt, wa, wu, ya, yi, yu
Three characters itt, ntt, tta, tti
Four characters itta, itti, ntta, ntti, tett
Five characters tetta, tetti
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Our lemmatization algorithm requires a dictionary or WordNet for collecting the
root words of a language (Fig. 3). At first, the root words are stored in a trie structure.
Each node in the trie corresponds to an unicode character of the Amazigh language.

The nodes that end with the final character of a root word are marked as “final”
nodes. To find the lemma of a surface word, the trie is navigated starting from the initial
node. Navigation ends when either the word is completely found in the trie or after
some portion of the word there is no path present in the trie to navigate. While
navigating, some situations may occur, depending on which we are taking decision to
determine the lemma. The examples (Fig. 4) show the implementation of our
algorithm.

Table 3. List of Amazigh suffix

One character a, d, I, k, m, n, v, s, t
Two characters an, at, id, im, in, IV, mt, nv, nt, un, sn, tn, wm, wn, yn
Three characters amt, ant, awn, imt, int, iwn, nin, unt, tin, tnv, tun, tsn, snt, wmt
Four characters tunt, tsnt

Fig. 3. Steps of stemming and lemmatization process
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If the surface word is itself a root word, then we will reach to a final node. If the
surface word is not a root word, then the trie is navigated up to that node where the
surface word completely ends or there is no path to navigate. We call this node as the
end node.

Now two different cases may occur here.

1. In the path from initial node to the end node, if one or more than one final nodes are
found, then pick that final node which is closest to the end node. The word rep-
resented by the path from initial node to the picked final node is considered as the
lemma.

Fig. 4. An example with the word “antdo”
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2. If no root word is found in the path from the initial node to the end node, then find
the final node in the trie which is closest to the end node. The word represented by
the path from initial node to the picked final node is considered as the lemma. If
more than one final nodes are found at the closest distance then pick all of them.
Now, generate the root word(s) which is/are represented by the path from initial
node to those picked final node(s).

Finally among the generated root word(s), pick the root word(s) which has/have
maximum overlapping prefix length with the surface word. By the phrase “overlapping
prefix length” between two words, we mean the length of the longest common prefix
between them. Even at this stage if more than one root is selected, and then select any
one of them arbitrarily as the lemma. As it is very rare to have more than one root
words in this stage and if more than one root exists, then all are viable candidates. The
results obtained on Amazigh data using our lemmatization system are given in Table 4.

The analysis of generated errors is conducted by analyzing the results of both
stemmer and lemmatizer for each type of word structures.

The first error category is occurred if there is a substring w in a root, such that w is a
part of prefixes and derivational suffixes, the root consists of more than two syllables.
The second error category is caused by the stripping mechanism. This mechanism
causes errors since most of the prefixes and suffixes are substrings of each other.

For example:

– The prefix preverbal with its various forms. ar-, 9ad-, are substrings of each others.
– Suffixes -iwn and -awn are substrings one of each other even though one of them is

not the various form of the other.

The Amazigh stemmer and lemmatizer also suffer from the third kind of error, but it
is because of its shortest possible match. This case happened especially with the infixes
-an and -in. The last type of errors occurred because of the difficulty in the imple-
mentation of derivational rules for Amazigh language that contain ambiguities. Both
stemmer and lemmatizer suffer from this kind of errors.

Furthermore, compound words and out-of-vocabulary words are not considered in
our algorithm. Root words are taken from dictionary but if the coverage of the dic-
tionary used is not good, then that will cause errors. However, as there is no such good
language independent lemmatizer for Amazigh language.

The study is not without its limitations, with the main drawback being the test
collection. During the evaluation, it was found that most of the queries were not suitable
to be used for Amazigh language model as they do not contain items that require
stemming or lemmatization. Future studies should look into using other test collections.

Table 4. Results of lemmatization in Amazigh data

Precision Recall F1-measure

56.19% 65.08% 60.31%

230 A. Samir and Z. Lahbib



5 Conclusion and Perspectives

In this paper we demonstrate that creating a lemmatizer is more difficult than a stemmer
for Amazigh language, lemmatizer requires more knowledge of linguistics to create the
dictionaries that allow the algorithm to look for the base form of the words.

To create a lemmatizer still remains a lot to be done to improve recall as well as
precision. There is a need for a method and a system for efficient stemming and
lemmatization that reduces the heavy tradeoff between false positives and false
negatives.

We still hope to improve the lemmatizer by addressing some minor but trouble-
some issues, such as integrating more morphological features. There are cases where
elements of composed and hyphenated words, when put apart, belong to different
categories.

Appendix

Tifinaghe Unicode Transliteration Chosen writing 
system 

Code Character Latin Arabic 

U+2D30 ⴰ A ا A 

U+2D31 ⴱ B ب B 

U+2D33 ⴳ G گ G 

U+2D33&U+2D6F ⴳ ⵯ  Gw گ Gw 

U+2D37 ⴷ D د D 

U+2D39 ⴹ ḍ ض D 

U+2D3B ⴻ E E 

U+2D3C ⴼ F ف F 

U+2D3D ⴽ K ک K 

U+2D3D&+2D6F ⴽ ⵯ  Kw گ +  Kw 

U+2D40 ⵀ H ه H 

U+2D43 ⵃ ḥ ح H 

U+2D44 ⵄ E ع E 

U+2D44 ⵅ X خ X 
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U+2D47 ⵛ C ش C 

U+2D47 ⵜ T ت T 

U+2D47 ⵟ ṭ ط T 

U+2D47 ⵡ W ۉ W 

U+2D47 ⵢ Y ي Y 

U+2D47 ⵣ Z ز Z 

U+2D47 ⵉ I ي I 

U+2D47 ⵊ J ج J 

U+2D47 ⵍ L ل L 

U+2D47 ⵎ M م M 

U+2D47 ⵏ N ن N 

U+2D47 ⵓ U و U 

U+2D47 ⵔ R ر R 

U+2D47 ⵕ ṛ ر R 

U+2D47 ⵖ Y غ G 

U+2D47 ⵙ S س S 

U+2D47 ⵚ ṣ ص S 

U+2D45 ⵇ Q ق Q 
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Abstract. Classification decision tree algorithm has an input training dataset
which consists of a number of examples each having a number of attributes. The
attributes are either categorical, when values are unordered or continuous, when
the attribute values are ordered. No previous research has considered the induction
of decision tree using a wide variety of datasets with different data characteristics.
This work proposes a novel approach for learning decision tree classifier which
can handle categorical, discrete, continuous and fuzzy attributes. The most critical
issue in the learning process of decision trees is the splitting criteria. Our splitting
approach is based on similarity formula as feature selection strategy by choosing
the greatest similarity attribute as splitting node. An illustrative example is
demonstrated in multiple test dataset to verify the validity of the proposed algo‐
rithm which is less affected by the type and the size of training dataset.

Keywords: Fuzzy membership degree · Class · Record · Decision node · Branch
Root · Leaf · Splitting threshold · Splitting attribute

1 Introduction

Decision tree algorithm is to get classification rules based on instance learning where
training samples are assumed to belong to a predefined class, as determined by one of
the attributes, called the target attribute. Once derived, the classification model can be
used to categorize the newly coming data. The widely used classification methods
include Decision Tree, K-Nearest Neighbor, Neural Networks, Naive Bayesian Classi‐
fiers, etc. A well-accepted method of classification is the induction of decision trees. A
decision tree is a classifier which consists of nodes and a root. Each internal node repre‐
sents a decision, and each branch corresponds to a possible outcome of the test. Each
leaf node represents a class. This paper focuses on the most critical point of decision
tree induction algorithms: The choice of a splitting attribute in a considered node. There
are many splitting methods for decision tree construction algorithms. In 1986, Quinlan
invented ID3 decision tree algorithm that chose the largest information gain value as the
splitting attribute, where the information gain of the attribute was calculated based on
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the entropy of data. Its successor, C4.5 algorithm, was later introduced in 1993 to add
continuous attribute process. However, when it comes to numerical attributes, C4.5 is
not very effective. Furthermore, Breiman et al. proposed classification and regression
tree (CART) which used the Gini index as its attribute selector index. At first designed
for non-numerical attributes, this algorithm was not a particularly good way to process
continuous numerical attribute. Another option is to use Fayyad’s method and extend it
to Gini index, as for CHAID algorithm [1].

While the most commonly used splitting methods are based on information entropy,
information gain, information gain ratio, distance measure, weight of evidence, etc. to
manage the cases of categorical attributes and attributes with values in continuous inter‐
vals. There is no splitting method that will give the best performance for all type of
datasets; discrete, continuous, categorical and also fuzzy attributes with less complexity.
Our approach has the objective of proposing a new splitting method using a wide variety
of datasets with different data characteristics by proposing a novel splitting criteria based
on similarity function. The value of this function is calculated for all attributes and the
attribute that provides the highest value of split measure is chosen as the splitting one.
The training set contains categorical attributes, continuous attributes and membership
degrees of fuzzy sets. The proposed algorithm divide data set into several subsets
according to class value, if the similarity between each subset of data is highest, indi‐
cating that splitting effect is best. The average similarity is calculated of both the attribute
that is selected for a given node of the decision tree and also the partitioning of the
numeric values of the selected attribute to find the threshold split (Fig. 1).

1( 1) 2( 2) 3( 3)
≤α    >α

  V1 V2

Fuzzy Feature 1
Root Node

Numerical Feature 2

Categorical Feature 3

Class 2Class 1

Branches 

Non-leaf Node

Class 2

Class 2 Class 1

Leaf Node

Fig. 1. Schematic of the decision tree

The literature review and problem statement are presented in Sect. 2. Section 3
discusses the method of similarity computation. An illustrative example is presented in
Sect. 4 to show the applicability of the proposed splitting criteria procedure. In Sect. 5,
we draw the conclusions and pointed out the work which needed to be solved in the
future.
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2 Review of Split Measure for Decision Tree Induction

2.1 Literature Review

A lot of heuristic algorithms have been proposed to construct near-optimal decision
trees. Most algorithms require discrete valued target attributes, over-sensitivity to
training sets, and issues (both at the level of learning and performance) related to
standard univariate split criteria. Contributing to resolving the issue of computational
complexity of learning in trees with multivariate splits is the main focus of [2] which
used conventional gradient-based optimization techniques to derive univariate and
multivariate optimal splitting criteria. Finding the best threshold value is an important
issue. [1] Used the golden-section search (GSS) method to find the extremum of a strictly
unimodal continuous function to search the best threshold for discrediting continuous
attribute data. [3] Proposed Tsallis Entropy Information Metric (TEIM) algorithm with
a new split criterion and a new construction method of decision trees which treats
numeric, categorical and mixed datasets. Traditional decision tree induction models with
continuous valued attributes only consider the frequencies of classes, which fail to
differentiate the candidate cut point (CCPs) with the same or approximately equal split‐
ting performance. In order to tackle this problem, the concept of segment is proposed
in [4]. Theoretical analysis demonstrates that the expected number of segments has the
common features of frequency based measures such as information entropy and Gini-
index. The hybrid of frequency and segment is then used as a measure to split nodes.
Constructing an optimal decision tree is to find a path which reduces the information
entropy the quickest in essence. Therefore, [5] proposed a new method based on the
shortest path planning which convert the categorical attributes set to a directed graph
and use the common path planning method depth-first search and greedy algorithm to
find an optimum solution, and finally get an ultimate decision tree. [6] Developed a
family of new splitting criteria for classification in stationary data streams. The new
criteria, derived using appropriate statistical tools, were based on the misclassification
error and the Gini index impurity measures. For continuous valued (real and integer)
attribute data, [7] proposed a new K-ary partition discretization method with no more
than K − 1 cut points based on Gaussian membership functions and the expected class
number. A new K-ary crisp decision tree induction is also proposed for continuous
valued attributes with a Gini index, combining the proposed discretization method. A
lot of heuristic algorithms have been proposed to construct near-optimal decision trees.
Most of them, however, are greedy algorithms that have the drawback of obtaining only
local optimums. Besides, conventional split criteria they used Shannon entropy, Gain
Ratio and Gini index, cannot select informative attributes efficiently. To address the
above issues, [8] proposed a novel Tsallis Entropy Information Metric (TEIM) algorithm
with a new split criterion and a new construction method of decision trees. Existing
binary decision tree models do not handle well the minority class over imbalanced data
sets, to address this issue, a Cost-sensitive and Hybrid attribute measure Multi-Decision
Tree (CHMDT) approach is presented by [9] for binary classification with imbalanced
data sets to improve the classification performance of the minority class. While diversity
has been argued to be the rationale for the success of an ensemble of classifiers, little
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has been said on how uniform use of the feature space influences classification error.
The existence of the link between uniformity in the feature use frequency and classifi‐
cation error opens a new avenue for [10] to explore and exploit this relationship with
the goal of creating more accurate ensemble classifiers. [11] Estimated the class prior
in positive and unlabeled data through decision tree induction. A classifier may only
have access to positive and unlabeled examples, where the unlabeled data consists of
both positive and negative examples. [12] Designed a partially monotonic decision tree
algorithm to extract decision rules for partially monotonic classification tasks. Authors
proposed a rank-inconsistent rate that distinguishes attributes from criteria and repre‐
sented the directions of the monotonic relationships between criteria and decisions.

Many fuzzy decision tree induction algorithms have been proposed in the literature.
A fuzzy decision tree allows the transverse of multiple branches of a node with different
degrees within the range of [0; 1]. The most commonly used fuzzy decision tree algo‐
rithms is the Fuzzy ID3. [12] Aimed to provide a classification approach by using fuzzy
ID3 algorithm for linguistic data. In this study, Weighted Averaging Based on Levels
(WABL) method, fuzzy c-means, and fuzzy ID3 algorithm are combined. Other
approaches include Min-Ambiguity algorithm, which aims to find the expanded attribute
with the minimum uncertainty and the selection based on the Gini index. To further
improve the accuracy of fuzzy decision tree, the authors of [13] proposed the strategy
called Improved Second Order- Neuro- Fuzzy Decision Tree (ISO-N-FDT). ISO-N-
FDT tunes parameters of FDT from leaf node to root node starting from left side of tree
to its right and attains better improvement in accuracy with less number of iterations
exhibiting fast convergence and powerful search ability. [14] Proposed a novel hybrid
approach with combine of fuzzy set, rough set and ID3 algorithm called FuzzyRough‐
SetID3 classifier which is used to deal with uncertainties, vagueness and ambiguity
associated with fuzzy datasets. Others proposed a modified fuzzy similarity measure
developed for restricting the search space. [15] Found that linguistic representation of
the training data with just the necessary and sufficient precision using fuzzy entropy can
improve the reliability of the classification process. A multilabel fuzzy decision tree
classifier named FuzzDTML is proposed by [16]. An empirical analysis shows that,
although the algorithm does not yet incorporate neither pruning nor fuzzy interval
adjustment phases, it is competitive with other tree based approaches for multilabel
classification, with better performance in data sets having numerical features that can
be fuzzified.

To the best of our knowledge, there are no studies involving decision tree for mixed
fuzzy, numeric and nominal valued attributes. The method proposed in this work is able
to speedily seek out the best threshold of every feature in simple way, sing fuzzy logic
and achieving numeric data discretization to apply on back-end classification algorithm.

2.2 Problem Statement

2.2.1 Decision Tree’s Essential Workflow
The process of building a Decision Tree is shown in the following steps:
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Step1. Split the initial data into two parts, part is used as training data while another
is used as testing data sets.
Step2. According to the Attribute Selection Measure, the attribute having the best score
for the measure reflects the branching attribute.
Step3. From attributes not yet selected, the attribute with the best score is chosen as
the decision tree’s internal nodes, root nodes and non-leaf nodes for the given tuples.
Step4. Generate corresponding branches of the selected attribute (node splitting).
Step5. For every new branch generated, rearrange the training data and generate the
next internal node.
Step6. Carry out the above steps recursively until the criteria for stopping the node is
satisfied when all samples in the node have the same target or all samples in the node
are locally constant.

2.2.2 Continuous Categorical and Fuzzy -Valued Attributes for Decision Tree
Classification Learning

Let Security be one of the acquired data whose values are “Strong” and “Medium”,
Payment Alternative are “Prepaid Card” and “Mobile Payment” whereas Hour Availa‐
bility are “normal” and “high”. If the Hour Availability data we take is continuous values
that lie between 10 and 20 and Security is fuzzy data set with corresponding membership
degree. The decision tree will look like what is show in Fig. 2:

Strong(0.8)    Medium(0.2)    

Prepaid Card     Mobile Payment

<8               ≥8 

Security

Payment Alternative

Hour Availability

Fig. 2. Assumption of the acquired data

Handling of numerical, categorical and fuzzy valued attributes in decision tree
generation process is the target of this paper. Here shows that different type of attribute
and different splitting threshold value choices will lead to apparently different classifi‐
cation results.

How a suitable threshold value should be set to split continuous and fuzzy data is an
important issue discussed in this study. For the purpose of clarifying this issue, our
consideration is shown in Figs. 3 and 4.
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Fig. 3. Flowchart representing the process of generating decision tree

W          M S

-1      -1/2         0          1/2         1 

Fig. 4. Fuzzification of the fuzzy variable “Security”

3 New Splitting Criteria Method

The learning and classification steps of the proposed decision tree induction algorithm
are developed by emphasizing the attributes with less values and higher similarity, and
adulterating the attributes with more values and lower importance.
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In this proposed method first of all we analyze hole training data and find the attribute
for root node on the basis of maximum similarity with respect to class. Similarly find
next node for second level from remaining attributes, and so on. Figure 3 shows flow
chart of this work.

3.1 Flow Chart

Step 1: Select training dataset for learning process (numeric, categorical and fuzzy
attributes belonging to different classes).

Step 2: Find mapping between all possible values for every attribute and that corre‐
sponding class.

Step 3: Calculate dissimilarity between any two values of the selected attribute for a
unique class (dissimilarity differs according to the type of the attribute).

Step 4: Calculate the average similarity of the attribute for a unique class according to
the sum of calculated dissimilarities.

Step 5: The global similarity is computed for all classes by the sum of similarities
calculated in step 4.

Step 6: Make root node to the attribute which have maximum similarity.
Step 7: Similarly select other attribute for next level in decision tree from remaining

attributes on the basis of minimum dissimilarity between values having unique
class.

3.2 Preliminaries

For the better comprehension of the proposed work, firstly some basic concepts of is
introduced. Training data set contains continuous, categorical and fuzzy valued features.
Let T be the training dataset containing n samples belonging to k classes {c1, c2, …,
ck} (1 ≤ k ≤ p). ||Ck

|| is the size of Ck. And Aq the splitting feature whose value set is{
a1,… au,… , av

}
. Let Aq be a fuzzy variable and X the range of its values. Fuzzy sets

are characterized by a membership function defined as: 𝜇A:X → [0, 1] Subsets present
expression to evaluate fuzzy criteria using linguistic terms, as “weak (W)”, “medium
(M)”, “strong (S)”. The center of the gravity of the area bounded by the membership
function curve is computed to be the most crisp value of the fuzzy quantity. The fuzzy
dissimilarity measure d

(
au, av

)
 on the given universe X, is then defined as the distance

between center of gravity of the fuzzy values au and av.
Dissimilarity function between two Aq values for the class Ck can be computed by:

dis
(
au, av

)
=

⎧⎪⎪⎨⎪⎪⎩

||au − av
||

Max
(
Aq

)
− Min(Aq)

ifAqis numeric

0 or 1 if Aqis categorical
d
(
GC(au), GC(av)

)
d(GC(W), GC(S))

if Aqis fuzzy

d
(
GC(au), GC(av)

)
 is the distance between gravity center of fuzzy values au and av.

Splitting Method for Decision Tree Based on Similarity 243



For d(GC(W), GC(S)): W and S refer to linguistic expressions which are represented
by functions mapping the fuzzy attribute scale (Fig. 4).

3.3 Pseudo Code

The block diagram mentioned above provides a better understanding of the process of
decision tree induction in data stream scenario, particularly focusing on the mathemat‐
ical foundations of choosing the root and splitting continuous, categorical and fuzzy
criteria in decision tree nodes (Fig. 5).

Fig. 5. Block diagram of the proposed splitting criteria method
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Our approach suggests a fuzzification procedure to generate fuzzy decision tree for
datasets with quantitative and qualitative attributes. This motivated us to design a simi‐
larity measure which is involved in the choice of the value of the split point. Our purpose
is to find which threshold value candidate posses the largest Similarity and how much
its corresponding continuous, fuzzy and categorical attribute value is.

The decision made at each node of the decision tree is whether the test attribute value
is equal or not equal to the split value of the attribute at each node. According to the
block diagram, the proposed algorithm is given as follows.

1.    If the samples are all of the same class then 
2.   Turns the node into a leaf and return the leaf labeled with that class. 
3.    End If
4.     For each attribute in the dataset do
5. Calculate Similarity Function according to values for each class 
6.     End
7.     Choose the attribute with the maximum value of Similarity as the root node.
8.     If splitting value is not met then
9. Constructing branches according to different split values of attribute so 

that the samples are partitioned accordingly.
10.    If the splitting attribute is continuous then
11. Sort attribute’s values along with class information
12.  For each value of do
13.    Calculate the similarity of two subsets that divided by 
14. End
15.    Choose the value with the maximum value of Similarity as the splitting 

threshold. 
16.   End
17. If the splitting attribute is fuzzy then
18.    Assign fuzzy and membership values of each class to this node.
19.    End
20.   If the splitting attribute is nominal then
21. Assign corresponding categorical values of each class to this node.
22.   End
23.   End
24. While splitting attribute already the parent of the current node do
25. Select the next best attribute as the splitting attribute.
26. End
27. If none of the attributes are selected then
28. Make this node as leaf node
29. End
30.  No more training samples to be classified, create a leaf belong to the class in 

majority among samples.
31.   Output the decision tree with Mixed Fuzzy Categorical and Numeric Attributes. 
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4 An Illustration

The algorithm requires class prior probabilities which are made proportional to the
training sample sizes. Table 1 present the training set, including 20 samples and 3 attrib‐
utes, fuzzy one which is “Security”, nominal attribute refers to “Payment Alternative”
and “Hour Availability” is a continuous attribute. The aim is establishing the classifi‐
cation model that decided belonging to five classes.

Table 1. Descriptive example of used training dataset

Class Security Alternative Payment Hour Availability
W M S

C5 1 0 0 Prepaid Card 10
C5 1 0 0 Cash Payment 10
C5 1 0 0 Cash Payment 12
C4 0 0.5 0.5 Cash Payment 14
C4 0.5 0.5 0 Cash Payment 14
C3 0 1 0 Prepaid Card 18
C3 0 0.5 0.5 Mobile Card 17
C3 0 0.7 0.3 Prepaid Card 18
C3 0 0.5 0.5 Prepaid Card 20
C2 0 0 1 Mobile Card 20
C1 0 0 1 Prepaid Card 22
C2 0 0 1 Prepaid Card 22
C2 0 0.6 0.4 Prepaid Card 22
C2 0 1 0 Prepaid Card 22
C1 0 0 1 Prepaid Card 24
C1 0 0.3 0.7 Prepaid Card 21
C2 0 1 0 Mobile Card 24
C1 0 0 1 Mobile Payment 24
C1 0 0 1 Prepaid Card 24
C1 0 0.5 0.5 Mobile Payment 21

Classification methods aim to identify the classes that belongs objects from some
descriptive traits as mentioned in Table 1 to find utility in automated decision making.
For this data set, we will split the continuous attribute and find the best threshold value.
Before the threshold value search, a data preprocessing is carried out where fuzzy data
is converted suitable analysis forms.

The algorithm takes as output a tree that resembles to an orientation diagram where
each end node (leaf) is a decision (a class) and each non- final node (internal) represents
a test.

First step, we calculate the similarity of each attribute. Next step, in the same way,
the algorithm recursively calculates the similarity of each resting attributes on the subsets
which are divided by the value of splitting attribute in the last step until all instances
belong to the same class.
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SIM (Payment Alternative) = 0.759
SIM (Hour Availability) = 0.722
SIM (Security) = 0.886

Root Node= Security
Weak (1,0,0)

Payment Alternative? (SIM (Payment Alternative) =0.099))
Delivery Time? (SIM (Delivery Time) =0.099 ))

SIM≤10(Delivery Time)=0.1 
SIM>10(Delivery Time)=0.05 
SIM≤12(Delivery Time)=0.09 

Splitting Threshold= 10
Medium (0, 0.5, 0.5)

Payment Alternative? (SIM (Payment Alternative) =0.1))
Delivery Time? (SIM (Delivery Time) = 0.107))

SIM≤14(Delivery Time)=0.1 ,      SIM>14(Delivery Time)=0.082 
SIM≤17(Delivery Time)=0.082 ,      SIM>17(Delivery Time)=0.05 
SIM≤20(Delivery Time)=0.05 ,      SIM>20(Delivery Time)=0.5 
SIM≤21(Delivery Time)=0.082

At this stage we firstly sort data according to the continuous attribute values and
extract possible threshold value candidates. Secondly, Similarity measure is employed
as the index for attribute classification ability calculation. Thirdly, the root, split attribute
and the threshold value are found. Dataset are partitioned into groups in terms of the
variable to be predicted.

To predict the class that a new input belongs to, a path of each leaf can be converted
into a production rule IF-THEN:

Rule 1: IF Security is Weak (1, 0, 0) AND Hour Availability is <=10 AND Payment
alternative is Prepaid Card THEN Class is C5

Rule 2: IF Security is Medium (0, 0.5, 0.5) AND Delivery Time is >20 AND Payment
Alternative is Mobile Payment THEN Class is C1.

5 Conclusion

The paper is concerned with splitting method for decision tree based on similarity with
mixed fuzzy categorical and numeric attributes. It proposes a fuzzy decision tree induc‐
tion method for fuzzy data of which numeric attributes can be represented by continuous
value, and nominal attributes are represented by categorical value. A decision tree algo‐
rithm, equipped with great noise eliminating ability, is based on finding the best split
point. Performing the split considering fuzzy, continuous and nominal criteria is the
main task in this paper. An example is used to prove the validity of our contribution. A
comparison to outperform some classic algorithms in the classification accuracy, in
tolerating imprecise, conflict, and missing information must to be further discussed.

Splitting Method for Decision Tree Based on Similarity 247



Furthermore, using the proposed tree induction technique, marketing rules can be
generated to match customer to satisfaction categories. The extracted decision rules
provide personalized profiling when a customer visits an Internet store. An experiment
will be performed to evaluate the effectiveness of the proposed approach with random
selection and preference scoring.
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Abstract. The mobility of Internet of Things (IoT) objects, gateways and
services is a challenging issue. Effectively, this phenomenon can hamper the
interoperability and scalability of the network at many levels. Nevertheless, this
phenomenon is a natural feature of IoT that cannot be neglected. In this paper,
we present different mechanisms that can be used together to reduce the negative
impact of this phenomenon in dynamic IoT environments. The contribution of
this paper is twofold: firstly a semantic-based clustering method which takes
into account the dynamicity of the services. Secondly, a spatial-based indexing
method which considers the mobility of IoT objects and gateways. The per-
formed experiments show the feasibility of our approach.

Keywords: Internet of Things � Mobility � Clustering � Semantic discovery

1 Introduction

The Internet of Things (IoT) is considerably accelerating the convergence between the
real world and the digital world. Effectively, with the advancement of the information
and communication technologies, it is now possible to transform the things around us
from ordinary objects into actors that affect significantly our daily lives, offering ser-
vices that help to preserve our time, energy, money or even our lives. However, the
accessibility by users and applications to such quality services in a reliable manner is
facing numerous challenges, especially interoperability and scalability.

The Web of Things (WoT) addresses these challenges leveraging the Web stan-
dards. Specifically, the WoT enables interaction of IoT things through Web APIs
publishing things capabilities as services. Moreover, the use of semantic Web tech-
nologies such as RDF models and OWL ontologies enables inter-operable and scalable
means to access WoT information [1]. However, the processing of a huge size of
semantic data particularly in distributed and dynamic environments is very costly.
Therefore, the semantic Web technologies must be considered in conjunction with
efficient data structures and mechanisms such as indexing, ranking and clustering in
order to optimize the cost of semantic data processing, the semantic discovery, the
quality of results and to save energy.
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Due to the dynamic nature of the IoT environments and the geographic distribution
of the devices, the status and the quality of the IoT services might change frequently.
Effectively, service mobility, service registration and removing, device failure, wireless
communication quality, battery depletion, as well as the effective mobility of IoT
objects and gateways. All these factors, as well as the size of the network in term of
nodes and data, generate a large number of costly computations and update operations
that might need to be performed frequently.

According to [2], The WoT applications can be built on four layers stack, (1) the
accessibility layer which guarantees the consistent access to all kinds of IoT objects,
namely using Web APIs (2) The findability layer which enables the discovery of
relevant services. (3) The security layer which guarantees the privacy and the security
of the services. (4) And the composition layer which composes applications based on
the discovered services. The mobility issue is present throughout the previously
mentioned stack. Effectively, the access to a reliable data is greatly affected by the
distribution of IoT objects and gateways. In addition to this, a device failure, a battery
depletion or simply the mobility of a device from one place to another may affect to
quality of the gathered data. Moreover, the services discovery implements some
mechanisms such as the semantic annotation, the clustering and the indexing which are
complex in term of deployment and computation processing. This complexity is
increased in dynamic context, because many computation updates might need to be
performed frequently to guarantee the system coherence. Last but not least, the com-
position layer need not only relevant services, but the most relevant ones to compose
quality applications. Consequently, mobility can reduce the competitiveness of the
device to provide a useful service at the composition level.

To overcome these difficulties, we present in this paper different mechanisms that
can be used together to reduce the negative impact of the mobility in dynamic IoT
environments. Precisely, this paper main contribution is to propose a semantic dis-
covery architecture of WoT services suitable for dynamic environments. Through this
architecture we explain how the mobility issue can be better handled. Our approach
proposes:

• A WoT service clustering approach, which is suitable for dynamic services.
• An indexing Data Structure over Distributed Hash Tables, which reduces the

number of updates of the gateways index even in presence of dynamic devices or
gateways.

The remaining of this paper will be organized as follows: Sect. 2 presents the
semantic model we will use to model a WoT service. The proposed semantic discovery
approach is described in Sect. 3. Section 4 presents the experimental results and Sect. 5
concludes this paper.

2 Semantic Model for Web of Things

According to [1], WoT ontologies and models need to address the representation of not
only the thing specific heterogeneity of the WoT with the necessary level of abstrac-
tion, but also capture the distributed environment context in which they operate.
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Consequently, the data and services, the quality of these services (QoS), the mobility of
objects etc. needs to be modelled and captured. In what follows, we cite only some
WoT models and we direct the reader to this survey [1] for more details.

Numerous conceptual models have been proposed to model devices using generic
vocabularies, but no standard is yet defined: [3] et al. grouped high-level concepts and
their relations that describes three examples of real devices. CG1: Actuator, Sensor,
System, CG2: Global and Local Coordinates, CG3: Communication Endpoint, CG4:
Observations, Features of Interest, Units, and Dimensions, CG5: Vendor, Version,
Deployment Time. [4] et al. formalized the typical semantic triples in IoT scenarios as:
Sensor-observes-Observation, Observation-generates-Event, Actuator-triggers-Action,
Action-changes-Observation (State), Object- locates-Location and Owner-owns-
Object. [2] et al. proposed the web of things model which is a «conceptual model of a
web Thing that can describe the resources of a web Thing using a set of well-known
concepts». The authors specified four resources to describe a web thing: Model,
Properties, Actions and Things. For our approach in this paper, we can summarize
these different components into five sets: location, data, content, type and semantics
(see Fig. 1 and Table 1).

Fig. 1. Web of things services vocabulary.

Table 1. A description of each concept of WoT services vocabulary

Concept Description

Location The device’s geographic location, city, region…
Latitude The position of the sensor or thing that collects data in decimal degrees. For

example, the latitude of the city of London is 51.5072
Longitude The position of the sensor or thing that collects data in decimal degrees. For

example, the longitude of the city of London is −0.1275

(continued)
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3 Distributed Semantic Discovery

The huge number of Web of Things (WoT) services makes their discovery a real
challenge. One strategy to deal with this challenge is to reduce as much as possible the
number of the discovered services using different mechanisms such as semantic
Web-based clustering. However, most existing approaches are better suitable for static
context and don’t consider the dynamicity of services and gateways. Moreover, most of
them are centralized approaches. The goal of this section is to present the clustering,
indexing approaches used to improve the semantic discovery of WoT services enriched
by a semantic vocabulary like the one described in Sect. 2 (Fig. 1 and Table 1).

3.1 An Incremental WoT Services Clustering

The WoT services clustering aims at grouping similar services into clusters, and then
execute queries in the selected cluster. Since the number of services in one cluster is
relatively smaller, the overall discovery process is reasonably efficient. Different
clustering approaches exist in the literature:

• Static clustering: (K-means, BIRCH, Hierarchical clustering) use similarity metrics
to cluster services. Two problems are worth to be mentioned here: first, these
clustering methods are applicable only for static context. Second, they present high
complexity when coping with big datasets or semantic data.

• Incremental clustering: The principle of this clustering is simple: a service joins a
cluster if some predefined criteria are verified. Otherwise, a new cluster is created to
represent the new service. Thus, this clustering is more suitable for dynamic
datasets [5, 6].

Table 1. (continued)

Concept Description

Elevation The position of the sensor or thing that collects data in meters. For example,
the elevation of the city of London is 35.052

Device
name

A unique device name for a device

Description A brief description of the device
Observation Describe the device used to serve that scene
Device type Describes what type of sensor the device is capable of detecting
Unit The unit of measurement, e.g. Celsius
Data type String, float, date…
Meta-data Information about device data (Manufacturer, owner…)
Tags Keywords that identify the device
Annotation The semantics of the data
Energy The energy consumption of the device (battery life time)
Values The values of the observed data
Time Time when the data has been captured
QoS The quality of the service
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Our approach uses an incremental clustering based on three features: content, type
and semantics as described in Sect. 2. These three features are extracted from the
semantic description of the WoT service which is hosted in a semantic gateway. After
that, a similarity computation is performed between the service to be clustered and
other services according to the incremental clustering algorithm (see Fig. 2).

We present first the similarity metrics we will use in this clustering, after that we
present the different functions of the clustering algorithm.

3.1.1 Similarity Metrics
In what follows we detail the different similarity metrics [7] we will use in the
clustering.

• Content similarity

Given two WoT services a and b and their respective content vectors A and B of
respective dimensions |A| and |B|. We use the Normalized Google Distance (NGD) to
compute the content similarity between two WoT services as follows (Eq. 1):

Similaritycontent a,bð Þ ¼

P

ci2A

P

cj2B
1� ngd ci; cj

� �

Aj j � Bj j ð1Þ

where ngd is the normalized google distance (Eq. 2). The ngd function [8] compute the
similarity between two words based on the word coexistence in the Web pages.

Fig. 2. Web of things services clustering architecture.
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ngd ci; cj
� � ¼ max log f cið Þ; log f cj

� �� �� log f ci; cj
� �

logN � min log f cið Þ; log f cj
� �� � ð2Þ

where f cið Þ; f cj
� �

; f ci; cj
� �

denote respectively the number of pages containing ci; cj,
both ci and cj, as reported by Google. N is the total number of Web pages searched by
Google.

• Type similarity

The type similarity is given as follows (Eq. 3):

Similaritytype a,bð Þ ¼ 2�Match typea; typebð Þ
typea þj jtypebj j ð3Þ

where typea means the set of defined types (data type, device type and unit) for the
WoT service a. typeaj j being its cardinal. The function Match returns the number of
matched elements between typea and typeb.

• Semantics similarity

As far as the semantics features are concerned, we want to group peers of WoT
services sharing similar tags, meta-data and ontological concepts. Given a Web service
a with three tags (or meta-data or annotation) a1, a2 and a3 we name the semantics set
of service a as Sa ¼ a1; a2; a3f g.

According to the Jacquard coefficient method, we can calculate the semantics
similarity between two WoT services a and b as follows:

Similaritysemantics a,bð Þ ¼ Sa \ Sbj j
Sa [ Sbj j ð4Þ

• Global similarity

The global similarity between a and b is defined as follows:

Similarity a; bð Þ = w1Similaritycontent a; bð Þ
+ w2Similaritysemantics a; bð Þ
+ w3Similaritytype a; bð Þ

ð5Þ

where w1;w2;w3 2 [0, 1] are the respective weights for the content, semantics and type
similarities and w1 þw2 þw3 ¼ 1.

In what follows we present the incremental clustering algorithm we will use in
conjunction with the calculated similarity to cluster WoT services.
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3.1.2 Incremental Clustering
3.1.2.1 Cluster Representative
We note rk the cluster number k where k > 0, containing N services: rk ¼ Si 2 S;f
i 2 1;N½ �g. We define the representativity rk;i of a WoT service Si 2 rk and the
representative <k of the cluster rk as follows:

Especially, when a new cluster k is created for a service Snew, we have: rk;new ¼ 0
and <k = Snew.

3.1.2.2 Cluster Representative Updating
Let Snew be a new service to be added to the cluster rk . To update the representative
<k, we have to update each rk;i as follows: rk;i ¼ rk;i þ Similarity Si; Snewð Þ; i 2 0;N½ �.
After that we recalculate the new <k .

3.1.2.3 Services Internal Mobility
After the distribution of the clusterrk by adding or removing a service Snew, the cluster
rk may change its representative <k . In this case, all the services of the semantic
gateway may change their clusters and migrate to the distributed cluster rk. To
optimize the internal mobility in term of computation time, we give the threshold of the
internal mobility Timob that we use as follows:

If 8S 2 rl6¼k; dS = Similarity S,<lð Þ� Timob, the service S keeps its cluster. Else If
dS [ Similarity S,<kð Þ, the service S keeps its cluster. Else the service S moves to the
cluster rk.

3.1.2.4 Services External Mobility
To add a new service Snew, we give the threshold of external mobility Temob.

8k, dk = Similarity Snew;<kð Þ

If d� Temob, the service S is added to the cluster rk. Else a new cluster rnew is
created and Snew is added to this cluster.
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3.1.2.5 Incremental Clustering Algorithm

3.2 An Indexing Data Structure Over DHTs

Indexing is a technique that organizes search key values and addresses of objects into
catalogs to enable efficient lookup. The search functionality is provided by scanning the
catalog first and then locating the desired objects via the addresses in the catalog [9]. In
the WoT context, the use of spatial indexing is very useful. Effectively, the WoT
services are by nature distributed over different geographical areas. Consequently,
location-based indexing allows searching in particular data repositories following the
location index value. However, the mobility of IoT objects and services makes this type
of indexing complex and costly. Works like [10] focus on indexing the IoT objects like
sensors. However, the mobility of the network (e.g. sensors failure) requires the fre-
quent update of the index. This problem was taken into account by [11] that have
indexed the IoT gateways instead of the IoT objects leveraging a geospatial index. This
method reduces considerably the number of index updates since the index concerns
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only the gateways. However, as mentioned by the authors [11], this method only
focuses on gateways installed at fixed locations. To overcome this lack, we propose a
method based on distributed hash tables (DHTs), in which spatially indexed static
gateways can volunteer to form an overlay peer-to-peer (P2P) network and provide
distributed discovery for mobile gateways. DHTs have many advantages such as
scalability, ease of deployment, self-organizing, requiring no centralized authority or
manual configuration. Moreover, They are robust against node failures and easily
accommodate new nodes [12]. However, DHTs suffer from one big problem: they
don’t support multi-attributes and range queries which is essential for systems and
applications handling complex queries such as geo-spatial ones. Fortunately, numerous
works have been proposed in order to handle complex queries. Namely, the Prefix Hash
Tree (PHT) [12] which is a distributed data structure built on top of DHT imple-
mentation. However, this PHT system supports only a single attribute range queries.
Our approach uses the PHT solution given in [13] which supports multi-attributes
queries thanks to a linearization technique that maps a multidimensional domain into a
one-dimensional one and offers an API to handle the PHT system. Moreover, we use a
spatial hashing to optimize the management of the mobile gateways leveraging the
static ones. Spatial hashing is a technique in which objects in a 2D or 3D domain space
are projected into a 1D hash table allowing for very fast queries on objects in the
domain space [14]. The advantage of this type of hashing is that it can compress 3D
spatial data in such a way that there spatial coherency (Fig. 3).

In our dynamic context, we have a P2P network composed of several static and
mobile nodes. Our architecture first discovers the nodes (namely the static ones) based
on their geographical position (lat, long, alt) through range queries. After that, the
discovered nodes should be able to manage neighboring mobile nodes organized using
the spatial hashing technique (see Fig. 4).

Fig. 3. 3D indices (in the left) near each other have paired values near each other in the hash
table (in the right)
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4 Experimentation

4.1 Clustering

For our experiment, we have manually created a dataset of 100 WoT services like
humidity, temperature, occupancy etc. Each of these services was described using a set
of meta-data as presented in Sect. 2. The different concepts of each services were also
manually annotated using semantics from knowledge bases such as Dbpedia. W have
inserted the 100 WoT services incrementally using the thresholds Timob ¼ 0:5 and
Temob ¼ 0:33. To check the relevance of each feature (content, type, semantics), we
have clustered the WoT services of our dataset using each feature separately. The
obtained results have shown that the semantic coherence of the content has the most
important impact on the clustering while the semantics factor has the lower impact.
Consequently, we have chosen the weights of the global similarity as follows:
W1 ¼ 0:5,W2 ¼ 0:10 andW3 ¼ 0:40. The result of the clustering using the incremental
clustering and the global similarity is K = 6 clusters. To check the relevance of the
obtained clusters, we have applied the static K-means (using Weka 3.9.1) on our
dataset using the same obtained number of clusters K = 6. The comparison between the
instances of the obtained clusters has shown the convergence only between three of
them. We have explained that by the difference between our features and the Weka
K-means features (Table 2).

Fig. 4. Distributed discovery architecture to manage mobile gateways.
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4.2 DHT Architecture

Each gateway in the network is defined with a key based on its three attributes (latitude,
longitude, altitude). Moreover, the information record to store in these nodes is in form
of pairs (key, value) where the value is a list of tuple (URL, timestamp) to indicate the
semantic repositories URLs and the corresponding insertion times in the system. We
have conducted two implementations, we first simulated the insertion, removing and
lookup operations of the mobile gateways using a PHT implementation for PeerSim
simulator [15]. For that, we have considered a network of 20 nodes and 20000 keys
generated randomly. For the linearization process we have used a Z-order curve code to
map multidimensional (lat, long, alt) data to one dimension while preserving locality of
the data points. Furthermore, we have performed another implementation of a DHT
using a spatial hashing [16] and Java Sockets. Clients has put and get methods, the put
method hashes the key using the spatial hashing and send the hashed key to the
corresponding server to store it. Figure (Fig. 5) shows the distribution of the inserted
keys over the network. As we can note the distribution using spatial hashing is quite
uniform and reflects the geographical distribution of gateways. In the opposite, we note
that numerous PHT nodes have no keys inserted.

Table 2. Comparison between static and incremental clustering

Cluster number Incremental Static Instances convergence (Y/N)

0 20 (20%) 16 (16%) Y
1 16 (15%) 19 (19%) Y
2 31 (30%) 20 (20%) Y
3 10 (10%) 6 (6%) N
4 13 (13%) 17 (17%) N
5 10 (20%) 22 (22%) N

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0

5

10

15

20

25
PHT leaves number*0.01 Keys Number*0.01

Fig. 5. Distribution of PHT leaves over 20 nodes without the spatial hashing (in black),
distribution of keys over DHT (20 nodes) using spatial hashing (in orange). (Color figure online)
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5 Conclusion

In this paper, we have proposed a semantic discovery architecture for WoT services,
dealing with the dynamicity of both WoT services and IoT gateways. The description
of the proposed approach shows that the number of discovered WoT services will
decrease using semantics and services filtering mechanisms such as clustering and
indexing. In addition to this, our architecture reduces the impact of services and IoT
gateways mobility in term of computation process.
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Abstract. Sentiment analysis is process of deriving the opinion or attitude
expressed in input text. For the classification problem, feature selection aims to
select features that are capable of discriminating samples that belong to different
classes. This paper evaluates the performance of three feature selection methods
(MI, CHI and ANOVA) combined with three machine learning based classifi-
cation techniques (NB, SVM and KNN) for sentiment analysis on online movie
reviews dataset. The paper shows that feature selection is important task for
sentiment based classification.

Keywords: Sentiment analysis � Feature selection � Text classification
Natural language processing

1 Introduction

Turning data available on the internet into information and turning information into
knowledge is the most challenge of the information age. The extracted knowledge can
be utilized for different exploratory or predictive analysis purposes.

The purpose of data mining is to extract knowledge from large amounts of data by
automatic or semi-automatic methods. Text mining refers to using data mining tech-
niques for discovering useful patterns from texts. The overarching goal is, essentially,
to turn text into data for analysis, via application of natural language processing
(NLP) and analytical methods. Typical text mining tasks include text categorization,
text clustering, document summarization and sentiment analysis.

In this context, Sentiment analysis (SA) is a sub-field of Natural Language Pro-
cessing and involves automatically classifying input text according to the sentiment
expressed in it [1] as shown in Fig. 1. It refers to the use of advanced text mining (TM),
machine learning (ML), information retrieval (IR) and natural language processing
(NLP) approaches to systematically identify, extract, quantify, and study affective
states and subjective information. SA is widely applied to review-related websites [2],
recommendation systems [3, 4], and politics for understanding what voters are thinking
[5, 6].

One major challenge in the text classification especially Sentiment based classifi-
cation is the high formal dimensionality of the data [7, 8]. For this reason feature
selection (FS) is a crucial task for SA as illustrated in Fig. 1. The aim of feature
selection technique is to reduce high dimensionality of the features by removing many
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features that are considered irrelevant or redundant. This has resulted in further
improvements in classification accuracy decrease the running time of learning algo-
rithms [9, 10].

In this study, our primary objective is to find the appropriate combination of feature
selection methods and machine learning based classifiers. This paper is an empirical
comparison of feature selection methods combined with machine learning based
classification techniques for sentiment analysis. We used three traditional feature
selection methods i.e., Mutual Information (MI), CHI statistics (CHI) and Analysis of
Variance (ANOVA). For the aim of classification, also three machine learning clas-
sifiers are experimented with in this study. Those three classifiers were Naïve Bayes
(NB) [11], Support Vector Machine (SVM) [12] and K Nearest Neighbors (KNN) [13].

The rest of this paper is organized as follows: Sect. 2 introduces the related works.
Feature selection and machine learning techniques are described in Sect. 3. Section 4
shows the experimental results. Finally Sect. 5 concludes this study and gives future
directions.

2 Related Work

Sentiment analysis is a large area. This topic became the subject of many researches
and discussions. Interested readers to surveys with thorough coverage of SA are invited
to consult the papers such as the works of Bo and Lillian [2], Liu and Zhang [14],
Mikalai and Themis [15] and Walaa [16].

Sentiment classification techniques can be divided into lexicon-based methods and
machine-learning methods [17] as shown in Fig. 2. The first group collects an opinion

Input text

Sentiment identification

Feature selection

Sentiment classification

Sentiment polarity

Fig. 1. Sentiment analysis process.
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word list to perform sentiment analysis, by counting and weighting sentiment-related
words that have been evaluated and tagged [30]. In order to assemble this word list, two
main approaches have been used: the dictionary-based approach and the corpus-based
approach. In this paper, we focus only on machine-learning methods combined with
feature selection methods. Machine learning approach (ML) relies on the famous ML
algorithms to solve the SA as a regular text classification problem that makes use of
syntactic and/or linguistic features, including sentiment lexicons [17]. Many studies on
sentiment classification have used machine learning algorithms, with SVM and NB
being the most commonly used [8]. For Naïve Bayes (NB) we find [18–20, 32] and for
Support Vector Machine (SVM) we identify [19, 21, 22]. There are other ML algo-
rithms used in SA such as Decision Trees (DT) [23, 24], K-Nearest Neighbors
(KNN) [25] and Maximum Entropy (ME) [32]. In Table 1 it is described the amount of
the studies including sentiment analysis, machine learning based classification tech-
niques and feature selection methods.

Feature selection is an important part of machine learning. Is refers to the process of
finding the most meaningful inputs. Feature Selection (FS) methods can be divided into
lexicon-based methods that need human annotation and statistical methods which are
automatic methods that are more frequently used [16]. Among the lexicon-based
methods may be: single words [25] or N-grams [26]. For statistical methods, we find
Mutual Information (PMI), information gain and CHI statistics [25].

Sentiment 
classification 
techniques

Lexicon-based 
methods

Dictionary-based

Corpus-based

Machine learning 
methods

Supervised 
learning

NB

SVM

KNN

DT

Fig. 2. Sentiment classification techniques.
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3 Feature Selection Methods

Mutual Information (MI): MI selects words that have highest mutual dependence
with the class variable [27]. More specifically, if a class c and a term, have probabilities
p cð Þ and p tð Þ, then their mutual information, I t; cð Þ, is defined to be:

I t; cð Þ ¼ log
p t; cð Þ

p tð Þ � p cð Þ ¼ log
p t ^ cð Þ

p tð Þ � p cð Þ

I t; cð Þ has a value of zero if t and c are independent.

CHI statistic (CHI): CHI represents the dependence between the feature and the
corresponding class. If a class c and a term t, where A is number of times c and t
co-occur, B represents the number of times when t occurs without c, C is the number of
times c occurs without t, D is the frequency when neither c nor t occurs; N is the total
number of documents (sentences) in dataset. The CHI measure is defined to be [28]:

CHI t; cð Þ ¼ N� AD� CBð Þ2
AþCð Þ � BþDð Þ � AþBð Þ � CþDð Þ

CHI has a natural value of zero if t and c are independent. The computation of CHI
scores has a quadratic complexity.

Analysis of Variance (ANOVA): ANOVA rank the features by measuring the ratio
between their variances between groups (documents or sentences) and within groups
(dataset) [29]. The ratio reveals how strong the k-th feature is related to the group
variables. The ratio F value F kð Þð Þ of k-th g-gap dipeptide in two benchmark datasets
is defined as the following equation:

Table 1. Summary of some articles using machine learning techniques and feature selection
methods for sentiment analysis.

Algorithm Dataset Accuracy (%) Year Reference

SVM Product reviews 85.8 2003 [31]
SVM Movie reviews (IMDb) 86.4 2004 [19]
ME movie review (IMDb) 87.40 2007 [32]
NBM movie review (IMDb) 83.95 2007 [32]
SVM Movie Reviews (IMDb) 92.2 2007 [33]
SVM movie review (IMDB) 96.9 2010 [34]
NB Restaurant review documents 83.6 2012 [11]
SVM Twitter 87 2013 [35]
SVM Facebook 83.27 2014 [36]
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F kð Þ = S2B kð Þ
S2W kð Þ

Where S2B kð Þ and S2W kð Þ are the sample variance between groups and sample
variance within groups.

4 Classifier

Naïve Bayesian (NB): is a simple probabilistic classifier based on applying Baye’s
theorem. For each document, the NB algorithm computes the probability that the
sentences (document) belongs to different classes and assigns it to the class with the
highest probability. The probability is defined as the following equation:

p cjsð Þ ¼ p cð ÞpðdjkÞ
p dð Þ

Class (with the highest probability) of d is computes:

Class ¼ argmax
c

p sjcð Þf g

A class’s prior may be calculated by assuming equiprobable classes, or by calculating
an estimate for the class probability from the training set. To estimate the parameters
for a feature’s distribution, one must assume a distribution or generate nonparametric
models for the features from the training set [37]. The different naive Bayes classifiers
differ mainly by the assumptions they make regarding the distribution of p sjcð Þ: In this
paper, we used Multinomial Naive Bayes is one of the two classic naive Bayes variants
used in text classification (where the data are typically represented as word vector
counts). With a multinomial Naive Bayes the distribution is parameterized by vectors
called multinomial Pc ¼ Py1; . . .:;Pcn

� �
for class c where n is the number of features

and Pyi is the probability p sjcð Þ of feature Pi appearing in a sample belonging to class c.
Pyi is estimated by the following equation:

Pyi ¼ Nci þ a
Nc þ an

Where Nci ¼
P

t2D ti is the number of times feature i appears in a sample of class
c in the training set D. And Nc ¼

P
t2D Nci is the total count of all features for class

c. The smoothing a� 0 accounts for features not present in the learning samples and
prevents zero probabilities in further computations.

Support Vector Machine (SVM): is supervised classification method. SVM algo-
rithm consists of two types of versions: non-linear and linear versions. In linear version,
Classes are separated using the hyperplanes. It finds the best decision hyperplane that
separates two classes. The quality of a decision hyperplane is determined by the
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distance (referred as margin) between two hyperplanes that are parallel to the decision
hyperplane and touch the closest data points of each class. The best decision hyper-
plane is the one with the maximum margin. In Fig. 3 there are 2 classes x, o and there
are 3 hyperplanes A, B and C. Hyperplane A provides the best separation between the
classes, because the normal distance of any of the data points is the largest, so it
represents the maximum margin of separation [16]. In non-linear version, classes are
not separated i.e. no straight lines can be found that separate the classes. Vladimir N.
Vapnik suggested a way to create nonlinear classifiers by applying the kernel trick to
maximum-margin hyperplanes. The resulting algorithm is formally similar to linear
classifier, except that every dot product is replaced by a nonlinear kernel function.
An SVM often maps data to a high dimensional space and then employs kernel
techniques [38]. In this paper, we chose radial basis function (RBF) kernel, which maps
data to an infinite dimensional space. It give better performance compared to poly-
nomial kernels.

The RBF kernel on two samples x and x0, represented as feature vectors in some
input space, is defined as [39]:

KRBF x; x0ð Þ ¼ exp � x� x0k k2
2a2

 !

Where a is a free parameter.

K nearest neighbors (KNN): is a type of instance-based learning or non-generalizing
learning: it does not attempt to construct a general internal model, but simply stores
instances of the training data. Classification is computed from a simple majority vote of
the nearest neighbors of each point: a query point is assigned the data class which has the

Fig. 3. Using support vector machine on a classification problem [16].
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most representatives within the nearest neighbors of the point. The input consists of the
k closest training examples in the feature space. The output is a class membership. An
object is classified by a majority vote of its neighbors, with the object being assigned to
the class most common among its k nearest neighbors (k is a positive integer, typically
small). If k = 1, then the object is simply assigned to the class of that single nearest
neighbor. KNN Algorithm is based on feature similarity: How closely out-of-sample
features resemble our training set determines how we classify a given data point (Fig. 4):

5 Experiment Results

5.1 Datasets and Evaluations

This study use a on movie review dataset comprising reviews of movies from the
Internet Movie Database (IMDb) adopted from Pang and Lee [19]. It contains 2000
reviews (1000 positive and 1000 negative), and labels were created with an improved
rating-extraction system. This paper aims to build a predictor that can distinguish
between positive and negative reviews.

To evaluate the performance of sentiment classification, this work has adopted
classification accuracy as an index. Accuracy in this study is used as a statistical
measure of how well a sentiment based binary classification test correctly classifies a
test document. The accuracy is the proportion of true results (both true positives and
true negatives) to the total population. The classification accuracy was computed as
follows:

Fig. 4. Example of KNN classification. The test sample (green circle) should be classified either
to the first class of blue squares or to the second class of red triangles. If k = 3 (solid line circle) it
is assigned to the second class because there are 2 triangles and only 1 square inside the inner
circle. If k = 5 (dashed line circle) it is assigned to the first class (3 squares vs. 2 triangles inside
the outer circle) [40]. (Color figure online)
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classification accuracy ¼ Number of Correctly Classified Reviews
Total Number of Reviews

5.2 Results Discussion

The results of the comparison are presented in the following tables. Table 2 presents
the best performance of three feature selection methods applied on three machine
learning methods. Figures 5, 6 and 7 exhibit the performance curves of two machine
learning methods utilizing different feature selection methods.

The results in Table 2 show clearly that the ANOVA F-value performed the best
across all machine learning methods. It achieves best accuracy as 0.912 when used with
Naïve Bayes classifier. We can now say that ANOVA F-value is a good choice among
feature selection methods for sentiment analysis.

From Fig. 6, we observe that the ANOVA F-value give the best accuracy with the
three machine learning methods when used with nearly 10000 features. Generally, from
Figs. 5, 6 and 7, we can note that when the number of features is between 5000 and
15000, NB and SVM realize desirable performance. On the other hand, we observe that
the performance curves of KNN vary according to feature selection methods. For
example. In the case the CHI or MI, it performed the best in range of 400 to 1000

Table 2. Best accuracy for three feature selection methods applied on
three machine learning methods.

MI CHI ANOVA

NB 0.827 0.905 0.912
SVM 0.825 0.885 0.895
KNN 0.685 0.725 0.7
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Fig. 5. Performance of machine learning techniques with Chi squared.
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features, whereas when KNN is combined with ANOVA, it provides good results in
range of 10000 to 15000.

After comparing Figs. 5, 6 and 7, we observed that the performance curves of NB
and SVM varies proportionally with the number of features. The accuracy gradually
increases with the number of features before reaching its maximum value. Then beyond
a 15000 features begin to decrease. In all, NB is the best in terms of accuracy whether it
is the number of features, followed by the SVM. KNN is classified in last place in the
rankings, far ahead of its competitors (NB and SVM).

6 Conclusion

In this study, we have used feature selection methods for sentiment analysis. We
prepared a comparative study that examines the performance of feature selection
methods combined with machine learning methods on online movie reviews dataset.
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Fig. 6. Performance of machine learning techniques with ANOVA.
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Fig. 7. Performance of machine learning techniques with mutual information.
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The experimental results presented in this paper demonstrate that Analysis of variance
(ANOVA) gives the best performance for sentimental feature selection, and Naïve
Bayes (NB) performs better than other techniques for sentiment based classification. In
the future, we will continue to test other advanced classifiers and others feature
selection methods. We’ll use others datasets.
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Abstract. This work builds on our earlier two papers where we developed
method to train nonlinear discriminant classifier for 4-feature datasets. In this
paper, the method has been formalized to include any number of features.
A hierarchical nonlinear discriminant classifier builds models using a con-
strained pattern of feature combinations. The model is far more expressive than
naïve Bayes, for example, which does not consider feature combinations at all;
and the model is far more parsimonious and scalable than unconstrained genetic
programming (for example), which does not rule out any feature combinations.
The method can be used for knowledge acquisition and decision-making expert
system as it can retrieve 100% accurate model from the dataset. The method can
also be used for classification of unseen data. The method has been tested on
popular test datasets present in the UCI repository. Two approaches are pre-
sented to apply a learned model to the test set. The first method consists of
application of a single exact hierarchical model on the test set; another method is
the application of a weighted sum of models present in each hierarchy. Results
of this approach on the datasets studied here are found to be very competitive
with the results in recent literature.

Keywords: Hierarchical model � Weighted sum model � Nonlinear model
Supervised learning

1 Introduction

Helping computers to learn classification task is the very important area of machine
learning, which has now dominated the artificial intelligence literature since last several
decades. Supervised Learning has remained subject of research throughout this period.
To evaluate the performance of the supervised learning methodology, the dataset is
divided into training set and the test set. The model is trained on the training set and
then is applied on the test set. Though it is not guaranty that the more accurate model
on the training set produces more accurate results on the test set but retrieving accurate
models from the datasets has always been subject of interest for knowledge acquisition
and decision-making problems [1, 2]. The most popular system in this area is C4.5
inductive decision tree learners [3]. In this paper, we propose a method which is
capable of highly accurate low-complexity models of the training set (i.e. models have
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very few parameters, and achieved 100% accuracy in training on the cases studied
here). High accuracy on a training set provides, of course, generally no information
about generalization quality in machine learning; however, when such accuracy is
regularly obtained with a low complexity model, it becomes of potential interest for
fields such as knowledge acquisition, especially if the model also performs well on test
sets. The method is extension of our preliminary work [4, 5], now rendered more
scalable for datasets with many features. The model can be described as a hierarchical
nonlinear discriminant classifier that exploits a constrained pattern of feature combi-
nations in a fixed tree data structure. The model is far more expressive than, for
example, naïve Bayes [6], which does not consider feature combinations at all; and the
model is far more parsimonious and scalable than unconstrained genetic programming
[7], which does not rule out any feature combinations. The nonlinear discriminant
classifiers have been in the literature now for a considerable time, such as Kernel based
nonlinear discriminant classifiers [8, 9]. However, in this paper hierarchical nonlinear
discriminant classifier model is proposed, which is constructed automatically through
randomized training procedure. The model is stochastic, trained via an evolutionary
algorithm, therefore produces potentially different models in each run. However, it
seems to reliably find 100% accurate models of the training set in the cases we have
studied so far, and present herein. This paper contains some examples of these models
produced on three datasets Iris Flower, Balance Scale and Car Evaluation. These
datasets are popular test cases for classification and knowledge acquisition problems
and are present in the UCI machine learning repository [10]. Later, the method is used
for classification of unseen data on the same datasets. The model is trained on the
training set which is a randomly chosen subset of the original set. The trained model is
then applied to classify the test set, which is a subset of the original set complimentary
to the training set. Therefore, data in the test set is not seen by the model during
training. The paper proposes two methods for application of model on the test set. One
method is to exactly apply same hierarchical model on the test set and another method
is to produce a model that is weighted sum of models present in each hierarchy of the
trained model. The results are competitive with the state of art literature.

The rest of the paper is structured as follows. In Sect. 2, a tree generation model for
the feature set of any size is proposed. Section 3 consists of description of evolutionary
algorithm that trains the tree data structure model. The detailed description of the three
test datasets is given in the Sect. 4. Experimental design of supervised learning for
classification of these datasets and their results are discussed in Sect. 5. Section 6
concludes the findings and speculates on the future work. Finally, an appendix is given
which gives some examples of accurate models trained through an evolutionary
algorithm on the complete test datasets.

2 Tree Generation Model

A tree generation model generates a tree that can represent a mathematical model
consisting of full feature set of the dataset regardless of its size. The total number of
nodes in the tree generation model is governed by Eq. 1.
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n ¼ 3 � f � 1 ð1Þ

where

n = number of nodes in the tree
f = number of features in the dataset

The tree essentially consists of three types of nodes.

2.1 Weight Nodes nw

These are the tail nodes of the tree which contain the weight of the features; therefore,
number of weight nodes is equal to number of features. The id numbers of these weight
nodes start from 2 � f and end at 3� f � 1. The value of weight ranges between 0–1.
All the weight nodes are present at the last level of the tree or they are leaf nodes.

2.2 Feature Nodes nf

These are the nodes preceding to weight nodes. The feature nodes contain the actual
feature values and hence are also equal to number of features. The id numbers of these
nodes start from f and end at 2f � 1. All the feature nodes are present at the second last
level of the tree or one level before the leaf nodes.

2.3 Operator Nodes no

The nodes preceding to the feature nodes are operator nodes. These nodes contain the
information about mathematical operator, which is supposed to be applied on the two
expressions represented by two branches emanating from this node. The number of the
operator nodes are one less than the feature nodes i.e., no ¼ nf � 1. The id numbers of
operator nodes start from 1 and end at f − 1. The operator nodes are present at different
hierarchy levels of the tree starting from the first level to the third last level. At the third
last level, the operator nodes follow the following rule.

n3o ¼ INT
f
2

� �
ð2Þ

where

n3o = Number of operator nodes at the third last level

On the levels preceding to 3rd last level, the operator nodes follow following rule.

nmo ¼
INT nm�1

o
2

� �
þ 1; if nm�1

o ; nm�2
x are odd

INT nm�1
o
2

� �
; otherwise

8<
: ð3Þ
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where

nmo = number of operator nodes at mth last level
nx = can be any nodes i.e. feature nodes or operator nodes depending on the level of

tree.

The Eq. 3 says that the number of operator nodes at any level of tree depends on the
number of nodes at two succeeding levels. If the number of nodes at two succeeding
levels are odd then the number of operator nodes will be one more than the number of
nodes in the other case. The operator nodes contain integer value from 1–4, each
representing each of four mathematical operators þ ;�;�;� respectively.

Let us explain above model with the car evaluation dataset which has six features.
The tree in Fig. 1 is representative of this model. The tree in Fig. 1 contains 17 nodes
which follows the Eq. 1. The nodes 12–17 are weight nodes. The nodes 6–11 are
feature nodes and the nodes 1–5 are operator nodes. At the third last level, there are
three operator nodes 3–5, which follow the Eq. 2. At fourth last level (2nd level), there
is only node 2 and at the fifth last level (1st level) again there is only node 1. The nodes
at first and second level follow the Eq. 3. The node at 1st level follows conditional part
of Eq. 3 and node at 2nd level follows otherwise part of Eq. 3.

Now if the weight nodes 12–17 contain weight values w1–w6 respectively, the
feature nodes 6–11 contain values f1–f6 respectively, the operator nodes 4–5 contain the
value +, the operator nodes 1–3 contain the values �;�;� respectively then the
phenotype equivalent 2 of this tree structure is given in Eq. 4.

2 ¼ w1f1 � w2f2
w3f3 þw4f4ð Þ � w5f5 þw6f6ð Þ ð4Þ

It can be seen from the example Eq. 4, that values at weight nodes are multiplied
with corresponding feature nodes and then resultant expressions are subjected to
operators represented in the operator nodes.

171615141312

11109876

543

2

1

Fig. 1. A tree model for six feature set
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3 Evolutionary Algorithm (EA)

The evolutionary algorithm trains the tree data structure explained in Sect. 2. The
evolutionary algorithm can be applied on the whole dataset for knowledge acquisition
or it can also be applied on the randomly chosen part of the dataset for training purpose.
The algorithm follows the hierarchical procedure used in our earlier work [5], sum-
marized here as follows.

a. Create two lists i.e. sample list and model hierarchy list 
b. Store the number of samples under examination in the sample list.  
c. Initialize model hierarchy list with level .
d. The EA starts with the random generation of population of solutions. Each solution

consists of tree data structure presented in section 2. 
e. The EA evaluates each solution of the population according to fitness and unfitness

function, discussed in detail later in this section. 
f. The individuals for reproduction of next generation are selected using binary 

tournament selection. 
g. The next generation is produced through reproductive procedures consisting of 

crossover and mutation operators as described in [5]. 
h. If termination condition is false then go to step .
i. Set  and store the trained model in the model hierarchy list  
j. Delete the classified samples from the sample list.  
k. If sample list is still non-empty then go to step .
l. Terminate the program.  

Procedure 1: Hierarchical application of evolutionary algorithm

It can be seen from the above procedure, that the algorithm continues to train
models iteratively until all samples are classified. Finally, all the models can be put in a
hierarchical way to represent decision model of the whole dataset or the training set
under examination. The interesting thing about these models is that every single model
correctly classifies some of the samples but it doesn’t misclassify any of the samples.
This is accomplished through combination of fitness and unfitness function (step e).
The primary objective is to maximize fitness function and secondary objective is to
minimize unfitness function. The fitness function is equal to number of classified
samples. Unfitness function is the value of partition wall that is incorporated into the
model to prevent model from misclassifying the samples. The model is probabilistic. It
measures probability of sample to be member of each class. These probabilities are
computed with the help of the probabilistic model based on the distance of phenotype
value 2 (example Eq. 4) of sample i from the phenotype mean of class j. Figure 2
along with Eq. 5 illustrates this probabilistic principle of membership.

p j
i ¼

d
l

ð5Þ
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where

p j
i = probability that sample i is member of class j

d = Distance of phenotype value for sample i from estimated maximum/minimum of
class j

l = Distance of estimated mean of phenotype value of all samples of class j in the
training set from estimated minimum/maximum of the values of members of class j.

It is clear from the Fig. 2 and Eq. 5, that the sample will have greater probability of
class membership when it is closer to the mean position of the class. Its probability of
class membership decreases when it goes farther and becomes negative when it goes
farther than the estimated minimum/maximum of the class phenotype value. We know
that in standard probability theory probability ranges between (0–1), however,
according to Eq. 5, its value can go much below zero and we keep it as it is because it
is useful in our class membership function later discussed in Eq. 9. The estimated mean
of phenotype value of class j is calculated from the training set as follows.

� jmean ¼
Pi¼tj

i¼1 2i

tj þD
ð6Þ

where

2i = Phenotype value for sample i according to evaluation of model described in
Sect. 2 (for example, Eq. 4)
tj = Number of samples in the training set of class j
D = Predictive parameter for larger sample = 1.0

The estimated maximum and minimum of phenotype value of class j are modelled
as follows.

� jmax
min

¼ � jmean � 3:0 � � jsd ð7Þ

Fig. 2. A principle of probabilistic membership
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where

� jmean = estimated mean of set of phenotype values of member samples of class j in
the training set
� jmax
min

= estimated maximum/minimum of set of phenotype values of member

samples of class j in the training set
� jsd = estimated standard deviation of set of phenotype values of member samples of
class j in the training set

The estimated standard deviation of phenotype value of class j is modelled as
follows.

� jsd ¼
Pi¼tj

i¼1 � ji � � jmean
� �2
tj � D

ð8Þ

The task of classifying the sample i is achieved through class membership function
as given below.

;i ¼ k iff Pk
i [ 8j6¼k

j¼1;nc P j
i þr� � ð9Þ

where

;i = class of sample i
r = Safety partition to avoid misclassification during training (unfitness function)
nc = Total number of classes in the dataset

It is clear from the Eq. 9, that the sample is classified into the class with which it
has highest probability of class membership among all the classes. However, it remains
unclassified if highest probability of class membership is not greater enough than the
second highest probability of class membership to overcome the obstacle of unfitness
function r. Following are the steps of evaluation procedure of chromosome.

a. The evaluation starts by setting unfitness function/safety partition .
b. Set sample number  = 0 
c. Increment 
d. Apply model in relation 9 to classify the sample 
e. If the model misclassifies a sample  to a wrong class , then 

 go to step b. 
f. Terminate the procedure 

Procedure 2: Evaluation procedure of chromosome

It is clear from the step e that the value of unfitness function is raised to minimum
threshold level to avoid misclassification. Due to this raised value of safety partition
none of the probability values of any class membership satisfy the condition placed in
model (relation 9). Therefore, the sample i remains unclassified. Since the model has
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now been modified, therefore procedure of evaluation starts again from first sample
with the new value of unfitness function. The procedure continues until all samples of
training dataset are examined under same value of unfitness function and none of the
samples are misclassified. Now the chromosome fitness value is composite of its fitness
and unfitness function. The fitness function is number of classified samples and value
of r is unfitness function.

Now the primary objective is to maximize fitness function i.e., maximize number of
classified samples and the secondary objective is to minimize unfitness function i.e.
value of r. Therefore, while comparing fitness of chromosomes, a chromosome with
higher number of classified samples is considered better regardless of value of its
unfitness function. The value of unfitness function is only considered when the two
chromosomes have equal score in number of classified samples. The flowchart of
whole procedure is depicted in Fig. 3.

i = i + 1

Tree
Generation

Population
Generation

Fitness
Evaluation

Tournament
Selection

Reproduction

Set Partition

Termination
Condition

If (B) null setYes

No

Yes

i = 0

Test Set

Training
Set

Set Partition

Solved
Set (A)

Model i

Unsolved
Set (B)

End

Start

No

Fig. 3. Flowchart of hierarchical model evolution

280 Z. Ursani and D. W. Corne



The flowchart starts from the process of tree generation, which is described in
Sect. 2. Understandably the tree is generated after reading the dataset. The dataset is
then partitioned into training set and test set through the procedure of set partition,
which is entirely random procedure but it ascertains the proportional representation of
each class in the training set. The variable i is initialized with zero. This variable
represents a model or hierarchy number, which will be incremented later with the
generation of model. The evolutionary algorithm starts with generation of random
population followed by typical cycle of evolutionary iteration consisting of fitness
evaluation, selection and reproduction until termination condition is achieved. After the
termination the training set is further partitioned into the solved set and unsolved set.
The solved set consists of classified samples of the training set by the trained model
while the unsolved set consists of samples which the model failed to classify. Now if
this unsolved set is not a null set, then it is considered as a training set for the next
phase of application of evolutionary algorithm, which is again starts from generation of
random population of solutions. This iterative procedure continues until unsolved set
becomes null set.

4 Description of Datasets

This paper considers three datasets which are taken from UCI repository [10] to ana-
lyze the performance of the method proposed. Following is the description of those
datasets.

4.1 Iris Flower

This is a botanical dataset. The dataset contains 150 samples of 3 species of iris flower
called Setosa, Virginica and Versicolour. The dataset has 50 samples of each class,
with details of four features i.e., sepal width, sepal length, petal width and petal length.
The dataset was created by Anderson in 1935 [11] and later was popularized by Sir
Fisher in 1936 [12]. The dataset is most popular in pattern recognition and classifi-
cation domain.

4.2 Balance Scale

This is a psychological dataset. This dataset was created by Siegler in 1976 [13] to
model psychological experimental results. The dataset contains 625 examples of per-
sons with attributes left weight, right weight, left distance and right distance. This data
is helpful in determining whether person is balanced, right tipped or left tipped. The
dataset contains 288 examples for each right and left tipped people while only 49
examples for the balanced people. This is a very popular test case in the classification
domain.
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4.3 Car Evaluation

This is a decision-making dataset. The dataset has six attributes namely buying price,
maintenance cost, number of doors, maximum number of accommodable persons, size
of lug-boot and level of safety measures. The dataset has total of 1728 samples. The
dataset has four classes unacceptable, acceptable, good and very good. The unac-
ceptable class has 1210 samples. The acceptable class has 384 samples. The good class
has 69 samples and very good class has 65 samples.

Table 1 summarizes feature list of these datasets. Column 1 contains name of the
dataset, column 2 provides number of features in the dataset and columns 3–8 provide
name of the feature corresponding to label used in the column head. These labels are
later used to represent classifier models of the dataset in Table 5 in the Appendix.
Table 2 summarizes the class list of the dataset. Again column 1 contains name of the
dataset, column 2 informs about number of classes in the dataset and columns 3–6 give
name of the class corresponding to label used in the column head. These labels are later
used in Table 6 in Appendix to give statistical data about generated models.

5 Experimental Design and Analysis

The experiments are performed on the datasets described in Sect. 4. The objective of
experiments is two-fold. First objective is to retrieve 100% accurate models from
complete datasets. The results of these experiments are included in the Appendix. The
second objective is to develop models on the randomly generated training sets and then
verify those models on the test set. On the test set trained models are applied in two
different ways. First method is to apply models in hierarchical way as stored in model

Table 1. Feature description for each dataset

Dataset Number of
features

f1 f2 f3 f4 f5 f6

(1) (2) (3) (4) (5) (6) (7) (8)

Balance
scale

4 Left
weight

Left distance Right
weight

Right
distance

- -

Iris flower 4 Sepal
length

Sepal width Petal
length

Petal
width

- -

Car
evaluation

6 Buying
cost

Maintenance
cost

Number
of doors

Number
of seats

Size of
lug-boot

Level of
safety

Table 2. Class description for each dataset

Dataset Number of classes c1 c2 c3 c4
(1) (2) (3) (4) (5) (6)

Balance scale 3 Balanced Left tipped Right tipped
Iris flower 3 Setosa Virginica Versicolour
Car evaluation 4 Unacceptable Acceptable Good Very good
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hierarchy list described in procedure 1. Following is the stepwise method for hierar-
chical application of models.

a. Create a sample list 
b. Store the samples to be tested in the sample list.  
c. Set pointer in the model hierarchy list with level .
d. Apply the pointed model on the sample list for classification (step explained further

in appendix in procedure 4) 
e. Delete the classified samples from the sample list.  
f. If sample list is non-empty then increment the pointer in the model hierarchy list 

 and go to step .
g. Terminate the program.  

Procedure 3: Evaluation Procedure of the test set 

The second method is weighted sum method, i.e., weighted sum of all models
present in the model hierarchy list is produced and applied on the test dataset. The
weights to the models are assigned based on the fitness i.e. number of classified
samples by the model. The experiments are performed on randomly generated training
sets of three different sizes equivalent to around 50%, 80% and 90% of the original size
of the dataset. The training sets are generated in a way that samples of each class are
chosen proportionally for proper representation of each class in the training set.
30 simulations are run on each dataset. However, each simulation has different ran-
domly generated training set. The results of experiments are summarized in Table 3.

Table 3. Classification results on the datasets.

Dataset Classification
method

Size of
training set

Best
results

Average
results

% age of
accurate results

(1) (2) (3) (4) (5) (6)

Iris flower Weighted
sum

50% 98.67% 94.31% 0.00%
80% 100.00% 95.44% 23.33%
90% 100.00% 96.44% 60.00%

Hierarchical 50% 98.67% 93.51% 0.00%
80% 100.00% 94.22% 6.67%
90% 100.00% 94.44% 36.67%

Balance scale Weighted
sum

50% 100.00% 97.44% 3.33%
80% 100.00% 98.53% 43.33%
90% 100.00% 96.13% 40.00%

Hierarchical 50% 100.00% 99.05% 23.33%
80% 100.00% 99.76% 80.00%
90% 100.00% 99.41% 73.33%

Car evaluation Weighted
sum

50% 85.19% 78.96% 0.00%
80% 88.12% 79.78% 0.00%
90% 86.05% 80.78% 0.00%

Hierarchical 50% 95.14% 93.29% 0.00%
80% 97.68% 94.88% 0.00%
90% 98.84% 95.81% 0.00%
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In Table 3, column-1 contains name of the dataset, column 2 provides name of the
classification method, column 3 gives size of the training set in terms of percentage to
original size, columns 4–5 informs about best and average result of 30 simulations
respectively. The results are in terms of percentage of correctly classified samples.
Finally, column 6 provides percentage of accurate results i.e., the percentage of number
of simulations out of 30 simulations where 100% accurate results are obtained.

It can be seen from the Table 3, that better results are obtained with weighted sum
method on the iris flower dataset while on the balance scale and car evaluation datasets
better results are obtained with hierarchical method of classification. It can also be
noticed that best results are obtained on training set of 80% size on balance scale and
car evaluation dataset, while for iris flower dataset best results are obtained at the
training set of 90% size. The hierarchical method has been most successful on the
balance scale dataset with up to 99.76% average results on test set with the training set
of 80% size, whereas accurate results on test set have been obtained on 80% of
simulations.

Table 4, has also been prepared to compare results with other methods. In Table 4,
column 1 gives reference of the method, column 2 provides name of the dataset,
column 3 informs about number of simulations/cross validation, size of training set in
terms of percentage to original dataset is given in column 4. Columns 5–6 give average
and best results respectively of all the simulations in terms of percentage of correctly
classified samples.

Table 4. Classification results in the literature

Ref. Dataset Sim/X-validation Size of Tr. set Average results Best results
(1) (2) (3) (4) (5) (6)

[12] Iris - 80% - 100%
Balance 50% - 88.14%

[13] Iris 10 90% 94.67% -
Balance 90% 78.88% -

[14] Iris 10-fold X-validation 90% 94.0% 94.0%
Balance 90% 89.1% 89.1%

[15] Iris 15x10-fold X-validation 90% 95.65% -
Balance 90% 85.28% -
Car 90% 98.48% -

[16] Iris 10-fold X-validation 90% 87.22% -
Balance 90% 71.27% -
Car 90% 70.12% -

[17] Iris 10-fold X-validation 90% 95.4% -
Balance 90% 97.15% -

[18] Iris - 100% - 98%
Balance 100% - 84%

[19] Car 10x10-fold X-validation 90% 93.3% -
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It can be seen by comparing results in Tables 3 and 4 that proposed method has
produced average of 96.44% correct results on the test set of iris flower dataset with the
90% of the training set, which is better than all the methods presented in Table 2. On
the balance scale dataset, the proposed method has produced staggering average of
99.76% accurate results on test set with 80% training set, which is again best results
among all the contemporary methods. On the car evaluation dataset, the proposed
method has produced average of 95.81% correct results against 98.48% average of
random forest method [15]. However, random forest method [15] has used 15x10-fold
X-validation, whereas proposed method hasn’t made any use of x-validation.

6 Conclusion and Future Work

In this paper, a hierarchical nonlinear discriminant classifier is presented. The method
proposed automatically produces a tree data-structure according to number of features
that can represent nonlinear discriminant classifier based on only four basic mathe-
matical operators þ ;�;�;�. The method can retrieve 100% accurate model from the
iris flower, balance scale and car evaluation datasets. The example retrieved models are
given in appendix. Thus, the model can be useful in knowledge acquisition and
decision-making expert systems. Those retrieved models are the array of models placed
hierarchically in the model hierarchy list. They can be applied hierarchically to the
dataset for the classification purpose. Further, the method is used for classification of
the previously unseen data by the model. To achieve this the model was trained on the
randomly chosen training set. To classify the test set two models were used i.e. hier-
archical application of models present in the model hierarchy list and weighted sum
model of all the models present in the model hierarchy list. Weighted sum model
produced better results on the iris flower dataset while hierarchical application of
models produced better results on the balance scale and car evaluation dataset. Also,
the method produced competitive average results when compared with the state of art.
Encouraged by these results, now the authors are determined to expand this method to
make it applicable to more datasets. Furthermore, detailed analysis is needed to
establish why on some datasets weighted sum application of model on the test set
performs better than the actual hierarchical application.

Acknowledgments. The authors are grateful for financial support from Innovate UK and Route
Monkey Ltd via KTP Partnership number 9839.

Appendix

This appendix contains 100% accurate models that have been retrieved from the iris
flower and balanced scale datasets by the proposed computational model when trained
on the whole list of samples contained in the datasets. Car evaluation models are not
given because of space limitations. Since the method is randomized therefore each run
produces different model however, each model when tested back on the datasets
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produced 100% accurate classification. The models are presented in favour of
researchers to help them extract knowledge of the datasets so that they could use this
knowledge to build expert systems or develop their own knowledge acquisition and
decision-making tools. Table 5 contains these hierarchical models. One model from
each dataset is given. For iris flower dataset the model has two hierarchies, while for
the balance scale dataset the model has only one hierarchy. Only one model is pre-
sented from each dataset because of limited space but there can be many accurate
hierarchical models for one dataset, a new model with each run. The beauty of the
method is not only in generating many accurate models but also in generating them
automatically with only four basic mathematical operators without any mathematical
analysis and without any help of analytical tools.

In Table 5, column 1 gives name of the dataset, number of hierarchies in the model
is given in column 2, column 3 provides level of model hierarchy, actual trained model
in each hierarchy is in column 4, the fitness of model in each hierarchy in terms of
number of classified samples is stated in column 5 and finally column 6 shares value of
model unfitness or partition wall. Table 1 can be referred to see what feature of dataset
corresponding symbols in the model represent.

Since the models presented in Table 5 are trained on the complete datasets there-
fore they are based on actual statistical parameters rather than estimated parameters.
Therefore, for the development of these models the predictive parameter value in Eq. 6
is taken as D ¼ 0. Equation 7 is also replaced to compute actual minimums and
maximums for each class member list. There is no need of standard deviation as it was
used in Eq. 7 to estimate minimum and maximum value of the model. Procedure-3
should be followed to classify the datasets. The step d of procedure-3 i.e., application
of relevant model can be broken down as follows in procedure 4.

a. Compute model value for each sample by putting its feature values into the model
under consideration. 

b. Compute actual mean, minimum and maximum for each class. 
c. Compute probability for membership of each sample to each class according to

equation 5. 
d. Start classification of samples by using relation 9. 

Procedure 4: Procedure of application of model 

Table 5. Accurate models of classification datasets

DS NH HL Model description MF MUF
(1) (2) (3) (4) (5) (6)

Balance scale 1 1 0:7813f4
0:2571f2

� 0:9791f1
0:3225f3

625 0.00

Iris flower 2 1 0:9102f1 � 0:0964f4 þ 0:7035f2 þ 0:0815f3 138 0.3439
2 0:5598f3

0:0802f4
þ 0:4826f2 þ 0:3099f1

12 0.00
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Model Solutions
To give complete sense of the method to readers solutions of above models are pre-
sented in Table 6 against one sample from each dataset. In Table 6, column 1 refers to
the name of the dataset, level of hierarchy is given in column 2. Column 3 gives class
label. For the corresponding class labels Table 2 can be referred. Columns 4–6 provide
values of statistical parameters of the corresponding model for each class i.e., mini-
mum, maximum and mean respectively. The feature dimensions of chosen samples are
given in column 7. The computed probability of class membership is provided in
column 8 and finally column 9 contains the resultant class assigned.

In column 8, with the help of Eq. 5, statistical parameters of models in columns 4–6
are used to estimate class membership probabilities of samples whose dimensions are
given in column 7. It can be seen from Table 6 that both the samples, one from each
dataset are classified correctly. Please note that sample classification is based on
relation 9. Class membership probabilities in column 8 should be used in conjunction
with relation 9 to classify the sample. Balance scale model has only one hierarchy
therefore it is classified in that hierarchy. The sample of iris flower could not be
classified by the model in the first hierarchy. This is because unfitness value in the
column-6 of Table 5 prevented it from classifying, as difference in probabilities of class
membership was not great enough to surpass unfitness value. It should be noted that if
unfitness value would not be there then method would have misclassified the sample as
c3 instead of c2, as probability of class membership with c3 has largest value in first
hierarchy model. Since the sample remained unclassified in first hierarchy therefore it
was tested again in the model in second hierarchy. This model classified it correctly.
This is the beauty of hierarchical model that it stops any misclassifications through
unfitness value and the sample is given a chance to be classified in the next hierarchy.
All the models in the last hierarchy have unfitness value 0.0000. This is done to make
sure no sample remains unclassified.

Table 6. Statistical parameters of models for each class of the dataset

Dataset Hierarchy
level

Class Minimum Maximum Mean Test
sample
dimensions

Probability of
class
membership

Class
assigned

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Balance
scale

1 c1 0.0007 0.0181 0.0044 1, 1, 1, 1 0.7927 c1
c2 −14.5709 0.0000 −3.8166 −0.0009
c3 0.1527 14.5898 3.8266 −0.0406

Iris
flower

1 c1 6.9513 15.1915 10.4918 17, 45, 25,
49

−6.5829 Unclassified
c2 44.4055 64.1775 53.3945 0.0046

c3 28.2416 47.2345 39.0089 0.3339
2 c1 0.0000 0.0000 0.0000 �1 c2

c2 30.5460 32.3623 31.8337 0.0000

c3 32.5227 34.1201 33.0470 −5.7053
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Abstract. For speaker identification purposes, features are first
extracted and then compared with those of the training set to find the
closest match. So, finding effective and robust features for classifying
speakers is beneficial to improve the overall identification performance,
especially in the presence of noise. In this paper, a new method of fea-
ture extraction based on feature fusion is proposed, where Gammatone
Frequency Cepstral Coefficients (GFCC) and wavelet components are
extracted and fused for training and testing the Support Vector Machines
(SVM) classifier. The performance of the proposed scheme is validated
and compared with conventional GFCC using clean and noise corrupted
signals from Voxforge database. From the experimental results, it is evi-
dent that our algorithm has a higher identification accuracy compared
to baseline GFCC.

Keywords: Speaker identification · DWT · SWT · GFCC · SVM

1 Introduction

With the ongoing research into biometric authentication systems, speaker recog-
nition is gaining interest for a myriad of reasons but mostly due to the fact that
biological identification and authentication is considered more and more impor-
tant. From mobile banking to access control to voice mailing, the practical uses
of speaker recognition technology are numerous [1].

Speaker recognition systems make use of physiological or behavioral charac-
teristics for verification and identification of individuals [2]. The identification
process is based on the classification of an unknown speaker to be identified
relative to a reference database of different speaker models and reach one of
two decisions: either to find the most probable identity of the unknown speaker
(closed-set mode) or to consider that the unknown speech matches none of the
previously known samples (open-set mode). The verification process (sometimes
also called recognition) aims at making a true-false decision that the identity of
the unknown speaker conforms to the claimed identity. Although, the identifi-
cation and verification tasks are different from each other, they share much in
technique. Depending on the linguistic constraints on what the testing speaker
c© Springer Nature Switzerland AG 2018
Y. Tabii et al. (Eds.): BDCA 2018, CCIS 872, pp. 289–300, 2018.
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is allowed to say, both can be categorized as text-dependent or text-independent
[3]. In text-dependent mode, the spoken text to be uttered is previously known
to the system, while in text-independent mode, the system has no knowledge
about the spoken utterance.

Any Speaker Identification System (SIS) involves two main stages namely
feature extraction and classification. In spite of widespread efforts, finding effec-
tive and robust features is still a challenging task in Speaker recognition [4].
Mel Frequency Cepstral Coefficients (MFCC) [5] are probably the most popular
features used in speaker identification [6,7]. However, it has been observed that
the performance of MFCC based systems degrades drastically in the presence of
noise or channel effects [8,9]. In this context, researchers have proposed alter-
native features to tackle noise issue. Amongst several others, we found Mean
Hilbert Envelope Coefficient (MHEC) [10] and Gammatone Frequency Cepstral
Coefficients (GFCCs) [11].

Several researches in speaker recognition systems reported that combining
different biometric traits can improve the performance of the single biometric
trait based system as it provides more useful information [12]. This combination
is known as fusion. As shown in Fig. 1, fusion techniques can be divided into three
groups: Pre-classification fusion, post-classification fusion, as well as a hybrid of
both.

Fusion techniques

Pre-classification

Feature level

Post-classification

Score level Decision level

Hybrid

Fig. 1. Fusion techniques based classification

Fusion prior to classification includes fusion at the feature extraction level,
it refers to the combination of several feature vectors, obtained by applying
different feature extraction techniques to the same data. Approaches for com-
bining information after the classification process can be divided into score level
and decision level fusion. Score level fusion take place when matching scores
provided by different classifiers are combined using for example mathematical
operations (weighted sum or weighted product). In decision-level fusion, each of
the extracted data is separately classified, then fusion consists of merging the
output from the classification using logical operators (AND, OR) or majority
voting.

Finally, a hybrid fusion can be done by employing the advantages of both
pre-classification and post-classification strategies. The work presented in this
paper is focused on fusion at the feature extraction level for robust closed-set
text-independent speaker identification. The feature extraction process if per-
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formed using two features namely GFCC and Wavelet Transform, and classi-
fication using Support Vector Machines (SVM) because of their accuracy and
good performance [13]. The viewpoint in this fusion is obtaining relatively better
performance than single GFCC in noisy environments.

The organization of this paper is as follows. We introduce a brief review of
some researches related to feature level fusion in Sect. 2. The proposed feature
fusion based scheme is detailed in Sect. 3. Then, we apply this feature extraction
method for closed-set text-independent speaker identification. The performances
of the proposed fusion scheme is evaluated and compared to conventional GFCC
features in Sect. 4. Finally, we conclude our paper and propose a scope for future
work in Sect. 5.

2 Literature Review

The general form of a feature level fusion system is illustrated in Fig. 2. Fea-
ture level fusion involves concatenation of different feature sets originating from
multiple information sources to form a new feature set. Capturing several fea-
tures from the same data possibly incorporates some features those that were
not captured by the first method. Thus, supplementary information on the same
identity helps in achieving a higher performance.

Voice sample 1

Voice sample 2

Feature extraction 1
Feature
fusion

Feature extraction 2

Comparison

Templates

Decision
Score ID

Fig. 2. Feature level fusion

The research in feature level fusion attracted a great deal of attention. Table 1
provides a non-exhaustive list of works related to this topic. Markov and Naka-
gawa [14] proposed a Gaussian Mixture Model (GMM) based text-independent
speaker identification and verification systems integrating pitch and Linear Pre-
dictive Coding (LPC) residual with standard LPC derived cepstral coefficients.
Their experimental results show that including the pitch parameter further
improves the identification rate by 3–4%.

Most of the existing works have considered the use of MFCCs. Nakagawa et
al. [15,16] proposed the combination of MFCC with the phase information in
clean and noisy environments by adding stationary and non-stationary noise to
utterances from Nippon Telegraph and Telephone (NTT) and Japanese Newspa-
per Article Sentences (JNAS) databases [17]. Sarangi and Saha [18] introduced
Speech Signal based Frequency Cepstral Coefficients (SFCC) for robust speaker
identification, its combination with MFCC showed a greater performance than
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using single MFCC or SFCC features in the presence of white, pink, babble, volvo
and factory noises. Sadjadi and Hansen [19] considered the fusion of MHEC fea-
tures with MFCC.

Since MHEC features have been shown to be an effective alternative to
MFCCs in extremely degraded channel conditions, their combination with
MFCC improved the speaker identification performance remarkably. Verma [20]
suggested a multi-feature fusion method which uses Discrete Wavelet Transform
(DWT) to extract the features and represent them using common statistics and
entropy. The obtained feature vector is then fused with MFCC and input to a
K-Nearest Neighbor (KNN) classifier. In [12], the authors investigated the com-
bination of MFCC with several features namely Residual Phase Cepstrum Coeffi-
cients (RPCC), Glottal Flow Cepstrum Coefficients (GLFCC) and Teager Phase
Cepstrum Coefficients (TPCC). Their experimental results showed an improve-
ment of the identification rate about 7% compared to the baseline MFCC. The
work presented by Kawakami et al. [21] explored several feature combinations
based on MFCC and Linear Predictive Cepstral Coefficients (LPCC). These
combinations include LPCC with LPC, MFCC with phase information, MFCC
with LPCC and a fusion of all of these features.

3 Proposed Fusion Scheme

In our work, we concentrate on developing more robust features than stan-
dard GFCC to tackle noise contamination of speech signals in a closed-set text-
independent SIS. Our scheme is based on the combination of wavelet and GFCC
features that are extracted simultaneously from each input sample. The result-
ing features are then input to linear SVM for classification. In this section, we
describe in detail our fusion method. The wavelet decomposition using DWT
and SWT will first be introduced, followed by the SVM classifier.

3.1 Wavelet Decomposition

DWT is computed in practice by passing a signal x[n] successively through a
high-pass and a low-pass filter with impulse responses h[n] and l[n], respectively.
Filtering a signal corresponds to convolving the signal with the impulse response
of the filter. For each level of decomposition, the low-pass filter produces the
approximation coefficients A, and the high-pass filter produces the detail coef-
ficients D. The filter outputs are then downsampled by 2. This constitutes one
level of decomposition and can mathematically be expressed as follows

D1[n] =
∞∑

k=−∞
x[k].h[2n − k]

A1[n] =
∞∑

k=−∞
x[k].l[2n − k]

(1)
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where n and k denote discrete time coefficients. The approximation is then itself
split into a second level approximation and detail coefficients. The process is
repeated as many times as it is desirable resulting in N decomposition levels.

SWT was introduced by Holschneider et al. [22] to overcome the lack of trans-
lation invariance of DWT. SWT is computed by convolving the signal with the
appropriate filters as in the DWT but without downsampling to achieve the
translation invariance. Then the resulting approximation and detail coefficients
at each level are the same as the length of the input signal.

The aptitude of wavelets to extract features from the signal relies on the
choice of the mother wavelet function. Different types of wavelets have specific
properties and thus it is always an issue how to select the best wavelet func-
tion for feature extraction. Standard wavelet families include Haar, Daubechies,
Symlets, Morlet and Coiflet. Selecting the adequate wavelet basis for speaker
identification is challenging. Since there is no well-defined rule stating that a
wavelet function is more suitable than another one for a particular application,
some guidelines could help make the selection easier. For example, Coiflet6 pro-
vides better data compression while the fourth member of Daubechies family
(db4) is more preferable for feature extraction [23].

In this work, wavelet features are decomposed up to six levels using db4.
Resulting in six details, D1 to D6, and one approximation coefficient, A6. These
coefficients were further refined to a four-element vector by extracting statistical
features. For each sub-band coefficients, the following features are extracted:

– The mean of the absolute value
– The average power
– Skewness
– Kurtosis

Mean and average features represent the signal frequency. Skewness is a measure
of the asymmetry distribution of the signal around its mean value and Kurtosis
describes the flatness of the spectral distribution around its mean.

3.2 GFCC

It is a recent technique introduced by [11] as an auditory based feature. The
auditory model is represented by a bank of Gammatone filters that decompose
the input speech into a time-frequency representation. GFCCs are computed as
follows: First, the input speech signal is passed through a N -channel Gammatone
filterbanks to get sub-band signals. This filter is derived from psychophysical and
physiological observations of the auditory periphery and makes use of a set of
band-pass filters to model the basiliar membrane. The impulse response of each
Gammatone filter is defined by

g[f, t] =

{
atn−1e2πbt cos(2πfcit + φ) t ≥ 0
0 else

(2)
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where fc denotes the center frequency of the filter, t represents time, a and
n are the gain and the order of the filter, respectively. b is the rectangular
bandwidth and φ is the phase of the nth filter. The center frequencies fci are
equally spaced on the Equivalent Rectangular Bandwidth (ERB) scale between
the filter bank boundaries. In the next step, a cubic root operation is performed
on the decimated outputs to generate Gammatone Features (GF), followed by
a Discrete Cosine Transform (DCT) to get GFCC features. In this work, 32-
channel GFCC features were generated and were reduced by computing the
mean before their concatenation with wavelet features to form the final feature
vector.

3.3 SVM

SVM is a classification technique which relies on statistical learning theory that
was first proposed by Boser et al. [24]. It is a binary classifier that attempts to
find the equation of a hyperplane that divides the training set leaving the largest
possible fraction of points of the same class on the same side, while keeping the
greatest possible margin between either of the two classes and the hyperplane.
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Support vectors
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Fig. 3. A graphical representation of the SVM hyperplane

Any hyperplane can be described as the set of points satisfying w.x − b = 0
where the vector w is perpendicular to the hyperplane and b is the bias value
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of the hyperplane. b
‖w‖ determines the offset of the hyperplane from the origin

along the normal vector w. As shown in Fig. 3, maximum-margin hyperplanes are
described by the following equations w.x + b = 1 (Class A) and w.x + b = −1
(Class B). Since SVM is a binary classifier, the best approach to deal with
multiclass problems is to use a combination of several binary classifiers.

Two common strategies are distinguished: One-Versus-All (OVA) [25] and
One-Versus-One (OVO) [26].

OVO approach, known also as pairwise decomposition, constructs k(k −1)/2
classifiers for k-class classification, each separates a pair of classes. During test,
applying each classifier to the testing speech sample would give one vote to the
winning class. The testing sample is then labeled to the class with the maximum
number of votes.

OVA approach constructs k binary classifiers for k-class classification, each
trained using data from a single class as positive examples and the remaining
k−1 classes as negative ones. During test, the classifier with the higher output is
chosen, and the corresponding class label is assigned to the testing speech. The
number of classifiers constructed by this strategy is lower than that of the OVA
approach. This justifies its employment in this work. Moreover, the use of linear
kernel has been preferred because of its efficiency and fast classification speed.
Also, the complexity of linear SVM is much lower than non-linear classifiers [27].

4 Experimental Setup and Results

In order to appraise the effectiveness of the fusion based feature extraction tech-
nique described in Sect. 3. Investigations were conducted on a subset of the online
available Voxforge database [28]. This set consists of 100 english speakers with
10 utterances for each speaker, sampled at a rate of 8 kHz. From which, seven of
the utterances are used for training. The remaining three utterances are used for
testing. The most important criterion for evaluating the performance of a SIS
is its accuracy. As an evaluation metric, we used the Identification Rate (IR)
to compare the performance of different approaches of feature extraction. It is
defined as the ratio of the number of samples that are correctly identified to the
total number of samples.

The goal of the first investigation is to assess the performance of the proposed
fusion scheme using linear SVM for classification of speakers in clean conditions.
Although audio signals in Voxforge database are recorded under uncontrolled
conditions, we mean by clean conditions that no signal alteration was done. The
identification accuracy obtained by conventional features is compared with that
of fusion based features. The obtained results are reported in Fig. 4.

It is seen that amongst wavelet features, SWT achieves better identification
accuracy than DWT. Further, when combined with GFCC, we see that its perfor-
mance is notably higher than the conventional GFCC reaching an identification
rate of 92.66% compared to 66.33% obtained with baseline GFCC.

The second investigation evaluates the effectiveness of the proposed method
in the presence of noise. In this context, clean speech signals were corrupted arti-
ficially by several background noises at different Signal-to-Noise-Ratio (SNR)
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Fig. 4. Identification rates of different features in clean conditions

levels (5, 10, 15, 20, 25, 30 dB). These noises are: Airport, train, street, car,
exhibition and restaurant noise. Street and babble (Mixture of a lot of speak-
ers voices) noises are non-stationary and the remaining ones are stationary. A
comparison study is held between five extraction methods: GFCC, DWT, SWT,
GFCC+DWT and GFCC+SWT. Table 2 summarizes the obtained results.

This group of experiments indicate that globally, the introduction of wavelet
analysis improves the system performance. The proposed GFCC+SWT features
outperform other features in all conditions and at all SNR ranges. In terms of
robustness to noise, the combined GFCC+SWT is shown to be more robust
than baseline GFCC. Especially at lower SNRs (5, 10 and 15 dB), where an
improvement of about 35% is reached. For example, in the presence of babble
noise, we obtained 43% with GFCC+SWT at 5 dB against 6% with the single
GFCC, which corresponds to an improvement of 37%. At higher SNRs (20, 25
and 30 dB), we reached an improvement of 42.33% in the presence of exhibition
noise at 20 dB using GFCC+SWT.

5 Conclusion

In this paper, we aimed to find a robust set of features for closed-set text inde-
pendent SIS. For this purpose, performance analysis of a wavelet fusion based
feature extraction technique has been discussed using 100 speakers of the online
Voxforge database. A linear SVM classifier has been used for assessing the perfor-
mance of the proposed feature extraction technique for six decomposition levels
by DWT and SWT. The obtained results were compared with those of con-
ventional features. It has been revealed that the proposed fusion scheme based
on wavelet analysis exhibits a high identification rate compared to conventional
GFCC. Therefore, the obtained feature sets can be considered as more robust
features. Further studies will aim at evaluating the impact of using non linear
SVM kernels.
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Table 2. Identification results in the presence of different background noises

Train noise SNR

5 dB 10 dB 15 dB 20 dB 25 dB 30 dB

GFCC 12.33 25.66 35.66 47 57 61.33

DWT 21 32 35.33 40.33 43.66 45

SWT 25.66 41.66 52.66 57.33 57.33 58.3

GFCC+DWT 30 48.66 67 79 84.66 86.33

GFCC+SWT 45 57 75 81.66 89 91.66

Exhibition noise

GFCC 7.33 14.66 27.33 41 57 63.66

DWT 15.33 25.33 35.66 41.33 43.33 44.66

SWT 21.33 37 46.66 54.33 57 57.66

GFCC+DWT 22.33 41.33 62 78 82.33 88

GFCC+SWT 30.33 48.66 70.33 83.33 89 90.66

Street noise

GFCC 12.66 22.33 36.33 50.33 59 62

DWT 25 34.33 39.66 44.33 44.66 45

SWT 27.33 44 52.66 57.66 58.33 58.33

GFCC+DWT 25.33 47.33 64.33 76.66 84 87.33

GFCC+SWT 28.33 54.33 71.66 83 88.33 90.66

Car noise

GFCC 13.33 20.66 36.66 50.66 57.66 61

DWT 20.33 33.33 38.33 41.33 43 43.66

SWT 22.66 42.66 52.33 56.33 57 58

GFCC+DWT 34 57.33 73.66 83.33 85 87.66

GFCC+SWT 40.33 65.33 81.66 85.33 91.33 92.33

Restaurant noise

GFCC 9.66 21.66 36.66 50 60.33 62.33

DWT 27 36 40 45.33 44.66 45.33

SWT 27.66 40.66 52 56.33 57.66 58.33

GFCC+DWT 43.33 64 77.66 81.66 87 89.66

GFCC+SWT 46.66 71 82.33 87 90.66 92

babble noise

GFCC 6 15.66 31 50 60 61.33

DWT 24.66 33.33 38.33 43.33 43.66 44.66

SWT 26.33 42 52 56.66 57.66 58

GFCC+DWT 32.66 55.33 73.66 83 85.33 89.33

GFCC+SWT 43 65.33 81.33 86.66 88 90

Airport noise

GFCC 23 43.66 58.66 65.66 66.66 66.66

DWT 25 32 37 39 43.33 44.66

SWT 28.66 46 52.66 57 58.33 58.66

GFCC+DWT 56 72 79.33 85.66 87.66 89

GFCC+SWT 58.66 76.66 85.66 87 88.66 89.33
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Abstract. Feature selection is a key success factor for classification
problems with high dimensional and large datasets. In this paper, we
introduce an approach for enhancing classification performance of high
dimensional datasets using a combination of genetic algorithms for fea-
ture selection and One-class SVM for classification. The proposed app-
roach is suitable for high dimensional and large datasets. It can be
used when we have only one class observations and when high classifica-
tion accuracy is required. Two benchmark datasets were taken from the
NIPS 2003 variable selection competition and the UCI Machine Learning
Repository to span a variety of domains and difficulties. Results show
that applying feature selection prior to classification gives a higher pre-
diction accuracy than using classification without any feature selection.
It can also outperform classifier like random forest especially when we
have datasets with a very large number of instances and a small number
of observations like the ARCENE dataset.

Keywords: Feature selection · Classification · One-class SVM
Large datasets · Genetic algorithm

1 Introduction

In supervised machine learning, data classification is “the problem of identifying
to which set of categories a new observation belongs to, based on a training set
of data containing observations whose category membership is known” [1].

Figure 1 illustrates the two phases of a general classification process [15],
these phases are the training phase and the prediction phase.

Let the dataset D consists of a labeled training dataset Dtrain and unlabeled
validation dataset Dvalid. The Dtrain has n labeled instances pairs, S = (xi, yi).
Where i = 1, ..., n; xi ∈ R and yi ∈ {−1,+1} is a class label, the classification
process is to find a hyperplane that separates Dvalid positive testing sample from
the negative ones.

Searching in the feature space has a high computational cost; for instance if
we have M features in the search space, then the total search space is 2M which
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Fig. 1. General process of data classification

is a NP-hard problem for large value of M. Therefore, heuristic search is often
used to deal with this problem [7]. Depending on the nature of the problem
(whether there is only single or multiple solution), different approaches can be
used to find the best features. According to Le et al. [6], two approaches often
used in feature selection when there are only a single solution which are; forward
selection and backward selection.

In forward selection; we start with no feature in the model at the beginning.
After that we test the addition of each feature using a chosen model comparison
criteria and adding the feature (if existed) that improves the model. The process
keeps repeating until no improvement to the model [7].

The second approach which is the backward selection starts with all can-
didate features, then it tests the deletion of each feature using a chosen model
comparison criteria and deleting the feature (if existed) that improves the model.
The process keeps repeating until no further improvement is possible [5].

The used algorithms can be categorized into either a supervised and unsuper-
vised according to whether the training set is labeled or not [8]. In this paper we
exploit the advantages of one-class SVM model, which estimates the support of a
distribution by identifying regions in input space where most of the target cases
lie. One-class SVM is nonlinearly projecting the data into a feature space, and
then separating the data from the origin by as large a margin as possible [21].

2 Related Work

The researchers used the genetic algorithm in feature selection to enhance clas-
sification process and reduce the computation time, like Lee et al. [10] who used
the genetic algorithm to reduce the number of system inputs from 4,800 into
much smaller set without performance degradation. Results show that the sys-
tem accuracy using the subset of features selected by the proposed GA method
is similar to the accuracy using the whole feature in the original data. However,
using this methods reduced the computation time by 0.88 compared to all origi-
nal data. Krupa et al. [11] proposed a method that uses evolutionary algorithms
as a feature selectors. Their goal was to identify which combination of features
are the most accurately subset that can predict consumer’s willingness to pur-
chase a hybrid vehicle. Küçükural et al. [12] used GA for selecting the most
relevant factors (features) from genetic profiles which has a crucial importance
in identifying complex disease and assessing drug efficiency. Results showed that
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GA yield the highest classification accuracy comparing to other feature selection
methods in their literature where the highest classification accuracy was 0.9194
and their accuracy reached 0.9677.

Chow et al. [4] used a hybrid feature selection model based on a combination
of genetic algorithm and multi class support vector machine for large health-
care databases. They introduced an efficient approach for reducing run time
cost of a SVM-GA hybrid feature selection system for large databases without
sacrificing classification performance. Despite the fact that they were able to
reduce the cost of computational time by using parallel programming, their
approach can’t be used for novelty or abnormality detection where we have only
one class observations available.

Reviewing previous literature showed that almost all the feature selection
approaches based on GA-SVM are formed by combining the genetic algorithms
with the multi class SVM classifiers, like in [22], but not the One-class SVM
classifiers. The studies that focused on using one-class classification for feature
selection didn’t combined it with genetic algorithms. Rather, they used it alone
or combined it with other methods like Recursive Feature Elimination (RFE),
Principal Component Analysis (PCA), Q-a algorithm or some filter methods like
in [3].

This paper is concerned with improving the classification performance by
combining the genetic algorithm with One-class SVM classifier to be used for
feature selection in situations where other classifiers can’t be used because of
the nature of the problem where we have only one class observation available.

3 Description of the Proposed Algorithm

Genetic Algorithm (GA) is a global search and optimization technique was devel-
oped by John Holland in 1975 based on natural evolution and Darwin concept
of survival of the Fittest [2]. Figure 2 illustrates basic genetic algorithm where
representing the candidate solutions can be expressed as genes and the process
of obtaining a better solutions can be expressed as the evolution.

Fig. 2. Basic genetic algorithm’s operations

We combined the genetic algorithm with one-class SVM classifier to reduce
the computational complexity and to overcome the obstacle where we can’t use
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classifiers like Random Forest (RF) and SVM if we have one-class classification
problem.

We used the wrapper feature selection model suggested by Karegowda et al.
[14]. As seen in Fig. 3, the first step in this model is to generate candidate
subsets by using a search strategy. In our proposed approach we used the Genetic
Algorithms.

Fig. 3. Wrapper feature selection using one-class SVM and GA

The next step is to evaluate the generated candidate subsets using wrapper
subset evaluator; the quality of the candidate subset is evaluated by the perfor-
mance of the chosen classifier obtained on the training data which is in our case
the One-class SVM classifier.

This process continues until reaching the stopping condition. We used the
evaluation function (we use the classification accuracy (ACC) as a fitness func-
tion for Performance evaluation) as stopping criteria where the process stops if
the addition or deletion of any feature doesn’t produce a better subset.

4 Experiments and Results

Two benchmark datasets, which are ARCENE and MADELON have been chosen
for the purpose of testing this approach. The datasets were taken from the the
UCI Machine Learning Repository [13] and the NIPS 2003 variable selection
competition [50]. All datasets are two-class classification problems and they were
chosen to span a variety of domains and difficulties.

4.1 Experimental Settings

Due to the fact that we are working on very large and extremely high denomina-
tional benchmark dataset, our experiments couldn’t be conducted on any regular
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personal computer. The solution was to use a powerful server that could run the
experiments. This server has 32 ADM OPTERON 6132 processors at a speed
of 2200 MHZ each, and 24605928 KB available memory, running 64bit Ubuntu
14.04 LTS server.

4.2 Optimal Parameter Selection Using Auto-WEKA

Finding the optimal or near-optimal parameter for a classification or regression
machine learning problem has never been an easy task for researchers; due to
the fact that there is a staggeringly large number of possible alternatives to take
into consideration.

In our research we were only interested in classifier parameter optimization
for the benchmark dataset. We discarded the option of trying alternative classi-
fiers due to the extremely high complexity level of the experiment and hardware
requirement. The parameter optimization problem in Auto-weka can be written
as:

λ ∗ ∈ λ ∈ Aargmin
1
k

k∑

i=1

τ(Aλ,D
(i)
train,D

(i)
valid) (1)

where λ is the parameters for the learning algorithm A and τ(Aλ,D
(i)
train,D

(i)
valid)

is the loss (here: miss-classification rate) achieved by A when trained on D
(i)
train

and evaluated on D
(i)
valid using k-fold cross-validation, the system is designed for

robust optimization under noisy function evaluations since the function to be
optimized is a mean over a set of loss terms (each corresponding to one pair of
D

(i)
trainandD

(i)
valid constructed from the training set).

The key idea behind Auto-weka is to make progressively better estimates of
this mean by evaluating these terms one at a time. But this approach trades
off accuracy against computational cost [16]. In order to test their allegation on
a classification problem, we conducted an experiment on the krvskp benchmark
dataset from the UCI Machine Learning Repository [13]. This benchmark dataset
has not been tested on this tool before, Table 1 shows the experiment results
before and after parameter optimization by Auto-WEKA using SVM classifier
with 10-folds cross validation.

Table 1. krvskp benchmark dataset parameter optimization using Auto-WEKA

Accuracy Absolute error

SVM classification results without parameter
optimization

96.2422% 0.0376

SVM classification results after Auto-WEKA
parameter optimization

99.7912% 0.0021
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The optimization process on the krvskp benchmark dataset showed an
improvement in SVM classification accuracy from 96.2422% to 99.7912% and
improved the mean absolute error from 0.0376 to 0.0021.

In our experiment we used Auto-Waka to optimize our benchmarks datasets
classifier parameters, Table 2 summarizes the parameter optimization results.

Table 2. Auto-Waka parameter optimization result

ARCENE MADELON

Time 93,687 s 97,650 s

Number of iterations 22,019 23,180

Parametr c 1.390 0.752

Parametr γ 0.379 0.624

Where c is known as the penalty parameter for classification errors and γ
affects the width of the Gaussian functions of the RBF kernel.

4.3 Genetic Algorithm Parameter Setting

In situations where the characteristics of the problem are unknown, the used
approach for finding the suitable GA parameters are typically trial and error.
However, this requires more time and computational efforts [9,17].

For our experiments, we used the empirical studies method which is based
on trial and error to calibrate the parameters; because the characteristics of the
problem in our benchmark datasets are unknown. We set the population size
to 250 with binary tournament selection. For the crossover and the mutation
probability we used the default setting which are 0.6 and 0.01 respectively.

4.4 Random Forest Classifier

Tables 3 and 4 summarizes MADELON and ARCENE benchmark datasets clas-
sification results respectively.

The MADELON benchmarks dataset classification results in Table 3 shows
that the best accuracy was 84.2308% and the classifier was able to correctly
classify 2190 instances out of 2600.

A better result for ARCENE dataset can be seen in Table 4 where the clas-
sifier accuracy was 86% and the correctly classified instances was 172 out of
200.

Figures 4 and 5 show the random forest ROC (Receiver Operating Character-
istic) Area curves of the best classification results for MADELON and ARCENE
benchmark datasets respectively.



One Class Genetic-Based Feature Selection 307

Table 3. RF classification results for MADELON dataset

MADELON benchmark (500 feature, 2600 instances)

Number of trees in RF Number of features in each tree Classification accuracy

500 50 66.6538%

500 100 79.3077%

1000 200 83.7692%

1000 500 84.2308%

Table 4. RF classification results for ARCENE dataset

ARCENE benchmark (10000 feature, 200 instances)

Number of trees in RF Number of features in each tree Classification accuracy

500 200 86%

500 500 85%

1000 700 86%

1000 1000 85.5%

1000 10000 85%

Fig. 4. Random forest ROC curve for MADELON dataset

Fig. 5. Random forest ROC curve for ARCENE dataset

Table 5. Classification results for GA-One class SVM classifier

Dataset ACC Precision Recall F-Measure ROC Area

ARCENE 70% 0.709 0.700 0.701 0.716

MADELON 65.7308% 0.648 0.657 0.668 0.686
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Table 6. Classification results for GA-SVM classifier

Dataset ACC Precision Recall F-Measure ROC Area

ARCENE 89.5% 0.860 0.909 0.884 0.897

MADELON 72.28% 0.748 0.734 0.741 0.810

Table 7. Computational time in hours

Classification method ARCENE MADELON

GA-One class SVM classifier 39:3:20 h 74:44:57 h

GA-SVM classifier 88:42:35 h 151:17:08 h

4.5 SVM Genetic-Based Feature Selection

In our experiment we used three phases to test the significant importance of our
proposed approach.

– In the first phase: we used the Genetic Algorithm as wrapper feature selection
method combined with one-class SVM classifier. Table 5 shows the classifica-
tion results for our Wrapper GA feature selection approach using the one-class
SVM classifier.

– In the second phase: The same experiment was conducted again, but this time
we used the SVM classifier instead of the one-class SVM classifier to compare
the classification accuracy and the computational cost, Table 6 shows the
result of using our wrapper GA feature selection approach using the SVM
classifier.
As expected, results showed an improvement of the classification accuracy for
the ARCEN and the MADELON dataset when we used the full dataset in
the training of the SVM Classifier, where the MADELON dataset improved
from 65.7308% to 74.28% and the ARCEN dataset from 70% to 89.5%. But
regarding classifier training time, using the SVM instead of one-class SVM
in our wrapper feature selection proposed approach exceeded the double a as
seen in Table 7.

– In the third phase of our experiment, we compared our approach with the
classification result of the SVM classifier without any feature selection and

Table 8. Classification accuracy results for the SVM classifier without any feature
selection, followed by our proposed approach and the Random Forest classifier

Classification method ARCENE MADELON

SVM classifier (no feature selection) 56% 50%

GA with one-class SVM classifier 70% 65.7308%

GA with SVM classifier 89.5% 74.28%

RF classifier without GA 86% 84.2308%
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the best classification results from the Random Forest classifier, Table 8 shows
the classification accuracy for the two benchmark datasets.
We also compared our proposed approach ROC Area curves for the ARCENE
and MADELON benchmark datasets with the Random Forest ROC Area
curves as Figs. 6 and 7 show. In our experiments the ROC Area represents
the distance to the hyperplane that separates the inliers from the outliers.

Fig. 6. Comparing ROC curves for ARCENE dataset

Fig. 7. Comparing ROC curves for MADELON dataset

Empirical results show that our proposed approach was able to surpass the
Random Forest classifier on the ARCENE dataset, but for the MADELON
dataset (which is a computer generated dataset made especially for the feature
selection NIPS 2003 competition) the Random Forest classification accuracy was
84.2308% where our proposed approach accuracy was 74.28%.
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5 Conclusion

The proposed approach enhances the accuracy of classification using feature
selection for high dimensional and large datasets for one-class classification prob-
lem and reduce both the model training time and computational complexity.
Two benchmark datasets were used in testing, ARCENE and MADELON. The
experiments show that the approach can give better results than the classifica-
tion without the using feature selection for all the benchmark datasets used.

The approach is tested also using two class classification using SVM classi-
fier instead of one-class SVM classifier on the same dataset and compared the
classification result with the random forest which is an embedded feature selec-
tion model that is considered as the best classier according to Cernadas et al.
[18]. The comparative study results showed that our approach gives better clas-
sification accuracy for the ARCENE dataset than Random Forest results. For
MADELON dataset the random forest achieved better classification accuracy.
Although our approach could not significantly improve the classification results
for MADELON, it succeeded in reducing the training time of the SVM signifi-
cantly. Which means that our approach can be used to reduce the SVM training
time for large datasets.
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Abstract. The competition between companies requires finding the optimized
vehicle routing, for this reason researches are more and more interested in trans‐
portation problems, this article attempts to address a practical variant of the
vehicle routing problem (VRP), known as the VRP with soft time windows
(VRPSTW), where deliveries are still possible outside the time windows, that
often arise in practice.

Industrial problems have several antagonist objectives to optimize simulta‐
neously, so we propose an improved multiobjective local search (MOLS) based
on a hybrid approach, that simultaneously minimizes the transportation costs by
producing better planning using a fleet of vehicles, and improve the quality of
service by reducing the delay time for each customer and reduce time loss by
increasing the stopping time for each vehicle. The algorithm is applied to a
standard benchmark problem set, and expected to achieve competitive results
compared with previously published studies.

Keywords: Multiobjective optimization
Vehicle routing problem with soft time windows (VRPSTW) · Hybrid approach

1 Introduction

The Vehicle Routing Problem with Time Windows (VRPTW) is an extension of the
classic Vehicle Routing Problem (VRP) which consists of determining a set of optimum
routes covering all the demands of a given set of customers without violation of the time
and capacity constraints. The VRPTW is one of the most important variants of the VRP,
which has arisen due to the growing importance of time constraints in the modern soci‐
eties. Time windows constraints are indeed common in many applications, including
bank deliveries, postal deliveries, grocery distribution, dial-a-ride service, bus routing,
and repairmen scheduling.

City logistics focuses on practical logistics applications, which are often set in soft
time windows environment where late deliveries are possible at some penalty cost, in
practice this can be due to several hazards like a traffic jam causing a delay in delivery.
In the vehicle routing problems with soft time windows, a vehicle can arrive late within
the maximum allowed time, so we can produce solutions that reduce the transportation
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cost using fewer number of vehicle through small violations of the time windows. These
conditions lead to the definition of the Vehicle Routing and scheduling Problem with
soft Time Windows (VRPSTW).

The VRP and its variants are classified as NP-hard problems. Hence, the use of exact
optimization methods does not appear experimentally efficient to solve large instances
of the problems. So, we will use heuristics and meta-heuristics for finding good solu‐
tions, also, we will combine some of these methods, which could be termed hybrid
methods.

In real world Applications, the multi-objective optimization that aims to optimize
multiple objectives simultaneously is very important, it consider all objectives with the
same importance and allows obtaining a set of Pareto optimal solutions that represent
the tradeoffs among the objectives. On the other hand, the evolutionary algorithms are
the well adapted to solving multi-objective optimization problems, so this paper presents
a hybrid approach for dealing with multi-objective VRPSTW which combines a genetic
algorithm with the Variable Neighborhood Search (VNS). We aim to minimize three
objectives namely the delays, the stopping time and the total transportation cost. A
multiobjective optimization provides a set of solutions that represent the tradeoffs among
the objectives, and these solutions are compared using the pareto dominance.

This paper is organized as follows: Sect. 2 presents a literature review, and Sect. 3
introduces the multiobjective optimization and presents the problem formulation.
Section 4 proposes the multiobjectif algorithm based on a hybrid method for VRPSTW.
Finally, in Sect. 5 we make a conclusion of this research.

2 State of the Art

The vehicle routing problems with time windows are the most studied, because they are
more practical in many industrial applications. The optimization of these problems
allows especially a saving of time which ensure the satisfaction of customers, and repre‐
sents a major objective for most modern societies. For a long time, several authors have
been interested in the resolution of instances with clients related to time intervals, using
exact methods, and other heuristics [1–4].

Many studies in the literature are concentrating on vehicle routing problem with hard
time windows [5, 6], but other try to treat more practical problems such as vehicle routing
problem with soft time windows [7–10]. This last article of Figliozzi proposes an iter‐
ative route construction and improvement algorithm to deal with vehicle routing
problem with soft and hard time windows. The solution method is divided into two
phases: route construction and route improvement. The primary objective function for
the VRPSTW is the minimization of the number of routes (NV). A secondary objective
is the minimization of the number of time window violations (%HTW). A third objective
is the minimization of total time or distance plus penalties for early or late deliveries.
Another recent article that is interested in this type of time window is that of Salani et al.
[11], which proposes two exact algorithms to solve the vehicle routing problem with
soft time windows. The first is based on standard branch-and-cut-and-price. The second
algorithm uses concepts of bi-objective optimization and is based on the bisection
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method. The soft time windows can be also divided into many types by the penalties
calculation method. The penalties can be calculated for the outside both early and late
of the limited time interval. It can also be calculated only for a late arrival, which is
referred to as the semi soft time windows. The solution to this problem is obtained
through a CPLEX solver, a genetic algorithm, and a simulated annealing algorithm [12].

The most real problems have more than one objective function to be optimized; this
is the case for Qiuyun et al. [13], their research object is the dynamic vehicle routing
problem with time windows for distribution goods, which takes into consideration the
random demand and the dynamic network. The problem has many objectives: maximize
the number of customer serviced, minimize customer waiting time and the total vehicle
driving distance, it’s treated as a multiobjective optimization problem. The resolution
is based on dynamic hill-climbing local search operator and genetic hybrid algorithm,
while a standard test data from Solomon are used for simulation experiment.

The most of multi objective optimization problems used genetic algorithm as method
of resolution. One of the oldest known approach is that of Deb et al. [14], in which the
concept of pareto dominance is present in the design of their method, because in the
multi-objective optimization, a good solution refers to his ability to dominate others.
Then Ombuki et al. [15] use a genetic algorithm with pareto ranking technique to solve
the multi objective VRPTW, the algorithm minimize the number of vehicles and total
distance travelled and produce a set of unbiased solutions for both objectives against
large number of standard benchmark instances. Other authors who have integrated the
genetic algorithm in their approach of resolution: Ghoseiri and Ghannadpour [16], they
derive a multi objective VRPTW, in which the total distance travelled and the number
of vehicles used are minimized. They combine the genetic algorithm with goal program‐
ming approach for solving the problem. The algorithm was tested on huge number of
Solomon’s benchmark instances, and the results validate the effectiveness of the algo‐
rithm. The last example is that of Sivaram Kumar et al. [17], they treat a multi objective
VRPTW with three objectives namely total distance travelled, total number of vehicles
used and route balance. To solve this problem, the authors used a genetic algorithm,
with new specifications that characterize the proposed approach, and makes it highly
competitive, for example fitness aggregation approach to evaluate fitness function value
for multiple objectives, and specialized genetic operators concerning selection, cross‐
over and mutation. Not far from the principle of genetic algorithm, a novel multi-objec‐
tive evolutionary algorithm was proposed by Najera and Bullinariaa [18], the approach
is based on Darwin’s theory of evolution to solve the multi objective VRPTW. The
specific feature of this proposed method is the use of similarity Measure for maintaining
population diversity by including the similarity measure in the recombination phase. For
more powerful methods, the genetic algorithm are often combined with local search
methods, for example Minocha and Tripathi [19] developed a model for multi objective
VRPTW, in which minimization of total distance travelled and number of vehicles used
are the components of the objective function. The genetic algorithm with local search
heuristics (replacing next neighbour and reinserting random customer) was introduced
to solve the problem. The results show that incorporation of local search heuristics
improved the efficiency of the proposed approach.
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Another strategy is to use only local search methods to solve the multi objective
problems. Tricoire [20] proposes a new algorithmic framework for Multi-directional
local search; the idea consists of selecting a solution, searching around it in each direction
then updating the archive. For this reason, the author uses different local searches, each
of them working on a single objective. To treat the multi-objective generalized consistent
vehicle routing problem, Kovacs et al. [21] propose two exact solution approaches based
on the 𝜀-constraint method, and a metaheuristic algorithm referred to as MDLNS. This
approach combines two methods: the variable neighborhood search algorithm and the
multi directional local search framework. This last method consists in iteratively
improving the solutions by using a local search algorithm for each objective. In this
work, the non-dominated set of solutions is initialized by using the construction heuris‐
tics, while in our algorithm, we initialize the solutions by applying a hybrid method, and
this is the most important novelties of this paper.

3 Multiobjective Optimization

This section briefly reviews the basic concepts of a multiobjective optimization, and
presents the mathematical model of the problem.

A problem of multiobjective optimization is defined by:

minF(x) =
{

f1(x), f2(x),… , fm(x)
}

y pareto-dominates x if and only if:

fi(y) ≤ fi(x)∀i = 1,… , m

fj(y) < fj(x)∃j = 1,… , m

y is an pareto optimal solution if there is no solution z that dominates y.
In this paper, the main goal is to serve all customer requests by minimizing:

• The transportation cost and the number of routes.
• The total sum of delay time for late deliveries, and the number of time window

violations.
• The total sum of stopping time for vehicles to avoid early deliveries.

Before presenting the model of VRPSTW, we will clarify some assumptions, and
identify the parameters that characterize this problem:

• Each customer is served exactly once by one vehicle.
• With only one depot, each vehicle starts from the depot and must return there after

visiting the last customer.
• The vehicles have the same capacity, and this capacity constraint must be respected.
• The value of K (number of vehicles) is not specified initially, it is an output of the

solution algorithm.
• This problem is considered with flexible time windows: it is allowed to arrive after

the time window has closed.
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• If the vehicle arrives too early at his destination, it has to wait until the window opens.

The vehicle routing problem with soft time windows (VRPSTW) studied in this
research can be described as follows: Let G = (V , A) be a graph, where V = (v0,… , vN)

is a vertex set.

A =
{(

vi,, vj

)
: i ≠ j ∧ i, j ∈ V

}
 is an arc set. Vertex v0 denotes a depot at which the

routes of K identical vehicles of capacity Q start and end. The set of vertices 
{

v1,… vN

}

specify the location of a set of N customers. Each vertex in V has an associated demand
qi > 0, a service time si ≥ 0, and a service time window 

[
ei, li

]
. Each arc 

(
vi, vj

)
 has an

associated constant distance dij ≥ 0 and travel time tij(tij = dij∕v), v is the speed of the
vehicle. T is the length of the working day. The arrival time of a vehicle at customer i
is denoted Ai, its departure time Di and the goods quantity in the vehicle k visiting the
customer i is denoted yik. The objective function for the VRPSTW is the minimization
of the transportation cost (C is the transportation cost per unit distance), the minimization
of the sum of stopping time and the minimization of the sum of delay time.

The decision variables are defined as follows:

xijk =

{
1 If there is travel from i to j by the vehicle k
0 Otherwise

zik =

{
1 If the vehicle K visit the customer i
0 Otherwise

Minimize f (x) = (f 1(x), f 2(x), f 3(x)) (1)

f 1 =

K∑

k=1

N∑

i=0

N∑

j=0

dij

v
xijk

f 2 =

K∑

k=1

N∑

i=0

N∑

j=0

max(0, ej − Aj)xijk

f 3 =

K∑

k=1

N∑

i=0

N∑

j=0

max(0, Aj − lj)xijk

Subject to
∑

k∈K

∑

i∈NTl

xijk = 1 j = 2…N (2)

N∑

j=1

K∑

k=1

xijk = 1 i = 2…N (3)

316 B. Bouchra et al.



N∑

i=0

xi0k ≤ 1 ∀k ∈ K (4)

N∑

j=0

x0jk ≤ 1 ∀k ∈ K (5)

N∑

i=0

xiuk =

N∑

j=0

xujk ∀k ∈ K,∀u ∈ N (6)

yjk ≤ Qk ∀j ∈ N,∀k ∈ K (7)

yik = yjkzjk + qixijk ∀i, j ∈ N,∀k ∈ K (8)

D0 = 0 ∀k ∈ K (9)

Dj = [max(Aj, ej)] + sj ∀j ∈ N (10)

N∑

i=1

N∑

j=1

xijktij+

N∑

i=1

ziksi ≤ T ∀k ∈ K (11)

The objective function (1) in this model is to minimize the transportation cost, the
total sum of stopping time and the total sum of delay time. Constraints (2) and (3) restrict
the assignment of each customer to exactly one vehicle route. Constraints (4) and (5)
concern the availability of vehicles. Constraint (6) implies that the number of vehicles
which have left the depot is equal to the number of vehicles coming back to the depot.
Constraints (7), (8), (9) and (10) ensure the schedule feasibility with respect to time
considerations and capacity constraints. The maximum route duration is limited by (11).

4 The Proposed Approach to Solve the VRPSTW

In this paper, the problem we want to tackle is to provide a good non-dominated front,
because we are interested in multiobjective optimization.

On the one hand, the effectiveness of the multi-objective hybrid methods applied in
several articles, on the other hand the strength of the multiobjective local search algo‐
rithms gave us the idea to combine the two approaches in order to propose a more
powerful method, it’s a multiobjective locale search, which uses methods of neighbor‐
hood search as LNS and VNS, with the starting point is a set of nondominated solutions,
obtained by the application of a multiobjective hybrid method.

The proposed approach consists of three main steps: in the first, we apply the genetic
algorithm that improves the initial population. Secondly, the VNS explore efficiently
promising areas, and finally, a local search procedure (objectivewise local search) is
designed for each objective (Fig. 1).
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Fig. 1. Steps of the proposed approach

This approach allows combining the advantages of a hybrid multi-objective evolu‐
tionary algorithm and a multi objective local search.

4.1 Multiobjective Genetic Algorithm for the Resolution of the Problem

The first two steps allow exploiting a hybrid method to generate non-dominated set of
solutions, in order to provide good approximation of the Pareto front. In what follows,
we detail the specific features of the first part of this hybrid approach: the genetic algo‐
rithm.

Initialization Phase
Each solution in the initial population is the permutation of n positive integers, such that
each integer is corresponding to a customer. We use a single line to represent each
solution; it is a representation of several tours served by a set of vehicles.

We use a greedy constructive heuristic to generate a 50% of the initial population,
the greedy method starts with one client and move systematically to the nearest client
that has not yet been visited. The rest of the population is generated randomly with the
aim of converting the entire search space. Among all the solutions of the initial popu‐
lation, we seek the nondominated solutions, we keep them in the A1 set.

To illustrate the transition from a solution in the form of a line to a solution in the
form of tours, we present an example with seven customers, each with a request qi.
Knowing that the capacity of the vehicle is 20, so the chromosome may be broken into
three parts. Customers are listed in their order of visitation (0 is the depot): (Fig. 2).
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Customer i 1 3 2 7 5 6 4

iq 1
0 

7 2 1
2 

6 5 1
1 

The solution can be presented as follows figure: 

Vehicle 1 0 1 3 2 0

Vehicle 2 0 7 5 0

Vehicle 3 0 6 4 0

Fig. 2. An example of encoding of a solution

Fitness Assignment
To evaluate them, every individual in the population must be assigned to fitness. In this
paper, we are interested in multiobjective problems, so we use the non-dominance
sorting criterion of Deb et al. [14].

This approach consists of distributing the population according to several fronts,
based on the concept of pareto dominance. The first front contains the best solutions,
called the non-dominated solutions in the case of minimization of f1 and f2.

Genetic Algorithm Operators
The performance of genetic algorithms is affected by genetic operators, we present
thereafter the crossover and mutation operators applied to the initial population. But
before that, we use Binary Tournament Selection for selecting parent individuals from
the population. The first of two parent is chosen from the nomdominated solutions A1,
and the second is randomly selected from the population.

Every two parent candidates are compared using pareto dominance in order to keep
the parent who participates in the recombination process. To perform this process, a
random swath of consecutive customers from parent P1 are copied into the offspring S1,
and remaining values are placed in the child S1 in the order which they appear in parent
P2. To get a second child S2 from the two parents, we flip Parent P1 and Parent P2. The
crossover operator is described in Fig. 3 as follows:
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Fig. 3. Recombination process

A further stochastic change or mutation is applied to the offspring to avoid premature
convergence of the algorithm to a local optimum.

For the permutation encoding already used, we apply Order changing which select
two customers (customer 5 and customer 1 for example) and exchange them, the two
chosen customers may belong to the same route, as they may belong to two different
routes.

After we apply the crossing and mutation, we must determine the individuals who
will be present in the following population.

At each iteration, we compare the new individual (offspring) with the nondomi‐
nated solutions A1, if he dominates at least one solution, the offspring is inserted in
the set of the nondominated solutions A1. The process is repeated until a fixed
number of iterations.
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At the end, all the solutions of the set A are compared with each other to keep only
the nondominated solutions A2.

4.2 Implementation of Multiobjective VNS Algorithm

The second part of the proposed approach is based on a metaheuristic called variable
neighborhood search (VNS), which the principle is the change of neighborhoods during
the search. Our algorithm based on VNS to solve the proposed problem is inspired from
the work of Geiger [22], who presents a Multi-objective Variable Neighborhood Search
Algorithms for a Single Machine Scheduling Problem with Distinct due
Windows(MOVNS). In our algorithm, we use the nomdominated solutions from the set
A2 as initial solutions, and we use two neighborhood structures, one generate neighbor
solutions by insert, other by exchange.

At the beginning, we randomly choose a solution X from A2, then, at each iteration,
a neighbor X1 is generated using the neighborhood structure N1, and we apply 2 opt on
X1 to get X2.

If X2 is a dominant solution, we will insert it into A2, and we evaluate another
neighbor generated by the same neighborhood structure.

Otherwise we move to another neighbor generated by the other neighborhood struc‐
ture, up to a maximum number of iterations.

This process is repeated n times with change of X which is randomly selected from
set A2.

The procedure VNS applied to our problem is detailed in the following paragraphs.
The description consists of the building of an initial solution, the shaking phase, the local
search method, and the acceptance decision.

The Building of an Initial Solution. The initial solution is an element of the set of
nondominated solutions A2.

The Shaking Phase. We use two neighborhood structures, one by generating neighbors
using the insertion method, this by inserting a customer chosen randomly from the
permutation in a new position also chosen randomly. In the other neighborhood struc‐
ture, two randomly selected customers are simply swapped.

Local Search Method. This paper selects 2-opt as a local search operator in order to
obtain a new nondominated solutions in a short period.

The Acceptance Decision. If the new solution dominate elements of the set A2, The
latter is updated by adding the new solution, and we continue the search with the same
neighborhood structure. Otherwise, we move to another neighborhood structure.

The pseudocode description of the steps of VNS, obtained by taking two neighbor‐
hoods structures is done in Algorithm 1:
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Algorithm 1

A2 <--Set of nondominated solutions
N Maximal number of iterations 

Repeat 

i=i+1

select randomly a solution X from A2

while StoppingCriterion=False

select a neighborhood structure N1

generate a solution X1 using N1

X2<--2-opt applied on X1

Evaluate X2

If   X2 is a nondominated solution then

Update A2

N N1

Else N N2

End while

Until (i=N)

Return A2

The set A is then sorted to keep only the nondominated solutions obtained after
application of the multiobjective variable neighborhood search (MOVNS), the new set
is named A3.

4.3 Recherche Locale Multiobjective

In this paper, the idea of MOLS was inspired from the paper of Wang et al. [23]. In the
MOLS, the method search only in one direction at a time, i.e. to use single-objective
local search, because if we want to find a neighbor x1 of x which is efficient, x1 must
to be better than x for at least one objective.

So our approach is based on the multi objective local search framework, which
consist, for a given solution, in applying different local search strategies, each for mini‐
mize one of the objectives in the order of finding new efficient solutions.

Set A of non-dominated solutions is initialized by using a multiobjective hybride
method, then we select one of the solution and we apply a local search strategy for each
objective. The update of the archive is done by adding new efficient solutions, and the
algorithm stops when the maximum number of iterations is reached. All these steps are
marked in Algorithm 1.
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The algorithm that describes this third step of the proposed algorithm is presented
in Algorithm 2:

Algorithm 2

Initialize Archive A3  
While (iteration number <  maximum  iteration number) do 

X=randomly select a solution from archive A3 
for obj=1 to 4 do 

perform objectivewise local search 
update archive A3  

End for 
End while

This part tries to optimize different objectives of a given solution in parallel. Archive
A3 is initialized by the set of nondominated solutions obtained by application of
MOVNS.

In this third part of the application of the proposed method, we add another objective
to try to minimize the number of vehicles used.

Objectivewise Local Search for Minimizing the Number of Vehicles (MOLSV)
To minimize the number of vehicles, first, the route which has the fewest customers is
selected. Then, we enumerate all customers in the selected route to try to insert them
into other possible routes. So, one vehicle can be reduced if customers in the selected
route are inserted into other routes successfully.

Objectivewise Local Search for Minimizing the Total Distance
We remove a random customer from a route, which is randomly selected and we try to
reinserts it into the position which makes the resultant solution after insertion have the
lowest total distance.

Objectivewise Local Search for Minimizing the Total Delay Time
We select the route which has the longest delay time, and we apply the Large Neigh‐
borhood Search (LNS), in order to obtain new solution with lowest total delay time.

Objectivewise Local Search for Minimizing the Total Waiting Time
We remove a random number of customers from a route selected randomly, and then
we compare all the possibilities of insertion. Finally, these removed customers are rein‐
serted into the best position to obtain solution that has the lowest total waiting time.

The algorithm considers the 4 objectives one after the other in the loop for. By
improving one of these objectives, we try to find better solutions without deteriorating
other objectives. Otherwise, we keep these solutions because they represent the entire
pareto front.
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5 Conclusion

This paper has introduced a multiobjective variant of VRPSTW. The choice of treating
the problem according to a multi-objective approach is due to their advantage to be able
to manage a vector of constraints, which makes it possible to envisage an optimization
according to the different constraints. The proposed approach to solve the problem is
based on a multiobjective local search, such as the solutions in the initial archive are
obtained by the hybrid algorithm. The objective is to simultaneously minimize the
delays, stops and the total cost of transportation.
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Abstract. While collecting data information, this received data, in most
cases, are recorded with multiple number of variables, thus, this large
dimension dataset will be so hard to visualize and then to be analysed
for the purpose to be interpreted properly. The graphical representation
may also not be helpful in case the dataset is too many. In this paper we
will present a broad overview of two famous data reduction techniques
known as the Principal Component Analysis and the Factorial Analy-
sis. These two methods facilitate the interpretation of the data for the
user, in a more meaningful form. Also this work highlights the big key
differences existing between them and then, make easier the choice of
using one of them according to different cases. In the context of ICA,
this dimension reduction of the dataset represents a main first step for
the famous problem known as Blind Source Separation (BSS).

Keywords: BSS · Factorial Analysis (FA)
Principal Component Analysis (PCA) · OFDM
Signal separation algorithms

1 Introduction

Statistical methods are today used in almost all areas of human activity and
are part of the basic knowledge of the researcher, the engineer, the manager,
the economist, etc. They are existing in two types known as: Factorial methods
and Classification methods. In this work, we are interested in studying Facto-
rial methods. This latter are among the descriptive or unsupervised methods of
Datamining which consist in the projection on a space of lower dimension in
order to give a clear viewing of all the links between variables while guarantee-
ing the minimization of loss of the informations. Those Factorial methods are
classified into two groups:

1. Principal Component Analysis or PCA
2. Factor Analysis or FA

By contrast on linear data, there are also other many dimensionality reduc-
tion techniques used for nonlinear dimensionally reduction structure like the Self
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Organizing Maps (SOM) used to visualize corrective actions of failure modes
and effects analysis (FMEA) [1], Kernel PCA which could be used for de-noising
image or either novelty detection and many others applications [2,3]. In the con-
text of Independent Component Analysis (ICA), supposing the assumption of
source independence, is the main factor to apply this method instead of PCA
which assumes that the sources are uncorrelated. ICA is the well known method
often used as a solution of blind source separation (BSS) problem [4,5]. In this
study, the goal of using PCA or FA is to reduce the dimension space to sepa-
rate signals from its mixtures (observations) and then, these techniques will be
applied for linear dataset as a whitening step before the separation process. To
clarify the idea of using PCA or FA: knowing the difference between the data
types is a major step, which means that, if the one have a table of numerical
or ordinary variables, the one should apply the principal component analysis,
but if the table contains the qualitative or nominal variables, the factor analysis
should be used instead. In the following, a detailed study of those two previous
methods is provided.

1.1 Applications of Signal Separation Algorithms in
Telecommunications Systems Based on OFDM

Orthogonal frequency-division multiplexing (OFDM) is a method of encoding
digital data on multiple carrier frequencies. OFDM has developed into a popular
scheme for wideband digital communication, used in applications such as digital
television and audio broadcasting, DSL internet access, wireless networks, power
line networks, and 4G mobile communications.

In statistical wireless signal processing, extraction of unobserved signals from
observed mixtures can be achieved using Blind Source Separation (BSS) algo-
rithms. OFDM can be considered as a good established predominant air interface
communication technique. It is used for encoding digital data on multiple carrier
frequencies.

Due to the high data rate transmission and the ability to against frequency
selective fading, OFDM is usually applied in the current broadband wireless
telecommunication system.

In the mobile communication environment we have to deal with multipath
transmission channels due to the reflections of wavefronts. In order to apply
existing source separation algorithms for mobile communication signals, some
modifications of the classical narrow band data model have to be done. In this
paper a modification of the data model using PCA or FA techniques is presented.
After the classification of the data, the OFDM-technique could be used for such
many telecommunication systems such as:

– Digital audio broadcasting (DAB) (1995).
– Digital video broadcasting (DVB) (1997).
– High-definition television (HDTV) terrestrial broadcasting.
– Wireless LAN and PAN like: IEEE 802.11a and IEEE 802.11g.
– Optical communications.
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– Now, OFDM technique has been adopted as the new European DAB stan-
dard, and HDTV standard.

– OFDM/UWB (802.15.3a) (2004).
– IEEE 802.16 broadband wireless access system (2004).
– IEEE 802.20 mobile broadband wireless access (MBWA).
– 4G mobile communication (2005).

Nowadays, OFDM is representing the key technology for beyond 3G, 4G and
5G communications, promising robust, high capacity, and high speed wireless
broadband multimedia networks. A source separation algorithms named PCA
and FA will be considered in this paper for data transmission through random
multipath channels like mobile communication channels. Simulation results will
show the separation and classification efficiency.

2 Methods

2.1 Principal Component Analysis

Definition. The PCA (Hotelling [6]) is a part of the multidimensional descrip-
tive techniques which consists in passing from a table of complex and large data
containing all the information of a certain phenomenon studied, to visual repre-
sentations (graphs) and optimal as much as possible of the data. This passage
aims to reduce this number of data while projecting these cloud points on a
principal or factorial axis, a plane or a hyperplane without using any particular
hypothesis or model, which allowed the user to interpret these results [7]. This
reduction of the number of variables will allow to form a linear combination that
each one of it is related to a principal component [8,9]. It operates through a
mathematical process that transforms a number of variables that are likely to
be correlated to a number of uncorrelated variables called Principal Component,
because of their character to absorb as much information as possible or variance
in the starting variables. So Principal Component Analysis is really a good name
because it does what it says; the PCA finds the Principal Component Analysis
of the data.

Problematic 1. The measurement table is presented as follows: the columns
contain variables of type numerical values, and the rows represent the observa-
tions (individuals) on which these variables are observed, in the form of a matrix
of type (p, q).

X =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

x11 x12 · · · x1j x1q

x21 x22 · · · x2j x2q

...
xi1 xi2 · · · xij xiq

...
xp1 xp2 · · · xpj xpq

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎝

X1

X2

...
Xq

Xp

⎞
⎟⎟⎟⎟⎟⎠

(1)
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As one can observe, this matrix is a linear combination of the rows and
columns of the initial table as follows:

Y1 = e11X1 + e12X2 + · · · + e1pXp

Y2 = e21X1 + e22X2 + · · · + e2pXp

...
Yp = ep1X1 + ep2X2 + · · · + eppXp

(2)

These new components are linear combinations of variables and must be uncor-
related.

About the coefficients eij they are collected into the vector:

ei =

⎛
⎜⎜⎜⎝

ei1
ei2
...

eip

⎞
⎟⎟⎟⎠ (3)

• Goals of applying PCA:
– The most important thing is to reduce the dimensions of the data set.
– Have an idea about the structure of the data set and also point out the

similarities or oppositions of behaviour between individuals.
– Graph the point cloud in the plane or space, respecting:

∗ The distances between individuals.
∗ The structure of correlations between variables.

• Variance-Covariance matrix

A variance-covariance matrix is a square and symmetric matrix that contains
the variance and covariance associated with several variables. The diagonal ele-
ments of the matrix contain the variances of the variables, while the off-diagonal
elements contain the covariance between all possible pairs of variables.

This matrix is used to evaluate the variance between different variables, that
covariance measures the linear link that may exist between a couple of statistical
variables or a couple of quantitative random variables, so that one can calculate
the covariance of each couple of variables and then indicate them in a symmetric
matrix:

cov(x, y) =
1
n

(
n∑

i=1

(xi − x̄)(yi − ȳ)) (4)

2.2 Factor Analysis

Definition. In general, the Factorial Analysis is also a data reduction tool,
the term factor analysis was first introduced by (Thurstone [10]) and used for
modulate the data set and to detect the relationships between qualitative and
nominal variables to classify them [11] and determine the covariance of variables
reconstructed with less latent variables called factors independent one another,
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to well describe an observed phenomenon involved in many fields such as intel-
ligence, science, psychology, health, ecology, sociology and others. It is similar
to Principal Component Analysis in the term of reducing the data. In Factor
Analysis there is two types of variables: the latent variables (factors) and the
observed variables. Note that The PCA is a particular type of FA.

More especially, there are many types of Factorial Analysis, the famous one
is called Factorial Analysis of correspondence.

The Factorial Analysis of Correspondence (Benzekri [12]) is used for the pro-
cessing of information contained in a so-called contingency (dependency) table of
qualitative, quantitative and positive variables of different kinds, and it is used
mainly for nominal variables. This table can thus be represented by a cloud of
points with probabilities [13]. This correspondence analysis is descriptive when
there are two way tables or multi tables having correspondence between rows and
columns. The final result produced is similar to the Factorial Analysis method
exploring the categories of variables contained in the specific table.

• So what is “correspondence”?

When the variables are quantitative, a correlation study have to be done (PCA).
However, when there are qualitative or nominal variables, the one must make a
study of the correspondences (FCA).

Problematic 2. The notation of the Factorial Analysis model is like the regres-
sion model and each data-subject is a linear function of the unobserved factors
f1, f2, . . . , fm which determine the variation of the data set. In general, the
matrix notation of the FA model is like:

X = μ + Lf + ε (5)

We have the data X with the expression in Eq. (1), μ is the Xi variables mean
vector denoted:

μ =

⎛
⎜⎜⎜⎝

μ1

μ2

...
Xp

⎞
⎟⎟⎟⎠ (6)

f represents the factors collected in the vector of common factors:

f =

⎛
⎜⎜⎜⎝

f1
f2
...

fm

⎞
⎟⎟⎟⎠ (7)
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With m ≺≺ p And the matrix of factor loadings is represented like:

L =

⎛
⎜⎜⎜⎝

l11 l12 · · · l1m
l21 l22 · · · l2m
...

lp1 xp2 · · · xpm

⎞
⎟⎟⎟⎠ (8)

And finally the measurement error:

ε =

⎛
⎜⎝

ε1
...
εp

⎞
⎟⎠ (9)

To know more about the model assumptions for the mean, variance and corre-
lation, see [14] (Table 1).

Now let’s consider the example of a collect information table applied for the
Factorial Analysis of Correspondence. The following table contains variables of
two sets I and J (the entries):

Table 1. Contingency table

Set J (the parameters) 1 ... j ... m

Set I (the individuals)

1 x11 ... x1j ... x1m

i xi1 ... xij ... xim

n xn1 ... xnj ... xnm

∗ Example:
The technique of the FCA is mainly used for large data tables all expressed in
the same unit. For the qualitative case, the preceding table is presented in the
form of a table of the ones and the zeros (depending on whether or not the
individual i has the parameter j).

And we have: pij = xij∑n
i=1

∑m
j=1 xij

which replace xij in the previous table.

• Goals of Factorial Analysis:
– First, we use Factorial Analysis in the purpose of measuring the unob-

served (latent) and error-free variables.
– Reduce the number of variables.
– Determine and prioritize all the dependencies between the rows and the

columns of the table on one hand, and on the other hand, it serves to
appear some abstract synthetic non correlated variables (reduction of
dimensionality). For this purpose, the projection of transformed cloud
must be on a space of smaller dimension.
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We have the observations which are classified in the contingency table in the
boxes following two sets presented in rows and columns. In contrast to PCA,
the representative cloud of individuals can not be visualized using a Cartesian
coordinate system since the population in this case is defined by nominal criteria.
On the other hand, the analysis of the correspondences will make it possible to
visualize links between the variables on one or two factorial planes using the
metric.

3 PCA and FA Differences

– The Factorial Analysis offers the uniqueness (unlike the PCA) of providing
a space of representation common to variables and individuals. In addition,
the FA can process nominal data, which is not possible for the PCA.

– In Principal Components Analysis we assume that all variability in an item
should be used in the analysis, while in Factor Analysis we only use the
variability in an item that it has in common with the other items.

– The Factorial Analysis studies the link between two qualitative and quanti-
tative variables, However, The PCA analyses only the quantitative variables.

– A double PCA on lines and columns leads to obtain the Factorial Correspon-
dence Analysis.

– In the PCA, the used distance for the computation is the Euclidian method
but for the FCA it is the Khi-deux test [15].

– As the number of variables used to study such a phenomenon is huge, applica-
tion result of PCA and FA become more and more similar. This observation
has been proved by many researchers in this field, thus (Snook and Gor-
such [16]) have found out that variable table with at least 40 variables result
in minor differences.

Fig. 1. Simple comparison of PCA and FA

The following figure shows the principal distinguish between PCA and FA
in a very easier and shortest way: Noticing that, the arrows point the measured
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variables to the principal component and it is the inverse for the FA. The vari-
ability in the measured variables in the Principal Component Analysis lead to
the variance for the Principal Component, by contrast, in the Factorial Analysis
the latent factors are the mean raison of variance and correlation between the
measured variables (Marcoulides and Hershberger [17]) (Fig. 1).

4 Results and Interpretations

4.1 Analyzing General Data

In this section, we will show some result of statistical analyses and the projec-
tion data obtained by the two techniques studied in this paper; the Principal
Component Analysis and the Factorial Analysis presented in the type of Facto-
rial Correspondence Analysis (FCA). First we begin with example 1 where the
dataset have been collected in a table presenting a series of completely fictitious
data concerning the stays of several patients in a hospital center. We are looking
to analyze these data by using PCA.

Note that this data is chosen for the pedagogic purpose of study and not for
comprehensive or limited analyses.

In the first example we present the results of PCA technique. Our original
first table contains 10 (ordinary and nominal) variables presented below:

Table 2. Descriptive statistics

Variables Mean Standard deviation n n missing

ID 10.60 6.08 20 0

Age 46.58 16.96 20 1

Disability test 2.05 1.28 20 0

Hospitalized 2.75 2.90 20 0

Hour of entry 11:28 6:42 20 0

Cholesterol level 1.56 0.50 20 1

The Table 2 shows the descriptive statistics of each variable, here, we have
replaced all the missing variables by their means.

In this example, the study of the data has been done for 20 samples, and
thus, the purpose of analysing the structure of this data is to perform a mean-
ingful interpretation of the results after applying the PCA technique. The matrix
presented in Table 3 regroups the set of the variation that exists between the vari-
ables i.e., for example, there is a strong correlation that is equal to 0.22 between
the variable age and the variable hospitalized, which could be interpreted in the
way of that the aged people are more hospitalized than the young people. This
correlation determines all the variables that will decompose the main compo-
nents, all the variables that are correlated will be grouped into factors.
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Table 3. Correlation matrix

Correlation ID Age Disability
test

Hospitalized Entry Level of
cholesterol

ID 1 0.05 0.24 −0.08 0.2 −0.43

Age 0.05 1.0 −0.23 0.22 −0.4 −0.17

Disability test 0.24 −0.23 1 0.05 0.19 0.21

Hospitalized −0.08 0.22 0.05 1 0.09 −0.07

Hour of entry 0.2 −0.40 0.19 0.09 1 0.27

Cholesterol level −0.43 −0.17 0.21 −0.07 0.27 1

The total variance explained in Table 4 gives us an idea of the degree of
information presented by each component or factor, so that 10 variables have
been replaced by 6 components, but the first component represents only itself,
29% of the total information of the set of all variables, then the second represents
23% of the total information and that the third one itself represents 18%, so then
if we regroup the three components that will give us 71% of the set of variables
so, as a result, we are no longer able to work on the set of all variables.

Fig. 2. The eigen value graph

The Table 4 presents the correlation values between variables and the Prin-
cipal Component grouped in the Component matrix after rotation.

The graph of the Fig. 2 shows us the eigenvalues of each calculated compo-
nent. As one can observe the tree first component choosen by PCA have the high
values from the six total component computed. These tree components have the
high variance PC1, PC2 and PC3 calculated from the Table 4 with the eigen
values 29.26, 23.72 and 18.41 respectively.
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Table 4. Total variance

Initial eigenvalues sum of squares of factors selected for rotation

PC Total % of variance % commulated Total % of variance % commulated

1 1.8 29.26 29.26 1.7 27.80 27.806

2 1.4 23.72 52.98 1.5 24.30 52.105

3 1.1 18.41 71.39 1.2 19.3 71.39

4 0.8 14.05 85.44

5 0.6 10.7 96.05

6 0.2 3.95 100

The rotation type used in this case is Varimax with Kaiser normalization.
After 5 iterations the rotation matrix converged, and we obtained this com-

ponent matrix shown in the Table 5 presenting the tree axes that influence on
each variable, so that the Hour of entry, the disability test and the cholesterol
level are having the high correlation with the first axe, the ID has a correlation
of 0.875 with the second axe and finally the variables age and hospitalized have
the high correlation with the third axe (0.520 and 0.936) respectively.

Table 5. The component matrix after rotation

Variables PC1 PC2 PC3

Hour of entry 0.793 −0.065 0.008

Disability test 0.689 0.100 0.077

Age −0.581 0.187 0.520

ID 0.316 0.875 −0.042

Cholesterol level 0.338 −0.800 −0.056

Hospitalized 0.117 −0.050 0.936

Now one can plot the projection points of two first components according
to ID variables. Here in the Fig. 3, each small circle represents the projection of
the data following the two dimentions represented by the first two components
having the highest eigen values (variance) of the data.

Now we present the result of the second example analyzed with FCA. This
example offers data on the composition of products sold in fast food outlets
in the United States. Here, we have 117 types of hamburger products with 16
variables. So, the set of all types of hamburgers sold constitutes the population
we seek to study by FCA.

At the beginning, we can show the relation between the calories and proteins
in the following graph.

That type of analyses is called bivariate analysis.
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Fig. 3. Projection of two first component according to ID variable

Fig. 4. Graph of relation between two variables (cholesterol and proteins)

This graph presented in Fig. 4 shows a positive linear relationship between
the two variables: The more cholesterol in a hamburger, the more protein there
is. The correlation coefficient of Pearson is 0.966, which shows a strong but not
perfect relationship. Now we will weigh the observations of 117 types of marks
of hamburgers by the numerical identifier ID and then project the data on two
dimensions.

The Fig. 5 shows the statistical link between the three variables: marks of
hamburgers, the fast food offering this hamburger and the total calories recorded
into 4 categories presented in Table 6.

As we can observe from Table 6, the Marge active is the fast food chain
that proposed more hamburgers with high total of calories (>820), Burger King
comes after with 1036 fast food chain, Jack in the box with 739, McDonalds with
no hamburger which exceed 820 calories and finally Wendy’s is the last fast food
chain ranking with 281 hamburgers. We notice also, that Marge active is the
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Fig. 5. Graph of projection points in two dimensions

Table 6. Correspondance table

Total number of calories recoded into 4 categories

Chain of fast food offering this
hamburger

≤400 401–620 621–820 >820 Active margin

Wendy’s 97 105 73 281 556

McDonald’s 10 235 80 0 325

Jack in the Box 86 90 291 739 1206

Burger King 68 269 319 1036 1692

Marge active 261 699 763 2056 3779

only fast food chain which proposed high number of hamburgers with less total
of calories (<40). This table shows the importance correspondence between the
fast food chain and the number of total calories.

4.2 Analyzing Audio Data

In the telecommunication systems as OFDM technique, audio data is widely
used to analyse the recordings of different types of signals and since those audio
signals belongs to some audio classes, such as speech, noise and music, it can
be useful for several applications, like audiovisual indexing, retrieval system and
automatic classification of multimedia contents. In our case, we suppose that we
have only speech signals represented in three mixtures of two male speakers. The
condition of the experiment is mentioned below:

The recording of those four male speakers is represented in a stereo WAV
audio file where all the microphone elements are spaced in a linear arrangement.
The spacing of each stereo microphone pair is about 2.15 cm. The reverberation
time is about 150 ms [18].
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The channels are synchronized within each file, but no two channels in dif-
ferent files are synchronized to each other.

The source sets do not share the same time offsets, sampling frequency mis-
matches and the direction of the sources. The sampling frequency mismatches
are smaller than 100 ppm (=0.01%). In this section, we will present the result of
the PCA technique in order to classify audio data to prepare it for separation
method to use it after for mobile applications using OFDM technique.

The result of the experiment is shown in the Fig. 6 below:

Fig. 6. Principal component analysis of audio data

This figure demontrates that the PCA reduces the number of dataset on 6
components according to 6 different colors representing all the original data. In
this experiment, we choosed 50 samples of each column of the mixtures among
64000 samples for every mixture alone, which is of course a huge number that
will complicates the operation of the computation and need much more memory
in the computer, so in order to simplify this operation we reduced this number

Fig. 7. Final data
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of samples just to compute quickly and see the perspicuous results. The final
data is seen in the Fig. 7.

The covarience matrix is:

CovMat =
(

6.572699270125735e − 07 1.396525492870834e − 09
1.396525492870834e − 09 4.054649297556355e − 09

)
(10)

5 Conclusion

To sum up, we have demonstrate that the techniques of PCA and FA are both
tools of reduction and Processing data, in which PCA aims to group together a
large number of variables in a limited number of components in order to facili-
tate the analysis of the data and to detect the set of relations of independence
between the various variables in the major objective of obtaining the most rel-
evant summary of the initial data. Otherwise, FA method, is also a dimension
reduction technique used especially for measuring the impact of un-observed
variables called factors on a large number of observed variables. Those data are
defined by qualitative variables and notably of the nominal variables.

Finally, we conclude that the choice of the method of analysis depends fun-
damentally on the type of the data, and consequently, the principal component
analysis (PCA) is used to process the quantitative variables meanwhile, the anal-
ysis factorial correspondence is used for qualitative and nominal variables. This
differences will be so helpful to decide which method is most appropriate for a
given variables. Choosing improperly might lead to have a bad interpretation
results or incorrect understanding of the data.
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Abstract. The increasing of the textual databases and its representation in large
spaces prevents the automation of the treatment of these great masses and the
extraction of knowledge. In order to address the challenges of high dimensionality
which using the methods and technics of the text mining. Where the term
frequency-inverse document frequency (TF-IDF), weighting method, is the most
required approach to represent the document. Unfortunately, TF-IDF produces
descriptors of large sizes (generally greater than 1000), which requires models
with great complexity. However, the texts classification systems based on these
models suffer from the overfitting phenomenon and are very slow. Therefore, to
overcome these problems, we use the select attributes methods; by giving the
deterministic aspect of this latter, we risk to lose huge information. Thus, to
recover from this loss, we propose a probabilistic vector representation of each
document, based on the relevant terms selected previously. Then, we associate a
set of features to each document composed by local and global probabilistic
coefficients basing on the selected terms. More specifically and precisely, the
components formulas are composed by the frequency of each descriptor, the
length of each document and the size of the corpus. To show the performance of
this treatment we propose comparative studies between TF-IDF representation
and the new probabilistic representation, to classify the BBCSPORT corpus.
Moreover, in the classification phase, we use several versions of Bayesian
Network and Multilayer Perceptron. The obtained results are satisfied, where the
neural network classifier, multilayer perceptron, gives 100% as a recognition rate,
using the new representation and 94.69%, using the simple TF-IDF weighting.

Keywords: Feature selection · Text classification · Probabilistic representation
Select attributes · Bayes Net · Multilayer perceptron

1 Introduction

Recently, the growth of online-unstructured knowledge resources and the diversification
of forms used for their storage and transmission is still an issue in the search for textual
documents. However, the text mining has coming to solve the problem, where the textual
information can be automatically acquired and processed by the machine [1]. Typically,

© Springer Nature Switzerland AG 2018
Y. Tabii et al. (Eds.): BDCA 2018, CCIS 872, pp. 343–355, 2018.
https://doi.org/10.1007/978-3-319-96292-4_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96292-4_27&domain=pdf


text-mining tasks include document classification, document clustering, sentiment anal‐
ysis and document summarization. Therefore, in order to classify a corpus of textual
documents, is following the main steps of the text mining [2, 3] sited in Fig. 1.

Fig. 1. Important steps in the text mining.

The word is not the only way to describe a document. There are many forms of
descriptors as radicals and n-gram forms. The choice of the descriptor depends on the
nature of the language treated, and it has a crucial role in the relevance of the obtained
results. To address the challenges of high dimensionality, we use the methods of
selecting attributes that are critical to classify documents and to improve the accuracy
of clustering algorithms by identifying the relevant and informative attributes. In this
sense, the extraction methods are combined with the selected attributes methods to
reduce the size of the feature set [4]. Thereafter, it is necessary to represent each
descriptor of the corpus by weights, who are in general the mathematical representation
[5]. The set of the obtained terms, called features, are represented as input to several
classification tools, in order to classify each document of the corpus in the correct class.

This work fits in texts classification field. Most of the proposed texts classification
systems are based on vector representation methods [5–7]. In this regard, the TF-IDF
weighting method remains the most required approach to represent document [5, 6].
Unfortunately, TF-IDF produces descriptors of large sizes (generally greater than 1000),
which requires models with great complexity. The texts classification systems based on
these models suffer from the overfitting phenomenon and are very slow. In this work,
to overcome this problem, we use the select attributes methods [4, 8]. Given the deter‐
ministic aspect of this latter, we risk a huge loss of information. To recover the lost
information, we propose a probabilistic vector representation of each document, based
on the relevant terms selected previously. The adopted formulas are used to calculate
some scores in the matching process [9]. In our case, we associate a set of features to
each document composed by a local and global probabilistic coefficients basing on the
selected terms. More precisely, the components formulas are composed by the frequency
of each descriptor, the length of each document and the size of the corpus.

View the diversity of its architectures and its performances, Bayes Network (BNet)
and neuronal network (MLP) are used in the classification phase. Various Bayesian
network classifier-learning algorithms [10] are proposed in the literature as the search
algorithm option and the estimator option. The first one can be used to select a structure-
learning algorithm and specify its options. Three well-known local research methods,
to know Hill climbing, K2, Tabu Search, are detailed later. The second one is the esti‐
mator option, who are used to select the method for estimating the conditional
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probability distributions [10]. The artificial neural network MLP is used in several
applications based on the static classification [11]. These networks are easy to use and
they can approximate any input-output card. Generally, the MLP is composed of three
kinds of layers: the input layer, the hidden layer and the output layer. Concerning the
learning phase, the researchers use the gradient back-propagation methods [12]. To
select the architecture of the MLP, several methods were proposed in the literature; see
for example [11–14].

The set of processes used in this approach will be detailed in the rest of the paper as
follows: we start first by the description of classical classification systems; thereafter we
delineate all necessary preprocessing steps for our new approach where we describe the
main methods of selecting and representation for final descriptors. A description of the
two-used classification method, BNet and MLP, is given in the fourth part illustrated by
some experimental results given in the last part.

2 Classical Text Classification System

Typically, there are three traditional and necessary steps in the system of text classifi‐
cation; one summarizes them in Analysis as a first step, weighting and Classification
Tools. In this section, we describe the classical preprocessing operations used to prepare
the corpus and select features, as it is shown in Fig. 2, in order to classify, in a traditional
way, the content of the documentary database.

Fig. 2. The preprocessing operations used to prepare the corpus and select features.

2.1 Analysis

The analysis procedure process in three steps. In the first one, the documents are substi‐
tuted by a linear sequence of characters. Then, the stop words are eliminated using a
stop list. Finally, stemming algorithms are required to find the radicals of the obtained
list. This procedure is useful in many areas of computational linguistics and information
retrieval.
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2.2 Weighting

The content of the document is, generally, represented by the mathematical represen‐
tation basing, for example, in the Boolean theory; the binary is one of this representation
where the content of a document is represented by 0 and 1. This latter is easy to imple‐
ment but not given much informative [15]. Another type of the weighing term is the
probabilistic model which is a mathematical model based on the theory of probability.
However, the basic idea is to select documents that have both a high probability of being
relevant and a low probability of being irrelevant to the user request. This model unifies
the representations of documents and concepts and allows an approximate matching of
documents and request but it uses a complex conditional probability calculation [16]. It
should be noted that the probabilistic search model is more efficient than the Boolean
search model. Moreover, the most famous and most used type is the vector representation
where the terms of each document are represented by a vector, its components are the
weights calculated by the TF-IDF formula [17] defined by:

tf ∗ idf = (0.5 +
0.5 ∗ tfij
max tfij

) ∗ log(
N − ni

N
) (1)

Where:

tfij: is the number of occurrences of the term in the document;
ni: the number of documents containing term ti;
N: total number of document.

2.3 Select Attributes

It is a set of methods, which proposes a collection of the elected terms of beings most
representative of the contents of the corpus. These methods are used with a number of
classifiers to improve their performance and produce the best classification results [8].

2.4 Classification

Once the features are prepared, there are represented as input to the classifier which
gives the most appropriate class as a response.

3 Our Approach

Most of the proposed texts classification systems are based on vector representation
methods [5–7]. In this regard, the TF-IDF weighting method remains the most required
approach to represent document [5, 6]. Unfortunately, TF-IDF produces descriptors of
large sizes (generally greater than 1000), which requires models with great complexity.
The texts classification systems based on these models suffer from the overfitting
phenomenon and slowness. Thus, in this part, we propose a new approach to select
features of a given document taking into a count the context. Our approach selects a set
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of probabilistic features, which the components are probabilistic scores. In fact, we will
follow three steps: In the first step, we use the TF-IDF to transform the corpus to term
of matrix bases. In the second step, we use the select attributes method to select a set of
the relevant terms noted B. Finally, for each Document, we calculate the probabilistic
weights for each element among B. Figure 3 shows the said steps:

Fig. 3. The preprocessing of our new classification system.

Let T be the set of terms obtained using TF-IDF, which represent the corpus basing
on T. To reduce T we use Correlation Based Feature Selection (SBF) [8], which is a
popular technique for selecting the most relevant attributes based on Pearson’s corre‐
lation. It calculates the correlation between each attribute and the output variable and
selects only those attributes that have a moderate-to-high positive or negative correlation
(close to −1 or 1) and drop those attributes with a low correlation (a value close to zero).

Let B = {d1, d2 … dn} be the set of the obtained terms. For each element Dj from our
corpus and di from B, a vector Wj = {w1,j, …, wn,j} is calculated by the formula:

Wij = log( N

dfij + ε
) ∗

(k + 1)dfij

k(1 − b) + b ∗ k ∗ dlj

avgl

+ tfij
(2)

Where:
Local parameters:

dfij: Frequency of the descriptor i in the document j; to avoid calculation redundancy,
we keep the dfij calculated by TF-IDF.
The frequency dfij is initialized by 0 < ε << 1 to take into account the case dfij = 0.
dlj: Number of the descriptor in de document j.

Global parameters:

N: number of the documents in de collection;
avgl: Average number of the descriptors in the document j;
Constants K = typically is set around 1.2 to 2
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b = 1 is relative frequency (fully scale by document length) generally it’s set around
0.75.

After the extraction feature process, we obtained a new descriptor of the corpus,
which is divided into three sets, which are, learning set, validation set and test set. The
first and the second sets are used to select the appropriate model. The performance of
the obtained model is tested basing on the third test set. In this work, we use BNet and
the neuronal network MLP as classifiers.

4 Classification Methods

Document classification is an example of Machine Learning, in the form of Natural
Language Processing (NLP). Our global goal is to associate one or more classes or
categories to a document, making it easier to operate. Given that it is quick and easy to
implement, the Bayesian classification is often used and recommended for classification
of texts. To do so, a naive Bayesian classifier is a type of linear classifier that can be
defined as a simplification of Bayesian networks, and this latter has many derivatives
such as complement naïve Bayesian. In this work, we show four algorithms that have
given better classification.

4.1 Bayes Networks

Bayesian networks (BNet) are acyclic probabilistic graphs, where the nodes are random
variables; the structure of the network defines their conditional dependencies. In order
to use this classification tools, we process in four phases [21]:

1. Modeling the problem n terms of a set of random variables X = {x1, x2,…, xn}. In
our case, we have n random variables, which represent the set of features, and an
additional random variable for the class.

2. Choosing adequate network architecture. As we do not know the dependencies
between features random variables, we test several kinds of architectures. First, we
adopt the naïve assumption. Then, we select the Bayes network architecture using
K2, Hill climbing, simulated Annealing, Tabu Search and genetic Search.

3. Constructing the conditional probabilities matrix of node i, knowing the state of its
parents: θi = P (Xi/Pa (Xi)). In this work, we use Maximum a Posteriori (MAP)
estimation to estimate P(y) and P (xi/y) directly from data.

4. Interfering with response to a given request, such task is based on the following joint
distribution: P(x1, x2,…, xn) = ∏ P (Xi/Pa (Xi)).

Given a class variable y and a dependent feature vector x1 through xn, Bayes theorem
states the following relationship [21]:

P
(
y∕x1, x2,… , xn

)
=
(
P(y) P

(
x1, x2,… , xn∕y

))
∕
(
P
(
x1, x2,… , xn

))
(3)
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Naïve Bayes (NB) is a set of supervised learning algorithms based on applying Bayes
theorem with the “naive” assumption of independence between every pair of features
[22]. Basing on this naïve assumption, the Eq. (3) is simplified to:

P
(
y∕x1, x2,… , xn

)
=
(

P(y)
∏

P
(
xi∕y

))
∕P

(
x1, x2,… , xn

)
(4)

Since P(x1, x2,…, xn) is constant given the input, we can use the following classifi‐
cation rule:

Y = Arg. maxy P(y)
∏

P(xi∕y) (5)

Local research methods to select the Bayes Net architecture This Bayes Network
learning algorithm uses Tabu search for finding a well scoring Bayes network structure.
To find a well scoring Bayes network structure, thus, to find a well scoring Bayes
network structure, several researchers have used local research methods. In this paper,
we compare between three well-known local research methods, to know Hill climbing,
K2, and Tabu Search [10].

The Hill Climbing algorithm (HC) consists adding, deleting and reversing arcs.
Where, in each iteration, HC conserves the best architecture.

Unlike the HC method, the Bayes Network learning algorithm K2 use a fixed
ordering of variables to add arcs. However, the network starts as a Naive Bayes network
and proceed from there. It also allows the user to designate the maximum number of
parents each node can have.

The Tabu Search method (TS) defines the notion of the neighborhood and initializes
the research by a set of solutions. Hence, to avoid the production of the same set of
solution, TS use a set of forbidden movement.

For each feature i, let SPi the set of the selected parents for i using one of the
mentioned local method. Following this notation, the Eq. (3) is simplified to:

P
(
y∕x1, x2,… , xn

)
=
(

P(y)
∏

P(xi∕SPi)
)
∕P

(
x1, x2,… , xn

)
(6)

Since P(x1, x2,…, xn) is constant given the input, we can use the following classifi‐
cation rule:

Y = Arg. maxy P(y)
∏

P(xi∕SPi) (7)

4.2 Multilayer Perceptron

The multilayer perceptron is an artificial neural network oriented, with supervised
learning, used to model n Nonlinear functions, each Classification of documents in rela‐
tion to one of the topics. Let f: IR n → IR p nonlinear function modeled using MLP. We
have to determine three kinds of layers:
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1. Input layer: is composed of n neurons and it is a virtual layer associated with the
system input. This means, the number of the selected terms is 68, and then the number
of the input layer neurons is 68.

2. Hidden layer: a multilayer perceptron can have any number of hidden layers and any
number of neurons per hidden layer, but it should be noted that using one hidden
layer is sufficient to solve a non-linear complex problem and the choice of the number
of hidden layers is still a challenging issue. Different approaches for hidden neurons
selection are proposed in the literature [11, 13]. As the size of the BBCSPORT corpus
is 731, we use the simple validation method to select the number of hidden layer
neurons.

3. Output layer: this layer is called decision layer and contains p neurons. As the
BBCSPORT corpus has 5 class, the number of decision neurons is 5. It should be
noted that the neurons of the MLP are connected together by weighted connections.
Figure 4 gives the architecture of the adopted multilayer perceptron.

Fig. 4. The architecture of the adopted multilayer perceptron.

The weights of these connections govern the operation of the network and program
an application from input space to the output space through a non-linear transformation.
The creation of a multilayer perceptron solve a given problem requires the inference of
the best possible application as defined by a set of training data consisting of pairs of
input vectors and desired outputs. The algorithm called back propagation can realize
this inference, among others [14].

5 Result and Discussion

For the sake of the proving effectiveness of the proposed descriptors, selected and repre‐
sented by the methods cited above, we propose a textual classification based on a set of
classifiers. Several experiments have been conducting all algorithms with different
Configurations under a Dell compatible, Intel (R) Core i5-CPU 2.50 GHz, and 4 GB of
RAM. The whole of the algorithms has been implemented with Java language, which
favors our study.
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5.1 Dataset

For the test, we used a database of 737 documents organized as follows (Table 1):

Table 1. BBCSPORT class and number of articles.

Class Number of articles
Athletics 101
Cricket 124
Football 265
Rugby 147
Tennis 100

5.2 Experimentations Setup

It should be noted that 80% of the data is reserved for the training of the classifiers and
20% for the test.

To select the satisfactory Bayes Net architecture, we tested with different Local
research methods (Hill Climber, Tabu Search and K2); the obtained results are noted in
Table 7.

For multilayer perceptron, we tried to increase the number of neurons in the hidden
layer in order to select the best classification results. This number must be selected to
be high enough to model the problem but not very high to avoid the overfitting. For that,
we stood at three layers, were the results, of both systems, are maximized and stabilized.
(Consult Table 8 and Fig. 5 in the appendix).

5.3 Results

A set of evaluation measures was used to evaluate the improvement of results by
changing the weighting method. Table 2 shows a global comparison of differently used
classifiers, combined with the proposed set of features, using the precision, recall and
accuracy as evaluation measure.

Table 2. Classification results from NB, BNET and MLP.

Probabilistic representation TF-IDF
Precision Recall Accuracy Precision Recall Accuracy

BNet 98.30% 98.3% 98.29% 94.30% 92.9% 92.89%
NB 98.4% 98.3% 98.29% 94.10% 92.3% 92.30%
MLP 100% 100% 100% 94.80% 94.7% 94.67%

Confusions Matrix
Another way to evaluate the improvement of the results of the classification is the
Confusion Matrix. Tables: 3, 4, 5 and 6 give the confusion matrix of the classifiers: NB
and MLP using probabilistic representation and TF-IDF as methods of representation
of the descriptors obtained by Best-first search as a selecting attributes method.
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Table 3. Confusions matrix of the NB classifier using probabilistic representation.

Class Athletics Cricket Football Rugby Tennis
Athletics 17 0 0 0 0
Cricket 0 20 0 0 0
Football 0 0 38 0 0
Rugby 0 0 1 21 0
Tennis 0 0 0 0 20

Table 4. Confusions matrix of the NB classifier using the simple TF-IDF representation

Class Athletics Cricket Football Rugby Tennis
Athletics 17 0 0 0 0
Cricket 0 20 0 0 0
Football 0 0 38 0 0
Rugby 0 1 1 20 0
Tennis 0 0 0 0 20

Table 5. Confusions matrix of the MLP classifier using probabilistic representation

Class Athletics Cricket Football Rugby Tennis
Athletics 17 0 0 0 0
Cricket 1 13 1 5 0
Football 0 0 38 0 0
Rugby 0 0 0 22 0
Tennis 0 0 0 0 20

It is notable that the matrix, for each classifier, becomes hollow by changing the
simple TF-IDF weighting method by the new probabilistic method.

Table 6. Confusions matrix of the MLP classifier using the simple TF-IDF representation.

Class Athletics Cricket Football Rugby Tennis
Athletics 16 0 0 0 1
Cricket 1 25 2 0 0
Football 0 1 36 1 0
Rugby 0 0 0 22 0
Tennis 0 0 1 0 19

6 Conclusion

In this work, we have proposed a new approach to select an optimal set of features for
text classification. The proposed approach consists of selecting the relevant terms in a
given corpus using TF-IDF representation and selecting attributes method. Then a vector
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of probabilistic weight is calculated basing on the selected terms. In the classification
phase, we have used Bayesian network and multilayer perceptron. The envisaged
systems were testing on BBCSPORT databases. As it was mentioned in the experimental
part, the best systems, which processes a large amount of data, are the ones based on the
probabilistic presentation and the neural network MLP with an optimal number of hidden
layers (=3). Incoming work, to avoid the true negative response, we will use a rejection
class besides and we will test our system on others database.

Appendix

See Tables 7 and 8 and Fig. 5.

Table 7. Results for different algorithms for learning the network structure using the new
probabilistic method

Structure of Bayesian
network

Accuracy on test set (%) Recall (%) F-Measure (%)

Tabu search 98.29 98.30 98.30
K2 Algorithm 98.00 98.01 98.01
Hill Climber Algorithm 98.29 98.30 98.30

Table 8. Results for different Number of hidden nodes

Probabilistic representation TF-IDF
Number of hidden nodes Accuracy on test set (%) Accuracy on test set (%)

2 88.03 85.56
3 100 95.85
5 100 94.67

10 100 94.67
50 100 94.67

Fig. 5. Change of the accuracy according to number of nodes in the hidden layer of the MLP
using the booth systems.
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Abstract. Keystroke dynamics is a heavy field for researches; a lot of solutions
have been proposed in this domain using different implementations usually based
on Euclidean distance for measuring similarity between features vectors.
However, the Euclidean distance method has a higher error equal rate comparing
with other classification methods which makes the method less effective. There‐
fore, in the following paper, we propose our version of keystroke dynamics
implementation based on K-NN, F-NN and Manhattan distance as classifiers to
improve the authentication efficiency. The flight times and dwell time between
keys are used in this study.

Keywords: Keystroke dynamics · Behavioral biometric · Threshold · BYOD
K-NN · K-FN · Manhattan distance

1 Introduction

Employees use more and more their mobiles devices in work specifically after having
introduced a new trend called BYOD (Bring your own devices) that allows workers to
provide their own devices and use the same materials for both personal and professional
purposes. Therefore it is very important to use an authentication platform like authen‐
tication based on knowledge (password, etc.), physical biometric authentication (iris,
etc.) or behavioral biometric authentication (keystroke dynamics, etc.).

This paper concerns biometric authentication based on keystroke dynamics. The
method consists to analyze the typing patterns of a claimed user and then decide to accept
or reject the user authentication attempt.

The main advantages of keystroke dynamics are: (1) it improves productivity by
using a known device, (2) As the user is typing his login and password; biometric data
is extracted and compared to a reference profile stored in the system database without
the need for an extra time to verify the user, (3) it allows a reduction in investment, it
does not require external hardware. Keystroke dynamics implementation is based essen‐
tially on software, which is the subject of this paper.

We propose an implementation with an interactive graphic interface, it allows (1) to
capture the user features and (2) to give to the system administrator to modify some
parameters to improve the software efficiency (see Sect. 4).
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2 Related Work

Keystroke dynamics was and remains a strong field for research, the first documented
research [6] dated back on 1977. Just after, many others researches [9, 12, 13, 21, 23]
were appeared. For instance, Patil and Renke [17] published a paper where they better
cleared up keystroke dynamics, they mentioned some drawback of this biometric method
and they distinguished two different keystroke dynamics authentications: static and
continuous. On the same page, Avasthi and Sanwal [19] gave the existing approaches,
security and challenges in keystroke dynamics in order to motivate the researches to
further come with more novel ideas. Some other researchers like [16] devoted their
studies to compare different keystroke dynamics databases and to test if the same algo‐
rithm running on two theoretically identical databases gives the same results.

Other approaches were looking to improve the EER (Error Equal Rate) [4] or the
security level of the devices using keystroke biometric by combining keystroke dynamic
with other sensors. Nagargoje et al. [20] combined keystroke and mouse movement to
authenticate the user and increase the device confidentiality. While Trojahn et al. [24]
combined keystroke biometric and the finger area.

Systems with touchscreens, which are replacing more and more traditional computer
systems, arouse researchers [8] who redirect their studies in this direction. They try to
adapt keystroke dynamics authentication to this kind of screen. [15] is one of those
researches; it gives us an overview and survey of a touch dynamics authentication system
available for devices with touchscreen.

Morales et al. [3] focused on reporting the results of 31 different algorithms evaluated
according to accuracy and robustness.

Ali et al. [12] presented a detailed survey of the most recent researches on keystroke
dynamic authentication. They analyzed different methods, algorithms used, the accuracy
rate, and the shortcomings of those researches. In the same direction, [18, 28] presented
a survey of user authentication using keystroke dynamics.

Further, new researches are concentrated on analyzing keystroke recognition method
for smartphones [2, 7, 22], Android platform [11], web-based applications [14, 27], or
even for mobile cloud computing [10, 25, 26].

Our Contribution:
(1) Most available software in keystroke dynamics fields use Euclidean distance in

their algorithm. However, according to many searches such as [11, 16], k-Nearest
Neighbor (K-NN) and Manhattan distance are the most top-performing methods
comparing with the Euclidean distance. Which makes the software using the last method
less precise and the results obtained less exact.

Thus, to improve the keystroke algorithm, we use k-Nearest Neighbor (K-NN) as a
classification method. KNN, a straight forward classifier, has been used in statistical
estimation and pattern recognition. It identifies the k closest neighbors of feature value.
In our case, we use 1-NN to search one nearest neighbor of a user’s typing pattern.

In addition, we adopt K-NN and K-FN (K-Further Neighbor) algorithm based on
Manhattan distance instead Euclidean distance to calculate the distance between the
claimed user typing pattern and the original user feature values.

Improving Implementation of Keystroke Dynamics 357



(2) Most research remains theoretical. In this paper, we propose complete software
that can be used in mobile devices that need a biometric system for authentication besides
password especially devices without two-factor authentication method. The software is
based on the pseudo code already discussed in our previous paper [5].

3 Methodology

3.1 Keystroke Dynamics

Keystroke recognition is a biometric technique which can automatically identify a
person by typing his login and password. It describes exactly when each key was pressed
and when it was released as a device user is typing.

There are many keyboard features that we can use to authenticate a person using
typing pattern: keystroke pressure, keystroke speed, typing sound, dwell time and flight
time.

Studies like [12, 20] demonstrate that the use of dwell time and digraph times (flight
times) gives the best FAR (False Acceptance Rate) and FRR (False Rejection Rate)
combination. Therefore, for identifying the genuine user from impostors, we have
adopted dwell time noted fd

i  and different digraph times noted fL1
i , fL2

i  and fL3
i  in which:

– fd
i : Is the time difference between pressing and releasing the same keyboard.

– fL1
i : Is the difference between releasing the ith key and pressing the (i + 1)th key.

– fL2
i : Is the difference between the pressure of the ith button and pressure the (i + 1)th

button.
– fL3

i : Is the difference between the release of the ith key and the release of (i + 1)th
key.

The Fig. 1 is a good demonstration of these four functions:

Fig. 1. Keystroke dynamics extraction of password « pass »
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3.2 Proposed Work Architecture

Figure 2 shown the general approach used in this study. During his first access to the
computer system, the user has to create his own account (Registration phase) and then
he is asked to type his login and his password n times (enrollment phase). As the user
is typing, the system records his biometric features (features collection) and stores his
reference profile in the system database.

Fig. 2. Keystroke dynamics software’s architecture

At every attempt connection to the computer system, the software captures and
recalculates the keystroke biometric of a claimed user (authentication phase). This phase
involves the use of a classification method; we have used KNN with Manhattan distance,
to compare new data against the recorded signature (classification phase). Then, the user
will be accepted or rejected based on a predetermined threshold value.

4 Proposed Work

4.1 Registration

The registration process is the first step to accomplish, as shown in Fig. 3, before reaching
other phases. The user has to fill some information including his full name, his login and
password that will be used to authenticate to the system, his gender, his date of birth,
and his full address. The account created will be used in authentication and enrollment
phases.
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Fig. 3. Authentication windows

Those Data will be stored in the system database for future use.

4.2 Enrollment Phase and Features Collection

The next step is enrollment phase; the user clicks on enrollment button and the features
collection began. Most research capture features data for user password only, in our
software we propose to record biometric data during all identification and authentication
processes in order to increase the extracted features which means more accuracy. The
Fig. 2 is a screenshot demonstration of user biometric data; the password tested is
“ensajschool”.

While the user is typing on keyboard for submitting a sample, factors like dwell time
(time interval between consecutive key press and key release), digraph time 1, digraph
time 2 and digraph time 3 and While the user is typing the login + password 20 times
the reference profile is stored in the respective database tables. The stored profile will
be noted “fg” for genuine user.

In our example, we have chosen 20 as the number of enrollment attempts. The system
administrator can increase or decrease the value in setting section.

Figure 4 shows different graphs for dwell time and digraph times, we record those
function for the 17 login + password keys.
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Fig. 4. Dwell time and flight times of user

4.3 Authentication

Each access to the system requires an authentication from the user, he must provide his
login and password as the user is typing we record and calculate his new biometric data
fd

i , fL1
i , fL2

i  and fL3
i .

Those functions present the user’s temporary profile that will be noted “fc” for
claimed user.

4.4 Classification

Classification phase is the most important step, it answers the following question: the
claimed user is he the original user or an impostor? To answer this question, we have
equipped the software by two classification methods: K-NN and K-FN based on
Manhattan distance.

To decide if the user will be allowed or rejected we have to:
(1) Calculate de Manhattan distance, based on the Eq. (1) between fd

i , fL1
i , fL2

i  and fL3
i

of the temporary profile and each fd

ij, f
L1
ij , fL2

ij  and fL3
ji

 captured during enrollment phase
according to the Eq. (2).

k∑
i=1

||xi − yi
|| (1)
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Di =

⎧⎪⎪⎨⎪⎪⎩

k∑
j=1

|||fgd
ij − fcd

i
|||

k−1∑
j=1

|||fg𝜕

ij − fc𝜕i
|||

(2)

With:

𝜕 ∈ {l1, l2, l3}

k = 1,… , K: Number of pressed keys.
i = 1,… , n: Number of enrollment attempts.
(2) We have to choose the 1-NN (One-Nearest Neighbor), the K factor in our case

is equal to 1, by selecting the one minimum Manhattan distance Dmin(3) from all Di,
with i = 1,…, n, of all feature acquisitions stored in enrollment phase.

Dmin = MIN(Di
(
f𝜕
)
, with 𝜕 ∈ {d, l1, l2, l3} (3)

(3) We have also to calculate 1-FN (One-Furthest Neighbor) by determining the one
maximum Manhattan distance Dmax(4) from all Di.

Dmax = MAX(Di
(
f𝜕
)
, with 𝜕 ∈ {d, l1, l2, l3} (4)

(4) Then we compare Dmax and Dmin with thresholds, so if the
Dmax ≤ MAXThreshold and Dmin ≤ MINThreshold the user will be accepted, as shown in
Fig. 5, else the user will be rejected, as shown in Fig. 6.

Fig. 5. Allowed access for the genuine user
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Fig. 6. Denied access for an imposter

The reason to add F-NN to the classification phase is to better identify the genuine
user and determine the lower and upper limits not to exceed.

4.5 Setting

We allowed the administrator to change some parameters to improve the result accuracy.
These changes are made either to increase the security of access or to allow a tired or
sick user whose typing pattern are changing to access his system.

The Fig. 7 shows the four variables that can be modified:

(1) The password length has an important effect to decrease the software’s FAR and
FRR. The longer the password is, the better we can capture the user features. Thus,
longer phrase allowed obtaining much better accuracy.

(2) According to [1] threshold has to be variable. One of the conclusions this team
reached is that using individual thresholds could improve the performance of the
system. For our implementation, we calculated a threshold for each user using the
same algorithm used in authentication phase.

(3) The next parameter is the number of entries used to generate the reference patterns,
so a user’s template is created. What we said for the password applies for number
of enrollment attempts which has to be more than 10 times to capture different state
of mind of user (comfortable, tired, etc.).

(4) The last parameter is number of authentication, the user has not an infinite authen‐
tication attempts. Administrator can increase or decrease the authentication
attempts to give more security for the system against impostor and another attempt
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for the genuine user to type his login and password correctly with the same rhythm
as stored in the system database.

Fig. 7. Setting window

The most powerful part in our software is its flexibility, the administrator can modify
different setting values (password length, threshold, enrollment attempts and authenti‐
cation attempts) to:

(1) Increase software security and eliminate all malicious attempts, by increasing the
password length, threshold and enrollment attempts and decreasing the authenti‐
cation attempts

(2) Decrease the appropriate parameters to allow an employee which has an illness that
has had an impact on his keystroke biometric to access the system.

5 Conclusion and Future Work

This paper presented an Improving implementation of keystroke dynamics using KNN,
FNN and Manhattan distance. We have discussed keystroke’s biometric architecture
and phases (registration, enrollment, authentication and classification) and showed the
logic followed to transform the pseudo code, which we presented in a previous article
[5], to an operational software.
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Our next steps are:

(1) We will improve the software by optimizing the code for faster response time, and
by adding some other useful features for the user and system administrator.

(2) Since the quality of each biometric system is characterized by: FAR, FRR and EER,
we will add another window dedicated to calculate those three rates to examine
performance and quality of the software.

(3) In order to conclude which method between K-NN using Manhattan distance and
Euclidean distance gives the lower FAR, FRR and EER results, we will use the
current code and replace K-NN with Euclidean distance then compare FAR, FRR
and EER of the two methods.
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Abstract. Bioelectric potential of plant produces a low electrical signal
because of the plant activities like photosynthesis and respiration. Fur-
thermore, the electrical signal will change because of the environmen-
tal factors such as temperature, humidity and human behavior. Some
authors successfully used the bioelectric potential of plant for detecting
the various human activities, like walking, jumping, open the door, and
etc. They used decision tree (DT) J48, multi layer perceptron (MLP)
and convolution neural network (CNN) as the analysis method. How-
ever, the previous accuracy was no satisfied and estimating the human
position globally not specifically an exact location. This research has
aim to construct a time series model for bioelectric potential dataset
which is SARIMA model and to build infrastructure design of human
position estimation in an exact location. For constructing the SARIMA
model we use one observation location and obtained the best model is
SARIMA (1,0,0) with accuracy of 80%. In addition, this research suc-
cessfully designed the infrastructure of human position estimation using
three locations.

Keywords: SARIMA · Bioelectric potential dataset · Forecasting
Location estimation design

1 Introduction

The study of bioelectric potential of plant already conducted in some approaches.
For instance, The study about bioelectric potential by using artificial neural net-
work algorithm. The author successfully detected a distance of person within the
plant of bioelectric potential [1]. Then, the study utilized bioelectric potential for
determining the position in a room. This study uses several algorithms includ-
ing decision tree (DT) for the classification and multilayer perceptron (MLP) to
determine a position and then make a regression model for the matching pro-
cess. The results obtained that a person’s position can be estimated with an
accuracy rate of 60% [2,4]. Another research with the purpose for estimating
c© Springer Nature Switzerland AG 2018
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human position also conducted using convolution neural network (CNN), deep
learning approach [5]. However, the accuracy was not satisfied and the research
only estimate people existance near the plants globally. They did not estimate
people position in each location specifically. We performed another approach for
analyzing bioelectric potential data set using time series method. Because the
characteristics of data set are sequential data. Therefore, it is interesting to use
time series method, SARIMA model.

Time series is one of the studies in the field of statistics. It is usually expressed
in a data interval streak. Time series data are found in a variety of fields such as
in the economics field which are the unemployment data, and the cash flow data
of hospital; in the financial field which are the daily average of stock exchange,
the data distribution of dividends, and etc.; in the environment field which are
on daily data of rainfall, air quality readings, the phenomenon El Nino, and etc.,
then, in the fields of geology which like the river level prediction [6,7].

We have been studied time series for bioelectric potential of data set using
some models which were autoregressive (AR), moving average (MA), AR with
grid search optimization, and ARMA model. However, the results of average
mean square error (MSE) and mean absolute error (MAE) values were still high
and the average of forecasting accuracy were around 75% [8–10]. Therefore, the
purpose of this research is to improve the accuracy by constructing the SARIMA
model for bioelectric potential data set. In addition, that model also is used for
building the infrastructure design of bioelectric potential of plant for estimating
the human position in specific location.

The remain sections are arranged as follows: Sect. 2 describes about previous
research; Sect. 3 explains proposed method; Sect. 4 presents results and discus-
sion; and finally, the conclusion is in Sect. 5.

2 Related Work

Bioelectric potential of plant has been discussed by previous authors by some
approaches. For example, for determining the distance using ANN, and for esti-
mating the human position using DT, MLP, and CNN [1–5]. This research pre-
sented a new approach using time series method, SARIMA model.

The use of time series for bioelectric potential data set has been conducted
using some models which are autoregressive (AR), moving average (MA), AR
with grid search optimization, and ARMA model. Their average of forecasting
accuracy were around 75% [8–10]. Furthermore, time series has been applicated
in some fields. For instance, in 2015 an author discussed about AR modelling.
In this study showed various types of AR models such as univariate and multi-
variate AR models, a radial base function autoregressive model and so on [11].
Another research tried to improve accuracy by combining with another method.
This research combined time series algorithms with Particle Swarm Optimiza-
tion method [12]. Next, the research about PSO base neural network compared
with traditional classic models for seasonal time series forecasting. The result
performed that the proposed method was better than traditional classic time
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series model [13]. In addition, the paper “Time series prediction using PSO-
optimized neural network and hybrid feature selection algorithm for IEEE load
data”. This research used two feature selection methods which are Genetic Algo-
rithm and Ant Colony Optimization. And then, to analyze the data using ANN
which was optimized by PSO method. The result performed that the proposed
method has extremely improved of accuracy by using MAPE (mean absolute
percentage error) parameter [14].

The other implementation of time series is the study about the discovery
knowledge in time series databases. This study has aim to predict important
attributes and extract rules in association analysis [7]. Another author used
the moving average technique to predict personal power consumption [15]. And
then, The study used MA to predict Playout delay control in VoIP [16]. Next,
the study about ARMA(p, q) type which has high order fuzzy time series fore-
cast method based on fuzzy logic relations. This research has purpose to show
that the result of the forecast will increase significantly if not utilizing MA
variables [17]. More over, the research discussed MA method based on fuzzy
resource scheduling (MV-FRS) for virtualized cloud environment to optimize the
scheduling of resources through virtual machine [18]. Furthermore, some authors
studied about “A hybrid ARIMA and support vector machines model in stock
price forecasting”. They tried to capture non linear pattern using ARIMA com-
bine with support vector machine. Their research showed the good result [19].
In addition, the combination of ARIMA and GA for forecasting the non linear
problem. Their proposed method is better than the previous methods such as
ARIMA-ANN, ARIMA-SVM etc. [20].

According to those previous research, time series has robust ability to esti-
mate and to predict some cases in many fields even when it combines with other
methods. Therefore, this research is intereseted for solving bioelectric potential
of data set that to obtain the best model and to estimate the human position.

3 Proposed Method

3.1 Measurement of Bioelectric Potential

To perform measurements is using a data logger. Specifications data logger used
is GRAPHTEC GL400-4 (Fig. 1). It measures the low voltage at an average
altitude of sampling (approximately 512 Hz). For the measurement of electrical
potential of plants by attaching electrodes on two different leaves then measured
the voltage generated between both the leaves. The measurement results are
stored on a PC in real time via the local network (Fig. 2).

3.2 Dataset

Data were obtained by using one plant and one observation location in a room
of size 3.45 m× 5.75 m (Fig. 3). The process of recording data is conducted by
walking around the position point for 30 s. Data obtained is spectrum data. In
addition, the observed data is voltage data, so we use this raw data for the
analysis.
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Fig. 1. Measurement process using data logger

Fig. 2. Bioelectric potential plant

Fig. 3. The experiment environment
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3.3 ARIMA Model

ARIMA is a time series model which consist of Autoregressive (AR), Integration
(I), and Moving average (MA). Generally there are two kinds of ARIMA model
which are ARIMA non seasonal and ARIMA seasonal. This proposed method
uses the second ARIMA type. The ARIMA model is written as ARIMA(p,d,q)
which p is the number of AR term, d is the number of I, and q is the number of
MA term. The general model of ARIMA(p, d, q) is see in Eq. 1 [21].

(1 − φ1B.... − φpB
p)(1 − B)dYt = c + (1 + θ1B..... + θqB

q)et (1)

There are three main components, which are the first is AR(p) term,

(1 − φ1B.... − φpB
p) (2)

the second is integration for differentiation (d),

(1 − B)dYt (3)

and the third is MA(q) term,

(1 + θ1B..... + θqB
q)et (4)

In addition, c is a constant value.

3.3.1 Seasonal ARIMA Model
Seasonal ARIMA or SARIMA is a pattern which repeated in an interval time
constantly. For stationary data set, seasonal is can be detected from ACF plot. If
ACF visualization shows a seasonal pattern then it should to analyze by different
solution [22,23].

The general equation of seasonal ARIMA is shown in Eq. 5.

ARIMA(p, d, q)(P,D,Q)S (5)

where (p, d, q) is non seasonal of ARIMA model, (P, D, Q) is seasonal of ARIMA
model, and S is the number of period in seasonal model.

For example, if ARIMA (1,0,0) then the model is as Eqs. 6 and 7 below:

(1 − φ1B)Yt = c (6)

where BYt=Yt − 1. Therefore,

Yt = c + φ1Yt−1 (7)

For detecting the data set is seasonality is by some graphical techniques, such
as a run sequence plot, a seasonal subseries plot, multiple box plot, and auto-
correlation plot. This research will use autocorrelation plot to detect seasonality.
One of the solutions to solve this problem is by using differentiation operator of
seasonality [23].
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3.3.2 Constructing SARIMA Model
For constructing SARIMA model in this research is explained as below:

1. Visualization process. This step is to make sure the bioelectric potential
dataset is stationary series. Stationary dataset can be seen in visual if the
mean, variance and covariance graph are constant.

2. For determining the order of ARIMA model is by checking value of auto corre-
lation function (ACF) and partial auto correlation function (PACF) graphs.
We decide the appropriate order of AR(p), I(d) and MA(q) based on the
visual of ACF and PACF graphs.

3. Choosing the best model by comparing the value of Bayesian information
criterion (BIC) and Akaike information criterion (AIC). The best model is
obtained if the BIC and AIC values is less than others.

4. Validation process by checking the accuracy of bioelectric potential dataset.
This dataset is divided into 30 groups. After that, Finding the best model
from each groups. Finally, calculating the accuracy value from all groups.

5. Forecasting process. This step is performed by using testing dataset. This
dataset is inserted to the choosen ARIMA model and calculating the value of
MAE and MSE. From the graph of testing dataset and model can be seen the
precision of the model. The smaller MAE and MSE values then the ARIMA
model is more excellent precision.

6. Constructing the infrastructure for estimating the human position using bio-
electric potential of plants.

4 Results and Discussion

4.1 Experimental Setup

The data used is bioelectric potential dataset from one plant. Data analysis was
performed using a MacBook Pro with specification: 2.7 GHz Intel Core i5, 8 GB
1867 MHz, and DDR3.

4.2 SARIMA Model

For constructing the SARIMA model, the first step is by confirming the dataset
visualisation. The bioelectric potential dataset is seen in Fig. 4.

Figure 4 shows that the dataset performs stationary because mean and vari-
ance of bielectric potential data set runs constantly. After that, we check the
visualization of ACF dan PACF value. Both of figures are presented in Figs. 5
and 6.

According to acf plot we detected that the data set is seasonal because every
eight leg has the same pattern. Therefore, we should get rid this seasonality
using differentiation. By using R software, we obtain the SARIMA model (1,0,0)
from 15.000 instances. It means the order of seasonal AR is 1, integrated and
MA orders are zero.
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Fig. 4. Bioelectric potential dataset

Fig. 5. ACF of bioelectric potential dataset

SARIMA model (1,0,0) is the best model which is obtained by comparing
among the other models because the AIC and log likelihood is the less one.
In other word, It can be explained clearly that SARIMA (1,0,0) consists p = 1,
d = 0 and q= 0. According to the result the coefficient and intercept values are
0.9374 and −0.6997 respectively. Furthermore, the AIC value is −56285.83 and
log likelihood value is 28146.92. For make sure that this model is better than
others by calculating the accuracy. This is conducted using bioelectric potential
dataset which is divided into 30 groups. Each group is 500 instances and we
obtained the best SARIMA model from all groups. After that, we calculate the
accuracy by calculating the proportion. The result is presented in the Table 1.

This table compare three SARIMA model that SARIMA (1,0,0) is the
best model because it has the highest accuracy of 80%. The remain SARIMA
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Fig. 6. PACF of bioelectric potential dataset

Table 1. Testing result

SARIMA model Accuracy

(2,0,0) 3.3%

(3,0,0) 16.7%

(1,0,0) 80%

model, SARIMA (3,0,0) and SARIMA (2,0,0), the accuracy are 16,7% and 3.3%
respectively.

The Next is forecasting process. This step is performed by using testing
dataset which has 5000 instances. This process is by inserting the data to the
SARIMA (1,0,0) model. Afterward, we calculate the forecasting performance
using MAE and MSE. Finally, we obtained the MAE and MSE were 0.2089 and
0.0487 respectively. The forecasting result can be seen in Fig. 7.

Fig. 7. Forecasting result
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Figure 7 described the forecasting result which compared testing data with
SARIMA model (forecasting value). The testing data is seen in blue line and
forecasting value is the red line. This comparison presents an excellent result
of SARIMA (1,0,0) because it has less value of MAE and MSE. Therefore, The
SARIMA (1,0,0) model for bioelectric potential dataset performs a promise fore-
casting result. In addition, the accuracy of SARIMA (1,0,0) is better than pre-
vious research [7–9].

4.3 Infrastructure Design of Human Position Estimation

The next study is that the SARIMA model will be used as a new approach
for constructing the design infrastructure of human position estimation using
bioelectric potential of plant. The infrastructure is shown in Fig. 8.

Fig. 8. Infrastructure of human position estimation

This Fig. 8 explained the bioelectric potential of plant will record the human
position in every observation point. There is one plant and three observation
locations. The experiment environment is shown in Fig. 9. The process recording
is the same like explanation in Sect. 3.2. Therefore, there are three data set from
three observation locations. The next, building the model for each position using
SARIMA and the best model will be used for matching process. We use another
data randomly from three data set for testing data and inserted to the SARIMA
model for matching process. We determine the exact location of testing data set
which has clostest position with training data set.

The differentiation between Figs. 9 and 3 is the number of observation point.
In Fig. 9 the are three number of locations. The range one plant can detect
a person position is very short, about 1.5 m is the maximum. In this paper,
one plants is used. It is enough using three locations for the experiment. If
we want to detect more locations, we need to use more plants. In summary, the
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Fig. 9. New eksperiment environment

previous research which has been estimated the human position using bioelectric
potential of plant was conducted by some methods. They were decision tree
using J48 algorithm and multi layer perceptron, and then by using convolution
neural network (CNN). Therefore, this research has state of the art for estimating
human position using bioelectric potential of plants with a new approach, time
series method (SARIMA).

5 Conclusion

Time series approach has the contribution to enhance bioelectric potential of
plant study. The data has appropriate characteristic to analyze. Because of the
data set is detected has seasonality, we use SARIMA model. Finally, SARIMA
model (1,0,0) is the best model for this research. This model has AIC value
of −56285.83 and accuracy of 80%. In addition, the infrastructure design of
bioelectric potential of plant for estimating human position is interested to follow
for next research.

For future research, the infrastructure design with SARIMA model will be
used for determining human position. And then, it is also interested to compare
with deep learning method (long short term memory (LSTM) algorithm). Fur-
thermore, for improving the accuracy both of SARIMA and LSTM method will
be combined in order to solve either linear or non linear data set.
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Abstract. In recent years, the continuous Hopfield network has become the
most required tool to solve quadratic problems (QP). But, it suffers from some
drawbacks, such as, the initial states. This later affect the convergence to the
optimal solution and if a bad starting point is arbitrarily specified, the infeasible
solution is generated. In this paper, we examine this issue and try to provide a
new technique to choose a good starting point in order to give a good optimal
solution for any quadratic problems (QP). Numerical simulations are provided to
demonstrate the performance of this new technique applied to task assignment
problems.
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1 Introduction

In the beginning of the 1980s, Hopfield published two scientific papers, which attracted
a lot of interest. These papers are considered as the starting point of the new neural
networks area, which continues today. It has been extensively studied, developed and
has found many applications in many areas. This type of neural networks is charac-
terized by the output functions. Based on these later, HNNs can be classified into two
popular forms: discrete and continuous models. In general, the continuous HNN has
dominated the solving techniques for optimization problems that are popular in various
areas. It is a major artificial neural network for solving optimization problems [3].

In order to use CHN for optimization, Hopfield and Tank presented the energy
function approach as dynamic system. This function is the key for using the continuous
Hopfield networks (CHN) in order to dress a large class of the constraints optimization
problems. In this regard, the optimization problem must be mapped onto a CHN in
such a way that an energy function is associated with this resolved problem. In this
context, three common methods, penalty functions, Lagrange multipliers, and primal
and dual methods to construct an energy function are studied in the literature [6].
Recently, A new energy function is proposed so that any 0-1 linear constrains pro-
gramming with quadratic objective function can be solved [5]. This problem, denoted
as the generalized quadratic knapsack problem (GQKP) [5].
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Nevertheless, the CHN suffers from some drawbacks and difficulties in optimiza-
tion phases [7]. Based on our expertise in this field, theses major drawbacks are caused
by several points such as the starting point of CHN. This later influences the con-
vergence of the system towards a stability point which guarantees a good solution to
the treated problem. In this context, they have two cases: a bad starting points leads to
an unfeasible solution and a good one gives a good solution which correspond to
optimal value. So, the question that arises, how to choose a good starting point that
guarantee good convergence?. So, our objective is to study, theoretically and practi-
cally, the influence of starting point on the convergence to the optimal solution and to
conduct an analytical and comparative study for this one.

This paper is organized as follows: In Sect. 2, an introduction of CHN for opti-
mization is presented. In the last section, we propose a new techniques for specify a
good starting point. Finally, the implementation details of the analytical and compar-
ative study for a different way to specify the starting point are presented in the last
section.

2 Continuous Hopfield Networks for Constrained
Optimization Problems

Hopfield and Tank proposed a neural network named as Hopfield network to solve a
wide variety of combinatorial problems. This neural model is inspired by physical
systems like Ising’s magnetic model. This formalism comes from statistical physics
describing a magnetic system with two-state units called spins [3, 6]. This network
allows accept an exact and complete theoretical analysis. It has also contributed to
develop research on neural networks. Recall that, the most important contribution in
this case is the introduction of the energy function notion based on magnetic systems.
This energy function is usually used to solve several optimization problems [3]. Their
results encouraged a number of researchers to apply this network for solving different
problems [5, 6].

The Hopfield network is a fully interconnected system of n neurons [3, 6]. The
output of each neuron is looped back to the inputs of the others. The connection
between two neurons i and j is determined by the weight Wij, which can be a positive or
a negative depending on the state of the array (excitatory or inhibitory). The input state
of each neuron ui is equivalent to the weighted sum of the output states of all other
neurons. The output of the neuron is given by xi, with 0 � xi � 1. An external input
Ii to each neuron is also introduced. The relationship between ui and xi is determined by
an activation function gi(ui). Generally, this activation function is given by []:

xi ¼ gðuiÞ ¼ 1
2
ð1þ tanhðui

u0
ÞÞ u0 [ 0

It is a hyperbolic tangent, where u0 is a parameter used to control the gain (or slope)
of the activation function.

Hopfield used electrical circuits to simulate the actions of biological neurons. So,
the basic electronic model can be implemented by interconnecting a set of resistors,
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non-linear amplifiers with symmetrical output, and the bias of an external current.
Then, the dynamic of the CHN is described by the differential equation [5]:

du
dt

¼ � u
s
þWxþ ib

With s is the constant time value for the amplifiers. For the continuous Hopfield
network, a Lyapunov function can be constructed for the system, which guarantees
convergence to stable states. Consider the energy function:

EðxÞ ¼ � 1
2
xTWx� ðibÞTxþ 1

s

Xn
i¼1

Z xi

0
g�1ðzÞdz

The proof of stability of such continuous Hopfield networks relies upon the fact that
EðxÞ is a Lyapunov function, provided that the inverse function of g;ðuÞ (the first
derivative of the activation function), exists. The existence of this equilibrium points
for the CHN is guaranteed if a Lyapunov function exists, where the function g�1ðzÞ is a
monotone increasing function. The idea is that the networks Lyapunov function, when
s*1, is associated with the cost function to be minimized in the combinatorial
problem. In this way, the CHN output can be used to represent a solution of the
combinatorial problem. Then, for solving any combinatorial problem via the contin-
uous Hopfield networks, we will write this problem in the following form:

EðxÞ ¼ � 1
2
xTWx� ðibÞTx

Using the proposed CHN, the energy function is equivalent to the objective
function of the optimization problem which must be minimized, while the constraints
of the problem are included in the function under the control of the penalty terms. Next,
many researchers have developed the CHN to solve optimization problems, especially
problems with mathematical programming. In general, the type of mathematical pro-
gramming problem handled by continuous Hopfield networks is defined by [5]:

ðGQKPÞ

Min 1
2

Pn
i¼1

Pn
j¼1

qijxixj þ
Pn
i¼1

qixi

s:c Pn
i¼1

ak;ixi � bk k ¼ 1; . . .;m1

Pn
i¼1

ak;ixi ¼ bk k ¼ m1 þ 1; . . .;m

xi 2f0; 1g i ¼ 1; . . .n

8>>>>>>>>>>><
>>>>>>>>>>>:

At first, the resolution of this quadratic program (GQKP) via continuous Hopfield
networks (CHN) requires the transformation of the set of linear inequality constraints to
a set of linear equality constraints, using the slack variables xnþ 1; . . .; xnþm1 , belonging
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to the interval [0,1]. These variables are included in the previous model with the
coefficients a1;nþ 1; . . .; am1;nþm1 defined by:

ak;nþ k ¼ bk �
Xn

j:ak;j\0

ak;j 8 k 2 f1; . . .;m1g

Then, this problem can be written in the following form:

ðGQKPÞ

Min 1
2

Pn
i¼1

Pn
j¼1

qijxixj þ
Pn
i¼1

qixi

s:c

ekðxÞ ¼
Pn
i¼1

ak;ixi þ ak;nþ kxnþ k ¼ bk k ¼ 1; . . .;m1

ekðxÞ ¼
Pn
i¼1

ak;ixi ¼ bk k ¼ m1 þ 1; . . .;m

xi 2 f0; 1g i ¼ 1; . . .n
xkþ n 2 ½0; 1� k ¼ 1; . . .m1

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

Without loss of generality, we consider the following quadratic program with linear
constraints according to [5]:

ðGQKPÞ

Min f ðxÞ ¼ 1
2 x

TQxþ qTx
s:c

Ax ¼ b
xi 2 f0; 1g i ¼ 1; . . .n

xkþ n 2 ½0; 1� k ¼ 1; . . .m1

8>>>><
>>>>:

Typically, the generalized energy function allows representing mathematical pro-
gramming problems with quadratic objective function and linear constraints. This
energy function includes the objective function f ðxÞ and it penalizes the linear con-
straints Ax ¼ b with a quadratic terms and a linear terms. Then, the generalized energy
function must also be defined by [5]:

EðxÞ ¼ EOðxÞþECðxÞ 8 x 2 ½0; 1�n

Where:

– EOðxÞ is directly associated with the objective function of the QP problem,
– ECðxÞ is a quadratic function that penalizes the violated constraints of the QP

problem.

There are many different way to map the QP problem into energy function of CHN
[6]. In this paper, we use the following generalized energy function proposed in [5]:
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EðxÞ ¼ a
2
xTQxþ 1

2
ðAxÞTUðAxÞþ xTdiagðcÞð1� xÞþ bTAx

Where a2Rþ , b2RN , c2Rn, U is an N � N symmetric matrix and diagðcÞ
denotes the diagonal matrix constructed from the vector c.

In order to ensure the feasibility of the equilibrium point associated with the sta-
bility of the continuous Hopfield, a parameter adjustment procedure called hyperplane
procedure is proposed [5]. The objective of this procedure is to determine the control
parameters in order to ensure the feasibility of the solution. Finally, we use the Newton
algorithm or the algorithm proposed in [5] to compute an equilibrium point of the
constructed CHN model, so generate the solution of the QP problem.

3 New Starting Point of CHN

According to our studies, the application of continuous Hopfield networks to solve
quadratic programming problems has gaps that need to be improved to effectively solve
large problems. These shortcomings can be summarized in four questions then the
important is: How do you choose the initial state (starting point)?. Then, our objective
is to get, theoretically and experimentally, a good answer to this question.

In the natural case, the starting point is chosen inside the hamming hypercube. Or,
this choice influences the convergence towards optimal solutions. In this case, some of
research suggest that the initial state should be chosen in a region where the final
solution can be reserved without dissipating it. On the other hand, others propose that
the starting point can be generated as a feasible solution. Stressed that the initial state
must be close to the optimal solution [6]. However, according to our experimental
studies, an estimation of a starting point approximately to the solution can help CHN to
get an optimal solution. In this context, we can study the nature of resolved problems in
order to get a good indication and chosen a good starting points. In this context, we
have realised a series of experimentals study to clarify the importance of starting point
and define a new technique based on the problem properties. In order to demonstrate
the importance of starting point selection, we tried an example.
Example 1. Let us give the following problem [5]

min v21 þ 4v1v2 þ 3v22 � 2v2v3 þ v1 � v3
� �

s:t
v1 � v2 � 0

v2 þ v3 ¼ 1

� �

There is one slack variable v4, which is introduced with the factor:

r1;4 ¼ b� ðr1;2Þ ¼ 0� ð�1Þ ¼ 1
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In this way, this instance is characterized by the parameter values

Q ¼
1 2 0 0
2 3 �1 0
0 �1 0 0
0 0 0 0

0
BB@

1
CCA q ¼

1
0
�1
0

0
BB@

1
CCA R ¼ 1 �1 0 1

0 1 1 0

� �
b ¼ 0 1ð Þ

In order to optimize this problem with CHN, we have three ways to chose a starting
point:

• The first one, the starting point can be chosen inside the hamming hypercube. Then,
we can generate randomly starting point in the interval [0, 1].

• The second one, the starting point can be generated as a feasible solotion. Then, an
example of starting point is (0,1,0,1).

• Finally, the thread way to chose the starting is proposed in [5]. This manner consist
to favorite each decision variable to take 1 than others basing on problem
characteristics.

vi ¼ 0:8þ 0:19
N þ 1� kð Þ

N
þ 10�10U

Where u is a random uniform variable in the interval [−0.5, 0.5] and N is the
number of problem variables.

However, an estimation of a starting point approximately to the solution can help
CHN to get an optimal solution. In this context, we can study the nature of resolved
problems in order to get a good indication and chosen a good starting points. In this
regard, all informations of problem, mathematically, are represented in matrices Q,
R and vectors q, b. The important idea in this paper, is to based on this parameter values
for chose the good starting point that garant the feasible and optimal value.

Then, based on these matrices and vectors we can define a technique allowing the
estimation of a good starting point. In this framework, if we have summed rows of the
matrix P and the vector q, we can notice that there is an order between the coefficients
of the variables. Then this order can be used as an indicator to favor certain variables
taking 1 opposite to others. Take example 1, the sum of the i-th row of the matrix P and
the i-th element of the vector q gives the following results:

• 1st line gives 3
• 2nd line gives 4
• 3eme ligne donne -2
• 4 eme ligne donne 0

You can notice that the third variable takes the smallest value. So, we can favorite
the third variable to take 1 which will allow us to have an optimal value of the problem.
This reflects the real case because the optimal solution for this example is the following:
(0,0,1,0). To do this, we have based on the formula proposed in paper [10] while
favoring the variables which have the summation of the smallest coefficients. This way
of choosing the starting point gives a better chance of finding the optimal solution.
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vi ¼ 0:1þ
1�Pn

i¼1
Pij þ qi

� �

Pn
i;j¼1

Pij þ
Pn
i¼1

qi
10�1U

Where U is a random uniform variable in the interval [−0.5, 0.5]. In this context,
we have realised a series of experimentals study to clarify the importance of starting
point. Finally, we can define a new technique based on the problem properties.

4 Experimental Result: Task Assignment Problem

The task assignment problem play a vital role in a computation system with a number
of distributed processors, where a set of tasks must be assigned to a set of processors
minimizing the sum of execution costs and communication costs between tasks [1].

The task assignment problem with non uniform communication costs consists in
finding an assignment of N tasks to M processors such that the total execution and
communication costs is minimized. This problem is stated as a two sets and two
parameters where: T ¼ T1; . . .; TNf g a set of N tasks, P ¼ P1; . . .;PMf g a set of M
processors, The execution cost eik of task i if is assigned to processor k and the
communication cost cikjl between two different tasks i and j if they are respectively
assigned to processors k and l. This problem with non-uniform communication costs
can be modeled as 0-1 quadratic programming which consists in minimizing a quad-
ratic function subject to linear constraints (QP) [1, 2].

ðQPÞ
Min f ðxÞ ¼ 1

2 x
tQxþ etx

Subject to
Ax ¼ b

x 2 f0; 1gn

8>><
>>:

In order to solve the task assignment problem using the continuous Hopfield net-
works, we define the generalized energy function for the TAP problems basing on the
model. This generalized energy function includes the objective function f ðxÞ and it
penalizes the linear constraints Ax ¼ b with a quadratic term and a linear term. The
generalized energy function for the QP problem is defined by [2]:

EðxÞ ¼ a
2

XN
i¼1

XM
k¼1

XN
j¼1

XM
l¼1

cijklxikxjl þ a
XN
i¼1

XM
k¼1

eikxik þ 1
2
u
XN
i¼1

XM
k¼1

XM
l¼1

xikxil

þ b
XN
i¼1

XM
k¼1

xik þ c
XN
i¼1

XM
k¼1

xikð1� xikÞ

In this way, the quadratic programming has been presented as an energy function of
continuous Hopfield network.
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To solve an instance of the QP problem, the parameter setting procedure is used.
This procedure, based on the partial derivatives of the generalized energy function,
assigns the particular values for all parameters of the network, so that any equilibrium
points are associated with a valid affectation of all variables when all constraints are
satisfied [2]:

@EðxÞ
@xik

¼ EikðxÞ ¼ a
XN
j¼1

XM
l¼1

cikjlxjl þ aeik þu
XM
l¼1

xil þ bþ cð1� 2xikÞ

This procedure uses the hyperplane method, so that the Hamming hypercube H is
divided by a hyperplane containing all feasible solutions. Consequently, we can
determine the parameters setting by resolving the following system [2, 5]:

a[ 0
/� 0

�/þ 2c� 0
admin þ 2uþ b� c ¼ e
admax þ bþ c ¼ �e

8>>>><
>>>>:

Where dmin ¼ MðN � 1ÞCmin þ emin and dmax ¼ MðN � 1ÞCmax þ emax
with Cmin ¼ Min cikjl = ði; jÞ 2 f1; . . .;Ng2 and ðk; lÞ 2 f1; . . .;Mg2

� �
emin ¼ Min eik = i 2 f1; . . .;Ng and k 2 f1; . . .;Mgf g
Cmax ¼ Max cikjl = ði; jÞ 2 f1; . . .;Ng2 and ðk; lÞ 2 f1; . . .;Mg2

� �
emax ¼ Max eik = i 2 f1; . . .;Ng and k 2 f1; . . .;Mgf g

Finally, we obtain an equilibrium point for the CHN using the algorithm described
in [4], so compute the solution of task assignment problem.

A demonstrative table corresponds to the resolution of 20 TAP type problems in a
10,000 experiment run with a ¼ 1=2 and e ¼ 10�3 is represented in Table 1. In order
to understand and compare different techniques used for choosing a starting point, we
have drawn up a suitable experience plan. This plan can be divided into two levels
contains very specific measures. These measures are considered as performance indi-
cators. For the first level, we proposed the following measures (see Table 1):

• The first measure is the number of times that the CHN didn’t violate the constraints
of the problem.

• the second measure is whether CHN found the optimal solution or not? This last
measure is completed by two other measures: mode and average.

• Finally, to compare the speed of each used techniques, we compute the number of
iterations and the execution time.

For the second level, we have opted for following measures (see Table 2):

• The first corresponds to the average of measures mentioned in the first level.
• The second is the number of times that CHN generate the optimal solution.
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Legend of table

• NTBOV: Number of Time that CHN give an Optimal Value specified in
benchmarks

• NSR: Number of Successful Resolution
• PSP: Proposed starting point.

Concerning the NSR, the results presented in the first graph show that the feaseble
type is the best, which is normal because the starting point is only a feasible solution.
So, the average of all solutions will be the best. Subsequently, the PSP type is ranked

Table 1. First level of experiment plan

Instances name Benchmarks
optimal value

PSP
NSR OV Mean Mode Sum iteration Sum time

tassnu_10_3_1 −719 8134 −719 −504,74 −659 764083 3561
tassnu_10_3_2 −790 8425 −790 −490,00 −611 780301 3356
tassnu_10_3_3 −624 7867 −614 −332,70 −362 714981 3170
tassnu_10_3_4 −734 8186 −619 −454,56 −603 751908 3329
tassnu_10_3_5 −871 7743 −801 −571,09 −775 751835 3342
tassnu_10_3_6 −677 8908 −677 −336,84 −376 862569 3735
tassnu_10_3_7 −613 8651 −613 −398,18 −481 821542 3578
tassnu_10_3_8 −495 9963 −479 −171,72 −287 974442 4173
tassnu_10_3_9 −750 8446 −730 −495,62 −669 727686 3187
tassnu_10_3_10 −486 8616 −452 −174,16 −161 805300 3502
tassnu_15_5_1 −1985 9181 −1783 −943,64 −1323 866612 17596
tassnu_15_5_2 −1568 9579 −1389 −728,83 −911 971735 19374
tassnu_15_5_3 −1892 9427 −1565 −1000,79 −1194 909723 18366
tassnu_15_5_4 −1806 9513 −1539 −767,23 −819 928863 18531
tassnu_15_5_5 −1881 9416 −1796 −1177,47 −1382 922772 18346
tassnu_15_5_6 −1950 9515 −1822 −1055,78 −1225 943855 18999
tassnu_15_5_7 −1893 9432 −1817 −1040,90 −1186 958541 18660
tassnu_15_5_8 −1733 9463 −1698 −766,04 −883 921775 17984
tassnu_15_5_9 −1798 9387 −1512 −761,70 −927 949422 18675
tassnu_15_5_10 −1763 9508 −1481 −850,44 −891 936690 18502

Table 2. Second level of experiment plan

Starting point type PSP 0-1 PSP [10] Feasible

Mean NSR 8838 8779 8316 9956
Best optimal value −1043,60 −922,25 −954,85 −1177,30
Mean optimal value −339,00 −6,00 −783,00 −659,00
Mode −405,30 15,45 −782,10 −683,35
Sum time 722726 463929 716434 980319
Sum iteration 8010 5029 7708 10912

NTBOV 6 4 0 2
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second which shows the performance of this type. This performance is validated in the
second graph because PSP gives good results compared to others. This type help the
CHN to generate 6 times the optimal solution known in the literature. Or, type 0-1 is
ranked second with 4 times (Figs. 1, 2 and 3).

7000
7500
8000
8500
9000
9500
10000
10500

PSP 0-1 PSP[10] feaseble

NSR

0
1
2
3
4
5
6
7

PSP 0-1 PSP[10] feaseble

NTBOV

Fig. 1. Number of Successful Resolution (NSR) and Number of Time that CHN give an
Optimal Value specified in benchmarks (NTBOV) for different starting point
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Fig. 2. Best optimal value and mode for different starting point
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Fig. 3. Sum time and iteration for different starting point
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For the Best OV presented in the third graph shows that the feaseble type is the best
due to its NSR. On the other hand, the type PSP is ranked second in comparison with
the others which shows the performance of this type.

For the two indicators of performance sum time and sum iteration shows that a
technique 0-1 is the best, while the technique PSP is ranked second which shows that
the proposed starting point help the CHN to converge in less time opposite to other
techniques.

Finally, the technique of the proposed starting point is very interesting, it helped
CHN to generate better solutions in comparison with the other techniques. This per-
formance is measured in terms of NSR and computed time. The Table 3 shows this
performance in terms of ranking.

5 Conclusion

In this paper, we have proposed a new approach for choosing a good starting point for
CHN. This new technique is validated experimentally. The experimental results show
that the proposed starting point can find a good solution in a short time. Future
directions of this research is using this technique to solve other problems such as graph
coloring problem, constraint programming in order to improve the obtained results.
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Abstract. A recommender system is often perceived as an enigmatic
entity that seems to guess our thoughts, and predict our interests. It is
defined as a system capable of providing information to users according
to their needs. It is enable them to explore data more effectively. There
are several recommendation approaches and this domain remains to date
an active research area that aims improving the quality of recommended
contents. The main goal of this paper is to provide not only a global
view of major recommender systems but also comparisons according to
different specifications. We categorize and discuss their main features,
advantages, limits and usages.

Keywords: Recommender systems · Content recommendation
Collaborative filtering · Survey

1 Introduction

Recommender systems are powerful tools widely deployed to cope with the infor-
mation overload problem. These systems are used to suggest relevant items to
targeted users based on their past preferences [1].

Currently, the effectiveness of recommender systems has been demonstrated
by their use in several domains, such as E-commerce [2], E-learning [3], News
[5], Search engines [6], Web pages [7], and so on.

In the literature, several methods have been proposed for building recom-
mender systems, which are based on either the content-based or collaborative
filtering approach [8]. However, in order to improve the performance of recom-
mender systems, these two approaches can be combined to define the so-called
hybrid recommendation approach. The implementation of the hybrid approach
requires a lot of effort in parameterization [9]. In recent years, several recommen-
dation approaches based user reviews have been developed [10], which aim to
solve the sparsity and cold start problems by incorporating textual information
generated by users (i.e. reviews).
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The rest of paper is organized as follows: Sect. 2 presents the backgrounds.
Section 3 describes the different recommendation approaches based on the
traditional sources of information: ratings, item data, demographic-data and
knowledge-data. Section 4 describes the content recommendation approaches.
Section 5 presents the evaluation metrics. Finally, Sect. 6 concludes the paper.

2 Backgrounds

In order to recommend interesting items to targeted users, recommender systems
collect and process the useful information about the users and items [11].

2.1 Item Profiles

In the personalized recommendation, the item profile is intimately linked to
the recommendation technique used, that is to say according to whether or not
the content of the item is taken into account in the recommendation process
[1,11,12]:

- In the case of a technique that does not take into account the content of
the item, the latter can be represented by a simple identifier to distinguish it in
a unique way.

- In the opposite case, the latter can be described according to three repre-
sentations: structured, unstructured or semi-structured, for these last two rep-
resentations, a step of pre-processing of text, which is the indexing, becomes
necessary, in order to transform this text into a structured representation.

2.2 User Profiles

The main purpose of the personalized recommendation is to provide the user with
items that meet his needs [11]. To do this, the recommendation system exploits
the user’s interactions with the e-service, in order to build him a specific profile,
modeling his preferences [13–15].

Explicit Feedback. In this method, the user is involved in the process of
collecting data about him. The recommender system prompts the user to fill out
forms, or to note items, in order to directly specify his preferences to the system.
The information provided by the user can take several forms, namely [11]:

Numeric : defined on a scale generally from 1 to 5.
Binary : the user must specify if the item is “good” or “bad”.
Ordinal : the user chooses from among a list of terms the one describing the

best his feeling with respect to the item in question.
Descriptive : Also called reviews, they represent the textual comments left

by users on items. Their exploitation can make it possible to know the prefer-
ences of a user in a more refined way. There are many types of review elements
[10], such as the contextual information, the multi-faceted nature of opinions,
comparative opinions, discussed topics, and reviewers’ emotions. Furthermore,
several methods for their extraction are described in [10].
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Implicit Feedback. In this method, the user is not involved in the process
of collecting data about him [13]. This type of method uses the appropriate
analysis of the user’s history, thus informing about the frequency of consultation
of the item, based on the number of visits or only the number of clicks on the
corresponding page at item [15]. Other criteria can also be taken into account,
including the time spent on the page in question, the list of favorite sites of the
user, its downloads, its backups of pages, etc.

Hybrid Feedback. In this method, a combination of the two feedbacks
(implicit and explicit) is made [16], in order to be able to fill the gaps of each of
them, in terms of lack of information about the user. To do this, it is possible
to use the implicit data as check on explicit data provided by the user, in order
to understand well his behavior towards the system.

3 Standard Recommendation Approaches

There is a wide variety of recommendation approaches presented in the literature
[8]. In this section, we present the most used approaches, with their advantages
and limitations [17].

Content-Based Recommendation Approach. The content-based approach
directs the user into his decision-making process by suggesting him, items that
are close to the content of items he has appreciated in the past [19]. Indeed, it
consists of matching the attributes of a given item with the attributes of the user
profile (the ideal item). To do this, this approach is based on the representation
of items by a profile in the form of a vector of terms obtained from either the
item’s textual description, keywords, or meta-data. A weighting strategy, such
as the Term Frequency/Inverse Document Frequency (TF-IDF) measure, can be
used to determine each term’s representativeness [18]:

Wi,d = TFi,j × IDFi =
fi,d∑
(fi,d)

× log(
N

ni
) (1)

where N is the number of documents, ni is how many times term i is appears in
the documents, and fi,d is the number of times term i is appears in the document
d.

The content-based approach then tries to recommend the most similar items
to the user profile (ideal item) by using for example, the Cosine similarity mea-
sure described as follows:

sim(item1, item2) =
−−−→
item1.

−−−→
item2

|−−−→
item1| ∗ |−−−→

item2|
(2)

There are other methods derived from the machine learning domain, such
as the Bayesian classifier, neural networks, decision trees [18]. These methods
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can also be used to measure the similarity between profiles of items and users
[18,20].

The content-based approach has advantages, each user in such an approach
is independent of others, only his behavior affects his profile [19]. Moreover,
this approach is able to recommend newly items introduced in the system, even
before they are evaluated by users (item cold-start problem) [21]. However, this
approach has limitations, namely, the complexity of the representation of the
items [11], which must be described in a manner that is both automatic and well
structured. Another problem is the limitation of the user to recommendation
of similar items to those appreciated in the past [13], which prevents him from
discovering new items that may interest him (serendipity). In addition, for a new
user, who has not yet sufficiently interacted with the e-service, the system can
not develop him its own profile (user cold-start problem) [22].

Collaborative Filtering Approach. The collaborative filtering approach
attempts to orient the user in his process of choice by recommending him items
that other users with similar tastes have appreciated in the past [23]. The main
goal of collaborative filtering systems is thus to guess the user-item connections
of the rating matrix [15]. Two main axes stand out in the literature [8]. The first
axis is relative to the memory-based approaches that act only on user-item rating
matrix, and usually use similarity metrics to obtain the distance between users,
or items [24]. The second axis concerns the model-based approaches, which use
the machine learning methods, to generate the recommendations. The most used
models are Bayesian classifiers, neural networks, matrix factorization, genetic
algorithms, among others [8,16,25]. The model-based approaches yield better
results, but their implementation cost is higher than that of memory-based
approaches [21].

• Item-based collaborative filtering approach: The item-based app-
roach aims to search for items that are neighbors, those who have been appreci-
ated by the same users [21]. To do this, the k-nearest neighbor algorithm (K-NN)
can be used to determine the k items closest to the target item, for which the
Cosine similarity [16], can be applied to identify the similarity, between two
items i and j.

sim(i, j) =

∑
u∈Ui,j

ru,i × ru,j
√∑

u∈Ui,j
r2u,i.

√∑
u∈Ui,j

r2u,j

(3)

Where ru,i and ru,j are the user’s notes u for item i and j respectively. After
that, the prediction of the note that the user u will assign to item i is calculated
as follows:

Pu,i =

∑
i∈Iu

sim(i, j)ru,j
∑

i∈Iu
|sim(i, j)| (4)

Items with the highest predicted ratings are then recommended to the user.
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• User-based collaborative filtering approach: The principle of this
technique is that users who have shared the same interest in the past are likely
to share in a similar way their future affinities [22]. The k-NN algorithm can be
used to select the k-nearest neighbors of the target user, based on the Pearson
similarity measure [26], to determine the similarity between two users u and v.

sim(u, v) =

∑
i∈Iu,v

(ru,i − r̄u).(rv,i − r̄v)
√∑

i∈Iu,v
(ru,i − r̄u)2.

√∑
i∈Iu,v

(rv,i − r̄v)2
(5)

Where ru,i and rv,i are the users’s notes u and v for the item i. r̄u and r̄vu
are the averages rating of the user u and v respectively. After that, the user’s
note prediction u for an item i, is done as follows:

Pu,i = r̄u +

∑
v∈Neighbor(u)(rv,i − r̄v).sim(u, v)

∑
v∈Neighbor(u) |sim(u, v)| (6)

Items with the highest predicted ratings are then recommended to the user.
In contrast to content-based approaches, in this two collaborative filtering

approaches mentioned above, the item can be represented only by a simple iden-
tifier [11]. This avoids the system to go through the analysis phase of the contents
of the items, which can sometimes lead to bad recommendations [13]. Thus, by
using these approaches and thanks to their independence of the content, various
types of items can be recommended to the user on the same e-service (diversity)
[17]. In addition, this kind of approaches makes possible the effect of surprise to
the user, by offering him items totally different from items previously appreciated
[21]. However, these approaches have limitations [25], namely, the need to have
a database containing a large number of user interactions with the e-service, in
order to be able to generate recommendations. Thus, these approaches are lim-
ited to short-lived items such as news, products containing promotions because
this type of items appears and disappears before having a sufficient number of
ratings by users of the system [21].

• Matrix Factorization: Matrix factorization models aim to put in a
latent factorial space of dimension f, the profiles of users and products directly
deduced from the rating matrix [27]. Thus, a note Pu,i is predicted by performing
the dot product between the latent profiles qi of the item i and the latent profiles
pu of the user u: Pu,i = qTi pu.

Several matrix factorization techniques exist [18], namely, the SVD (Singu-
lar Value Decomposition), PCA (principal Component Analysis) and (NMF)
(Non-negative Matrix Factorization) models that are used to identify latent fac-
tors from explicit users feedback. Another enhancement to basic SVD model is
SVD++ [18]. This asymmetric variation enables adding implicit feedback which
in turn allows to improve the precision of the predictions of the SVD.

In recent years, matrix factorization models are becoming more efficient [27],
thanks to consideration of various factors such as social links [28], text or time
[29], allowing a better tracking of user behavior. Matrix factorization techniques
give better precisions in the prediction than the recommendation approaches
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based on the neighborhood mentioned above [18,28,30]. In addition, they offer
an efficient model in terms of memory, thus, easy to learn by the systems [31].

Demographic Recommendation Approach. The principle on which this
approach is based, is that users who have common demographic-attributes (gen-
der, age, city, job, etc) will necessarily also have common trends in the future
[8,24]. Several works [32–34] have shown that the exploitation of demographic
data instead of the user evaluation history, solves the problem of cold start of the
user. However, this approach does not always provide users with recommenda-
tions that meet their needs in a precis way, because it does not take into account
their preferences [21].

Knowledge-Based Recommendation Approach. This technique is based
on a set of knowledge that defines the user’s preference domain [15]. In the litera-
ture, this type of approach is sometimes considered to belong to the same family
of content-based approach [35]. The only difference is that in the knowledge-
based approach, the user explicitly specifies criteria for the recommendation
system, that define conditions on items of interest [18], unlike the content-
based recommendation approach that relies only on the user’s history. There-
fore, the knowledge-based approach takes as input: the user’s specifications, item
attributes, and the domain of knowledge (domain-specific rules, similarity met-
rics, utility functions, constraints). The use of this approach becomes useful, in
the case of items rarely sold and therefore rarely noted as for example, very
expensive products [18]. Recommendation systems based on this approach can
be classified into two classes: Constraint-based recommender systems, which takes
as input, the user-defined constraints on the attributes(eg: min or max limits...)
of the item [36]. Case-based recommender systems, in which, the recommenda-
tion is made by calculating the similarity between the attributes of the items
and the cases specified by the user [37].

Hybrid Recommendation Approach. Hybrid approaches are techniques
that combine two or more different recommendation techniques [9,15], in order
to overcome the limitations posed by each of them. For instance, several works
[38–40] have shown that the use of an hybrid recommendation approach can
solves the users/items cold-start problem encountered when using an individual
recommendation approach. However, the implementation of hybrid approaches
requires a lot of effort in parameterization allowing the combination between
different approaches [9], so the process of explaining these recommendations to
users becomes difficult [41].

4 Content Recommendation Approaches

4.1 Preference-Based Product Ranking

The preference-based product ranking approach, becomes useful when the items
are described by a set of attributes, for example, for a movie (Producer, actors,
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genre) [25]. In this approach, the user’s preference can be represented by ({V1,
. . . , Vn}, {w1, . . . , wn}), where Vi is the value function (criterion) that a user
specifies for the attribute ai [25], and wi is the relative importance (i.e., the
weight) of ai. Then, the utility of each product ai is calculated, using the multi-
attribute utility (MAUT) as follows:

U(< a1, a2, . . . , an >) =
n∑

i=0

wi × Vi(ai) (7)

Products with large utility values, are classified and then recommended to
the user.

Based on the utility of each item characteristic for the user in question, this
approach allows to filter items, in a finer and more tailored way, than other
classical recommendation approaches [18]. However, the major challenge of this
technique is in defining the most appropriate utility function for the user at hand
[25].

4.2 Exploiting Terms on Reviews for Recommender Systems

In [42] the authors presented an approach called index-based approach, in which,
each user is characterized by the textual content of his reviews. The term-based
user profile {t1, . . . , tn} is constructed by extracting keywords from user reviews,
followed by assignment of a weight Ui,j to each extracted term, by using TF-
IDF technique. This weight indicates how important each term is to the user.
Similarly, each item is represented by a set of terms extracted from the reviews
published on this item Pi. During the recommendation process, the user’s profile
serves as a query to retrieve items that are most similar to the user profile. The
index-based approach has been evaluated [42] using a dataset collected from
Flixster. The evaluation shows that this approach outperforms the user/item
based collaborative filtering approaches, in terms of diversity, coverage, and nov-
elty, but its accuracy is lower than that of user/item based collaborative filtering
approaches.

4.3 Exploiting Emotions on Reviews for Recommender Systems

In [43], a new recommendation approach has been proposed, with the aim of
improving the results of standard collaborative filtering approaches, by exploiting
the emotions left by these users in reviews relating to given items. The principle
of this approach is the following: given the user-item rating matrix R and emotion
E towards others’ reviews, the goal is to deduce the missing values in R.

To do this, the proposed approach (Mirror framework) aims to minimize the
following equation [43]:

min
U,V

||W̃ � (R − UTV )||2F + α(||U ||2F + ||V ||2F )

+ γmin

n∑

i=1

m∑

j=1

max(0, (uT
i vj − R̄ip

∗j)
2 − (uT

i vj − R̄in
∗j)

2)
(8)
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where U denotes the preference latent factors of each user ui, and V denotes
the characteristic latent factors of each item vj . W̃ is function that controls the
importance of Ri,j . The term α(||U ||2F +||V ||2F ) is introduced to avoid over fitting.
γ is introduced to control its local contribution of emotion regularization to
model emotion on other users’ reviews. R̄ip

∗j and R̄ip
∗j , are denoted as the average

rating of positive and negative emotion reviews from ui to vj , respectively.
The results of experience and comparison [43] of this approach with standard

approaches [44,45], show that when training sets (Ciao, Epinions) are more
sparse, this approach allows to provide more precise recommendations than those
returned by the standard approches. Thus its performance decreases more slowly,
when cold-start users are involved in both training sets.

4.4 Exploiting Contexts on Reviews for Recommender Systems

Starting from the following idea: “the utility of choosing an item may vary
according to the context”, the authors of [46] have defined the utility of an
item for the user, by two factors, namely, the predictedRating, calculated using
standard item-based collaborative filtering algorithm, and the contextScore, mea-
suring the convenience of an item i to the target user u’s current context. The
context is mined from a textual description of user’s current situation and the
features that are important to him. The utility score of item i for user u is
calculated as:

utility(u, i) = α × predictedRating(u, i) + (1 − α) × contextScore(u, i) (9)

where α is a constant, representing the weight of the predicted rating. Products
with large utility values, are classified and then recommended to the user.

The results of the tests performed by the authors in [46] on a data set (hotels
on TripAdvisor), show that this approach gives better predictions than the stan-
dard non-context based rating prediction using the item-based collaborative fil-
tering algorithm. In [47] another approach was developed, which associate the
latent factors with the contextual information inferred from reviews, to enhance
the standard latent factor model.

4.5 Exploiting Topics on Reviews for Recommender Systems

In [48], the authors proposed an approach in which each user is assigned a profile
of preferences grouping the topics (aspects of the item, for example: the location
of the hotel, the cleanliness, the view of the room, etc.) mentioned by the user in
his reviews, and having a large number of opinions (exceeding a certain threshold
ts). More precisely, the profile of the user is represented by Zi = {z| count(z,
Ri)>ts}, where count(z, Ri) indicates the number of opinions associated with
the aspect z in the set of reviews Ri written by the user i, and ts is a threshold
defined as zero in their experience. Thus, the relevance of a review rj,A belonging
to the set of reviews RA associated with a product candidate A(j ∈ 1, . . . ,| RA

|), is defined by Zi,rj,A , which consists of aspects appearing both in the user’s
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profile Zi and in the review rj,A. Finally, the interest of an item for the user is
calculated by weighting the average of the already existing ratings of this item
by Zi,rj,A .

The results of the experiments [48] of this technique on a set of data collected
from TripAdvisor, showed that this technique surpasses the non-personalized
technique of product classification, with regard to the Mean Absolute Error
(MAE) as well as Kendall’s tau, which measures the fraction of items with the
same order in the classification provided by the system and the one wanted by
the user [49].

5 Evaluation Metrics for Recommendation Approaches

There are several criteria for evaluating recommendation approaches, the most
important of which are [8,15,16]:

Statistical Accuracy Metrics. Its principle is based on the fact of verifying
if the predicted scores for the user with respect to given items are correct [8],
to do this two measurements have been reported namely the Mean Absolute
Error (MAE) and the Root Mean Square Error (RMSE). Let pu,j a user note
prediction u for item i and nu,j the actual note assigned by the user u for the
item i:

MAE: measure the difference between predicted and true notes, small values
of MAE means that the recommendation system accurately predicts the ratings.
It is calculated as follows:

MAE =
1
N

∑

u,j

|pu,j − nu,j | (10)

RMSE: puts more importance on larger absolute error. The recommendation
is more accuracy when the RMSE is smaller. It is calculated via:

RMSE =
√

1
N

∑

u,j

(pu,j − nu,j)2 (11)

Decision Support Accuracy Metrics. These measures allow users to find the
items that interest them most, among all those available [18]. Several measures
exist [16], namely, Weighted errors, Reversal rate, Precision Recall Curve (PRC),
Receiver Operating Characteristics (ROC) and Precision, Recall and F-measure.
The most used are Precision, Recall and F-measure.

Precision: the precision determines among the set of recommended items
those who are the most relevant, its calculated via:

Precision =
Correctly recommended items
Total recommended items

(12)
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Recall: the Recall determines the proportion of recommended items among
all relevant items, its calculated as follows:

Recall =
Correctly recommended items

Total useful recommended items
(13)

F-measure: another way exists making the computation much simpler and
easier [16], it is the F-measure which groups the two previous metrics into one,
it is defined as follows:

F − measure =
2PrecisionRecall

Precision + Recall
(14)

Coverage. It consists in determining the proportion of users for whom the
recommender system can actually recommend items, as well as the proportion
of items that can be recommended by this system [18].

Novelty, Diversity and Serendipity. Anothers measures [8,25] can be taken
into consideration as, the novelty criterion which represents a very important
aspect in the recommendation process especially if this element has not been
seen before. Another important criterion is diversity, the absence of this criterion
can generate a feeling of boredom in the user who is sentenced to receive similar
items. In addition, the criterion of serendipity, it brings a surprise effect it can
recommend users unexpected and surprising items.

6 Conclusion

The recommendation systems present tools for personalization and filtering of
the information sought by the user. Several approaches on which these systems
are based, exist in the literature, the best known of which are content-based
recommendation approaches and collaborative filtering approaches presenting
the problem of sparsity and cold start. The hybrid approach remains however
an alternative trying to merge the advantages of these methods to fill their
weak points. Recently, new approaches have been developed to fill the gaps in
standard approaches. These new approaches in turn have some limitations, which
presupposes the possibility of intervention by the researchers’ community in
order to reinforce and develop other approaches likely to adequately meet users’
expectations. Thus, the present work can serve as a platform for exploring and
developing new methods that can bridge the gaps in the presented approaches.
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Abstract. Strategic alignment must remain active in the long term and dynamic
with unforeseen changes. This is how agility at this level requires a projection
into the future which must be instrumented by formal techniques as rational
anticipation. It is important to find the right balance between the agile part, which
is necessary for the rapid and appropriate transformation of the information
system and strategic alignment, which ensures the coherence, durability, and
relevance of an information system. By contrast, it should be obvious that the key
to evolution in an approach between strategic alignment and agility is the dyna‐
mism of the process. Following an improvement in the state of the art, our article
proposes a process that will be a good balance for a harmonized system that is
agile enough to be able to maintain a strategic alignment with frequent evolutions.

Keywords: Alignment business IT · Agility · Change · Dynamism process

1 Introduction

Today, companies are faced with rapid and radical changes thus making the agility of
the company a crucial step to obtain a competitive advantage and a performance of the
company. They must adapt and respond to different types of transformation on the
agility. In most cases, the agility has an effect on the elements of the organization of
companies and information technology (IT).

Organizations are faced with the execution of current strategy for survive the chal‐
lenges of today while being agile enough to adapt to the turbulence of tomorrow.

During the review of the literature in the field of research of alignment, there is not
the stewardship of the impact of agility on the different work of strategic alignment.
Indeed, the main research in this area offer:

• Modeling of strategic alignment between the different entities of the Enterprise
Architecture [1–5]

• The harmonization of the assessment of approaches to strategic alignment: enabling
organizations to measure the alignment between the different areas of enterprise
architecture. So, Impact of the agility must be managed in a way to maintain the
organizational system aligned [6, 7]
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Recent research continues to rely on empirical evidence that reveals the positive
effects of the strategic alignment on the performance of the company. [2, 4, 7–9] have
approached the strategic alignment from a point of modeling and evaluation with a
proper result, but little research has been maintained on the evolution of this strategic
alignment with the events and the unexpected changes. The problem occurs in this
direction: the impact agility on the strategic alignment to be dynamic in the long term.

Strategic Alignment Model (Fig. 1) [10] includes the definition general of strategic
alignment, it articulates around 4 fundamental domains and the nature of the link
between its domains: (1) Business Strategy (2) It Strategy (3) Organization, Infrastruc‐
ture and Process (4) Information System, Infrastructure and Process.

Business strategy IT  
strategy

Organisation Infras-
tructure  
and Process

Information system, 
Infrastructure and Process

1

2
3

4

Fig. 1. Strategic Alignment Model [10]

If we propagate agility on the SAM model, we focus more specifically on arrows 1
and 2 which have the common step processes that will help us acquire a new strategy if
a change is prescribed and thus have dynamic processes to conceal agile and aligned
architecture.

The levels of abstraction are touching by this discontinuity of change; an offset
develops and decreases the slowdown in the implementation of the evolution. To do
this, a synchronization of the Domains With this change in process must always be in
the listening and anticipatory.

The current work is motivated by the maintenance of a strategic alignment between
strategy and enterprise information system despite the changes internal or external that
will make the agility a primary issue.

In order to respond to the problem, the article is structured as follows: we have a
literature review about the agility, a comparative table of definitions of agility for contri‐
buting to an aspect of change, and then we will discuss strategic alignment in relation
to this change which will give us a track for an approach that accepts quickly the events
by demonstrating according to a process approach which allows the resolution of several
areas, but at the same time a cycle of a capture of unforeseen events.
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2 Related Work

2.1 Alignment Business IT

The strategic alignment must be evolved for its retention in the long term. In effect, the
changes often influence the organization in its entirety as well as the business processes
in the information system. However, it is important for the organizations if they want
to remain competitive to respond quickly and with the flexibility to change.

To be able to adapt to new opportunities, it requires agility on the business level of
an organization, this flexibility leads to the use of the evolutionary business process by
the information system and this agility allows you to have the flexibility of the enterprise
architecture.

The researchers [11] found a strong correlation between the agility of the IT infra‐
structure and the business-IT alignment. They conclude that the IT policy must be
closely aligned with the organizational strategy with a view to the computer infrastruc‐
ture to be able to facilitate the agility of the company. This close alignment means that
the IT infrastructure must be flexible because the agility of the IT infrastructure enables
the company to develop new processes and applications quickly, which allows the agility
of the company. The team of [12] have developed a conceptual model that describes the
conditions in which the specific attributes of the IT architecture and governance mech‐
anisms business are considered as the agility of the company by enabling and leading
to a better performance of the Organization.

Previous research shows that the sharing of knowledge facilitates collaboration
between business and IT which makes it easier for businesses in order to detect changes
before deciding to a common line for the best way to react [13, 14].

The resulting alignment between IT and the company strategy can activate the agility
since essential changes in the strategy of the company that can be easily communicated
to IT managers. In this way, the path of dependencies and routines provided by alignment
can allow increasing the adaptability and innovation [15, 16].

Various arguments based on resources also indicate a positive relationship between
the alignment and agility. Key resources must be deployed in order to implement the
changes. The sharing of knowledge, as noted earlier, allows companies to better under‐
stand their needs in terms of resources and potentially the limits of their resources, but
it could also motivate the frames to move the resources to the areas of the business that
are the most likely to experience change. Resources for having integrated into business
processes and in the vicinity of the locus of the change mean that, in addition to facili‐
tating the alignment, firms are more likely to be agile to respond to change [17].

Business alignment it is a continuous process of adaptation and change, but it is not
known if it is to an improvement or to an alteration of the agility saw that the number
of researcher each its opinion.

The following section it’s about the concept of agility, explores the reason for which
the strategic alignment needs to be agile, as well it handles different definitions business
agility to begin to the challenge of change.
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2.2 Agility

The world turns, not necessarily very round but certainly more and more quickly, the man
in the middle of all its, if it creates the conditions of this acceleration must also cope.

Everything changes and quickly, so here is the great principle of the business of
tomorrow: the agility. In our days, the instability makes this necessary quality even
indispensable.

The need for the enterprise is enabled toward a new model, which controls the diffi‐
culty of the strategy and the evolution of the process of the company where the concept of
the agility appears. The agility is not only a quality but a necessity for companies that wish
to keep listening to its environment [18]. The agility is the ability to detect and respond
quickly to points suggesting perpetual for the environment [19–23].

The agility is often mention with the flexibility, the management of change and adapt‐
ability, [33] define the agility like the ability of detection of a change in the environment
and responds as appropriate. [24] Have classified the agility in two ways. First, according
to the main attributes of agility: (1) The flexibility and adaptability, (2) responsiveness, (3)
the speed, (4) The integration and low complexity, (5) the mobilization of basic skills, (6)
high-quality products and custom products, and (7) the culture of change.

The table that follows shows some definition of agility that will thus be able to
determine the change that will affect the strategic alignment.

During the review of the definitions of the agility (Table 1), the vast majority of
researchers who have addressed the subject of agility defined as the ability of a business
to adapt quickly to external changes [11, 18], and the agility is always defined as a
response to the turmoil and instability of the markets and business environments. As
argued [28] the main engine of agility is the change, therefore, one of the main charac‐
teristics of the agility is the change. These changes can be predictable (e.g. a new regu‐
lation affecting the industry) or unpredictable (e.g. the volatility of the market caused
by a descriptive innovation).

Table 1. Definition of agility

Author Definition
Dove [21] An effective integration of knowledge and ability to answer and

precision to adapt quickly, efficiently to changes in both proactive
and reactive to the needs and opportunities

Sambamurthy et al. [25] Two main factors (i) Respond to changes (anticipated or not) to time,
(ii) the exploitation of changes and taking advantage of the
possibilities of changes

Ashrafi et al. [19] The ability of an organization to detect environmental changes and
to respond efficiently and effectively to this change

Fartash et al. [26] Agility is defined as the possibility of revising or reinvents the
company and its strategy in adapting to the unexpected changes in
the business environment, moving quickly and also, in an easy mode

Di Minin et al. [27] Agile companies are able to maintain the cap and preserve the
momentum that they follow the ambitious objectives while
remaining flexible enough to quickly and effectively respond to
opportunities to break through innovation
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This change can affect the entire industry or a single level of the company (e.g.
change of a process the process level) More specifically all levels of abstractions of the
company.

The common idea among its definitions that there was a change in each agility, and
therefore we must know detecting and know that it domain this change will impact, in
the next section we will address the management of change for a business IT alignment.

2.3 Change in Business IT Alignment

Prof Dr Knut Hinkelmann [29] has cited that the objective of the IT strategic it is to align
with the objectives of the enterprise and the requirements of the business and make it
flexible enough to cope with the constant changes in the business and its environment.

To improve their chances of life, companies need to be agile, agility is the ability of
companies to adapt quickly to changes in their environment and to seize the opportunity,
and they have the necessary flexibility to cope with the specific needs of customers,
reduce the time and response to external applications and to react on the events [29].

Forces at the source of organizational change can be classified by their nature into
two groups: external and internal. Next subsections review the existing literature into
the two mentioned groups and describe the most relevant forces.

Dr. Knut has clarified the changes internal and external environment that may impact
the strategic alignment (Table 2).

• External change: Aguilar [30] argues that evaluating the external environment is
essential to understand the external forces that can impact an organization.

• Internal change: it is possible to identify that the main internal change forces are
related to the power of internal actors, emerging internal issues as well as evolution
of the internal needs.

The external changes it’s to seize the opportunities to react on the threats.
The internal changes to exploit the strengths for delineating the weaknesses.

Table 2. Internal and external change which can impact the strategic alignment [29]

External change Internal change
Market opportunities
New model of the company
New regulation
Request for new product and service

Business process optimization
Reorganizations
Increase the flexibility of Information Systems
Change in the IT infrastructure

An external event (e.g. the development of a new technology or a new customer
requiring) may trigger the need to change. This reactive behavior of the organization
(i.e., recognize this need) is one aspect of the agility. The need for change can result in
either the IT policy change or business. Transformation of activities and/or computer
strategy based on external events is another attribute of the flexibility of the Organiza‐
tion. Agility provides a contribution for the alignment: a change of strategy (according
to which the Enterprise Architecture must, therefore, be updated) can lead to an organ‐
ization poorly aligned to the internal.
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According to [31] there are four prospects how re-alignment takes place in such a
case, the agility of the Organization is in the process of changing its business strategy
or computing based on external developments. If the IT strategy is the leader, the strategy
of the company can be adapted to new developments in the IT market.

The infrastructure is therefore affected by the new objectives of the company, linked
to the skills. It is the competitive potential perspective. Another perspective is that of
the alignment of the level of service, in which the strategy is directly translated to the
IT infrastructure, exploiting the processes of the Organization to be able to cope with
the demand of end customers to appropriately. If the company strategy is the leader, the
IT infrastructure can be based on the IT strategy supporting the strategy directly.

The alignment must take place as soon as possible, ensuring the quality [21], which
in their turn are aspects of the agility (that implies the word in an appropriate way in the
definition of [32].

In conclusion, Enterprise Architecture should ensure the internal alignment quickly,
based on the strategy of the changes triggered by external events, while guaranteeing a
high quality and in a timely manner. In the next section, we will try to propagate the
agility on the enterprise architecture to draw the level that will make the link between
strategic alignment and agility.

2.4 Enterprise Architecture

Agility can be integrated with each layer of the Enterprise architecture Fig. 2. The main
challenge for the achievement the agility is to obtain the alignment through the different
layers and the components of the enterprise architecture.

Strategy

Business Process

Information System 

Alignment

Alignment

Fig. 2. Harmonization entity in Enterprise Architecture

Enterprise Architecture is not a concrete set and must be reviewed constantly in most
businesses; it provides the guidelines (technical) rather than the rules for making deci‐
sions. The enterprise architecture must face the commercial Uncertainty and techno‐
logical change.
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Agility can be incorporated in each layer of the architecture of the business of the
organization and in the enterprise architecture as a whole. The main challenge for the
achievement of the agility is the obtaining of the alignment through the different layers
and of the components of the enterprise architecture to drive.

The objective of the Enterprise Architecture is to strengthen the alignment pins
transverse to facilitate the overall efficiency and contribute to the overall control of the
risks, for this, it focuses on the cross-cutting circuits of information that feed and pass
through the business processes including the fluidity of execution determines the
performance of the company.

Table 3. Impact of agility on the levels of abstraction

Abstraction level Agility impact
Strategy Change the strategy of the company
Business process Make business processes extremely agile, editable quickly and

applicable for the entire organization remaining aligned
Information System Flexible Information System to accompany the mutations that will

continue oblige them to transform, extend (movement, process,…) and
deploy (new actors, partner …)

The Table 3 above will include the impact of agility on the different layers of the
architecture of the enterprise.

The level the most reactive and I dared the appoint the “core” of the enterprise
architecture to make as well the combination easy and dynamic: Business Process.

The researchers [14] have mentioned in their studies in order to obtain an under‐
standing more clear on the way in which the alignment business it can facilitate the
agility on the level of the process, their study this limit on the made to know if the
alignment business it has a positive or negative impact on the agility of the company
where the latter has an impact on the performance of the company.

The agile process promotes interactions more efficient business, based on the good
information communicated to the good times. They also allow optimizing the time and
resources to increase productivity. Allow organizations to respond quickly to events and
to maximize the value of their business interactions in facilitating access to valuable
information at the right time and in the right context.

These benefits can only be realized fully that if all aspects of an organization are interconnected
since the Strategy up to the IT infrastructure.

3 Proposed Approach - Global View

During our previous research [33] it was concluded that there was very little work
empirically validated, which have been maintained on the relationship between the stra‐
tegic alignment and agility relative to the criteria that was found during the search. In
focusing on the dynamic evolution of strategic alignment any in affecting the agility of
a system aligned, we deduced that when are faced by the dynamic developments of the
organizations and the changes that affect the business process, the alignment is
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confronted with the same difficulties seen its levels of abstraction are related to one
another.

Taking into account the review of the literature, we propose in this section the
proposal approach.

The model focuses on the core of the enterprise architecture because we must
concentrate on the principal of the business processes in order to optimize the operations
and ensure a better functioning.

On this, a none-evolving alignment, a firm’s process will not use the technological
resources implemented in a favorable manner.

A life cycle mentioned in Fig. 3 of implementation of a business process dynamic
which will affect all levels of abstraction because when there is an unscheduled change
it is all the system that moves, it is largely difficult to modify a relationship that is in
relationship with another relationship, this collision is a pure harmonization between
the business process and the information system, this is where the impact of agility
persists.

Strategy and Organizationally 
Objectif 

Process 
Conception  

Evaluation 
Conception 

Implementation  
Conception 

Execution 
Conception 

Fig. 3. A life cycle of implementation business process in a favorable manner

At the time of making the business process progressing within a system aligned, an
iterative lifecycle will be managed the permanent changes, random and for the speed of
the unforeseeable changes in the environment mentioned in Fig. 4.
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Collecting internal or external 
changes Analysis and Evaluation of the 

agility by report to the strategy

Analysis of the acquired changes 
during the conception

Change implementation

Validation and configuration man-
agement 

Fig. 4. An Iterative life cycle of implementation a changes

The two cycles of life will be combined in an approach to determine the levels of
abstraction of enterprise architecture which constitutes a business IT alignment adequate
with mentioned a relationship between the agility and the Business IT Alignment.

The results of the proposed approach will be detailed in the future paper with a
simulation of the communication process between agility and alignment. And also
propose a how to measure the agility in business IT alignment in the main approach.

4 Conclusion and Future Works

Actually, we are working on the relationship strategic alignment with the agility to
propagate on the overall levels of abstraction of the enterprise architecture. The literature
we demonstrate that the agility is a frequent change and not planned to the environment
and that it little be external or internal, and to make the strategic alignment agile and
dynamic, it is focused on the business processes that allow the harmonization and the
communication between the different level of abstraction. In this paper, we aim to give
a global view on the process of the collection of changes to their implementation and
thus a cycle that manages the events of a business process. We will target a method that
will be able to apply to our approach, analyze the impact of agility on the gap between
Strategy and process and between process and information system, and to define by the
result of the metrics that will calculate the agility on the strategic alignment.
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Abstract. The development of semantic web technologies and the expansion of
the amount of data managed within companies databases has significantly
expanded the gap between information systems and amplified the changes in
many technologies. However, this growth of information will give rise to real
obstacles if we cannot maintain the pace with these changes and meet the needs
of users. To succeed, researchers must administrate properly these sources of
knowledge and support the interoperability of heterogeneous information
systems. In this perspective, it is necessary to find a solution for integrating data
from traditional information systems into richer systems based on ontologies. In
this paper, we provide and develop a semi-automatic integration approach in
which ontology has a central role. Our approach is to convert the different classical
data sources (UML, XML, RDB) to local ontologies (OWL2), then merge these
ontologies into a global ontological model based on syntactic, structural and
semantic similarity measurement techniques to identify similar concepts and
avoid their redundancy in the merge result. Our study is proven by a developed
prototype that demonstrates the efficiency and power of our strategy and validates
the theoretical concept.

Keywords: Integrating data · Ontologies · UML · XML · RDB · OWL2

1 Introduction

Currently, the applications based on ontologies are more numerous and continuously
changing thanks to the development of semantic web technologies. These applications
play an important role in business development because they make the content of data
accessible and usable by programs and software agents. However, gigantic volumes of
data (billions of pages) are identified on the Internet and the developed applications do
not use the same vocabulary or the same development model (the Entity/association
model for conceptual modeling, the XML model for the exchange of data, as well as the
relational model for data management are the most used to present, store and process
data). This situation results in two difficulties. On the one hand, the distance between
the model of existing data sources and the ontological model, which is linked to a set of
types of reasoning applicable to modeled knowledge. On the other hand, many
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companies still want to keep their data in existing systems bearing in mind the time and
money already spent on them and the multiple software tools associated with. Unfortu‐
nately, the developed applications that are using traditional methods of design, exchange
or storage of data do not allow the use of explicit ontologies in order to explicitly share
knowledge and make their content understandable by machines. As a result, the inte‐
gration problem becomes an active research field. However existing works on making
classical data available as ontologies are not dealing with the integration of such data
issued from various sources. Each of these works mainly deals separately, and not within
a global integration framework, with a specific task in one of the various steps of the
process of integration: mapping (RDB to OWL [5, 8, 11, 16], XSD 2 OWL [4, 9, 10,
13, 17, 24], UML 2 OWL [14, 22, 23, 28]), alignment between ontologies (syntactic
similarity [18, 31, 32], semantic similarity [2, 12, 25, 27] and structural similarity [3,
26, 30, 33]) and fusion of ontologies [5, 6, 21].

Our aim is to tackle the aforementioned integration problem to come up with an
approach leading to a system that is based on a uniform view of various data sources
providing a single access interface for data stored in multiple data sources. Such data
are however designed differently and do not use the same vocabulary which leads to the
following problems:

Mapping Problem: A mapping consists in indicating, by a transformation of models,
how one can present a modelization of a source model in the most equivalent way
possible in a destination model. In this case, domain researchers encounter an important
problem, because some types of reasoning and/or possible constraints in the source
model may no longer be possible in the destination model.

Heterogeneity Problem: The heterogeneities problems of the information sources are
classified as follow:

Heterogeneity of Models: The UML model for conceptual modeling, the XML model
for data exchange, and the relational model for data management and storage are ubiq‐
uitous and adopted, hitherto, by a large majority of applications constituting the kernels
of business information systems, in addition to their permanent presence in the back‐
ground of the majority of websites. The problem here is the transformation of their
different data sources into a common model (OWL in our case) that is used to represent
data from their associated heterogeneous sources.

Heterogeneity of Data: The models to be integrated were, a priori, built independently
of each other, and each needs a specific collector that uses his own vocabulary to express
its needs. As a result, conflicts may arise during the integration process because of
heterogeneities that may exist between model elements. These conflicts can be of
different types:

• Syntactic conflicts: This conflict stems from the fact that each collector uses his own
terminologies. These terminologies may be identical or syntactically close.
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• Semantic conflicts: corresponds to the differences related to the interpretation and
meaning associated with the elements of the models. This type of conflict occurs
when different models use different names to represent the same concept.

• Structural Conflicts: This type of conflict is evaluated by the distance that separates
the objects in the OWL common model. It makes it possible to identify the subsump‐
tion relationships between the concepts of local ontologies to enrich the global
ontology.

Fusion Problem: The ontology merge problem consists in creating a new global
ontology representing the union of local ontologies so as to group all the similarities and
dissimilarities contained in the local ontologies and avoid their redundancy in the merge
result.

To answer these problems, we propose a semi-automatic integration approach, via
a global schema located in an ontological database, integrating all aspects: semantic,
syntactic, structural. Semi-automatic since our method requires human intervention to
validate the results obtained by the similarity identification system on the base of its own
needs. Our approach has three subsystems:

• A mapping system: to convert the elements of classical data sources into local ontol‐
ogies.

• A similarity identification system: to identify similar elements that will be merged
with the last subsystem.

• A fusion system: to merge local ontologies into a global ontology based on distinctive
graph grammars.

The rest of this paper is organized as follow. Section 2 present an overview of existing
work that we consider to be major related to the integration and fusion of ontological
data. Section 3 describes our integration process; it is divided into three sub-parts
describing the three subsystems of our integration method. The experimental part of our
prototype is presented in Sect. 4. Finally Sect. 5 concludes our work by summarizing
the main contributions and presenting a discussion of our perspectives.

2 Existing Integration Approaches

As we already mentioned, there is not any work that really deals with the problem of
integrating of various classical data sources into ontologies. During the last years,
because of the importance of ontologies many research works have been dealing with
just a particular task, not within a global integration framework. We first addressed
existing works related to the mapping task of one type of such data sources into ontol‐
ogies. In a second step we give a discussion on relevant works on similarities between
ontologies. Finally we also give an overview of solutions existing for ontology Fusion.
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2.1 Mapping Systems

In order to evaluate the existing approaches, we highlight in this section, the different
methods that were interested in the construction of ontologies from classical data
sources:

UML-to-Ontology: Due to the widespread use of UML and OWL languages, it is no
wonder that there are many works in the literature whose goal is to study the different
relationships between UML and OWL and propose a transformation from UML to
OWL. Cranefield [28] provide a UML-based visual environment for modeling web
ontology. He creates an OWL ontology in a UML tool and then save it as an XMI-
coded file. Then an XSLT stylesheet translates the XMI-coded file into the corre‐
sponding RDF Schema (RDFS). In [14] Zedlitz considered the mapping between UML
elements and OWL2 constructs such as disjoint and complete generalization, gener‐
alization between associations, composition and enumeration. However, we believe
that our method UML2OWL2 [23] give a solution to all aforementioned limitations
of existing approaches in order to provide the semantic world as complete as possible
conversion technique that allow to easily and fully deduce all conceptual details of the
considered UML specifications relative to the analysis, conception and design of the
associated modeled systems.
XML-to-Ontology: We can found several approaches that deal with XML to OWL
mapping: Jyun-Yao propose in [13] a template that can handle extremely large XML
data and provides user friendly templates composed of RDF triple patterns including
simplified XPath expressions. Ferdinand et al. [17] propose a mechanism to lift XML
structured data to semantic web. This approach is twofold: mapping concepts from
XML to RDF and from XML Schema to OWL. Bedini et al. [10], propose a tool called
“Janus”, this last provides automatic derivation of ontologies from XS files by applying
a set of derivation rules. Then, the same group proposed a method based on patterns
[9] that deals with 40 patterns and convert each pattern to equivalent OWL ontology.
All aforementioned ontology based transformation present limitations in treating
various important XSD elements related to the art of elements, relations or constraints.
Our approach [24] aims at defining a correspondence between the xml schema and
OWL2 ontology. It maintains the structure as well as the meaning of XML schema.
Moreover, our mapping method provides more semantics for XML instances via
adding more definitions for elements and their relationships in OWL ontology by using
OWL2 functional-style syntax.
RDB-to-Ontology: there are many researches that have been proposed to achieve
RDB to OWL conversion [8, 11, 15] but most of them contain simple and limited
cases, rules, and doesn’t cover most complex relations and constraints. This has
allowed us to build an associated general and complete mapping algorithm [16] that
covers different aspects of the relational model which are relevant for the mapping
process. The algorithm deals among others with various multiplicities for relation‐
ships, relation transitivity, circular relationships, self-referenced relationships, binary
relations with additional attributes including many-to-many relations and constraints
such as check constraints (Check values, Check in)
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2.2 Identification of Similarities

In the literature, the similarity measure of two or more ontologies is the ability to detect
a set of correspondences between the concepts of these ontologies. We present the
existing work according to the Heterogeneity of Data classification as follow:

Syntactic similarity: is based on the calculation of the distance between two charac‐
ters. Different syntactic similarity distance calculation algorithms exist in the literature
such as those of Levenstein [31], Hamming [32], Jaro [18] and others. They are all
based on the same hypothesis described by [1] who states that two terms are similar
if they share enough important elements. We chose the distance of Jaro because it is
adapted to the treatment of short chains.
Semantic similarity: is a human ability that machines can only reproduce very poorly.
Various methods have been proposed for semantic similarity detection techniques:
Resnik [25] has used the notion of informational content that measures semantic simi‐
larity by the amount of information they share. The informational content is obtained
by calculating the frequency of the object in Wordnet. To address the problem
presented at the Resnik measurement level, Jiang in [12] combined a thesaurus knowl‐
edge source with Wordnet to improve the semantic similarity calculation results.
Another method is proposed by Leacock and Chodorow [2] which is based on calcu‐
lating the length of the shortest path between two synsets of Wordnet. Armouch in [27]
used Wordnet to construct a synonymy vector for each concept of the first ontology,
and then compares it with all the concepts of the second to find the concept that is most
similar to the concept in question. We chose to use this method because it combines
the results of two lexical and semantic similarity measurement techniques.
Structural similarity: the objective of this technique is to obtain results for concepts
related to each other by a subsumption relation. Among the works in this field we can
mention: the measure of Rada et al. [26] which is based on the hierarchical “is-a” links
to calculate the minimum number of arcs separating two concepts. Lin [3] performed
a comparison between the methods of structural similarity measures. He deduced that
the technique proposed by Wu and Palmer [33] has the advantage of being simple to
compute and more efficient. However, it has a limit because with this measure it is
possible to obtain a higher similarity between a concept and its surroundings with
respect to this same concept and a child concept. To solve this problem Slimani [30]
has developed a similarity measure extension based on the Wu and Palmer measure‐
ment that penalizes the similarity of two distant concepts that are not located in the
same hierarchy. That is why we adopted this measure in our integration method

2.3 Fusion Systems

Different ontology merge tools exist in literature. Most of these are semi-automatic and
require the intervention of a knowledgeable engineer to validate the results obtained.
The most known are:

FCA-Merge: is a symmetric approach proposed by Stumme and Maedche [6] that
allows merging ontologies based on the formal analysis of concepts. Its process is as
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follows: first, perform a linguistic analysis of the two ontologies and extract their
instances. Once instances are retrieved, use FCA techniques to merge the two contexts
and calculate the trellis. Then, generate the global ontology from the constructed trellis.
Finally, to resolve conflicts and eliminate duplications, the user is invited through a
“question-and-answer” mechanism to choose the proposals that suit him the most.
PROMPT [21]: is a protégé plugin for ontology merge. It looks for linguistic simi‐
larity points between the concepts of the two source ontologies and proposes a list of
all the possible merging actions (to-do list). Then the user can choose the proposals
that suit him the most.
MMOMS: Framework proposed by Li et al. [5] to merge OWL ontologies. It is based
on learning machines, Wordnet and structural techniques to look for similarity. It uses
a merge algorithm that addresses the concepts, relationships, and attributes of both
ontologies.

3 Our Integration Process

Our approach aims to provide a unique and transparent interface of classical data sources
(UML, RDB, XML) via a global schema (OWL) located in ontological database. To
deal with the heterogeneities of models and data, we have chosen ontologies as a
common model. The latter ensures a semantic equivalence between the different models.
Our strategy consists of three distinct phases, as shown in Fig. 1.

Fig. 1. Proposed general approach
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In the first step, the system loads files from existing data sources, and applies our
mapping algorithms [16, 23, 24] to create their OWL2 equivalents. It should be noted
that the use of OWL2 to generate the resulting ontology allows us to benefit from a more
powerful inference system, as well as OWL2 extends OWL1 with new features based
on actual use in applications. It is indeed possible with OWL2 to define more constructs
to express additional restrictions and obtain new characteristics on the properties of the
modeled object. In the second step, our tool imports the generated ontologies and uses
Syntactic, Semantic and Structural Similarity techniques to determine the correspond‐
ences between the concepts of the ontologies to merge. The final step is to merge the
local ontologies based on the matches found in the previous step. We present ontologies
with the formalism of typed graph grammars to merge ontologies using the SPO (Simple
PushOut) algebraic approach.

Our approach is asymmetrical; it requires the choice of the source ontology. The
concepts of the source ontology will be preserved while the non-redundant concepts of
the other ontologies will be added to the global ontology.

3.1 Mapping from Classic Data Sources to Local Ontologies

This step consists of designing local ontological models from classical models, while
keeping the operating principle of source models and while minimizing the loss of
information:

From the point of view of entity/association models for conceptual modeling, we
use our UML2OWL2 [23] method. This method aims to generate OWL ontologies from
an existing UML class diagram. It is based on the XMI format, which provides a storage
and knowledge exchange standard for UML model.

From the point of view of semi-structured models, we use our XSD2OWL2 [24]
approach. This solution takes an existing XML schema (XSD) as input, loads the XSD
document, and parses it using the DOM parser. Then, it extracts its elements with as
many constraints as possible and applies our mapping algorithm to create the resulting
OWL2 document. For a complete transformation the mapping of XML elements is added
to our approach.

From the point of view of relational models, we use our approach RDB2OWL2 [16],
which makes it possible to automatically build OWL2 ontologies via a transformation
process of relational databases. The goal of this solution is to provide a general trans‐
formation algorithm that covers all constraints, preserves the semantics of the source
RDB, and maintains data consistency and integrity. This process operates on two levels:
The schema level in which the terminology part or TBOX of the ontology is generated
from a schema of the source RDB. The level of data instances in which data stored as
records is converted to the factual level or ABOX of the ontology.

3.2 The Similarity Search Techniques

Our objective is to design a semi-automatic local ontology fusion algorithm (generated
in the previous step) based on a set of similarity search techniques. The similarity
identification module covers all the elements of the comparison types in order to detect
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all the matches, and combines all the comparison types (syntactic, semantic and struc‐
tural) in order to increase the probability of having real correspondences and real differ‐
ences.

Syntactic Similarity: To measure the degree of syntactic equivalence, we compare the
elements of the models syntactically. To do so, we chose the distance of Jaro. This
distance between two chains C1 and C2 is defined as follows:

dj(C1, C2) =
1
3
(

m

|C1|
+

m

|C2|
+

m − t

m
)

m: the number of corresponding characters. Two chains C1 and C2 are considered

as corresponding if their distance does not exceed: [
max

(|C1
||, |C2

||
)

2
] − 1

|C1|: the length of the chain C1.
t: the number of transpositions. It is calculated by comparing the i-th corresponding

character of C1 with the i-th corresponding character of C2. The number of times these
characters are different, divided by two, gives the number of transpositions.

The two concepts C1 and C2 are considered syntactically similar if dj is greater than
a threshold that will be determined empirically. Example: Calculate the syntax distance
between “conveyance” and “conv”, and “conveyance” and “transport”. Assuming that
(threshold = 0.5) we get:

dj(conveyance, conv) =
1
3
(

5
10

+
5
4
+

5 − 0, 5
5

) = 0, 88 > 0, 5

Then “conveyance” and “conv” are syntactically similar. And since

dj(conveyance, transport) =
1
3
(

2
10

+
2

10
+

2 − 0, 5
2

) = 0.39 < 0.5,

Then “conveyance” and “transport” are syntactically different.

Semantic Similarity: When several symbolic names cover the same concept but their
names are different (synonymy), the distance dj < threshold does not reflect the reality.
To solve this problem, semantic similarity measurement is essential (example: convey‐
ance and transport). To do so, we use a lexical database (English Wordnet dictionary or
EuroWordNet multilingual dictionary) so that we can deduct the meaning of a word. By
articulating on WordNet two concepts are equal if their synset overlap. For example:
synset = {transport, conveyance}.

The measurement of semantic similarity between two concepts C1 and C2 is defined
by calculating the number of common synonymy relations (synset) as follows:

SimSem
(
C1, C2

)
=

2 × card(synset
(
C1

) ⋂
synset

(
C2

)
)

card
(
synset

(
C1

))
+ card

(
synset

(
C1

))
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C1 and C2 are considered semantically similar if SimSem is greater than a threshold
that will be determined empirically. SimSem(transport, conveyance) = 2 × 2/4 = 1, then
“transport” et “conveyance” are semantically similar.

Structural Similarity: Structural similarity identification methods use the hierarchical
structure of the ontology and are based on arc counting techniques. We also use it to
enrich the global ontology. The similarity between the entities is determined according
to their positions in their hierarchies. It is calculated once for each pair of nodes. The
nodes of the two ontologies are classified by category (or type). The method [30] which
inspires advantages of the work [33] is based on the following principle: Let C1 and C2
two elements of the global ontology and C their subsuming concept, the principle of
calculating similarity is defined by the following formula:

SimStr
(
C1, C2

)
=

2 × depth(C)

depth
(
C1

)
+ depth

(
C2

) × fp
(
C1, C2

)

If C1 and C2 are not in the same path, then: fp(C1, C2) =
1

|||depth
(
C1

)
− depth

(
C2

)||| + 1
Else if C1 is ancestor of C2 or the opposite, then: fp (C1, C2) = 1
The advantage of this measurement is that one can obtain a higher similarity between

a concept and a child concept compared to this same concept and its surroundings.

3.3 Fusion of Local Ontologies

The ontology fusion is the creation of a global ontology from several existing ontologies.
However this step can cause the following conflicts:

– Redundancy of elements that have syntactically close names, for example “convey‐
ance” and “conv”.

– Ontologies can share concepts that are semantically close (synonymies), for example
“conveyance” and “transport”.

– Ontologies can share subsumption relationships (inheritance).

In order to resolve these conflicts, we have developed a set of guidelines based on
the similarity measurement techniques introduced in the previous chapter. These direc‐
tives indicate the actions to be applied to decide how the elements will appear in the
result model, for example the creation, the deletion and the renaming of the elements.

Our fusion approach is based on typed graph grammars and Simple PushOut alge‐
braic approach (SPO). We first present the definitions of the concepts used in our merge
approach.

Definition 1. An oriented graph is defined as a system G (N, E) where N, E correspond
respectively to the sets of nodes and edges of the graph, and an application s: E → N ×
N which associates for each edge a source and target node.
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Definition 2. An oriented and assigned graph is defined as a system G (N, E, A) where
A is a set of attributes.

Definition 3. A morphism m(f, g) of an unattributed graph from G(N, E) to H(NH, EH)
is an application from G to H defined by two applications f: N → NH and g: E → EH,
such that if e = (a, b) and g(e) = e′ = (a′, b′), then a′ = f(a) and b′ = f(b).

Definition 4. A graph grammar is a system defined by GG(G, Re), where G is the initial
graph and Re is the set of rewriting rules. These rules make it possible to transform the
initial graph G. Re is defined by Re(LHS, RHS), LHS and RHS respectively specify the
left and right sides of a rule. The left side shows the structure that must be found in a
host graph G to be able to apply the rule and the right part describes the rewriting rule
that replaces L in G.

A rewrite rule may have an additional requirement called Negative Application
Conditions NAC. It defines the conditions that should not be checked for the rewriting
rule to be applied.

Définition 5. A typed graph grammar is defined by GGT(GT, G, R) where GT(NT, ET)
is a type graph specifying the type of nodes and edges of the initial graph.

Définition 6. Simple PushOut (SPO) is an algebraic method of graph transformation
proposed by Löwe [19]. The stages of the transformation are as follows:

– Identify the graph LHS in G according to a morphism m: LHS → G.
– Remove from the graph G, the graph m(LHS) − m(LHS ∩ RHS) and delete all the

suspended edges.
– Add the graph m(RHS) − m(LHS ∩ RHS) to the initial graph G

In order to represent ontologies and ontological changes, we used respectively
TGGOnto model [20] based on typed graph grammars: TGGOnto(GTO, GO, RO) with:

– GTO: type graph representing the OWL2 ontology meta-model.
– GO: initial graph representing the source ontology.
– RO(NAC, LHS, RHS, CHD): rewrite rules describing ontological changes. CHD

presents the derived changes. Example: AddObjectProperty(OP2, C2, C3) in Fig. 2.
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Fig. 2. Rewriting rules of “AddObjectProperty” change with the SPO approach

Our approach is asymmetrical, then for two ontologies O1 and O2 Merge(O1, O2) ≠
Merge(O2, O1). The fusion method adopts the “one pair at time” strategy (Fig. 3) and
requires the definition of the source ontology whose elements will be preserved and only
the non-redundant elements of the other ontology will be added to the global ontology.

Fig. 3. One pair at time fusion strategy

We propose an algorithm called MergeOnto (Table 1) that takes as input two ontol‐
ogies SO and LO, and returns a third GO ontology. Our algorithm starts with the iden‐
tification of similar concepts, it takes into consideration the types of elements to compare
their similarities (for example: the two elements must be classes). Elements of the same
type are analyzed in two steps: two elements can be equal if their Jaro distance is greater
than the threshold, and they are equivalent if their semantic similarity defined from
Wordnet is greater than the threshold. Then, our algorithm merges the elements deemed
syntactically similar and accepted by the Knowledge Engineer, copies the elements
deemed different and adds “EquivalentEntity” to elements deemed semantically similar
and accepted by the Knowledge Engineer. Finally, by applying the structural similarity
measurement rule, we add “EquivalentEntity” to elements deemed similar and accepted
by the Knowledge Engineer. Thus, we obtain a global and more comprehensive ontology
that covers a wider field of application.
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Table 1. Ontology fusion algorithm

MergOnto(SO, LO)
Input : SO, LO ontologies

Output : GO ontology
Begin 
/* Syntactic similarity
For each element N in SO do
For each element N' in LO 

  If (NType = N'Type) then
    If (distJaro(N, N') > threshold) then

O' RenameEntity(LO, N', N)
Else 

O' Entity(LO, N')
    End If  EndIf    End Loop   End Loop
/* Fusion function merge the similar entities and copy the different entities in SO
GO Fusion(O', SO)
/* Semantic similarity
For each element N in SO do
For each element N' in LO 
If (NType = N'Type) then

    If ( distSem(N, N') > threshold ) then
GO AddEquivalentEntity(GO, N, N') 

End If  EndIf End Loop  End Loop
/*Structural Similarity:
For each element N" N"Type{subsumption} in GO
O" Entity(GO, N")
End Loop
For each N" in O" 
For each Ni” in O"
If (SimStr(N”, Ni” ) > threshold) then
GO AddEquivalentEntity(GO, N”, Ni”)
End If End Loop End Loop End

4 Experimental Results

To evaluate our model a tool has been developed. This tool takes as input different
classical data sources. Then, it applies our mapping algorithms [16, 23, 24] to create the
local ontologies. Finally it merges these ontologies into a global ontological model based
on the similarity measurement techniques.

To illustrate the functioning of our tool, we present an example of CIT, ATM and
Cash Center data sources, extracts from Cash Solution domain (Fig. 4).
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Fig. 4. Heterogeneous data sources for Cash Solution domain

The prototype (Fig. 5) implements the three steps of the integration solution. The
first contains a “Choose File” button that allows the user to choose which data sources
to embed. The second interface generates in OWL2 the Local ontologies. The Third
interface merges local ontologies using our ontology fusion algorithm to generate the
global ontology. The local ontology is loaded in the Protégé OWL editor. The figure
below (Fig. 6) obtained using the plugin VOWL protégé shows the results obtained by
our tool.

Fig. 5. Screenshots of our tool
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Fig. 6. Generated Global ontologies from heterogeneous data sources in Fig. 4

5 Conclusion

The general context of this work is the integration of classical data sources into an
ontological database. In order to answer this problem, we have proposed a semi-auto‐
matic approach in which human intervention is promising to validate the results. This
approach starts with a transformation of the different classical sources (UML, XML and
RDB) to local ontologies (OWL2). Then, it combines syntactic similarity measures
based on the computation of the distance between the characters describing the concepts,
semantics based on the semantic enrichment of local ontologies from Wordnet and
structural between pairs of objects in a hierarchical network (subsumption relation) in
order to find real correspondences and real isolated elements. Finally, it merges ontol‐
ogies based on the result of similarity measures in the previous step and the algebraic
approaches of graph transformations to generate the global ontology.

In future work, we aim to enhance the performance of the similarity identification
module through the use of other information retrieval techniques. The current test case
study includes small to medium ontologies. Our approach can however be combined
with techniques involving the use of Big data technologies in order to perform better
evaluations also for the case of big ontologies.
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Abstract. Content Management Systems, recognized by the acronym CMS,
have evolved lots with development of the internet in the 2000s. Several new
versions and systems are created annually. Interoperability between these systems
has become a necessity for enterprise using a variety of CMS. It concerns data in
general. The solution most used is Web Services. The disadvantage is that we
have to develop two components a client and a server. Furthermore, those
elements are not compatible with another system, and in case version of system
or all system change we must re-develop all components. In this paper, we present
an innovative solution to the problem of data interoperability between CMS. It is
an alternative to Web Services with more performance, and a lower cost of main‐
tenance, and compatibility with variety of systems. Our solution is called
DB2EAV. DB2EAV is an API of mapping database to Entity-Attribute-Value
model. The idea is inspired by the fact that most of the CMS uses the Entity-
Attribute-Value model as a conception of their databases. The API DB2EAV
provides also the ability to recover data directly from the database of CMS.
DB2EAV API is compatible with any type or version of CMS that it implements
the Entity-Attribute-Value model.

Keywords: Interoperability · CMS · EAV · Web-Services · DB2EAV
Web application · Database mapping

1 Introduction

The content management systems (CMS) are now the most used tools for creating
content websites on the internet. Since the explosion of the Internet in the early 2000s
a multitude of CMS have been created, each with a different technical design on the one
hand, and functional direction on the other. A CMS cannot solve all the problems of
content management, which continues to evolve with the evolution of the Internet and
its use in our everyday life. All CMS then tends to the specialty. On last year’s almost
all CMS are focused on one main feature while providing additional features that are
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not usually complete. As an example of this situation, we can list the Magento CMS
specialized in e-commerce, WordPress which is recognized by its features related to
Blogging and Drupal or Ezpublish specialists in the management of editorial content.

An enterprise can use several CMS solutions for implement its information system.
The communication between these solutions is therefore necessary to avoid duplication
of data, and to build access to each site from another (Example: a user that accesses to
a corporate website can view the products offered for sale on the e-commerce website).
The communication may also be necessary in the case of site migration from one CMS
to another or from one version to another version [1].

We conclude that communication between CMS is no longer a choice, it has become
a necessity: It is interoperability [2].

The interoperability can be defined as a problem related to the interaction and
communication between two incompatible systems [2]. Which is compatible with the
IEEE’s definition “the ability of two or more systems or components to exchange infor‐
mation and to use the information that has been exchanged” [10]. By focusing on the
ontology of interoperability from a technical point of view, we can deduce two types of
solutions: a priori solution by homogenization of the system’s components and a poste‐
riori solution by construction of bridge between two systems [2]. The bridges are proto‐
cols used by systems to communicate with other remote systems. In the case of Web
Sites in general and in particular those designed and built by CMS, we talk about bridge
as Web Services [3]. Several solutions are available, the most used are: SOAP, REST
and XML [3].

In this paper, we propose a solution to the problem of data interoperability between
CMS. Our solution is an alternative to Web-Services and based on the fact of using the
Entity-Attribute-Value model (EAV) [4] as the conception of database by almost all
CMS. Compared to web service our solution is faster and a low cost for evolutivity and
maintainability.

This article is organized in different sections. Section 2 presents the Entity-Attribute-
Value model (EAV) and its use in content management systems (CMS). Section 3
introduces our DB2EAV API solution with an illustration of a case study of communi‐
cation between three CMS Drupal, Magento and EzPublish. Finally, a comparative
discussion between DB2EAV and Web Services, and views on the prospects of our
solution will be presented respectively in Sects. 4 and 5.

2 The Conception of Databases CMS Based on the Entity-
Attribute-Value Model

2.1 The Presentation of the Entity-Attribute-Value Model (EAV)

The classical model of relational database of an information system, which is based on
the principle that a data structure X is modeled by a single table X, is a non-flexible
model. In other words, if we change the data structure X by adding, deleting or modifying
fields for example, we must change the definition of the table X. Furthermore, we can
imagine the impact and cost of this change on the source code of our system [5].
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The EAV model was created in part to address this problem [4]. It transforms a non-
flexible classical model to an open one, allowing flexibility and scalability on database.
In fact, using the EAV model make changing any data structure possible without any
modification in database tables, unlike the classical model that could handle this with
an “alter table”.

To understand this principle, Fig. 1 illustrates an example of conception of an article,
following the classical model and the EAV model.

Fig. 1. Comparison between the classical conception database model and the Entity-Attribute-
Value (EAV).

As its name indicate, EAV model is based on three components:

• The “entity” refers to any item, it’s can be an event of sale, a merchant or a product.
Entities in EAV are managed via an Objects table that handles data about each item,
such as name, description, and so on. This table have a unique identifier for each
entity which is used across foreign key in other tables of the model.

• The “attribute” is stored in a dedicated attributes table. This table handle a set of
attribute of every entity. It’s also used to automate generation of user interfaces for
browsing and editing data of entities.

• The “values” is a one or several tables, which is used to store data values.

The main advantage of using EAV is its flexibility. However, EAV is less efficiency
when retrieving data in bulk comparing with classic models. Another limitation of EAV
is that we need additional logic to complete tasks which can be done automatically by
conventional schemas.
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2.2 The Use of EAV Model as Design of CMS Databases

Acronym for Content Management System, CMS [6] are a tool created with the bursting
of the Internet bubble in the early 2000s. CMS can be considered as new tools, which
is why most of them have not yet reached technical and functional maturity. Therefore,
they evolve every day with the evolution of our use of internet. So, some versions of
CMS come with a radical change of the technical and conceptual architecture (Example:
version 5 of EzPublish integrates Symfony2 Framework).

Every CMS focuses on content management feature, and adds several other features.
The content management feature is the actions add, modify and delete content (Features
of BackOffice), And also the possibility to display this content with a different template
(Features of Front Office). However, the content can be anything, and CMS must be able
to manage it. For example, a CMS oriented e-commerce can be used to create a website
selling clothing, as well as to create another website selling hardware. We conclude that
a CMS must handle several types of content.

For this reason, the most of CMS use an EAV model, which allows with its structure
using three tables to create and manage a multitude of entities, in the case of CMS types
of content.

The database’s design of several CMS is based on the EAV model:
The EAV model resolves a major problem of CMS, which is the capability to manage
a several kinds and types of content. The use of EAV model has expanded the areas
application of CMS, and has impacted positively its evolution.

On the other side, no standardization has been established. Every CMS designs its
database with the EAV model differently, and try to give solutions to the limitations of
the model by adapting it to their needs according to the priorities drowned: performance,
advanced search, data normalization, etc.

3 Introduction to the DB2EAV API

3.1 The API DB2EAV: Mapping Database to the EAV Model

The DB2EAV API is created with the aim of providing a solution to the data interoper‐
ability between CMS that implements an EAV model as design of their databases. The
DB2EAV is an API of mapping databases to EAV model. we have been inspired by [11],
however the API is for a specific design of Database who is EAV, in order to described
with details how every database have implement the design.

The mapping is based on an XML [12] file that describes the implementation of the
three components of the EAV model: Entity, Value and Attribute. In addition to database
mapping, the API allows access to a CMS data directly from database with SQL queries.
The Fig. 2 explains how the DB2EAV API works.
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Fig. 2. Operating process of the API DB2EAV

The DB2EAV API operates in four steps:

1 - Calling the API: the API is based on language PHP, and compatible with 5.3.0
version or higher.
2 - Choosing a Target Host: A Target Host is a Web Site based on CMS. It is used
to define access settings of the CMS’s database. A list of all available Target Hosts is
defined in an XML file.
3 - Mapping database to EAV model: in this step, the API uses an XML mapping
file, corresponding to the Target Host defined in step 2, to build all SQL queries needed
to get content from CMS’s database. This mapping file describes how a CMS imple‐
ments the three components of the EAV model.
4 - Recovering content from CMS: using API we can retrieve data from remote
CMS’s database. The data is retrieved width SQL queries in associative arrays.

The XML [12] file for mapping databases to EAV model is specific to one CMS and
must respect the following XML schema (Fig. 3):
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Fig. 3. XSD schema of XML mapping file of Database to EAV model

3.2 Case Study of the DB2EAV API: Solution to Data Interoperability Between
CMS

This section describes a concrete example of using the DB2EAV API as solution of data
interoperability between CMS.

In this scenario, we suppose an enterprise system composed of three different web
sites: an e-commerce web site based on Magento CMS [7], a corporate site by Drupal
[8] and a portal built using the Ezpublish CMS [9]. The interoperability between the
three CMS is necessary to improve the visibility of company data by users. The
DB2EAV API is used then from the CMS EzPublish, to get products from the Magento
CMS and news items from the Drupal CMS. The following figure illustrates this case
study (Fig. 4).
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Fig. 4. Using the API as solution to data interoperability between 3 CMS - EzPublish, Magento
and Drupal

4 Technical Design of DB2EAV API

DB2EAV API is based on the PHP language. This choice is related to the fact that PHP
is the most used on the web and also because the main CMS taken as a case study are
based on the same language PHP, as Drupal, Magento and Ezpublish.

In the Fig. 5, we expose the class diagram of the DB2EAV API. “Entity”, “Attribute”
and “Value” classes correspond to ENTITY, ATTRIBUTE, VALUE of the EAV model,
and class “Content” matches the content which means a record corresponding to an
entity. These four classes are dedicated to a specific treatment, and inherit respectively
from the classes “EntityBase”, “AttributeBase”, “ValueBase” and “Contentbase” which
contains the code source that make possible to manipulate the EAV Data-Bases.

• EntityBase: it is a class containing functions allowing manipulation of the table enti‐
ties, as creating, editing and removing.

• AttributeBase: it is a class containing functions to manipulate attribute of entities.
• ContentBase: it is a class containing functions to manipulate content as instance of

entity.

The configuration system is the most important part of the API, because it’s
explaining how the target database of CMS has implemented the EAV model. All setting
files are grouped in a “config” folder, as shown in The Following figure (Fig. 6).
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Fig. 6. List of setting files

Fig. 5. The class diagram of DB2EAV API
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The setting file are:

• db.config.xml: the database access configuration file of the target CMS.
• eav-schema.xsd: it presents the XML schema of setting files that explains how the

EAV model has been implemented on the database of the target CMS.
• eav-cms.config.xml: it is an example of a configuration file based on the schema XSD.
• eav-drupal.config.xml: it is the setting file that illustrates the model EAV as imple‐

mented on Drupal CMS.
• eav-ezpublish.config.xml: it is the setting file that illustrates the model EAV as

implemented on EzPublish CMS.
• eav-magento.config.xml: it is the setting file that illustrates the model EAV as imple‐

mented on Magento CMS.

The DB2EAV API is available for contributing under the apache license (ASL), and
its code source is on: https://github.com/arhouati/DB2EAV.

5 A Comparative Discussion Between DB2EAV and Web Services

5.1 Disadvantages of Web Services: REST, SOAP and XML

From a technical point of view, the interoperability between two systems can generally
be solved with a system of “Bridge.” [2] In the case of CMS, which are tools for creating
web site or application, the bridge systems are Web Services. In fact, a Web Service can
be defined as a program for communication and data exchange between heterogeneous
systems on the Internet [3].

The implementation of Web Services gives rise to several protocols and technolo‐
gies. The most used with the CMS’s are REST, SOAP and XML.

The diagram in Fig. 7 explains the principle of Web Services.

Fig. 7. Descriptive diagram of the operation process of Web Services
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Then we can easily detect weak links in the operation of Web Services. First, we
need two components to use a Web Service; a server component who is a program that
receives requests, processes them, and returns answers, and client component who
consumes the data received from the server. In addition, the server uses the API system
to recover the data.

In conclusion, if the entire system and/or version are changed, even if the Web
Service is achieved by a portable language like PHP, it is essential to re-develop the
entire code specially to retrieve the data. the same thing for the client side.

Further a Web Service made for a given system cannot work on another system. in
this case an adaptation is required.

5.2 Advantages of DB2EAV API

In one hand, the major advantage of DB2EAV API is more performance, since that this
API recover data directly from database using SQL queries, unlike to Web Service that
have two layers, a server component and the API persistence of system which depends
on the target platform. On the other hand, the API DB2EAV is completely independent
of the CMS systems. Changing version or whole of system does not affect the operation
of the API, provided that the design of the database is still based on the EAV model.
However. in the case of Web-Services we need to adapt it to the new adopted system.

6 Conclusion and Future Works

In this paper, we have presented the DB2EAV API, its functional and technical operation
and its application on a case study. In fact, DB2EAV API is a solution to data intero‐
perability between CMS having a design database based on EAV model. It is a portable
and compatible with any PHP CMS. The DB2EAV API is a solution which is very useful
for enterprises having an information system performed on several types and version of
CMS.

The DB2EAV API is serious an alternative solution to the use of Web-Service. Thus,
in a comparative discussion we have listed the advantages of the API DB2EAV
compared with Web-Services. We can resume the comparative discussion into two
points more performance and lower cost.

Our work was focused on data interoperability between CMS or any platform using
EAV Model. So, we introduced a solution to make possible exchanging data, on write
and read mode, from two distance CMS. After that, we plan in our future Works to
expand the use of the API to other aspects of CMS platform as services and modules
interoperability.
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Abstract. In this paper, we will study a new approach of reconstruction of
three-dimensional scenes from an auto calibration method of camera charac-
terized by variable parameters. Indeed, obtaining the 3D scene is based on the
Euclidean reconstruction of the interest points detected and matched between
pair of images. The relationship between the matches and camera parameters is
used to formulate a nonlinear equation system. This system is transformed into a
nonlinear cost function, which will be minimized to determine the intrinsic and
extrinsic camera parameters and subsequently estimate the projection matrices.
Finally, the coordinates of the 3D points of the scene are obtained by solving a
linear equation system. The results of the experiments show the strengths of this
contribution in terms of precision and convergence.

Keywords: Auto calibration � Reconstruction � Variable parameter
Fundamental matrix

1 Introduction

In this work, we will investigate about the three-dimensional reconstruction being a
technique that allows obtaining a 3D representation of an object from a sequence of
images of this object taken by different views. In fact, several 3D reconstruction
techniques use calibration or Auto-calibration methods.

During this work, we will presented a new approach to reconstructing three-
dimensional scenes from a method of autocalibration of cameras characterized by
variable parameters. In general, the determination of the 3D scene is based on the
euclidean reconstruction of the interest points detected and matched by the ORB
descriptor [20]. The intrinsic parameters of the cameras are estimated by the resolution
of a nonlinear equation system (using the nonlinear equations of the Levenberg-
Marquart algorithm [18]), and they are used with the fundamental matrices (estimated
from 8 pairings between the image couples by the RANSAC algorithm [11]) to
determine the extrinsic camera parameters, and finally to estimate the projection matrix
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(expressed according to the intrinsic and extrinsic parameters of the cameras used). The
relationships between camera parameters, projection matrix elements, pairing coordi-
nates, and 3D point coordinates gives a linear equation system and the resolution of this
system permits to obtain a cloud of 3D points.

In this introduction, we have therefore provided the general ideas that will be
investigated in this paper. The rest of this work is organized as follows:

A diagram of different steps of our method is presented in the second part, the
scene and the camera model are presented in the third part, the fourth part treats the
auto calibration of the cameras, the fifth part explains the reconstruction of the 3D
scene, the experiments will be discussed in the sixth paragraph and the conclusion is
presented in the last part.

2 Diagram of Different Steps of Our Method

The Fig. 1. below represents a diagram of different steps of the reconstruction of 3D
scene:

Fig. 1. Diagram of the reconstruction of the 3D scene
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3 Scene and Camera Model

3.1 Presentation of the Scene

We consider two points S1 and S2 of the 3D scene, there is a single point S3, such as
S1S2S3: is an equilateral triangle. Re OXeYeZeð Þ is the euclidean reference associated to
the triangle wich O is its center and b its side.

3.2 Model of the Camera

We are using the pinhole model of the camera Fig. 2. so that we project the points of
the 3D scene in the planes of images, this model is characterized by a matrix Ki Ritið Þ of
size (3 � 4), with:

Ri : the rotation matrix
ti : the translation vector
Ki : The matrix of intrinsic parameters defined by:

Ki ¼
fi si u�i
0 eifi v�i
0 0 1

0
@

1
A ð1Þ

with fi : focal length
ei : the scaling factor
si : the skew factor
u0i; v0ið Þ : the coordinates of the principal point.

Fig. 2. Representation of the scene
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4 Camera Autocalibration

The auto Calibration [1–10] is a technique that allows us to estimate the parameters of
the cameras without any prior knowledge on the scene.

4.1 ORB Descriptor: Oriented FAST and Rotated BRIEF

The detection [12–14] and the matching [15–17] of the interest points are important
steps in the autocalibration and the reconstruction of 3D scenes, in this paper we based
on the ORB descriptor: Oriented FAST and rotated BRIEF [21] (ORB: Binary Robust
Independent Elementary Features) which is a fast robust local feature detector, first
presented by Rublee et al. in 2011 [20], that can be used in computer vision tasks
like object recognition or 3D reconstruction. It is a fusion of the FAST key point
detector and BRIEF descriptor with some modifications [9]. Initially to determine the
key points, it uses FAST. Then a Harris corner measure is applied to find top N points.
FAST does not compute the orientation and is rotation variant. It computes the intensity
weighted centroid of the patch with located corner at center. The direction of the vector
from this corner point to centroid gives the orientation. Moments are computed to
improve the rotation invariance. The descriptor BRIEF poorly performs if there is an
in-plane rotation. In ORB, a rotation matrix is computed using the orientation of patch
and then the BRIEF descriptors are steered according to the orientation.

The ORB descriptor is a bit similar to BRIEF. It doesn’t have an elaborate sampling
pattern as BRISK [26] or FREAK [27]. However, there are two main differences
between ORB and BRIEF:

1. ORB uses an orientation compensation mechanism, making it rotation invariant.
2. ORB learns the optimal sampling pairs, whereas BRIEF uses randomly chosen

sampling pairs.

ORB uses a simple measure of corner orientation – the intensity centroid [28]. First,
the moments of a patch are defined as:

8p, q 2 f0; 1g : mpq ¼
X

x;y xpyq I(x,y) ð2Þ

With:
p, q 2 f0; 1g Binary selector for x and y direction

x,y Circular window
xpyq weighted by coordinate
I x; yð Þ image function
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Image moments help us to calculate some features like center of mass of the object,
area of the object etc.

With these moments we can find the centroid, the “center of mass” of the patch as:

C ¼ m10

m00
;
m01

m00

� �
ð3Þ

and by constructing a vector from the patch center O to the centroid C, we can define
the relative orientation of the patch as:

!
OC

h ¼ atan2 m01;m10ð Þ ð4Þ

ORB discretize the angle to increments of 2p
30 (12°), and construct a lookup table of

precomputed BRIEF patterns. As long as the keypoint orientation h is consistent across
views, the correct set of points will be used to compute its descriptor.

To conclude, ORB is binary descriptor that is similar to BRIEF, with the added
advantages of rotation invariance and learned sampling pairs. You’re probably asking
yourself, how does ORB perform in comparison to BRIEF. Well, in non-geometric
transformation (those that are image capture dependent and do not rely on the view-
point, such as blur, JPEG compression, exposure and illumination) BRIEF actually
outperforms ORB. In affine transformation, BRIEF perform poorly under large rotation
or scale change as it’s not designed to handle such changes. In perspective transfor-
mations, which are the result of view-point change, BRIEF surprisingly slightly out-
performs ORB.

4.2 The Projection Matrix

We consider S1 and S2 two points of the 3D scene and p the plan which contains these
two points.

Re O XeYeZeð Þ is the Euclidian reference which is associated to the triangle of the
center O and side b
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The coordinates of points S1, S2 and S3 Fig. 3 are given as below:

S1 ¼ b
2
;

p
3
2

b; 1
� �T

S2 ¼ b; 0; 1ð ÞT

S3 ¼ 0; 1; 1ð ÞT

We consider the two homography Hi and Hj that can be used to project the plan in
the images i and j, so the projection of the two points can be represented by the
following expressions:

sim �HiSm ð5Þ

sjm �HjSm ð6Þ

With m ¼ 1; 2. sim and sjm represent respectively the points in the images i and j
which are the projections of the two summits S1 and S2 of the 3D scene, and Hn

represents the homography matrix defined by:

Fig. 3. Representation of points S1, S2 and S3 in the two images i and j.
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Hn ¼ KnRn

1 0
0 1
0 0

RT
n tn

0
@

1
A; n ¼ i; j ð7Þ

With:
Rn : the rotation matrix
tn : the translation vector
Kn : The matrix of intrinsic parameters.

The expressions (5) and (6) can be written as :

sim �HiBS'm ð8Þ

sjm �HjBS'm ð9Þ

With : B ¼
b b

2 0

0
p
3
2 b 0

0 0 1

0
B@

1
CA

S'm ¼
a
b
1

0
@

1
A

For:

m ¼ 1\ ¼ [ a ¼ 0 and b ¼ 1
m ¼ 2\ ¼ [ a ¼ 1 and b ¼ 0

�

We put:

Pn �HnB ; n ¼ i; j ð10Þ

With Pi and Pj are the projections matrix of the two points S
0
1 and S

0
2 in the images i

and j Figs. 3 and 6.
From the Eq. (10) we have:

Pj �HijPi ð11Þ

With:

Hij �HjH�1
i ð12Þ

Hij is the homography between the images i and j.
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The Eqs. (8), (9) and (10) give:

sim � PiS
0
m ð13Þ

sjm � PjS
0
m ð14Þ

And from the Eqs. (11) and (14) we have :

sjm �HijPiS
0
m ð15Þ

The Eq. (15) gives:

e
0
jsjm � e

0
jHijPiS

0
m ð16Þ

This later gives:

e
0
jsjm � FijPiS

0
m ð17Þ

With Fij is the fundamental matrix between the images i and j.

e
0
j ¼

0 �ej3 ej2
ej3 0 �ej1
�ej2 ej1 0

0
@

1
A

ej1ej2ej3
� �T

are the coordinates of the epipole of the right image, this epipole can be
estimated by the fundamental matrix.

The expression (18) gives:

si1 � PiS
0
1 ð18Þ

si2 � PiS
0
2 ð19Þ

So from the two last relationships, we gets four equations with eight unknowns that
are the elements of Pi

The expression (17) gives:

e
0
jsj1 � FijPiS

0
1 ð20Þ

e
0
jsj2 � FijPiS

0
2 ð21Þ

From the two last relationships, we get four other equations with eight unknowns
which are the parameters of Pi. So we can estimate the parameters of Pi, because we
have a total of eight unknown equations that are the elements of Pi.
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The Eq. (11) gives:

e
0
jPj � e

0
jHijPi ð22Þ

That gives:

e
0
jPj � FijPi ð23Þ

The previous expression gives eight unknown equations that are the elements of Pj.
So we can estimate the parameters of Pj from these eight equations with eight

unknown.

4.3 Autocalibration Equations

In this part, we will determine the relationship between the images of the absolute conic
ðxi and xj), and a relationship between the two points S1; S2ð Þ of the 3D scene and
their projections si1; si2ð Þ and sj1; sj2

� �
in the planes of the left and right images

respectively, the different relationships are established from some techniques of pro-
jective geometry. A nonlinear cost function will be defined from the determination of
these relationships. The formulated cost function will be minimized by the
Levenberg-Marquardt algorithm [18] to estimate xi and xj and finally the intrinsic
parameters of the cameras used [24].

The Eq. (11) gives:

kimsim ¼ PiS
0
m ð24Þ

With: Pi ¼
P11 P12 P13
P21 P22 P23
P31 P32 P33

0
@

1
A

sim ¼
xim
yim
1

0
@

1
A

PTi xiPi � B0TB0 B0TRT
i ti

tTi RiB0 tTi ti

� �
ð25Þ

With:

B0 ¼
b b

2

0
p
3
2 b

0 0

0
B@

1
CA ð26Þ

Ki is an upper-triangular matrix normalized as det Ki ¼ 1
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xi ¼ KiKT
i

� ��1
is the image of the absolute conic.

The same for Pj:

PTj xjPj �
B0TB0 B0TRT

j tj
tTj RjB0 tTj tj

 !
ð27Þ

We can deduce that the first rows and columns of the matrix PTi xiPi and PTj xjPj are
the same.

We put Xi and Xj the two matrix corresponding respectively to the first two rows
and columns of the two previous matrices.

Xm ¼ x1m x3m
x3m x2m

� �
, with m ¼ i; j:

So we conclude the 3 following equations:

x1i ¼ x2i
x1j ¼ x2j

x1ix3j ¼ x1jx3i

8<
: ð28Þ

Each image pair gives a system of 3 equations with 8 unknown (4 unknown for xi

and 4 unknown for xj), so to solve the equation system (28), we need at least 4 images.
The equation system (28) is nonlinear, so to solve this system of equations we

minimize the following nonlinear cost function:

minxk

Xn

j¼iþ 1

Xn�1

i¼1
a2ij þ b2ij þ c2ij

� �
ð29Þ

With: /ij ¼ q1i � q2i; bij ¼ q1j � q2j; cij ¼ q1iq3j � q1jq3i, and : n is the number of
images.

The Eq. (29) will be minimized by the Levenberg–Marquardt algorithm [18], this
algorithm requires an initialization step. So the camera parameters are initialized as
follows:

Pixels are squares, so: ei ¼ ej ¼ 1, si ¼ sj ¼ 0,
The principal point is in the centre of the image so: x0i ¼ y0i ¼ x0j ¼ y0j ¼ 256

(because the images used are of sizes 512 � 512), and the focal distances fi and fj are
obtained by the resolution of the equation system (29).
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4.4 General Algorithm

1. Detecting and matching of interest points respectively by ORB algorithm.

2. Determination of the Fundamental matrix by Ransac algorithm using eight 
matches.

3. Calculation of the projection matrices used by the projection of two points.

4. Formulation of the non-linear cost function

5. Minimization of non-linear cost function by the Levenberg-Marquardt algo-
rithm.

5.1. Initialization: we suppose that the principal point is in the center of the 
image, the pixels are squared, and we calculate the focal length. 

5.2. Optimization of the non-linear cost function.

5 Reconstruction of the 3D Scene

This part is dedicated to the 3D reconstruction to determine a cloud of 3D points from
the matching between the pairs of images [19, 22, 23, 25]. In theory, getting the
position of 3D points from their projections in the images is trivial. The matching 2D
point pair must be the projections of the 3D points in the images.

This reconstruction is possible when the geometric relationship between the cam-
eras is known and when the projection of the same point is measured in the images.

The reconstruction of a few points of the 3D scene requires the estimation of the
projection matrix of this scene in different images.

We have: P0 and P1 two projection matrices of the 3D scene, respectively in the
plane of the images, such as:

s0m � P0Sm ð30Þ

sim � PiSm

We have P�K R tð Þ
So,

P0 �K0 I3Oð Þ ð31Þ

P1 �K1 R1t1ð Þ

The essential matrix [29] is the specialization of the fundamental matrix to the case
of normalized image coordinates. Historically, the essential matrix was introduced (by
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Longuet-Higgins) before the fundamental matrix, and the fundamental matrix may be
thought of as the generalization of the essential matrix in which the (inessential)
assumption of calibrated cameras is removed. The essential matrix has fewer degrees of
freedom, and additional properties, compared to the fundamental matrix.

The defining equation for the essential matrix is:

bXT
1 EbX0 ¼ 0

With bX ¼ K�1X.
In terms of the normalized image coordinates for corresponding points X0 $ X1

Substituting for bX0 and bX1 gives XT
1 K

T
1 EK

�1X0 ¼ 0. Comparing this with the
relation XT

1 F12X0 ¼ 0 for the fundamental matrix, it follows that the relationship
between the fundamental and essential matrices is

E12 ¼ KT
1F12K0 ð32Þ

With: F12 represent the fundamental matrix between the first and second images, It
is estimated from 8 matches between this couple of images.

E12 is decompose into singular value in the following equation:

E12 ¼ kL1U 1 1 0ð ÞLT
2 ð33Þ

With
k is a non-zero scalar,
And U 1 1 0ð Þ is written in the following form:

U 1 1 0ð Þ ¼ N1NT
2 ¼ �N1NT

2 ð34Þ

N1 ¼
0 1 0
�1 0 0
0 0 0

0
@

1
A; N2 ¼

0 �1 0
1 0 0
0 0 1

0
@

1
A ð35Þ

From (33) and (34), we have:

E12 ¼ kL1N1NT
2L

T
2 ¼ �kL1N1NT

2L
T
2 ð36Þ

L1 is orthonormal, so the matrix E12 can be written as the following form:

E12 �L1N1LT
1 �L1N2LT

2

� �� � L1N1LT
1 �L1NT

2L2
� � ð37Þ

On the other hand, E12 is expressed as follows:

E12 � t1½ �^R1 ð38Þ
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t1½ �^¼
0 �t13 t12
t13 0 �t11
�t12 t11 0

2
4

3
5 ð39Þ

And t11t12t13ð ÞT are the coordinates of the translation vector t1.
From the two latest expressions, we can conclude the vector t1 that admits an

unique solution:

t1½ �^ �L1N1LT
1 ð40Þ

And the rotation matrix R1 admits 4 solutions

R1 � � L1N2LT
2 or R1 � � L1NT

2L
T
2 ð41Þ

But the determinant of the rotation matrix must be equal to 1, which allows fixing a
sign for the two matrices:

�L1N2LT
2 and � L1NT

2L
T
2

So the number of solutions for R1 becomes 2.
We use the two solutions to reconstruct the 3D scene, and finally we choose the

solution that gives the best Euclidean reconstruction.
From the Eq. (30), we obtain the following linear system of equations:

M X Y Zð ÞT¼ N ð42Þ

M : Matrix of size 4 x 3
N : Vector of size 4

These two matrices are expressed in function of the elements of the projection
matrices and the coordinates of the matches.

X Y Zð ÞT: The vector of the coordinates of the searched 3D point.
The coordinates of the 3D points (the solution of the Eq. (42)) are obtained by the

following expression:

detMTM 6¼ 0 so MTM is no singular

X Y Zð ÞT¼ MTM
� ��1

MTN ð43Þ
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6 Experimentations

In this part, we have taken two images of an unknown three-dimensional scene by a
CCD camera characterized by variable intrinsic parameters Fig. 4. In the first step, we
applied the ORB descriptor to determine the interest points Fig. 5. And the matching
between the two selected images Fig. 6. Subsequently and after implementation the
algorithms of Ransac and Levenberg-Marquardt while relying on the Python pro-
gramming language, we got the result of the 3D reconstruction below Fig. 7:

Fig. 4. Two images of unknown 3D scene

Fig. 5. The interest points in the two images (blue color) (Color figure online)
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The detection of interest points, Fig. 5. And the mapping Fig. 6 are carried out by
the descriptor ORB [20]. The determination of the relationship between the matches
and the camera parameters permit to formulate a system of non-linear equations. This
system is introduced in a non-linear cost function. The minimization of this function by
Levenberg-Marquardt algorithm [18] allows finding an optimal solution of the camera
parameters. These parameters are used with the matches to obtain an initial point cloud
Fig. 7.

We have a lot of values to estimate, every parameters have a minimum value.
The intrinsic camera parameters (focal lengths, coordinates of the principal points,

scale factors, skew factors) and the rotation matrices.
This population is chosen in a way that each parameter belongs to a specific interval

Table 1.

Fig. 6. The matches between the two images

Fig. 7. The reconstructed 3D scene
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The usefulness of our contribution is to obtain a 3D scene reconstructed just from 2
images taken from an uncalibrated camera and with variable intrinsic parameters. The
next steps will be the 3D modeling in order to finalize our work and find a robust
results and a very well a 3D scene reconstructed based on a triangulation construction
and a texture mapping.

7 Conclusion

In this work we have treated a new approach of the reconstruction of three-dimensional
scenes from a method of autocalibration of cameras characterized by variable intrinsic
parameters. The interest points are detected and matched by the ORB descriptor, and
it’s used later with the projection matrix (expressed according to camera settings) of the
scene in the planar images to determine coordinate of the point cloud, so that we can
reconstruct the scene.
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Abstract. In this paper, we propose a novel method for detecting license
plates (LP) in images. The proposed algorithm is an extension of Max-
imally Stable Extremal Regions (MSER) for extracting candidate text
region of LP. The approach is more robust to edge and more powerful
thanks to its stability, and robustness against the changes of scale and
illumination. We propose a novel method based on a bilateral filter as well
as an adaptive dynamic threshold so as to improve the MSER results.
Besides, we consider the outer tangent of circles intersection for filtering
the region with the same orientation, and finally a character classifier
based on geometrical and statistical constraints of character to eliminate
false detection. Thus, our proposal consists of three steps namely, image
preprocessing, candidate license plate character detection, and finally fil-
tering and grouping to eliminate false detection.

Experimental results showed that our approach results in significant
improvement compared to another compared method. Indeed, the recall
rate of our method is equal to 96% and the standard measure of quality
F rate is equal to 97%.

Keywords: VLP detection · MSER region · Image text detection
License plate recognition · Component · Plate region extraction

1 Introduction

Text detection in real-world images is an open problem that is considered as
the first and a critical step in a number of computer vision applications such as
reading labels in map applications, auto driving (detecting street panels), and
License Plate (LP) detection.

Basically, the existing text detection approaches can be grouped into two
major categories: The first category is based on detection from general to par-
ticular as in detecting license plate shapes [1], and horizontal changes of the
intensity [2,3] while the second set relies on detection from particular to general
like detecting character content of LP [4–6].

In this paper we propose a novel approach for detecting License Plate content
by using Maximally Stable Extremal Regions (MSER). The basic idea of our
c© Springer Nature Switzerland AG 2018
Y. Tabii et al. (Eds.): BDCA 2018, CCIS 872, pp. 464–474, 2018.
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proposal is to take into account regions that remain nearly the same through
a wide range of thresholds. This approach is more robust to edge and more
powerful thanks to its stability, and robustness against changes of scale and
illumination.

Our proposal uses both the MSER and the adaptive threshold with bilateral
filter. The remainder of this paper is organized as follows: In Sect. 2, we provide a
related work based on MSER. In Sect. 3, we detail the properties of the proposed
approach. In Sect. 4, we evaluate the performance of our proposal compared to
another method. The conclusion and some perspectives are drawn in Sect. 5.

2 Related Work

In this section, we provide a brief overview of some related research works that
are based on the MSER. [7–11] have proposed a method for scene text detec-
tion and recognition that uses MSER as blob detection. The MSER performs
well but has problems on blurry images and when characters have low contrast.
To overcome these problems, many approaches have been put forward. Indeed,
many MSER extensions have been proposed in order to enhance regions in the
component tree: [12] proposes a new enhanced MSER feature detector. It con-
sists in replacing the Max and Min-trees with the tree of shapes. [13] makes
use of the MSER tree as a character proposal generator with a deep CNN text
classifier. Besides, [14] proposes to combine the canny edge detector with MSER
to cope with blurred and low-quality text. [15] proposes an enhanced MSER
based detection on the intersection of canny edge and MSER region to locate
regions that are more likely to belong to text; canny edge lets to cope with the
weakness of MSER to blur and removes all pixels outside boundaries formed by
canny edges. [16] detects MSER regions from the input image then fed result
as input to the canny edge detector. [17] presents a novel algorithm to identify
text in natural and complex images; first the MSER image is obtained on which
canny edge detection is performed for edge enhancement then combine results
with stroke width transformation for an accurate detection of text. [18] uses the
MSER structure of rooted tree to discard repeating noises, and with the directed
graph, they built upon the connected component nodes with edges comprising
of unary and pairwise cost function. [19] introduces Maxima of Gradient Magni-
tudes (MGMs). The latter are defined as the points that are mostly around the
boundaries of the MSER regions. They completed the boundaries of the regions
which are important for detecting repeatable extremal regions.

3 The Proposed Method

Before moving on, it is worth noting that the main objective behind the pro-
posal of this approach is to detect License Plates. Our proposed approach is
mainly based on the next three properties of characters: (1) The pixels present-
ing LP’s characters contour usually have a height contrast compared to their
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neighbor pixels. (2) Contours of characters are always closed. And (3) there is a
relationship between characters.

Our method consists of three main steps. These are outlined below.

3.1 First Step: Image Preprocessing

Most license plate images that are acquired from real environments are colored.
These images are transformed into gray ones to cut down the amount of calcu-
lation, and get their negatives to detect dark MSER regions.

Fig. 1 gives the results of the first step.

Fig. 1. (a) Input color image. (b) Gray level image. (c) Negative image (the output of
our method first step).

3.2 Second Step: Candidate License Plate Character Detection

We use MSER to detect a set of distinguished regions which are defined by an
extremal property of their intensity functions in the region and on their outer
boundary.

In order to overcome the MSER problems and to enhance detected MSER
regions, we propose to combine it with an adaptive threshold by mean after
noise reducing. Unlike a fixed threshold, the adaptive threshold gives a good
threshold where the image has different lighting conditions in different areas.
The threshold value at each pixel location depends on the neighboring pixel
intensities. To calculate the threshold T (x, y) i.e. the threshold value at pixel
location (x, y) in the image, we perform the following stages:

– A bxb region around the pixel location is selected. The value of b is defined
by the user.

– The weighted average of the bxb region is calculated. To this end, we can
either use the average (mean) of all the pixel locations in the bxb box or use
a Gaussian weighted average of the pixel values in the box. In the latter case,
the pixel values that are near the center of the box will have higher weight.
We will represent this value by WA(x, y).
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– The next stage is to find the Threshold Value T (x, y) by subtracting a con-
stant parameter; let’s note this parameter param1 for the weighted average
value WA(x, y) calculated for each pixel in the previous stage. The threshold
value T (x, y) at pixel location (x, y) is then calculated using the formula given
below:

T (x, y) = WA(x, y) − param1 (1)

We used the Adaptive Threshold with mean weighted average because we
generally have different lighting conditions in license plate images, and we need
to segment a lighter foreground object from its background. In many lighting sit-
uations shadows or dimming of light cause thresholding problems as traditional
thresholding considers the entire image brightness. Adaptive Thresholding will
perform binary thresholding by analyzing each pixel with respect to its local
neighborhood (see Fig. 2). This localization allows each pixel to be considered
in a more adaptive environment.

Fig. 2. (a) The input of our method. (b) Output of the first step of our proposal. (c)
MSERs extraction result. (d) Bilateral Filter result. (e) Adaptive Threshold result. (f)
Contour result (the output of our method second step).

In order to reduce the image noise, we chose to use the bilateral filter which is
a non-linear filter. The reason behind our choice is to avoid to smooth away the
edges. Besides, this filter considers the neighboring pixels with weights assigned
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to each of them. These weights have two components; the first of which is the
same weighting used by the Gaussian filter while the second component takes
into account the difference of intensities between the neighboring pixels and the
evaluated one.

Figure 2 gives an example of the input of our nethod and details of the input
and the output of our method second step.

3.3 Third Step: Filtering and Grouping

The second step results in detecting candidate License Plates. These are our final
candidate contours and regions of interest. Unfortunately, we can have some false
detection. So as to deal with this, we propose to:

– eliminate non-character regions by taking into account some geometrical
properties of characters (height, width, Orientation).

– use the outer tangent of circles around each blob and the closed geometry
characteristic as grouping characteristics to get our final license plate (see
Fig. 3). Indeed, we assume that LP characters consist of horizontally aligned
line.
In order to find subsets of regions which are aligned horizontally a grouping
step is applied.

Fig. 3. An example of outer tangent of circles around blobs.

Figure 4 shows an example of the input of our method (see Fig. 4(a)) and its
output (see Fig. 4(d)). In addition, details of the third step of our proposal are
given in Figs. 4(b), (c) and (d).



An Enhanced MSER Based Method for Detecting Text in License Plates 469

Fig. 4. (a) The input of our method. (b) Output of the second step of our proposal.
(c) Filtering result. (d) Grouping by outer tangent result (the output of our method).

An overview of our proposed method is given by the flowchart displayed in
Fig. 5. This flowchart gives details of the different steps of our proposal that are:

– Image Preprocessing.
– Candidate License Plate Character Detection.
– And Filtering and Grouping.

The proposed flowchart also gives an example of the result of each stage of
the approach by considering an example of a query input image.
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Fig. 5. Flowchart of the proposed method.

4 Experiments

In this section we evaluate our method on a dataset that includes a large variety
of images with different conditions and from various positions of the camera as
well as distinct vehicle License Plates (VLP) used by [20].

We compare the result of our method to that of [21], which is an open source
approach (European license plate).
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We notice that the block size (bxb) of a pixel neighborhood that is used to
calculate a threshold value for the pixel is fixed to 7. Besides we fixed param1
of Eq. (1), which is subtracted from the mean, to 2.

To measure the VLP localization performance, we adopted the evaluation
method based on recall/precision. In this aim we define:

– Recall is defined as the ratio between the number of true VLP detected plates
and the number of real VLP in image. Thus, the recall is given by:

Recall =
trueV LP

realV LP
(2)

– Precision is defined as the ratio between the number of true VLP detected
and the sum of true VLP detected and false detected VLP. This is formulated
by the next equation:

Precision =
trueV LP

trueV LP + falseV LP
(3)

After collecting the testing result of the two methods, we plot the
Recall/Precision graph (see Fig. 6). This figure highlights that the new approach
offers more precision for all recall values.

Fig. 6. Recall/Precision curves of the two compared approaches.

Some results of our method are given in Fig. 7. The examples belowpresent
images that contain VLP with different complex back ground.
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Fig. 7. Some true positive detections of our method.

A measure that combines precision and recall is the harmonic mean of pre-
cision and recall. The traditional F-measure or balanced F-score given by:

F = 2 ∗ Recall ∗ Precision

Recall + Precision
(4)

The table below summarizes the results of the two considered compared
approaches (Table 1).

As MSER can detect some blob with the same characteristic of LP compo-
nent, we have obtained some false detection with our approach. Figure 8 gives
some of the false detection LP.
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Table 1. Performances of the two compared methods.

Precision F-score

Our approach 0.96 0,97

Operalpr 0.856 0,92

Fig. 8. Some false detections of our method.

5 Concluding Remarks

In this paper we proposed an efficient method to detect and locate text in LP. We
adopted the MSER method as a region detector and overcome its sensitivity to
blurred text, low contrast, and complex background by adding a parallel step of
adaptive Threshold to enhance MSER result and bilateral filter to reduce noise
without smoothing edge. The combination of MSER and adaptive threshold
together with the bilateral filter allows improving the existing LP detectors.
Our experimental results demonstrated that the proposed method gives better
results that other methods. Thus, we obtained a precision rate equal to 96% and
an F-score equals to 0, 97 with our approach.

Further works remain to study other ways to tackle the MSER shortcomings.
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Abstract. The paper studies the influence on the similarity by extract-
ing and using m from n frames on videos, the purpose is to evaluate
the amount of the proportion similarity between them, and propose a
new Content-Based Video Retrieval (CBVR) system. The proposed sys-
tem uses a Bounded Coordinate of Motion Histogram (BCMH) [1] to
characterize videos which are represented by spatio-temporal features
(eg. motion vectors) and the Fast and Adaptive Bidimensional Empiri-
cal Mode Decomposition (FABEMD). However, a global representation
of a video is compared pairwise with all those of the videos in the Hol-
lywood2 dataset using the k-nearest neighbors (KNN). Moreover, this
approach is adaptive: a training procedure is presented, and an accu-
racy of 58.1% is accomplished in comparison with the state-of-the-art
approaches on the dataset of 1707 movie clips.

Keywords: Content-Based Video Retrieval (CBVR)
Bounded Coordinate of Motion Histogram (BCMH)
Structural similarity (SSIM) · Information search and retrieval · kNN

1 Introduction

Currently, many digital multimedia data are created in diverse areas and in
several application frameworks. Imagine when we could use all these data to
construct a smart environment, maybe a computer-aided, or a robot assistant
that is able to understand and recognize many motion or actions at a level
that they might really support us in finding things without the need to any
intervention. Thus, this kind of assistance could help us in surveillance systems,
web searching, entertainment, geographic information systems, medicine, etc.

If our imagination leads us to this interesting point, so we will need to exceed
the traditional method, which has been to make a relationship between the video
context and the title (e.g. Youtube). Really, a great number of web users rely on

c© Springer Nature Switzerland AG 2018
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textual keyword to perform their searches. Youtube searches look principally at
the title of each video and its description, and sometimes the user will not know
the “tag or name” of what he/she is looking for, but is knowing some contents,
for instance, the visual appearance of an artist, or what an object looks like, etc.

Perhaps, it was easy to find some resources in the last century, because
multimedia databases have been really smaller, but recently, the situation has
changed, and there are several disadvantages to use this kind of search. For the
reason that this textual data is often inexact, inadequate or incomplete, the mas-
sive amounts of new multimedia data in a large variety of formats (e.g. videos
and images) are made available worldwide on a daily basis, and the complex-
ity, quantity and high dimensionality of this information are all exponentially
increasing. Thus, we should find the alternative model, the solution to perform
this search is to refer to Content-based Video Retrieval (CBVR).
What a challenge awaits us? There are several causes that CBVR proves more
challenging. First, we don’t have just one image or one object to analyze. Second,
there are successive images and many video shots that have different background,
which need the pairwise comparisons. Additionally, the algorithms should be
highly efficient to be practical on the wide video datasets.

In CBVR, many works have been presented, such as Herath et al. [2], present
many research areas including human dynamics, semantic segmentation, object
recognition, domain adaptation, and give surveys on Motion and Action Analy-
sis. Rossetto et al. [3] present a system that exploits a high-level spatial-temporal
features and a variety of low-level image (video) features; include motion, color,
edge and that all be jointly used in any combination. Droueche et al. [4] used
the wavelet and region trajectories, respectively, to provide a video character-
ization by fast dynamic time warping distance. Jones and Shao [5] tried to
make the combination between several techniques like vocabulary guided, spa-
tiotemporal pyramid matches, Bag-of-Words for action representation, and also
SVMs/ABRS-SVMs for relevance feedback using the datasets of the realistic
action like “UCF Sports, UCF YouTube and HOHA2”. Jai-Andaloussi et al. [6]
already suggested Content-Based Image Retrieval (CBIR) using a distributed
computing system to benefit the computation time.

Gao et al. [7] discussed about the feature transformation and the learning
techniques in high-dimensional which need to know and apply if we would reduce
the dimensionality, and keep the growth of the performance and the robustness
of domain applications. Frikha et al. [8] present an original unsupervised appear-
ance key-frame selection approach using the similarity between HOG features
vectors for multi-shot person re-identification problem. Huang et al. [9,10], pro-
vide practical measurement algorithms for capturing the dominating content of
a video. Because of the full scale of the CBVR problem, this paper focuses on
one subdomain in which the key idea is to minimize the redundancy of frames
of videos by choosing efficient frames. Then, these selected keyframes will be
modeled into a global video signature represented by the motion and the char-
acterization of the image decomposed into multiple hierarchical components,
and we will study its influence about the computational time, processing and
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the similarity by the matching score of the average of all pairwise distances.
Therefore, we present two issues in this work, the first one is about finding
the centroid image that can be the keyframe of group of pictures (GOP), so
we calculate the similarity between n-windows frames; in our application, we
choose n-windows= {1, 3, 5, 7, 9}, for n-windows= 1 that means that we utilize
all frames of the video, and for n-windows= 3 that means that we choose the
first frame and all frames that can be modulo 3, and so on for others. The second
part is for extracting the efficient features using different techniques to construct
the global video signature representation and calculate the similarity between
videos utilizing k-nearest neighbors (kNN) approach.

The remainder of the paper is organized as follows. The different steps of
the proposed approach are described in Sect. 2. The experimental results and
discussions are reported in Sect. 3. Finally, Sect. 4 is the conclusion.

2 System Overview and Proposed Method

Generally, Group of Pictures (GOP) is a type of terminology related to MPEG
video encoding. Thus, every coded video stream has groups of GOPs. GOPs
include various types such as I, P and B (Intra-compressed, forward Predicted
and Bi-directional predicted, respectively). I-frame contains a lot of information
from the image and it is not referenced to any frame of the stream, for that
reason, the motion vector is extracted from the coding of the two other type of
frames. The B or P frames contain motion-compensated difference information
relative to decoded frames, therefore, each B-frame can reference on any frame
from the previous and following images, rather the P-frame makes the same
process of B but it is just with the previous images [4].

In the following subsections, we present the technique of selection the
keyframes, the motion histogram, and the representation of the relevant data
by the Bounded Coordinate System (BCS), we have also Non-negative least
squares (NNLS) as a kind of pairwise comparison between the video signatures
to give a coordinate to the video and kNN for the similarity purpose.

Fig. 1. Low-level appearance features
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2.1 Key Frame Selection

In this subsection, we try to present the technique that we made to choose the
relevant keyframes from video stream applying n−windows concept. First, every
image will be represented by its intensity of low-level appearance (Fig. 1).

Repi,j,k = (IntensityRed, IntensityGreen, IntensityBlue, IntensityGray) (1)

The Eq. (1) means the representation of image i in GOP j of video k, the centroid
image i is that has a minimum distance between all frames in GOP j.

Centroidi,w,k = Min

(
n∑

i=1

n∑
r=1

DTW (Repi,j,k, Repr,j,k)

)
i�=j

(2)

Where the DTW is the Dynamic Time Warping distance for the measuring
multidimensional time series, and n is the number of frames in GOP. The
application takes n-windows= {1, 3, 5, 7, 9}, so we have five windows, and w
identifies which n-windows utilized in our application. After that, we match
between Centroidi,w,k to find which window is closest to the representation
of n-windows= 1; In this matching (Table 1), the PSNR and SSIM are two
approaches to use. Well, the PSNR limitations are from the borders of the MSE
(mean squared error). Thus, the SSIM (structural similarity index) is proposed
by Wang et al. [11,12] as a kind of involved solution to the problem of “image
quality assessment” [13].

Fig. 2. Centroid image.
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“SSIM correlates extraordinarily well with perceptual image quality and hand-
ily outperforms prior state-of-the-art HVS-based metrics” [14]. For that reason,
we apply SSIM.

2.2 Motion Histogram

The motion histogram is based on the motion vectors that we could extract from
P and/or B frames. Every motion histogram represents one frame, due to a lot
of directions of motion (360◦) which can find in the frames, 12 possibilities and a
separate bin M = 0 for zero-length motion vectors are considered like 13 bins of
directions [15]. The direction of motion vector μ(x,y) is calculated by the Eq. (3).

The Eq. (3) is considered true, if μ(x,y) �= (0,0) with length |μ|. With Eq. (4),
the motion histogram is calculated. The first part of our signature will take three
values:

– Direction: the value of the prevalent motion vectors μ,
– Class: the ID of the Direction,
– Intensity: the median of a dominant motion vectors (5).

Ω(μ) =

{
arccos x

|μ| , y ≥ 0
2π − arccos x

|μ| , y < 0

}
(3)

Histogram(μ) =

{
0 , μ = (0, 0)

1 + ([Ω(μ) M
2Π

+ 1
2
]modM) , otherwise

(4)

Intensityμ =
1
D

D∑
i=1

|μ| ; (D : Direction) (5)

2.3 FABEMD

With the decomposition of the images from high to low frequencies compo-
nents by the Fast and Adaptive Bidimensional Empirical Mode Decomposition
(FABEMD) [16], no information is lost. The original image is exactly the recon-
struction of the BIMF images (Bidimensional Intrinsic Mode Functions) [17,18].
Moreover, any image follows the generalized Gaussian model, it will represent
by suitable parameters, which can facilitate the comparison.

Table 1. Proportion of similarity between the n-windows

Similarity between {n= 1 & 3} {n= 1 & 5} {n= 1 & 7} {n= 1 & 9}
Average 86.6% 83.1% 80.8% 79.4%

SD 13.8% 14.7% 14.7% 15.2%
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BIMFs. BIMFs and a residue are decomposition of an original image using the
FABEMD method. The highest local frequencies of oscillation are found in the
first BIMF, and the last BIMF holds the lowest, but the residue includes the
rest of data [17,18].

Generalized Gaussian Distribution (GGD). Different statistical models
of the motion and the residual information have been proposed, for instance,
the Gaussian and the zero-mean Laplacian distributions, but Gaussian distri-
butions are more close to random Gaussian noise [4], then, the best probability
density function which can be conveniently reached by Generalized Gaussian
Distribution (GGD) [19], defined by (4).

P (x, α, β) =
β

2αΓ ( 1
β )

e−(
|x|
α )β (6)

The gamma function is Γ (x) =
∫ α

0
e−ttx−tdt;x > 0, where:

– α: a scale factor, it corresponds to the standard deviation of the Gaussian
distribution [20].

– β: a shape parameter.

Well, with a maximum likelihood estimator of the GGD (α̂, β̂), we find these
parameters. Supposing that, each xi (coefficient for one BIMF) is independent
and L is the total of frame’s blocks, and the digamma function is Ψ(t) = Γ ′(t)

Γ (t) .

Varanasi and Aazhang [21] demonstrated that the unique solution of (α̂, β̂) is
taken by the following equations:⎧⎪⎨

⎪⎩
α̂ = ( β̂

L

∑L
i=1 |xi|)

1
β̂

1 +
Ψ( 1

β̂
)

β̂
−

∑L
i=1 xβ̂

i log|xi|
∑L

i=1|xi|β̂
+ log(β̂

∑L|xi|β̂
i=1

L )

β̂
= 0

(7)

2.4 Signature Extraction and Signature Matching

Due to the results of [18], the runtime grows exponentially when the procedure of
the decomposition goes to the end, however, the extraction of first BIMFs need
relatively low computation time. Thus, to integrate the FABEMD method in
the real-time system, we should take consideration of this limitation. Typically,
three levels are ideal and the representation of our signature will be (8). Indeed,
according to the n-windows of the Key Frame Selection Sect. 2.1, every row of
SignVk

represents the features of the Centroid image of GOP j (Eq. (2), Fig. 2).

SignVk
=

⎡
⎢⎢⎢⎢⎢⎢⎣

D1 C1 I1 α1
1 β1

1 α2
1 β2

1 α3
1 β3

1

D2 C2 I2 α1
2 β1

2 α2
2 β2

2 α3
2 β3

2

D3 C3 I3 α1
3 β1

3 α2
3 β2

3 α3
3 β3

3

. . . . . . . . .

. . . . . . . . .
Dn Cn In α1

n β1
n α2

n β2
n α3

n β3
n

⎤
⎥⎥⎥⎥⎥⎥⎦

(8)
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Where k is the number of the video, and n is the number of the last frame
in the video, D is the Direction, C is the Class, I is the Intensity, αi

n and βi
n are

the scale factor, and the shape parameter of an image for BIMF i, respectively.
On the other hand, the representation of 2 dimensions makes the interpretation
of SignVk

much easier than 9 dimensions, and it is more suitable for the large
number of videos.

Bounded Coordinate System (BCS). Bounded Coordinate System (BCS)
is linear system of feature space (not depending on the video length), that
makes the real-time search from big video collections feasible. [9,10] present
the BCS model that captures the distribution of the tendency of content of a
video bounded by the range of data projections on the length of the axis. Thus,
the using of PCA is to get the corresponding axes of BCS of dominating content.
Well, the complexity of data is notable reduced.

D(BCS(X), BCS(Y )) = ‖OX − OY ‖+(
dY∑
i=1

∥∥∥ ¨ΦXi
− Φ̈Yi

∥∥∥+
dX∑

dY +1

∥∥∥ ¨ΦXi

∥∥∥)/2 (9)

Let X = (x1, x2, x3, ..., xn) a video clip, the mean for all xi denoted as
ranges, orientations and origin O of the bounded axes of coordinate system
(Φi). Let X and Y videos, BCS(X) = (OX ; Φ̈X1 ; Φ̈X2 ; ...; Φ̈Xd

) and BCS(Y ) =
(OY ; Φ̈Y1 ; Φ̈Y2 ; ...; Φ̈Yd

), to calculate the similarity between BCS(X) and BCS(Y),
two distances will be calculated. Where dX = dY , ‖OX − OY ‖ is the translation
distance betwixt two origins, and it indicates the global difference betwixt two
sets of frames representing the video clips, and the average difference of all the
content-changing indicated by the distance betwixt each pair of bounded axes
by rotation

∥∥∥Φ̈Xi
− Φ̈Yi

∥∥∥ /2, else if dX > dY , a scaling distance
∥∥∥Φ̈Xi

∥∥∥ /2 will be
added to a translation and rotation distance, therefore, the rotation and scal-
ing indicate the content tendencies. The length of bounded principal component∥∥∥Φ̈i

∥∥∥ is 2cσi [9].

Non-Negative Least Squares (NNLS). In data modeling, the fundamental
problem is to estimate and describing the data. The objective here is to remodel
the vector x, which presents the observed values as better as possible. This
requirement probably executed by the linear system:

Mx = y (10)

The unknown model parameters need to be indicated by x = (x1, x2, ..., xn)T .
Thus, the different experiments relating x are encoded by the measurement
matrix M ∈ R

m×n, and y is given by the set of observed values [22].
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2.5 K-Nearest Neighbors (kNN)

kNN is an algorithm for regression and classification, the predictions are made
using directly the training dataset. Through the training set, each instance x
searches for the k most closer neighbors using the Euclidean Distance. This might
be the mean output variable for regression, and the mode for classification. In the
testing part, the result is given by the value of the summarizing for k neighbors
using the Mean Average Precision (MAP) (11). The computational complexity
of kNN increases with the size of the training dataset.

Other popular distance measures include: Manhattan Distance, Minkowski
Distance, and Hamming Distance are used as like as Euclidian distance.

MAP =

∑n
j=1(P (j) × rel(j))

Number of relevant video
(11)

With n is the number of retrieved videos, j is the rank in the sequence of
retrieved videos. P(j) is the precision at cut-off j in the list, rel(j) is an indicator
function equaling 1 if it is a relevant video, and 0 in the otherwise1. The scenario
to compute MAP is:

– Every video played, in turn, the role of the query video in a test subset. The
algorithm found the most relevant videos in the training subset (the videos
minimizing the distance to the query video, in the training subset),

– The average precision was calculated for every query in the test subset. The
average precision was obtained by averaging all precision values.

3 Video Dataset, Experimentation and Results

In this part, we present the proposed framework and the dataset which is used in
our experiment, the chronology of using the methods (Fig. 3) and the discussion
about the results.

The framework is applied on the movie clip dataset, called HOLLYWOOD22

[23] which consists of 1,707 video sequences of human action with 12 types of
class divided in 2 sections. The training set and the test subset consist of 823
and 884 video sequences, respectively. The computations were executed on an
Intel processor with 2 cores, 4 threads, running at 2.6 GHz, with 4 GB of RAM.
The first step is to extract the global signature from the video set. Thus, we
could create a set of signatures with each n-windows used (Signature (8)).

The difficulty of the interpretation of data in 9 dimensions leads us to BCS,
which can give an acceptable representation of the data in low dimension (2
dimensions) with the conservation of more than 90% of relevant data. Well, the
scatter represents and gives the specificity of each video by the center and the
length of bounded principal component. Sometimes, these two signs don’t present

1 https://www.wikipedia.org/wiki/Information retrieval.
2 http://www.di.ens.fr/∼laptev/actions/hollywood2/.

https://www.wikipedia.org/wiki/Information_retrieval
http://www.di.ens.fr/~laptev/actions/hollywood2/
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Table 2. Performance evaluation of the proposed approach
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Fig. 3. Signatures and measurement process

the correct information, maybe with the missing of the data (the video is short,
the using of a predefined number of frames, not all), or the video’s model (many
actions or classic), or by the lighting, certain values are influenced. Therefore,
the comparative model with all videos in the training part is important. Thus,
the system can compare them and accumulate the values of the neighbors in the
testing part.

According to Table 1, we can see that the average between the using n-
windows= {3, 5, 7, 9} and all frames does not exceed 20% of the difference of
the similarity, in this way, we can benefit the computation time by choosing a
predefined number of frames. The standard deviation represents the percent that
shows how closer/far the data around the mean is ?. Except n-windows= {3},
because the frames are closer to n-windows= {1}, we think that n-windows= {5}
and n-windows= {7} are more useful, but we should experiment their perfor-
mance. According to Table 2, we present the results of our experiment on 12 types
of class, we have used different modes n-windows= {5, 7, 9} and for each one, we
test with 3, 5, 7, and all parameters, for instance (Direction,Class, Intensity)
, (Direction,Class, Intensity, α, β), etc. In Table 2, we can notice also that
the results of n-windows= {5} preserve their performance with 3 parameters,
and when we add others, we could see the growth of the performance. In the
other n-windows, we have some fluctuations that can not be explained with-
out a deep study. However, we have a good percent similarity if we choose n-
windows= 9 frames with just 3 parameters. Unfortunately, 3 parameters can’t
represent efficiently the images and so on for the video. On the other side, we can
say that 6 from 12 classes have the good percent by using all parameters with
n-windows= 5, but the other classes are also closer, the difference almost 2%
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between them (between 3 and 9 parameters with n-windows= 5). This confirms
that the proposed method is good in comparison with the state-of-the-art. Thus,
we can consider the choosing n-windows= {5} with all parameters as the ideal
choice to have the best similarity with a reasonable computation time that does
not exceed 3 min on average than 9 min in the first version of BCMH [1].

Overall, our results are compared to those obtained in [4,23]. Generally,
ours considered as better by more than 30% with k = 5 of neighbors and {n-
windows=5, parameters=9}, but in comparison to [1], the advantage of com-
putational time is indicated. This leads us to go on to the real time searches
environment. Furthermore, the CBVR using a distributed computing system,
and an improved version of this framework are both our area of research for
future work.

4 Conclusion

In this paper, the focus is to choose the efficient keyframes, and construct a global
signature, firstly, by motion vectors with 3 parameters, the following parame-
ters are extracted by using FABEMD in 3 levels. This combination presents
an upgrade version of Bounded Coordinate of Motion Histogram (BCMH) that
characterizes a video by its scattered data in low dimension. To get an adequate
form of video and all that belong to the same category, the NNLS presents its
performance and with the efficient of KNN we find the closest neighbors. The
Mean Average Precision (MAP) is applied to classify the relevant videos. Despite
using 3 BIMFs, the results show that our approach is faster than BCMH, and
the performance of MAP is 30% higher in comparison with the combination of
SIFT-HOG-HOF and the Region Trajectories EFDTW. Honestly, a theoretical
analysis proves that the computation time will be reduced with the distributed
system. Thus, the real-time process should be more feasible.
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Abstract. Information and communication technology has changed rapidly
over the past 20 years with a key development being the emergence of social
media. The growing popularity of social media networks has revolutionized the
way we view ourselves, the way we see others and the way we perceive the
world and interact with one another. More than that, we have witnessed that
opinionated postings in social media have helped reshape businesses, and sway
public sentiments and emotions, hence the importance of sentiment analysis on
social media.
We are interested in studying the opinions of Moroccan Internet users, so this

article presents a new electronic dictionary called “DELSOM” that is intended
for the sociolect language used by Moroccan Internet users on the web and
social networks. It presents in detail the process of developing this dictionary,
namely the general features of this knowledge base, the morphological and
syntactic specifications that characterize this first draft of the characterization of
this new language, the different grammatical and phonetic rules, and the mod-
eling schemes adopted to define the entries of this dictionary.

Keywords: Electronic dictionaries � Sentiment analysis
Arabic opinion mining � Moroccan sociolect language

1 Introduction

The Web has become a huge ground for posting and sharing emotions about any
subject; and understanding this phenomenon represents a major challenge at many
levels. Therefore the influence of social networks has taken a considerable place since
they represent an undeniable power in today’s global society.

The web including social networks occupies a very important place in Morocco.
According to the National Telecommunication Regulatory Agency (ANRT) statistics
[1], Morocco had 18.5 million Internet users in 2016, which is almost 58.3% of its
population and this number continues to increase, nearly two in three Internet users
using networks social networks access it daily.

The main uses of Moroccan Internet users are participation in social networks
(90%), so Morocco is the fifth largest user of the Facebook network in Africa.
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So as part of our work on the analysis and detection of feelings of Internet users
from their publications on the web and social networks, we were interested in studying
the opinions of the Moroccan Internet community on an event, a political decision or a
commercial product, etc. Therefore, for a better analysis and follow-up of the opinion
of the Moroccan Internet users it was essential first of all to understand this sociolect
language used by the Moroccan Net surfers on the social networks.

This sociolect language is characterized by the combination of numbers and letters
to transcribe words from the French, Arabic and English languages or even to tran-
scribe emoticons expressing a given feeling, it has even become very common to write
the Arabic language in Latin letters.

Since the use of this type of language that calls for both numbers and languages is a
new trend of communication, we do not really find on the market a dictionary that
meets this need, hence the idea to develop this first version of dictionary for this
Moroccan sociolect language.

This work of elaboration of a dictionary specific to the sociolect language used by
the Moroccan Net surfers on the web is a complementary work to another work in
progress that aims the application of text classification algorithms to the Moroccan
sociolect language for opinion analysis.

In the literature there are many research studies that have dealt with Sentiment
Analysis applied to the variations of Arabic language.

In this respect, Itani et al. [2] have developed resources for sentiment analysis
specifically for Arabic text in social media. A distinctive feature of the corpora and
lexicons developed are that they are determined from informal Arabic that does not
conform to grammatical or spelling standards.

Harrat et al. [3] present a first linguistic study of the Arabic Algerian dialect, a
non-resourced language for which no known resource is available to date. They
introduce its most important features and describe the resources that they created from
scratch for this dialect.

El-Masria et al. [4] proposed a new tool that applies sentiment analysis to Arabic
text tweets using a combination of parameters (the time of the tweets, preprocessing
methods like stemming and retweets, n-grams features, lexicon-based methods, and
machine-learning methods). Users can select a topic and set their desired parameters.
The model detects the polarity (negative, positive, both, and neutral) of the topic from
the recent related tweets and display the results.

The rest of this paper is organized as follows: Sect. 2 is about the Moroccan
sociolect language and a presentation of the linguistic situation in morocco, and Sect. 3
is a definition of the linguistic knowledge base “DELSOM” and its content. Further-
more the Sect. 4 is devoted to present the steps of modeling of grammatical rules of the
sociolect language. Section 5 is about the modeling of phonetic rules of this language.
And the final Sect. 6 is a conclusion of all the work done is this paper.
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2 Moroccan Sociolect Language and the Linguistic Situation
in Morocco

As part of Morocco presents a very complex linguistic situation [5]: classical Arabic
and modern Arabic for the most educated, Arabic dialect or Moroccan Arabic, called in
Morocco “darija”, for almost all the population,, the Berber, called “Amazigh” for
about 40% of Moroccans, French for those who attend schools, Spanish for a small part
of the population of the North, and English which tends to prevail as a vehicle for
modernity.

The interaction [6] of all these languages that coexist in Morocco has given birth to
a new language that combines all these languages and associates them even with Latin
numbers, it is what we call here the Moroccan sociolect language which aims essen-
tially at facilitating and accompanying the increased speed of communication required
by new exchange technologies.

As a conceptual clarification, we have opted for the word “sociolect” because it
corresponds better to the linguistic situation that we propose to describe in view of the
fact that the specific linguistic uses in chat and blogs are widely shared by the com-
munity of young Internet users.

In sociolinguistics [7], a sociolect or social dialect is a variety of language asso-
ciated with a social group such as a socioeconomic class, an ethnic group, an age
group, etc.

Sociolects [8] involve both passive acquisition of particular communicative prac-
tices through association with a local community, as well as active learning and choice
among speech or writing forms to demonstrate identification with particular groups.

The sociolect in question is characterized by the use of at least three different
idioms, namely Moroccan Arabic, modern Arabic and French both in oral and in
writing.

Moroccan Arabic is constituted of a lexical background from classical Arabic,
Tamazight and French in consideration of to the history of the country [9]. And with
the advent of web 3.0 including social networks and blogs, in addition to SMS, new
modes of communication have emerged, and Moroccan Internet users have begun to
use this new language, which is characterized by the combination of numbers and
letters to transcribe words from the French, Arabic and English languages in order to
free themselves from the obligations and complications that come with the grammatical
and syntactic rules imposed by the formal languages.

Indeed, this work is the result of another work [10] where we proposed a new
modeling methodology for Moroccan sociolect recognition used on the social media. It
is based on detecting the language of each word in the text: classical Arabic, Tama-
zight, French or English, determination of the dominant language and processing the
words belonging to the Moroccan sociolect language. Thus the creation of a dictionary
dedicated to the Moroccan sociolect language used on the web came as the next step in
this work aiming to analyze the opinions of Moroccan Internet users.

Modeling and Development of the Linguistic Knowledge Base DELSOM 491



3 Definition of the Linguistic Knowledge Base “DELSOM”
and Its Content

The electronic dictionary of the Moroccan sociolect language DELSOM is a reference
book containing a maximum of words belonging to the sociolect language used by
Moroccan Internet users to communicate on the web and social networks.

We have chosen to call this dictionary by the name of “DELSOM”, the term
“DELSOM” stands for “Dictionnaire Electronique du Langage SOciolecte Marocain”
in French which means “electronic dictionary of Moroccan sociolect language” in
English.

This first version of the dictionary contains lexical (nouns, adjectives, verbs, etc.)
and grammatical units (word-tools, such as pronouns, conjunctions, prepositions…),
and providing for each entry a definition, an explanation and a correspondence in the
French language.

Our ultimate goal is to analyze the opinion trends of Moroccan Internet users,
whether they have a positive or negative reaction on a subject or an event, so having a
dictionary of Moroccan sociolect language will allow us in addition to understand a
sociolect text, to have an idea on the polarity of the text, whether it carries a positive or
negative opinion or neutral. Thus this dictionary DELSOM will offer us a way to
annotate our corpus of study in order to apply and compare thereafter the different
algorithms of classification of texts we chose.

It should be noted that we do not just rely on this dictionary to analyze the data we
extracted from social networks because Moroccan Internet users can use the sociolect
language, French and English or another language simultaneously, thus and as
explained in another article (see reference no 10) we proceed by a detection of the
language, so each time we detect a language we use an existing dictionary of this
language, but when it is social language that is not recognized and has no dictionary or
rules to frame it, we use the dictionary DELSOM.

According to Alexa Ranking [11] which provides a regular update of the most
visited websites in Morocco, we opted for the site of Facebook and Hespress to extract
comments of Moroccan Internet users, for this we used data extraction software like
Facepager [12] that was created to fetch public available data from Facebook, Twitter
and other JSON-based API. All data is stored in a SQLite database and may be
exported to csv. The extracted data have undergone several cleaning and decomposi-
tion processes to obtain a first version of valid units to be entries of the sociolect
dictionary DELSOM.

Since the sociolect language is the result of the interaction between the Arabic
language and mainly French and other languages of course because of its history, it was
necessary to standardize the entries of the dictionary to have something exploitable and
reliable. Thus we tried to combine the grammatical, syntactic, phonetic… rules of these
languages to deduce rules that are specific to this sociolect language.

Arabic language has a very complex and rich morphology in which a word may
carry important information. As a space delimited token, a word in Arabic reveals
several morphological aspects: derivation, inflection, and agglutination [13].
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Table 1. Correspondence table between Arabic letters and sociolect graph (letters and numbers)

Numbers and La-
tin

letters

Arabic 
letters  

IPAa

a, e, é, è ا aː

b, p ب b

t ت t

th, s ث θ

j, g ج ʤ , ʒ
ɡ

h, 7 ح ħ

kh, 5, 7' خ x

d د d

z, th, dh ذ ð

r ر r

z ز z 

s, c س s

ch, sh ش ʃ

s ص sˁ

d ض dˁ , ðˤ

t ط tˁ

th ظ zˁ , ðˁ

3 ع ʔˤ

gh غ ɣ

f ف f

k, 9 q  ق

k ك k

L ل l

m م m

ðContinuedÞ
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The notation for Arabic [14] is the same as for French with one exception, namely
the dual (couple) which does not exist in French, so we can say that the same rules can
be applied to the sociolect language. Thus the first step in the process of elaboration of
the electronic dictionary of the Moroccan sociolect language DELSOM was to find the
canonical form of each entry.

For verbs in sociolect language, the adopted canonical form corresponds to the third
person masculine singular of the completed form, because Arabic is a non-temporal
aspectual language, a language that expresses more the verbal aspect than verbal time.
So the most important in Arabic is the expression of the completed or uncompleted
state of the action expressed by the verb.

For the nominal entries of the sociolect language, the adopted form is the masculine
singular form, with one exception, which is the so-called “broken” plural because the
latter is built by internal derivation which leads to a new entry completely different
from the original word.

For deverbals, also called “immediate verbo-nominal derivatives”, such as the
infinitive form, the active participle, the passive participle, we keep the form of the
masculine singular.

Another aspect that needed to be handled is the phonetic rules of the sociolect
language.

Moroccan Internet users tend to express the long vowels by repetition of the vowel
several times, so for reasons of economy and standardization we tolerate a single
repetition of the vowel concerned by vocal elongation.

Table 1. (Continued)

aIPA : stands for the International Phonetic Alphabet 

n ن  n

h, ha, he, eh ه h

t, at ة t

w, ou, u و w , uː

i, y, ei, ai ي j , iː

2a أ ʔ

2o ؤ ʔ

2i إ  ʔ

2 ئ ʔ
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To express gemination in sociolect language, we have chosen opts for the repetition
of the consonant concerned only once.

In the sociolect language a letter can have several writings as shown in the fol-
lowing table:

Thus each word of the sociolect language can have several writings, so after having
applied all these rules above on each entry of the dictionary, we have proceeded, based
on the table of correspondences presented over, with a combinatorial analysis to
determine all the writings possibilities of each word that will be added as dictionary
entries on one side and as synonyms of the original word on the other side.

To find all possible writing combinations for each entry in the dictionary, the
principle of multiplication has been applied which makes it possible to count the
number of results of experiments which can be broken down into a succession of
sub-experiments.

So if we suppose that an experiment is the succession of m sub-experiments, and if
the ith experiment has ni possible results for i = 1, …, n, then the total number of
possible outcomes of the overall experience is:

n ¼
Ym

i¼1
ni ¼ n1n2n3. . .nm ð1Þ

All these rules presented above represent a first step towards building an electronic
dictionary that is scalable, reliable and usable by different languages and platforms.

4 Modeling of Grammatical Rules of the Sociolect Language

The following model aims at modeling the grammatical rules presented in the previous
section, so these rules can be considered as a first characterization of the Moroccan
sociolect language (Fig. 1 and Table 2).

Each time we collect an entry for the DELSOM dictionary, we proceed by detecting
the grammatical category of the sociolect word.

We have two major categories, the nominal one that has two sub categories: noun
and adjective, and the verbal one that has also two sub categories: verb and deverbale.

So as explained before, for the noun, the adjective and the deverbale sub categories,
we look for the masculine singular corresponding form, with one exception which is
the broken plural sub category that we keep it as it is. As for the verb category we look
always for the form that corresponds to the third masculine person singular.
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5 Modeling of Phonetic Rules of the Sociolect Language

The following diagram is a modeling of the phonetic rules adopted for the elaboration
of the DELSOM dictionary entries (Fig. 2).

After applying the grammar rules to each entry of the dictionary, we proceed to the
application of the phonetic rules presented above.

Each phoneme of the sociolect word can undergo modifications because of the
specific nature of sociolect language.

When the pronunciation of the sociolect word does not contain any vocal elon-
gation, then the vowel is used in its usual simple form, but when there is a vocal
elongation during the pronunciation of the sociolect word, and for reasons of economy
and standardization, a single repetition of the vowel concerned with elongation is

Fig. 1. A modeling scheme of grammatical rules of the sociolect language

Table 2. Explanation of the abbreviations used in the modeling scheme

Abbreviation Meaning

M SG masculine singular
PL Plural
S PL Simple plural
B PL Broken plural
Trf Into M SG transformation into singular masculine
3d P M SG third masculine person singular
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tolerated. And since the sociolect language is very influenced by the French language,
then when we have the letter “s” between two vowels we double it so as not to
pronounce it “z”.

In the sociolect language, we also witness the use of consonants repeated several
times and this when there is a gemination during the pronunciation of the sociolect
word, so for the same reasons of standardization we opt for a single repetition of the
letter concerned by the gemination.

Example:

We extracted the following sociolect sentence from Facebook: “waaa3ra hadi 3an-
dak” that can be translated by “it is a nice one!”1.

Fig. 2. A modeling scheme of phonetic rules of the sociolect language

Table 3. Explanation of the example of the sociolect sentence

Word Signification

Waaa3ra Arabic adjective having undergone a semantic sliding to be part of the new
language of the young Moroccans to say “top or superb” in English

hadi A demonstrative whose reference depends on the situation of enunciation, and it
means “this one”

3andak A word that combines the characteristics of the preposition and the possessive
pronoun

1 It’s our translation as native speakers (see generative grammar of Noam Chomsky).
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A first decomposition of this sentence gives us three words belonging to the
Moroccan sociolect language; the table below gives a detailed explanation of each
word (Table 3).

Processing of the word “waaa3ra”:

Regarding the grammatical category, this word is a feminine singular adjective and
according to the grammatical modeling explained previously, we are going to keep is
its masculine form that corresponds to the word “waaa3r”.

For the phonetic component, we can notice a vocal elongation expressed by the
repetition of the letter “a” three times (waaa3ra), so we are going to keep a single
repetition of the vowel. Therefore the final result kept as a dictionary entry is the word
“waa3r”.

Once we get a dictionary entry, we look for the different possible writings of this
entry according to the correspondence table (Table 1).

For the word “waa3ra, we find the letter “w” that can be written as “ou” too, Thus,
the possible writings of the word “waa3ra” are: “ouaa3ra” and “waa3ra”, and both of
the two words will be added as a dictionary entry with synonym in French.

Processing of the word “hadi”:

The word “hadi” is a feminine singular demonstrative adjective, so we are going to
keep its masculine form that corresponds to the word “hada”.

Furthermore, the word does not present any phonetic concerns, and the letter
composing this word have no other writings according to the correspondence table
(Table 1), so we obtain the final entry for our dictionary which is the word “hada”.

Processing of the word “3andak”:

The word “3andak” combines the characteristics of the preposition and the possessive
pronoun, so we keep it as it is.

This word does not have phonetic aspects that need to be handled, but due to the
Moroccan spelling features that are shown in the correspondence table (Table 1), the
word “3andak” can be also written as “3andek”. So by the end of this processing we get
two finale entries: “3andak” and “3andek”.

6 Conclusion

The purpose of our research is to be able to better analyze the trends of the opinions of
the Moroccan Internet users, so it was essential first to better understand this language
used by this community of Internet users.

This Moroccan sociolect language is a kind of combination of numbers with
classical Arabic, Moroccan or “darija”, French and other languages that have influ-
enced the history of Morocco. Thus we had the idea to build a first electronic dictionary
of this sociolect language.

In this article we tried to present the content of this dictionary, the process of its
development and the different models that contributed to its realization, we also have
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devoted a section to talk about the historical context that have led to the birth of this
sociolect language.

Certainly to build a dictionary of a new language that is neither recognized nor
structured is not something obvious, so this first version of the dictionary can be very
enriched, for example we can define synonyms in other languages, also the dictionary
entries can be classified according to grammatical category, gender, number, etc.
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Abstract. This paper describes a study on the contribution of some basic lin-
guistic features to the task of machine translation evaluation of Arabic as a target
language. AL-TERp is used as a metric dedicated and tuned especially for
Arabic. Performed experiments on a medium sized corpora show that linguistic
knowledge improves the correlation of metric results with human assessments.
Also a detailed qualitative analysis of the results highlights a number of resolved
issues related to the use of linguistic features.

Keywords: Arabic MT � MT evaluation � AL-TERp � Linguistic features

1 Introduction

Evaluation in machine translation (MT) is critical and challenging for developers of
MT systems to monitor progress of their work as well as for MT users to select among
available MT engines for their language pairs of interest. Added to the human evalu-
ation which is costly and time consuming, several automatic methods and tools have
been developed by the research community. These methods are based on the com-
parison of a hypothesis to translation references.

Evaluating the MT system output quality in regard to its similarity to human
references is not a trivial task. We observe that different human translators can generate
different outputs, all of them are considered valid. Hence, the language variability is an
issue in this context. A considerable effort has been made to integrate deeper linguistic
knowledge in automatic evaluation metrics in order to tackle this language variability.
The used features cover the syntactic similarities by using part-of-speech information
for example in [1] and the semantic similarities by using synonyms in [2], paraphrases
in [3] or textual entailment in [4]. The morphology aspect is also handled in [5] where
the studied language is English-to-Arabic.

Machine translation into Arabic language, especially English-to-Arabic, does not
provide a high quality output in comparison to other closed languages pairs. This low
quality is due, among others, to the complex morphology of Arabic [6]. Thus, the
adoption of a metric using linguistic information, namely AL-TERp [7], allows us to
analyze the effect of each linguistic information type and to estimate the interest of their
combination.
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The issues related to the morphology of Arabic can be viewed under two angles: the
first angle is the morphology richness where words sharing the same core meaning
(represented by the lemma or lexeme) can be said to inflect for different morphological
features, e.g., gender and number. These features can realize using concatenative (af-
fixes and stems) and/or templatic (root and patterns) morphology. The second angle is
morphological ambiguity where words with different lemmas can have the same
inflected form. As such, a word form can have more than one morphological analysis
represented as a lemma and a set of feature-value pairs.

In this paper, we examine the impact of linguistic features in the evaluation of MT
outputs for Arabic and we argue that taking into account the semantic and morpho-
logical sides of the target sentences is beneficial in MT evaluation. The second section
presents some related works like TER metric [8], TER-Plus [9] and the version ded-
icated for Arabic AL-TERp. AL-BLEU [10] an extension of the classical metric BLEU
[11] is also described in this section. The third section describes a comparative study
involving some baselines metrics and AL-TERp by focusing on its different features.
The fourth section provides a preliminary qualitative analysis of the impact of some
linguistic features. The last section concludes the paper with brought contributions and
the eventual improvements in the future.

2 Related Work

Since the manual evaluation of machine translation results is, practically, not possible
in regard to its high cost, researchers have been designed automatic evaluation metrics
trying to align with the basic evaluation criteria, like adequacy or fluency. BLEU is
actually the most used metric and de-facto standard, at least in research community.
This metric is calculated as a function of n-gram matching precision associated to a
brevity penalty that reduces the score if the output is too short.

The most-know and worldwide workshops and shared tasks in MT like WMT [12]
or IWSLT [13] involve several metrics and language pairs but do not tackle Arabic and
do not focus on languages that represent issues in richness of morphology.

We are concerned in this literature reviewing, especially, by present the state-of-art
of the metrics treating the particularities of morphologically complex languages and
representing a high correlation with human assessment. In the same way, we will
present metrics providing good results for evaluating machine translation into Arabic.

In order to put our work in its context, we present in the remaining subsections TER
metric and how TER-Plus improves on it. Then we describe improvements brought by
our tool AL-TERp. Finally, we discuss also AL-BLEU which is an extended version of
BLEU to evaluate Arabic MT.

2.1 TER and TER-Plus

For a hypothesis, Translation Edit Rate (TER) is defined as the minimum edit distance
over all references, normalized by the average reference length as the following:
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TER h; rð Þ ¼ Cedit h; rð Þ
rj j ð1Þ

Cedit(h, r) is the number of edit operations needed to transform hypothesis h into a
reference r. These equally-weighted operations can be: word insertion, word deletion,
word substitution and block movement of words called shifts. Shifts are performed in
TER under some constraints that reduce computational complexity. In the case of
multiple references, TER scores the hypothesis against each reference individually. It
uses the minimum number of edits of the closest reference to the hypothesis as the
numerator, and the average number of words across all references as the denominator.
In contrast to BLEU, TER is an error measure. So, the lower it scores, the higher the
metric is better.

TER-Plus (notated as TERp henceforth) is an improved extension of TER which
brings an added-value among the following mechanisms:

• TERp uses, in addition to the edit operations of TER, three new relaxing edit
operations: stem matches, synonym matches, and phrases substitutions.

• The cost of each edit is optimized according to human judgments data set.
• As TERp added other features, its shifting criteria have also been extended. Thus,

shifts operations are allowed if the words being shifted are: (i) exactly the same,
(ii) synonyms, stems or paraphrases of the corresponding reference words, or
(iii) any such combination.

• Furthermore, a set of stop-words is used to constrain the shift operations such that
common words and punctuation can be shifted if and only if non-stop word is also
shifted.

• TERp is insensitive to casing information.
• TERp is capped at 1 while the formula for TER allows it to exceed 1 if the number

of edits exceeds the number of words.

In TERp, stems are computed by Porter stemmer [14], and synonyms using
Wordnet [15] resources. Phrase substitutions are determined by looking up in a
pre-computed phrases table of phrases and its paraphrases. This phrase table is
extracted using the pivot-based method [16] with several additional filtering mecha-
nisms to increase the precision.

With the exception of phrase substitutions, all of edit operations used by TERp
have fixed cost edits, i.e., the edit cost does not depend on the used words.

For a phrasal substitution between a reference phrase r and a hypothesis phrase
h where P is the probability of paraphrasing r as h, and edit(r, h) is number of edits
needed to align r and h without any phrasal substitutions, the edit cost is specified by
four parameters x1, x2, x3 and x4 as follows [17]:

cos t r; hð Þ ¼ x1 þ edit r; hð Þðx2Log Pð Þþx3Pþx4Þ ð2Þ
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While TER uses uniform edit costs −1 for all edits except matches that is equivalent
to 0, TERp uses seven optimized edit cost in plus of the fixed exact matching cost to 0.
The paraphrase substitution cost is equivalent to four parameters as viewed in the
formula below. The optimization of these ten parameters is done via a hill-climbing
search algorithm [18] in order to maximize the correlation of human judgments with
TERp scores.

Added to the score provided, TERp generates a hypothesis and reference sentences
alignment, indicating which words are correct, incorrect, misplaced or similar to the
reference translation. Experiments lead by [9] demonstrate that TERp achieves sig-
nificant gains in correlation with human judgments over other MT evaluation metrics
(TER, METEOR [19], and BLEU).

TERp is used in some shared tasks for several European languages pairs with
English as a target language, but does not support Arabic given that it uses components
running only under a restricted list of languages. These components are Porter stem-
mer, English Wordnet and a pre-computed English paraphrases database. Also, its
weights deeply depend on the evaluated language which is English.

2.2 AL-TERp

Evaluation plays a crucial role in all NLP tasks, especially in machine translation. Thus,
it is necessary that machine translation evaluation tools reach for Arabic high accuracy.
For this purpose, it is important to take into account the linguistic specificities of Arabic
in order to achieve a high correlation with human judgment. In this context, an
improved version of TERp that supports Arabic is created which is called AL-TERp
[7]. The main improvements are summarized in the following:

Normalization
This operation is necessary to reduce the negative effect on the score, due to random
variations in some informal texts that depend generally on the author style. Since TERp
normalizer doesn’t support Arabic, a handcrafted normalizer dedicated to Arabic texts
is implemented and is integrated as a part of this improved tool.

Paraphrase Database
In order to integrate paraphrases as a component in the Arabic version, namely
AL-TERp, Arabic paraphrases database (PPDB) provided by [20] is used. This data-
base is constructed via the usual method by pivoting through parallel corpora: Two
expressions in language F, f1 and f2, which are translated to a shared expression e in
another language E can be assumed to have the same meaning, i.e. paraphrases.

In this case, only two main informations among others are extracted from the
database: p(e|f) which is the probability of the paraphrase given the original phrase (in
negative log value) and the reciprocal probability p(f|e). Phrasal paraphrases set which
is multi-words paraphrases has been chosen, this set includes cases where a single word
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maps onto a multiword paraphrase and many-to-many paraphrases. For AL-TERp,
required customizations have been made in order to consume files of this new para-
phrases database.

Synonyms
It is required to take into account synonyms to assign a precise cost while computing
the AL-TERp metric. For this purpose, an API under Arabic WordNet [21] that allows
checking synonyms of Arabic words is built, among others.

Stemming
To reflect what already exists for English in TERp, the baseline Arabic stemmer
Khoja’s stemmer [22] is adopted in order to replace the Porter stemmer and to allow
AL-TERp to identify if two words having the same stem.

Parameters’ Optimization
AL-TERp is a tunable metric. Thus, the optimization of its parameters regarding to
human judgments is required. This task is performed via adapting the module provided
by the original metric TERp. Therefore, a hill-climbing algorithm is rained in order to
obtain high correlation in terms of Kendall coefficients [23] between metric scores and
a ranks’ range given by a human annotator for outputs of a set of MT systems.

2.3 AL-BLEU

AL-BLEU is one of the important works in MT evaluation which is designed especially
for taking into account the richness of morphology of Arabic. It adopted the standard
metric BLEU as the basis and extends its exact n-gram matching to morphological,
syntactic and lexical levels with optimized partial credits. After exact matching,
AL-BLEU examines the following: (a) morphological and syntactic feature matching,
(b) stem matching. The set of checked morphological features are: (i) POS tag,
(ii) gender, (iii) number, (iv) person, (v) definiteness. Unlike of BLEU, this tool pro-
vides a partial credit capped to 1 following this formula:

m th; trð Þ ¼ 1; if th ¼ tr
xs þ

P5
i¼1 xfi otherwise

�
ð3Þ

m(th, tr) is the matching credit of a hypothesis token th and its reference token tr.
This credit is equal to 1 in the case of exact matching. Otherwise, we provide partial
credit for matching at stem xs and morphological level xfi. In order to avoid
over-crediting, the range of weights is limited with a set of constraints.

Bouamor et al. [10] compare average Kendall’s s correlation to human judgments
for three metrics: BLEU, METEOR and AL-BLEU. The results show a significant
improvement of AL-BLEU against BLEU and a competitive improvement against
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METEOR. The stem and morphological matching of AL-BLEU, gives a score and
ranking much closer to human judgments.

The performances realized by AL-BLEU give more confidence in the ability of
automatic MT evaluation metrics improvement by the introduction of linguistic
knowledge.

3 Linguistic Features Impact

3.1 Data

The data set used in our experiments is the same used in [7]. It is composed of 1383
sentences selected from two subsets: (i) the standard English-Arabic NIST 2005
corpus, commonly used for MT evaluations and composed of political news stories;
and (ii) a small dataset of translated Wikipedia articles. This corpus contains the source
and target text along with the automatic translations produced by five
English-to-Arabic MT systems: three research-oriented phrase-based systems with
various morphological and syntactic features (QCRI, CMU, Colombia) and two
commercial systems (Google, Bing). The corpus contains annotations that assess the
quality of the five systems, by ranking their translation candidates from best to worst
for each source sentence in the corpus. The annotation is performed by two annotators
for each sentence with a mutual agreement in terms of Kendall’s s of 49.20 [4].

In this paper, we have reported the results of the previous experiments performed in
[2] and we have extended our tests by the same data set partition (composed of 383
sentences) in order to further analyze the impact of the studied linguistic features.

3.2 Correlation Coefficient

The correlation scores are calculated following the Kendall tau coefficient [15]. This
correlation coefficient is calculated for each sentence as follows:

s ¼ conc� disc
n n� 1ð Þ=2 ð4Þ

where conc is the number of cases where the agreement between the two ranks is
perfect, disc is the number where the disagreement between the two ranks is perfect and
n is the number of systems used to translate our datasets. Ranges of ranks provided in
the raw data are normalized firstly taking into account ties, that are in fact ignored for
the calculation of Kendall’s tau.
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The tau coefficient of Kendall is calculated in the corpus level using the Fisher
transformation [24]. This method allows us to find the average correlation of a corpus
using correlations at the sentence level. Fisher’s Z transformation is one of several
weighting strategies recommended in the literature for computing weighted correla-
tions, and regardless of dataset size, back-transformed average of Fisher’s transfor-
mation for each sentence is always less biased.

3.3 Results and Discussion

Firstly, we provide bellow (Table 1) AL-TERp parameters resulting from the opti-
mization process under the dataset presented in the previous sub-section. These
parameters are specific to Arabic language as target language in MT.

Apart from the exact matching cost which is null, these parameters vary from
0.0906 as the minimal cost (stem cost) to 1.5339 as the maximum cost (deletion cost).
x1, x2, x3 and x4 are the parameters used in computing the paraphrasing cost as
indicated in the above mentioned formula.

In the previous work, we argued that AL-TERp is the best in term of Kendall’s
correlation. AL-TERp outperformed, as mentioned in Table 2, the results provided by
BLEU, AL-BLEU, METEOR and TER. It is worth noting that METEOR is used in its
universal mode but without using paraphrasing that require compiling a paraphrase
database using a parallel corpus with Arabic in one side. These correlations are cal-
culated in the corpus level.

Table 1. AL-TERp parameters

Parameter Cost

Deletion cost 1.5339
Insertion cost 0.5083
Substitution cost 1.4936
Match cost 0.0
Shift cost 0.8705
Stem cost 0.0906
Synonym cost 0.36700
x1 −0.5935
x2 −0.3135
x3 0.2643
x4 0.0554
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An advanced study is conducted by watching the impact of each feature: using only
paraphrasing, stemming or synonyms. We observe that all features bring an
improvement even if small to the correlation coefficient of the best one metric, namely
TER (cf. Table 3). Stems feature achieves a correlation of 0.3121 (+0.0502), para-
phrases feature achieves 0.2851 (+0.0232) Kendall tau and synonyms feature arrives
only at 0.2747 (+0.0128). Stemming realizes the best correlation which confirms the
importance of morphology in evaluating Arabic MT output sentences. Also, this
important result (equal correlations) is observed also when stemming is combined with
the two other semantic features: paraphrases and synonyms.

On the other hand, the realized correlations are not additive but the combination of
features improves further correlation coefficients.

4 Qualitative Analysis

We are not aiming at restricting our research to handling the correlations with human
judgments, nor focusing only on the quantitative approach, we try in this part to shed
some light on the suitability and influence of integration of linguistic features. Our
study is not exhaustive, since we analyze only a data set sample which allows us to
focus on issues that represent MT evaluation of Arabic as a target language, and to
employ the detailed output that generates AL-TERp for each sentence’s evaluation.

We find bellow an example of the detailed output provided by AL-TERp metric.
The line Alignment indicates the set of performed edits: the blank digit is for exact

Table 3. Corpus-level correlation using different features (Kendall’s s)

Metric Kendall’s tau

AL-TERp (All features) 0.3242
AL-TERp (Para) 0.2851
AL-TERp (Syn) 0.2747
AL-TERp (Stem) 0.3121
AL-TERp (Stem + Syn) 0.3193
AL-TERp (Para + Syn) 0.2871
AL-TERp (Para + Stem) 0.3193

Table 2. Corpus-level correlation with human rankings (Kendall’s s)

Metric Kendall’s tau

BLEU 0.2011
AL-BLEU 0.2085
METEOR 0.1782
TER 0.2619
AL-TERp 0.3242
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matching, T digit is for stems matching, P digit is for paraphrases matching, S is for
substitution and I is for insertion. Using the file of this detailed evaluation, we can
perform a qualitative analysis of the different aspects involved by the edit operations.

The performed analysis confirms the utility of taking into consideration linguistic
knowledge. We present bellow only an example that illustrates how stemming can
provide good results in terms of correlation with ranks provided by the human anno-
tator (Tables 4 and 5).

For Bing MT system for example, we have in the case of AL-TERp (Stem) 4 couples
of words having the same stems: . In
the case of AL-TERp (Syn) these edits are considered as substitutions. The edit cost of
stems is 0.0906 and the edit cost of substitutions is 1.496. This big difference between
costs generates different scores then different ranks. Consequently, the metric version of
AL-TERp which does not take into account stems in computing of its scores correlates
negatively with the human judgments (s = −0.4).
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5 Conclusions

We studied in this paper the elementary impact of basic linguistic features introduced
on a baseline error-oriented MT evaluation metric. The obtained results confirm our
hypothesis regarding a rich morphology language like Arabic, namely we can take
profit from linguistic oriented comparisons that overcome the lexical similarities. Also
the detailed output of AL-TERp is a basis of an error analysis study that involves the
linguistic characteristics of the evaluated language.

In the ongoing work, we plan to improve AL-TERp by introducing deep-level
linguistic knowledge and exploring other ways of combination of these features
especially by using deep learning algorithms and developed data structures.

Table 4. Example of MT outputs with corresponding annotations

Table 5. Scores of two versions of AL-TERp

CMU QCRI Google Bing Columbia Kendall tau

AL-TERp (Stem) Scores 50.511 45.315 33.914 27.905 45.910 0.6
Ranks 5 3 2 1 4

AL-TERp (Syn) Scores 50.511 45.315 40.595 54.628 52.591 −0.4
Ranks 3 2 1 5 4
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Abstract. In this paper, we address the issue of writer identification related to
Arabic handwritten text using the approach of small fragments. The main contri‐
bution of this work is the analysis conducted about the impact of the window’s
size of small fragments on the effectiveness of the Arabic writer identification.
The proposed system is evaluated according to three scenarios applied on 40
writers from the Arabic IFN/ENIT database through the use of similarity meas‐
ures. The experiments are conducted by varying the size of the segmentation
window allowing us to conclude that the fragments’ size affects considerably the
results of Arabic writer identification.

Keywords: Writer identification · Small fragments · Arabic text
Text independent

1 Introduction

Identification of writers of handwritten documents is a promising area of research that
are of use to many specialists who are involved in jobs that rely on writer identification
such as forensic experts and historical archives examiners. Although many studies have
been realized on the subject of writer identification, there is still much to be done in this
domain especially when the Arabic text is involved given that the results of writer
identification vary depending on the language of the text being examined.

Writer identification can be categorized into two types; text dependent and text
independent writer identification. The first category requires that the writer produces the
same text in both training and evaluation steps, whereas the second type has not
constraint on the textual content of the trained and tested samples. On the other hand,
offline writer identification seeks the identity of the writer using scanned images of the
writing. In our study, text independent writer identification of offline Arabic handwritten
text is tackled.

The state-of-the-art approaches for off-line Arabic writer identification rely basically
on two kinds of features, structural and textural. The structural features, like in the works
of [6, 16, 17], are aimed to extract the structural properties of writing such as average
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line height, inclination etc. Whereas, the treatment of handwriting from textural perspec‐
tive takes each writing as a whole texture and extracts the features from different regions
of interest (blocks) or the complete image. The works of [5, 7, 9, 15, 18] illustrate such
kind of subject. Sometimes, the combination of structural and textural features is
possible, like in the works of [11, 12].

In [8], the authors have introduced new features, including textural-based and
grapheme-based features. Evaluating these features have provided promising results
from four different perspectives to understand handwritten documents beyond OCR
(optical character recognition), by writer identification, script recognition, historical
manuscript dating and localization.

On the other hand, some researchers have achieved notable results with respect to
offline Arabic writer identification. [1, 2] have relied on the using of features extracted
from graphemes (Fragments of text) clustered as codebooks. Their works have achieved
an identification rate of 90% and 89% respectively.

Since the using of codebooks of graphemes has proved to be successful in writer
identification, Khalifa et al. have addressed in [10] an improved approach that allows
the generation of a combined codebook built from the writings of the same author. The
researchers, on one hand, made use of SR-KDA (Kernel Discriminant Analysis using
Spectral Regression) to generate such combined codebooks. On the other hand, they
took advantage of the Nearest Neighbor classifier in order to evaluate the effectiveness
of their proposed system. The latter has provides identification rate of 92% on 650
writers.

The work of [4], which is inspired from two other achievements on Latin text [3,
19] using direct comparison of small fragments via similarity measures, has yielded
satisfactory results concerning the Arabic text either by extracting unvarying shapes of
an Arabic text sample or by using redundant patterns within it termed as writer’s invar‐
iants. The identification rate attained in [4] is 93.93%.

Fiel and Sablatnig [6] presented a work based on the codebook method to generate
clustering features extracted by using the Scale Invariant Feature Transform (SIFT)
using various pages of handwriting. The advantage of using SIFT from the authors point
view is to eliminate the negative effects of binarization. An identification rate of 90.8%
using the IAM dataset of 650 writers was achieved.

In [3], Daniels and Baird proposed a technique to investigate the performance of
five highly discriminating features. These features include slant and slant energy, skew,
pixel distribution, curvature, and entropy. The performance obtained by combining these
features showed identification rates competitive with other state-of-the-art methods for
writer identification.

In this paper, starting from the works of [1, 4], we provide a profound analysis of
the approach relying on direct comparison of small fragments taking into account the
peculiarities of the Arabic handwritten text.

It is worthy of note that the basis of this analysis is the use of features extracted from
fragments of the text which in their turn are clustered as codebooks. Also, our work
relies on the method of direct comparison of the small fragments via the similarity
measures. The proposed system is evaluated according to three scenarios applied on 40
writers from the Arabic IFN/ENIT database. The experiments were conducted by
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varying the size of the segmenting window, which have allowed us to get to the conclu‐
sion that the size of the fragments being compared has a substantial impact on the results
for Arabic writer identification.

This paper is organized as follows: We present the details of the system being eval‐
uated in Sect. 2. The third section provides the experimental results. Finally, the conclu‐
sion is found in the last section.

2 Proposed Methodology

As presented above, some notable achievements have seen the day concerning offline
Arabic writer identification. [1, 2] have taken advantage of features extracted from
graphemes (Fragments of text) clustered as codebooks. [4], however, opted for direct
comparison of sub-graphemes (smaller fragments) by using similarity measures. The
latter work has yielded promising results either by extracting invariants of an Arabic
text sample or by using redundant patterns of writings.

In this paper, we take up the issue of direct comparison of small fragments and
thereby we propose an approach that consists of an improvement of the one proposed
in [4] especially concerning the way the small fragments are extracted since we opt for
the segmentation approach used in [19] by moving the cutting window along the ink
trace. That system is next evaluated according to three scenarios depending on how we
do perform the clustering of the small fragments.

As many similar systems do, the system includes three main phases that are pre-
processing, feature extraction and writer identification.

2.1 Pre-processing

The scanned handwritten document is dealt with through the use of a global threshold
calculated based on Otsu algorithm [13]. As the document contains Arabic text, the
segmentation is performed by separating the connected components which are examined
in the phase of feature extraction (Fig. 1).

514 N. Bendaoud et al.



Fig. 1. Schematic diagram of the proposed method

2.2 Feature Extraction

Feature extraction plays a vital role in bettering the identification ability and computa‐
tional performance. It consists of representing a given piece of writing by a set of
features. For that, we have adopted small fragments of writing (sub-graphemes) to be
the basic unit allowing us to extract the features and perform subsequent comparison of
two basic units and eventually two writings.

These basic units are generated through dividing each component into small
windows (blocks) of N * N size (N pixels). This task requires adding some white ink
trace on the edges of the images to get windows of N * N size. The window size N is
selected empirically and according to multiple experiments (Fig. 2).

After the normalization of the connected components, we proceed by the segmen‐
tation task based on the method proposed by [19]. Since the images are offline, we will
seek to follow the ink trace. This method pinpoints the beginning of the ink trace of each
connected component in order to place the window on it. Next, the window slides
following the ink trace till the next position is found. The windows containing scant
information are discarded as they are considered as noise.

Once the segmentation is done, it is time to group them into clusters containing small
fragments of similar features. In order to attain such clustering, we have considered three
scenarios.

Effect of the Sub-graphemes’ Size on the Performance 515



Fig. 2. Writing fragments extracted from a component

2.2.1 Scenario 1
In this scenario, we take advantage of the method used in [19] to achieve the clustering
in which we propose an improvement concerning the manner the representing fragment
is selected.

We need now to adopt a similarity measure that will enable us to compare two sub-
images. For Among the multiple similarity measures already used in the literature, the
following correlation measure has been deemed as an efficient measure leading to satis‐
factory results. The similarity measure adopted is the following:

sim(x,y) =
n11n00 − n10n01√

(n11 + n10)(n01 + n00)(n11 + n01)(n10 + n00)
(1)

With nij being the number of pixels for which the two sub-images X and Y have
values i and j respectively, at the corresponding pixel positions. This measure will be
close to 1 if the two compared sub-images are similar and ideally, it will equal 1 meaning
that the two shapes are exactly the same.

In the end, and after discarding the clusters containing less than five elements, we
choose a representing fragment for each cluster. The set of those representing fragments
will be assigned to the concerned document. In other words, those representing frag‐
ments are characterizing the writer of the requested document.

2.2.2 Scenario 2
This time we make use of the sequential clustering algorithm as described in [4] which
is similar to the one presented in scenario 1 with a small difference with respect to the
way a fragment is included in a given cluster.

In this algorithm, the fragment is not linked to a cluster until it is close all the elements
of that cluster. The correlation measure mentioned in scenario 1 is also used in our case.
In the end, we keep all the resulting clusters without removing any of them. Conse‐
quently, a given document is represented by a set of small fragments which are the
representing fragments of each cluster. Those representing fragments are the ones that
are the closest to all the other elements in the same cluster.
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2.2.3 Scenario 3
Contrary to the two other scenarios, this scenario considers all the generated fragments
as one big cluster (except for the ones deemed as noise).

2.3 Writer Identification

With the aim of identifying a writer of a test document Q, we proceed by extracting
the features of that document by the same way (scenario) used in the step of creating
the reference base as well as the training step. The document Q is made under
comparison against the documents saved in the reference base using the same simi‐
larity measure (1) and the authorship is known as the writer who is similar to one of
the input document Q.

Writer (Q) = ArgMax
(

SIM(Q, Di
Di∈BaseRef

)

)
(2)

with SIM (Q, D) = 1
Card(Q)

Card(Q)∑

i=1

Max
hj∈D

(sim(xi, yj)) (3)

Where x, y are two fragments and sim(xi, yj) is the similarity measure defined in (1).

3 Experiments and Results

This section details the experiments and the corresponding results along with a compar‐
ison and discussion. We first present the database used in our study followed by the
experimental results and discussion.

3.1 Database

In our study, we have tested our system on one of the most known Arabic handwritten
database, namely the IFN/ENIT DataBase [14]. It contains forms with handwritten
Arabic town/village names (more than 26,000 words) collected from 411 different
writers (Fig. 3).

Fig. 3. Samples of words contained in the IFN/ENIT data base
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3.2 Results

As forehand-mentioned, we have used the content of the IFN/ENIT Data Base in order
to evaluate the effectiveness of the proposed system. However, It is worthy of note that
we have only used a sub data base of 40 writers. Then, for each writer we randomly
select a sample of 30 words in the training step and 20 in the test step. This way we make
sure that on one hand, we are operating under text Independent mode and on the other
hand, we almost emulate the reality in which there are only few handwritten documents
available to be examined. We also envisaged showing the impact of the window’s size
in the segmentation step on the reported results.

3.2.1 Results Obtained for the Scenario 1
In this scenario, after discarding the clusters with less than 5 elements, we chose the 1st

element of each cluster as the representing fragment of that cluster. Figure 4 represents
the identification rates (TOP 1) obtained for this first scenario in which we used the
segmentation window of size N * N. The best result is achieved for size 19 * 19 with
an identification rate of 86%. Moreover, we can see that the rates decreases considerably
when the size of the segmentation window gets wider. The underlying motive for that
behaviour is that as we make bigger the window size, the likelihood of a cluster
containing less than 5 elements to be discarded is bigger.
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Fig. 4. Identification rates for the scenario 1
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3.2.2 Results Obtained for the Scenario 2
This scenario is characterized by the fact that we name as the representing fragment of
a cluster the one that is the closest to all the other elements in that cluster. Also, more
importantly, we don’t discard any of the clusters. Figure 5 shows the results.
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Fig. 5. Identification rates for the scenario 2

As shown, the best result is when the window size reaches 21 * 21 with an identifi‐
cation rate of 89% (TOP 1). A remarkable fall of the rate is noticed as the window size
goes beyond 30 * 30 due to the broad variability between the small fragments with bigger
window which affects the process of selecting a reliable representing fragment.

3.2.3 Results Obtained for the Scenario 3
This third scenario makes use of all the fragments that have been extracted from the
scanned documents. No kind of clustering is performed. Also the notion of the repre‐
senting fragment is not used. This scenario aims to analyse the impact of this case on
the system performance which is based on direct comparison of small fragments. The
results are shown in Fig. 6.

Our system has behaved differently this time compared to the first two scenarios.
Indeed, the using of small size of the segmenting window impacts negatively the results.
This is explained by big similarity among the small fragments related to different images.
However, it is important to bring up that the identification rate increases when the
window size gets wider. The best result reaches a rate of 78% for a size of 50 * 50.
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3.3 Comparison and Discussion

As it was shown in the previous section, the best identification rate (89%) for (TOP 1)
applied on 40 writers was achieved when we have adopted an enhanced solution based
on the one proposed in [4].

It is obvious from Fig. 7 presented above that the first two scenarios provide the same
behaviour of the system under study. In these cases, the best results are obtained for the
smaller windows. This attitude sounds reasonable given that fragments that have small
size may contain enough recurrent information leading to sets of redundant forms char‐
acterizing the writer concerned.

Fig. 7. Comparison results of the three studied scenarios
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In contrast to the first two scenarios, the third scenario, which uses all the generated
fragments, provides poor identification rates for small windows and better results for
bigger windows. This is due to the fact that big fragments might contain more meaningful
information that describes each author habits of Arabic writing.

Nevertheless, there is a major drawback to be taken in account when studying such
kind of systems that are relying on comparison of fragments. The downside is the fact
that the approach adopted is time consuming due to the multiple and complex compar‐
isons needed to be performed vis-a-vis the fragments.

Consequently, this issue can be overcome if we opt for the third scenario. This is
explained by the low number of comparison operations of fragments that are relatively
of bigger size. This opens the door for further investigation of that last scenario applied
on Arabic text knowing that the more the fragments are big, the better we expect as
results for that scenario.

4 Conclusion

This paper gave a detailed description of the new system proposed which relies on direct
comparison of small fragments. It has allowed assessing how effective this kind of
systems is if applied on Arabic text. Also, we have presented a study of how such a
system performs if we change the size of the segmentation window. This study was
conducted according to three different scenarios that differs one another by the way the
fragments are clustered.

In our future work, we intend to capitalize on this third scenario for further investi‐
gation with respect to the Arabic text. Therefore, the experiments conducted for that
scenario will be tested against the entire IFN/ENIT DataBase. Moreover, rather than
direct comparison used in this work, we envisage exploiting other classifiers such as
Support Vector Machines (SVM) and K nearest-neighbour (K-NN).
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Abstract. In this paper, we applied Recurrent Neural Networks (RNNs) Lan-
guage Model on Arabic Language by training and testing it on “Arab World
Books” and “Hindawi” free Arabic text datasets. While the standard architecture
of RNNs does not match ideally with Arabic, we adapted a RNN model to deal
with Arabic features. Our proposition in this paper is a gated Long-Short Term
Memory (LSTM) model responding to some Arabic language criteria. As
originality of the paper, we demonstrate the power of our LSTM model in
generating Arabic text comparing to the standard LSTM model. Our results,
comparing to English and Chinese text generation, have been promising and
gave sufficient accuracy.

Keywords: Arabic NLP � Recurrent Neural Networks � Text generation

1 Introduction

Natural Language Processing (NLP) has shown a progressing interest in relation to
Arabic language in the last few years [1]. Several fields such as machine translation,
information retrieval and text summarisation have shown their need to Arabic language
resources [1, 2]. In fact, Arabic language resources are available with big quantity of
information contained on the web. Thus, there is a permanent need to interpret correctly
this quantity of information, especially text written in Arabic. This interpretation would
lead to an appropriate text comprehension, which motivates the need to Arabic NLP
tools dealing with semantic analysis.

The aim of an Arabic NLP tool is to analyse Arabic text, to give the sense of its
parts (paragraphs, sentences, words or any parts of the text) depending the context of
the text. The process of analysing a text can take several aspects; word segmentation,
morphological analysis, syntactic analysis and semantic analysis [3]. Given these
points, Arabic texts cannot yet be efficiently exploited by machines, chiefly at semantic
level [4]. Researches in the field of semantic analysis push towards the extraction of
text meanings and by the way the retrieval of more understanding units from the text
[5]. In other words, the hidden knowledge in the text can be shown after a semantic
analysis of the text [6]. The consequence of that procedure is that machines can
understand correctly the meanings of data as humans do or the nearest possible way [7].
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One of the recent and promising research domains at this level is applying
Recurrent Neural Networks (RNNs) on text models to prove learning process. To
measure text comprehension, at the semantic analysis level, we proceeded by the use of
RNNs. RNN models have the abilities to learn text structures by training on a dataset at
the input and then to produce (to generate) an acceptable (more or less) text in the
output. The text generation operation proves the learning process success of the RNN
model at semantic level.

Otherwise, the process of learning is mainly based on words meaning (or text units
meaning when we note that in Arabic a text unit can be a letter, a word or a sentence as
shown in the examples below: :”و“> and>, <“ بتك ”: books> and <“ اهنوبتكتسف ”: you will
write it>).

Our idea is based on child language learning process, especially learning words
meanings and expression meanings. This process matches ideally with the RNN
operating principle. We recall here the words of Ibn Taymiya in his book “Al Iman”
(The Faith, page 76): If the discrimination appears from the child, he heard his parents
or his educators utter verbally, and refer to the meaning, he understand so that word is
used in that meaning, i.e.: the speaker wanted that meaning [15] (Fig. 1).

By analogy to this, RNN models take a text dataset at their inputs and try to learn
the meaning by training on. At the output, RNN models produce new sequences of text
according to their learning process. The success of the learning process increases while
increasing the quantity of input data and increasing the training operation, too.

In this paper, we used the Long-Short Term Memory (LSTM) model, as it is a more
tools equipped neural network, to deal with Arabic text generation. The choice of
LSTM model was motivated by its ability in steps memorization, which was a required
task for our experiments while generating text at each step. In another side, given
Arabic language features and specificities, the standard architecture of RNNs was not
suitable for our test requirements on Arabic text. Our model had been so built basing on
standard LSTM definition as described in [18]. Moreover, we modified the model to
support some Arabic language features such as word schemes and the non-adjacency of
letters. We fed up our model by these features in its input. The main challenge of our
contribution was to prove that our modification on the LSTM model dealing with
Arabic text gives a satisfactory accuracy results.

The organization of this document is as follows. In Sect. 2 (Related Work), we
present some work dealing with Neural Networks, especially LSTM model, and their
application on text processing in general. In Sect. 3 (Recurrent Neural Networks), we
put the focus on RNNs and their efficiency dealing with text processing. In Sect. 4
(Experiments), we present our experiments in preparing data, creating the model and

Fig. 1. Excerpt from Ibn Taymiya’s book “Al Iman”. Page 76.
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generating Arabic text. We give some promising results. In Sect. 5 (Conclusion), we
conclude our research works as well as we discuss some further application as
perspectives.

2 Related Work

The task of language modelling increases performance by applying it on RNNs [8, 9].
The implementation of RNN models is based on the idea of next element prediction,
which could be in a character-level model or in a word-level model.

In [11], authors use a bidirectional LSTM model. The model is introduced as a
character-to-word model that takes as input character-level representation of a word
and generates vector representation of the word. Moreover, a word–character hybrid
language model had been applied on Chinese using a neural network language model
in [19]. A deep neural network produced high performance part-of-speech taggers in
[20]. The network learns character-level representation of words and associates them
with usual word representations. In [21], authors use RNN models to predict characters
based on the character and word level inputs. In [22], authors present word–character
hybrid neural machine translation systems that consult the character-level information
for rare words.

3 Recurrent Neural Networks

Recurrent neural networks (RNNs) are sets of nodes, with inputs and outputs, linked
together for the purpose of communicating and extracting results that respond to
specific problems such as sequences generation [13, 14]. RNNs highlight is the large
number of hidden layers, between inputs and outputs, that exchange information from
and towards inputs and outputs nodes each time step in order to give more performing
results (Fig. 2).

Output

Hidden

Input

t t +1t – 1

Fig. 2. A Recurrent Neural Network is a very deep feedforward network whose weights are
shared across time. Hidden nodes activate a non-linear function that is the source of the RNN’s
rich dynamics
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In general, RNNs are able to generate sequences of arbitrary complexity, but are
unable to memorize information about past inputs for very long [14]. This memo-
rization task helps to formulate better predictions and to recover from past mistakes. An
effective solution will be then another kind of architecture designed to be better at
storing and accessing information than standard RNNs.

Long-Short Term Memory (LSTM) is a RNN architecture, equipped with memory
cells, that has recently given state-of-the-art results in a variety of sequence processing.
It is both used as a predictive and a generative model; it can learn the sequences of a
given text, in its input, and then generate new possible sequences by making predictions.

In principle, to predict the next element, RNN use the hidden layer function; an
element wise application of a sigmoid function. LSTM do, too. Moreover, LSTM are
better at finding and exploiting long-range dependencies in the data [14].

The LSTM model definition had been inspired from [18] judged as a basic refer-
ence. It is based on equations below:

ot ¼ rðWo ht�1; xt½ � þ bOÞ ð1Þ

ft ¼ r Wf ht�1; xt½ � þ bf
� � ð2Þ

it ¼ r Wi ht�1; xt½ � þ bið Þ ð3Þ
�C ¼ tanh WC ht�1; xt½ � þ bCð Þ ð4Þ

Ct ¼ ft � Ct�1 þ it � �Ct ð5Þ

ht ¼ ot � tanh Ctð Þ ð6Þ

yt ¼ softmax Whyht
� � ð7Þ

Where xt, ht and ot are respectively input, hidden and control state at time step t. the
parameter Ws is corresponding to the weights of the state s and bs is the initial value
given to a state s. Equation (1) computes the control state, and then after, in Eq. (2), we
can calculate ft, which is the forget gate layer to decide whether to forget the previous
hidden state. To tell the model whether to update the current state using the previous
state, we use an input gate layer it, which is computed by Eq. (3). The computation of
the temporal cell state Č for the current time step t is done by activating the tanh
function (Eq. (4)). The actual cell state Ct is computed using the forget gate and the
input gate above. This computation allows to LSTM to keep only the necessary
information and forget the unnecessary one. The current hidden state ht is calculated
then by Eq. (6) using the actual cell state. At the end we calculate the actual output yt
using the softmax function.

Figure 3 illustrates the representation of one LSTM cell. It shows how the pre-
diction process is turning on.
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Briefly, previous equations assume the LSTM model is required to compute the
hidden state at a time step (t). It is also able to decide whether to forget (ft) the previous
hidden state and to update the current state using the previous state. Moreover, LSTM
is able to compute the temporal cell state (Čt) for the current time step using the tanh
activation function as well as to compute the actual cell state (Ct) for current time step,
using the forget gate and input gate. Intuitively, doing so makes LSTM be able to keep
only the necessary information and forget the unnecessary one.

The computation of the current cell state is then used to compute the current hidden
state. Consequently, comes the computation of the actual output (yt).

4 Experiments

The main goal of these experiments is to demonstrate that LSTM model application on
Arabic text gives satisfactory results in generating complex, realistic sequences con-
taining long-range structure.

In our experiments, we have used LSTM as a predictive and a generative model; it
can learn the sequences of a given text and then generate new possible sequences by
making predictions. Thus, our model respects two rule-based methods, which are
“scheme meanings” and “letters non-adjacency” explained in paragraph C (Creating
model). These rules are implemented to the model as input gates. In the same way,
LSTM is required then to learn language features respecting given specificities in input
gates. Under those circumstances, the results accuracy of the generated text shows how
the model has learned the problem (language features, text structure, words writing, and
characters writing depending on their word position) as well as it generates text.

By training our model on “Arab World Books” and “Hindawi” datasets, we aim to
achieve acceptable Arabic language learning. Comparing our model to the classic
model from one side, and comparing Arabic text generation to English and Chinese text
generation from another side, we demonstrate a high-quality learning language of our
model.

tanhσ

tanh

σ σ

ft it ot

ht-1 ht

CtCt-1

Čt

xt

Fig. 3. A LSTM cell modelisation showing the prediction process architecture using equations
presented above.
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Experiments have been based on a preparing data task, creating the model dealing
with Arabic features, then training, and generating text as results. The encoding
problem of Arabic text has also been dealt with.

4.1 Preparing Data

A necessary and tedious task in the beginning of our work is data preparation. The
motivation of such a task is that a good data preparation leads to a well-learned model.
While dealing with Arabic (due its features), this task spent a considerable time until it
had been worked.

To train our model, we prepared a 13 MB text file to give acceptable results. In this
file, we merged several text novels and poems of some Arab authors and poets
(Mahmoud Darweesh, Taha Hussein, May Ziyada, Maarof Rosafi and Jabran Khalil
Jabran). Texts have been freely downloaded from both “Arab World Books”1 dataset at
http://www.arabworldbooks.com/index.html [10] and “Hindawi”2 foundation dataset at
https://www.hindawi.org [12].

First, novels and poems were each in a PDF file format with a global size of
127 MB. We proceeded by converting these files to a text format using “Free PDF to
Text Converter” tool available at: http://www.01net.com/telecharger/windows/
Multimedia/scanner_ocr/fiches/115026.html. The target files (.txt) merged in one text
file, with about 13 MB size, make up then our dataset of prepared text.

The next step is creating the LSTM model then feeding it up by the prepared text in
its input and let it training by generating Arabic sequences basing on prediction
method.

4.2 Arabic Features

The creation of the LSTM model is based on its definition as cited in paragraph III
(Recurrent Neural Networks). Moreover, as additional inputs, we added two gates
respecting some Arabic language criteria. It is a kind of rule-based method. Our idea is
to feed the model by (1) schemes meaning and (2) letters non-adjacency principle. The
application of this idea gave more performance to text generation process. We explain
below the advantages we can draw from (1) and (2).

(1) Schemes meaning is one of the highlights of the Arabic language. We can get the
meaning of such a word for example just by interpreting its scheme meaning and
without having known the word before. The word <“ بتاك ”: author> has the

1 Arab World Books is a cultural club and Arabic bookstore that aims to promote Arab thought,
provide a public service for writers and intellectuals, and exploit the vast potential of the Internet to
open a window in which the world looks at Arab thought, to identify its creators and thinkers, and to
achieve intellectual communication between the people of this homeland and abroad.

2 Hindawi Foundation is a non-profit organization that seeks to make a significant impact on the world
of knowledge. The Foundation is also working to create the largest Arabic library containing the
most important books of modern Arab heritage after reproduction, to keep them from extinction.
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scheme “ لعاف ”, which means that the word refers to someone who is responsible of
the writing act. In like manner, the word <“ سلاج ”: sitting> has also the scheme
“ لعاف ”, which means that it refers to someone who is responsible of the sitting act
and so on.

Table 1 below shows some of schemes meaning we used in our LSTM model
implementation.

(2) The principle of letters non-adjacency indicates what letter cannot be adjacent
(before or after) to another letter. It is due to pronunciation criteria in Arabic. We
mention here the couple ع )خ , ). These two letters cannot be adjacent ع) before خ
by respecting this order for next couples, too) in a word or a writing unit. Our idea
was then proposed to reduce the tuning of prediction proceeding by elimination.
So, once the model in front of the ع letter, it cannot predict the خ letter. Couples
like غ) ,(ع , د) (ض , and ص) (س , respect the same rule.

4.3 Creating the Model

First, our model reads the text file and then split the content into characters. The
characters then are stored in a vector v_char, which represents data. In a next step, we
store unique values of data in another vector v_data. Information about features gates is
stored in associative tables scheme_meaning and nadj_letters. The two tables fed up
the model by schemes word meanings and by non-adjacency letter specifications. As
learning algorithm deals with numeric training data, we choose to assign an index
(numerical value) to each data character. Once done, variables v_char, v_data,
scheme_meaning and nadj_letters form the input of the LSTM model. To complete the
model, we created the model with three LSTM layers; each layer has 700 hidden states,
with Dropout ratio 0.3 at the first LSTM layer.

Under those circumstances, we have implemented our model under Python pro-
gramming language using Keras API with TensorFlow library as backend. We present
briefly Keras and TensorFlow.

Written in Python, Keras is a high-level neural networks API. It can be running
whether on top of TensorFlow, Theano or CNTK. Implementation with Keras leads to
results from idea with the least possible delay, which enables fast experimentation
comparing to other tools [16].

Using data flow graphs, TensorFlow is an open source software library dedicated to
numerical computation [17]. Mathematical operations are represented by graph nodes

Table 1. The association scheme-meanings

Schemes Translitteration The associate meaning

لعاف fAîl The subject, the responsible of such an action
لوعفم mafôl The effect of an action
ةلعَفمِ mifâala A noun of an instrument, a machine
ةلعفَ faâla Something done for once
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while multidimensional data arrays (tensors) are represented by edges communicating
between them [17]. This flexible architecture allows deploying computation to one or
more CPUs or GPUs in a device with a single API. TensorFlow had been developed for
the purposes of conducting machine learning and deep neural networks research. Thus,
the system is general enough to be applicable in a wide variety of other domains as
well [17].

In our case, we deployed computation to one CPU machine. We discuss next
material criteria and performance concerning time execution.

4.4 Training Data

Three cases had been evaluated to validate our approach and to calculate the accuracy
given by our proposed method:

• LSTM applied on Arabic text: We applied the standard LSTM architecture on
Arabic text and tested it on our dataset.

• Gated LSTM applied on Arabic text: As originality of this paper, we added two
gates to the LSTM model dealing with two Arabic features in order to give more
performance to text generation process and to compare with the case (1) above.

• LSTM applied on English text and on Chinese text: Moreover, we applied the
standard LSTM architecture on our dataset translated to English and Chinese in
order to realise a kind of accuracy comparison.

Experiments have been performed on a PC using a single core i5 3.6 GHz CPU
either for case 1, 2 and 3 above. We have encountered some encoding problems due to
Arabic. We have used both utf-8 encoding to encode and decode “Hindawi” texts and
Windows-1256 encoding for “Arab World Book” texts.

We trained our model using the data we prepared above. We launched training
about a hundred times during 2 weeks. The model is slow to train (about 600 s per
epoch on our CPU PC) because of data size and because of materiel performance.
I addition to this slowness, we require more optimization, so we have used model check
pointing to record model weights after each 10 epochs. Likewise, we observed the loss
at the end of the epoch. The best set of weights (lowest loss) is used to instantiate our
generative model.

After running the training algorithm, we gather 500 epochs each in a HDF5 file. We
keep the one of the smallest loss value. We used it then to generate Arabic text. First,
we define the model in the same way as in paragraph C (Creating model), except model
weights are loading from the checkpoint file. The lowest loss encountered was 1.43 at
the last epoch. We have used then the file to generate text after training.

4.5 Results

Here, we present some results from our three cases of experiments:
Figure 4 illustrates the loss function behaviour after each 10 epochs of applying the

model on Arabic text dataset. We show values between epoch 140 and 240. The curve
keep the same shape (tending to zero) while applying the model on English and
Chinese.
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Surely, the standard model gives more accuracy for English than Arabic, because of
the model, in his standard architecture, is more suited to Latin languages than other
languages. Thus we attend a notable accuracy concerning loss function which we
present in Table 2 below.

To attend more accuracy applying our model on Arabic text, we have built our
gated model that gave a lower loss function value (0.73) after 500 epochs. We show in
Table 3 below the comparison between both standard model application and gated
model application on Arabic text.
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Fig. 4. The shape of loss function curve for some arbitrarily chosen epochs.

Table 2. Minimal loss function value while applying standard LSTM on different languages

Schemes Languages Loss function value

Languages Arabic 1.43
Chinese 2.13
English 1.2

Table 3. Minimal loss function value while applying both standard and gated LSTM models on
Arabic

RNN model Loss value Epoch

Standard LSTM 1.43 500
Gated LSTM 0.73 500
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5 Conclusion

A start of deep models application on Arabic text had been presented in this paper. We
showed that LSTM models can be naively applied to Arabic. Thus, to give promising
results, our model had been slightly modified to respect some Arabic language features.
Experiments, in one hand, had been applied on Arabic language using the LSTM
standard architecture and then the gated LSTM we defined respecting some Arabic
criteria. Our gated LSTM had shown more accuracy results. In the other hand, we
applied the standard LSTM on Arabic, English and Chinese to observe the model
behaviour in front of different languages.

Extractive and abstractive text summarisation show recently interest in neural
networks application. It will be a rich area of exploitation in Arabic language, which
makes for us a new challenge to face.

By the same token, a kind of OCR application is under experimentation by our
LSTM model in order to generate the original text from a damaged text.
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Abstract. Over years, the major concern of researchers was using corpus lin-
guistics as a source of evidence for linguistic description and argumentation,
creating dictionaries, and language learning, among a wide range of research
activities in several fields. However, this study focuses on the corpus-based
studies that have a pedagogical purpose especially for an old Semitic language
which recognized by a proud heritage, lexical richness, and speakers’ growth,
the Arabic language. This latter is relatively a poor-resourced language and the
integration of artificial intelligent techniques such as corpus-based analyses in its
teaching and learning process has not made much progress and fall far behind
compared to other languages. Therefore, this paper is another contribution that
shed lights on the challenges faced by specialists working in the field of teaching
and learning Arabic language. Further, the authors aim to increase awareness of
the greatest advantage of integrating corpus-based analyses in education.
Besides, some guidelines are proposed and relevant available resources for use
are introduced to help in preparing efficient materials for language teaching and
(self)-learning primarily for learners of Arabic.

Keywords: Corpus-based analyses � Language teaching materials
Arabic language � Serious games

1 Introduction

Whether the corpus linguistics is considered a scholarly field or only a methodology,
many researchers tend to agree that the focus of corpus linguistics is essentially divided
into designing, compiling, analysing, and inferring information from language data.
Even though the first time the name corpus has been used was in the decade of the
sixties, compiling naturally occurring samples of both a spoken or a written language is
deeply rooted in history. To the best of our knowledge, it can be traced back to
Al-Khalil ibn Ahmad al-Farahidi, the lexicographer and philologist, who, in the 8th
century, assembled a large corpus to build the first Arabic dictionary called “Kitab al-
‘Ayn”. Since then, the major concern was using corpus linguistics as a source of
evidence for linguistic description and argumentation, creating dictionaries, and lan-
guage learning, among a wide range of research activities in several fields.

Since the Quranic scripture is used in daily prayers of 1.6 billion Muslims
worldwide [1] in which 80% of them are not Arabic native speakers, learning Arabic
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has become paramount. Also, due to cultural and commercial perspectives, teaching
Arabic as a foreign language is becoming a global educational enterprise [2]. At the
same time, the literature on Arabic materials and resources used for educative purposes
are still in a weak standing and fall far behind compared to other languages.

Among the most obvious problems faced by Arabic language learners is the
vocabulary. Typically, when language novices explore a dictionary, they want to learn
the most important and frequent words used during actual daily life activities. Whereas,
most entries in dictionaries are listed in an alphabetical order which is a problematic for
novices especially for second language learners. On the other hand, the interference
between Arabic language varieties (i.e., Modern standard and colloquial Arabic dia-
lects) leads to diglossic situations which in turn have a significant impact on the
learning progress of Arabic [3]. Generally, the starting point for most learners of Arabic
as a foreign language is the Modern Standard Arabic (MSA), the language used in
writing and in most formal speech. Then, they usually need to learn a local dialect
which is used in everyday oral communication. Furthermore, the mixture of both MSA
and dialects is widely present in the media and the web. On the contrary, the native
speakers start learning the MSA for the first time in their primary schools. Thus, the
learning process is reliably and strongly influenced by dialectal Arabic [4].

In order to enhance the teaching effectiveness and develop new research-based
teaching practices, language teachers, alongside lexicographers and linguists, always
strive to investigate the language variation and observe the vocabulary growth.
Although the value of the inferred insights is very beneficial, it is challenging in case of
Arabic since it is an under-resourced language and undertaking such observations over
time requires large and well-defined samples of both a spoken and a written language.

This paper is another contribution to the field of Arabic language teaching. The
authors aim to provide some guidelines that will boost the creation of high quality
corpus-informed teaching materials and resources. In doing so, relevant resources are
highlighted and central corpus linguistics analyses are performed using LancsBox [5]
on the Arabic Learner Corpus V2 (ALC) [6]. ALC is a collection of written and spoken
data produced by Arabic learners. It is a balanced corpus that consists of two
sub-corpora, the first one is NAS (i.e., L1) that refers to a Native Arabic Speakers
corpus, whereas, the second one is NNAS (i.e., L2) that refers to a Non-Native
Speakers corpus. Furthermore, a set of language-based games is proposed based on the
inferred insights from the performed corpus-based analyses and other resources such as
the frequency dictionary of Arabic [7].

In addition to the previous Introduction, this article is arranged as follows: In
Sect. 2, the major difficulties faced by the learners of Arabic language are stated
providing some insights of Arabic diglossia. Then, an overview of available data for
teaching Arabic language, namely learner corpora and a frequency dictionary, is given
in Sect. 3. In Sect. 4, some corpus-based statistical analyses are introduced with an
application on the ALC. Furthermore, the authors propose some tools to create serious
games for learning language and examples are provided in Sect. 5. Finally, some
concluding remarks are included in Sect. 6.
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2 Difficulties in Arabic Language Acquisition

2.1 For Arabic Dialect Speakers

The MSA language is an official language of 29 countries in an area extending from the
Arabian/Persian Gulf in the East to the Atlantic Ocean in the West. This language is
basically used for writing and formal language functions. On the other hand, Arabic is
among the strongest examples of the world languages that are considered as a fertile
ground for the emergence of diglossia [8]. There are basically four major dialects: The
Eastern dialect, the Gulf dialect, the Egyptian dialect, and the North African dialect.
However, each Arabic country has many dialects which relatively differ from one
another. For instance, it is a big challenge for an Eastern dialect speaker to understand
the North African dialect and vice versa. This leads to the emergence of diglossia in the
Arabic-speaking communities, in which children must first learn the vernacular of
everyday communication (Spoken Arabic or SA), then, they start learning the MSA in
their primary schools [9]. Consequently, this diglossic situation influences the acqui-
sition of basic language and literacy skills during the learning process of MSA due to
several issues mainly related to the language phonological structure. Indeed, at early
learning stages, children usually predict many MSA words based on their vocabulary
affected by their Spoken language [10].

2.2 For Non-native Speakers

Many factors have made learning MSA as a second language paramount. For example,
it is among the six official United Nations languages; it is used for prayer sermons of
over 1.2 billion of non-Arabic Muslims; it is used for formal reading and writing; yet,
for international and national news broadcast, and adopted by the educated Arabs.
However, paradoxically, many of its learners fail to understand or use the spoken
dialects for daily communications. What’s more, the challenge increases more and
more since no enough learning materials are available, no established rules, and those
dialects are always susceptible to change over time and across geographical regions.

It is worth mentioning that some second language learners focus on the acquisition
of spoken Arabic rather than MSA. For this kind of learning, the adopted teaching
materials are usually transliterated, i.e., they are written in Latin alphabet especially that
several Arabs use this alphabet to write Arabic in social networks and daily messages.
However, this method of learning Spoken Arabic has its own complexities as the
learner cannot read or write Arabic alphabets [11]. Besides, those learners could
negatively have affected by the presence of various Arabic dialects as they find it a
challenging task to learn those varieties of Arabic rather learning one language. These
complexities occur as a result of diglossia since the words used in Spoken Arabic are
derived from different origins such as MSA, English, French, Spanish, Turkish, and
Tamazight.
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3 Data for Arabic Language Teaching

3.1 Arabic Learner Corpora

The use of learner corpora is strongly involved in the mechanism of designing teaching
and learning materials especially for second and foreign language education research
[12]. Also, these corpora help L2 theoreticians and practitioners to perform contrastive
interlanguage analysis which involves comparative studies using both native and
non-native productions.

In the last few years, a major progress has been made in building Arabic corpora
and developing robust processing tools [13]. However, Arabic learner corpora as well
as different corpus-based studies that have a pedagogical purpose are still in a weak
standing and fall far behind compared to other languages. Further, this kind of corpora
is an essential resource for specialists seeking to develop materials for second language
acquisition and teaching. They are especially useful when they are annotated with
morpho-syntactic of error tags.

Concerning the literature of Arabic learner corpora, there have been only a few
published works, but some of them are promising. To the best of our knowledge, the
Arabic Learner Corpus V2 (ALC) [6], Arabic Learners Written Corpus (ALWC) [14],
Malaysians Arabic Learners Corpus (MALC) [15], and the Pilot Arabic Learner Corpus
(PALC) [16] are the most relevant resources of this type of corpora.

The PALC covers eight different texts written by American native speakers of
English during their studying Arabic as a foreign language in the United States and
abroad in Arab countries. This corpus comprises in total 8,559 words of Arabic written
texts produced by two levels, intermediate (3,818 words) and advanced (4,741 words).
Yet, it is annotated in terms of learners’ error adopting FRIDA tagset [17].

The MALC was mainly compiled to give an accurate description of Arabic con-
junctions used among Malaysians learners of Arabic. This corpus contains about
240,000 words, produced by 60 university students, mostly Malaysians, during their
first and second year of their Arabic major degree at the Department of Arabic Lan-
guage and Literature, International Islamic University Malaysia. Furthermore, similar
corpus has been developed using materials of 19 Malaysian students at Al-Bayt
University [18].

The ALWC compiled at the University of Arizona Center for Educational
Resources in Culture, Language, and Literacy. This corpus consists of written samples
produced by L2 and heritage students from the USA and collected over 15 years of
teaching. Comprising approximately 35,000 words, the corpus targets several cate-
gories according to levels (beginning, intermediate, advanced), learners (L2 vs. her-
itage), and text genres (description, narration, instruction). The corpus developers
intended to annotate the collected data with orthographic errors tagset alongside the
morpho-syntactic information. Their aim was offering a data source that helps for
hypothesis testing and developing teaching materials. It is worth mentioning that the
ALWC was freely available for download in PDF format files, even though that makes
its content difficult to process. However, at the time of writing this paper, it is no longer
available.
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The last and most recent corpus is the ALC V2, it is the only corpus that has been
collected from an Arab country. Further, it is a balanced corpus in many aspects. First,
it covers a collection of written and spoken data; second, it consists of data produced by
both native (790 text materials) and non-native (795 text materials) learners of Arabic.
The average length of a text is 178 words. All in all, the corpus contains 282,732 words
produced by 942 students from 67 nationalities in which only one Arab nationality was
covered, Saudi. However, covering other Arab nationalities probably will be more
useful for corpus linguistics researches. In addition, the size of the ALC is basically
enough to conduct many investigations in the second language acquisition field.
According to Granger, researchers in the second language acquisition field usually rely
on smaller samples and minute, therefore, a corpus of 200,000 words is generally
considered big. Moreover, the ALC includes other key factors such as the level of
education of learners (Pre-university and University), the place of production (in class
or at home), and text genres (narratives and discussions). To our knowledge, none of
PLAC, MALC, and ALWC are available for public use. Whereas, the ALC V2 is freely
available1 for download either one file or for each text individually in TXT or XML
formats; yet, the audio recordings are available in MP3 format as well as their tran-
scripts are in TXT and XML formats.

3.2 A Frequency Dictionary of Arabic

A lexicon or a dictionary is probably one of the best resources for language learners.
However, learning the words that are frequently used in conversation and writing is a
very good starting point. That is the philosophy behind producing frequency dic-
tionaries derived from collected language data. i.e., they are derived from large and
representative corpora that include both written text and transcribed speech. Further-
more, the data of those corpora must be compiled from common resources used in real
life as opposed to textbook language which often distorts the frequencies of features in
a language, see Ljung [19].

These frequency dictionaries have been shown to be beneficial for teachers and
learners of languages. For example, Nation [20] reported that the 4,000–5,000 most
frequent words account for up to 95% of a written text and the 1,020 most frequent
words account for 85% of speech. Although Nation’s results were only for English,
they are accepted as a global standard. For instance, the recent provided dictionaries as
a general guide for vocabulary learning are of German [21], Russian [22], Mandarin
Chinese [23], and Korean [24], among others. Of course, there is the frequency dic-
tionary of Arabic [7] that contains the 5,000 highly-frequent MSA and dialect words.
This dictionary is developed based on a corpus of 30 million words that includes
written and spoken materials from the entire Arab world. It provides the user with
detailed information for each of the 5,000 entries to allow the user to access the data in
different ways. These information include English equivalents, a sample sentence, its
English translation, usage statistics, an indication of genre variation, and usage dis-
tribution over several major Arabic dialects. Also, there are thematically-organized lists

1 http://www.arabiclearnercorpus.com/.
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of the top words from a variety of key topics such as sports, weather, clothing, and
family terms. The following Figure (see Fig. 1) exhibits an example of the entry for the
word “ قيرِطَ ”.

This entry shows that the word in rank position 115 is “ قيرط ”, which is glossed as
“road”, “way”, and “via”, among other English glosses. The word “ قيرط ” is
categorized as a feminine (fem) and masculine (masc) noun, with an explanation that
this word is often feminine in the Levantine (lev) corpus while it is mostly masculine in
the MSA corpus. Further, its plural form (pl) is “ قرُطُ ” and “ تاقَرُطُ ” and by mentioning
the plural it means that it was also attested in the corpus. Besides, an Arabic sentence
from the corpus illustrates the usage of the word —in this case the plural form
“ قرطلا ”— and is followed by an English translation. The last line in the entry presents
the range count figure of 99, meaning that the usage of this word was distributed over
99% of the corpus; the raw frequency figure of 24,751, which is the total number of
occurrences for the singular and plural forms combined. Finally, the word “ قيرط ” is
listed among the top words of the fifth topic “Transportation”.

4 Corpus Linguistics Analyses

The corpus linguistics is a scholarly field that focuses essentially on designing, com-
piling, analysing, and inferring information from corpora for studying languages.
Alongside the linguistic description and lexicography, corpora significantly affect a
wide range of research activities that have a pedagogical purpose. Many scientific
groups emphasize the potential relevance of corpus-based analyses for language
teaching and learning in all its forms and uses [25]. For instance, the obtained results of
such analyses could be used as a resource by both advanced learners majoring in the
language as well as learners with lower levels of proficiency especially those who need
learning a language for specific purposes and aim to reduce the time that would be
necessary in learning process. However, to date it has been difficult for those teaching
the Arabic language to apply corpus linguistics analyses in designing and preparing
language teaching materials due to the lack of data and the appropriate processing
tools.

115 طَرِیق fem./masc.n. (MSA rarely fem.; Lev. mostly fem.) pl. ,طُرُق طُرُقَات
road, course; way, method; ِعَن طَرِیق via, by way of; by means of, by using 
 History — التاریخ الآن على مفترق الطرق فلا القدیم قد انتھى تماما ولا الحدیث قد بدأ بعد
now is at a crossroads, since the old has not completely ended, and the 
new has not yet started
99 | 24,751 |

Fig. 1. An example of the entry for the word “ قيرِطَ ”.
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4.1 Corpus-Based Analysis

Although learner corpora are relatively small, other types of corpora are generally
containing millions or even billions of words. Thus, processing and analysing these
large data requires appropriate and robust tools. Among relevant corpus-based statis-
tical analyses, in this paper, we are focusing on concordance queries, word frequency
lists, and collocation statistics. All these analyses and others are integrated into
LancsBox. In the following, these analyses are explained with an application on the
ALC.

Concordance queries aim to search the text and find all occurrences of a particular
word or a clause together and displaying them vertically along with their immediate
context in which they appear. It is worth noting that this is what text analysts
painstakingly did for many years. For instance, It is reported that the first concordance,
completed in 1230, was produced based on the Bible [26], it has been said that 500
monks engaged upon its preparation. Furthermore, concordances can be produced in
several formats, but the most usual form is the Key-Word-In-Context (KWIC) con-
cordance [27]. What is important is that concordance has a great impact on teaching or
learning vocabulary and several empirical evidences demonstrate that receiving
vocabulary through concordance performed is statistically significant compared to
traditional vocabulary instruction [28, 29]. Today, thanks to LancsBox and ALC, we
can find and recognize every example of a particular Arabic word from both native and
non-native texts and also infer insights to prepare teaching materials. For instance, the
obtained concordances for the word , which is ranked 86th in the Arabic frequency
dictionary and it is glossed as “like”, “similar”, and “such as”, shows that the number of
occurrences of the word in the NAS corpus is 81 while it is 141 in the NNAS
corpus. Whereas for both corpora, in about 72% of cases, the word is used to give
examples and for the remaining cases it is used to express a similarity.

Regarding the frequency lists, which are beneficial for vocabulary teaching as we
discussed previously, the lists of the top 100 words in both NAS and NNAS showed
some similarities as well as differences. Since the learners were mostly describing their
journeys, they used same words such a <rhlp> “journey”, <sfr> “travel”,

<*hbnA> “we went”, and <wSlnA> “we arrived”, among similar words.
Consequently, we can conclude, to some extent, that both native and non-native Arabic
speakers usually use the same key-words to describe a journey rather than other syn-
onyms. On the other hand, we found that NAS and NNAS do not share some
key-words. For example, the words <klyp> “college”, <Al$ryEp>
“Islamic law”, <bldy> “my country”, and <AlsEwdyp> “Saudi” are
frequently appear in NNAS since the learners usually choose to describe their journeys
while travelling from their country to Saudi in order to study in the College of Islamic
law. Whereas, the top key-words of NAS are <AlsyArp> “car”,
<wAldy> “my father”, <Aby> “my dad”, and <Emy> “my uncle”. These
findings provide sociolinguistics hypotheses such as the most Arabic native learners
were taking their journeys with family members while driving a car. Yet, the word “my
father” is often used rather than “my dad”.
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Another experiment is performed using collocation statistics for both NAS and
NNAS corpora are calculated. Figure 2 illustrates the collocations of the word
<AljAmEp> “University” in both NAS and NNAS corpora.

After reviewing the learners’ texts, we come up with the following explanation for
the obtained results. If we ignore the Particles, all that is left are the following words:
For NNAS, the words that draw the attention are <AlAmAm> “Al-Imam”,

<mhmd> “Muhammad”, <sEwd> “Saud”, <AlAslAmyt>
“Islamic”, <Allgp> “Language”, and <AlErbyp> “Arabic”. Based on the
words’ positions in the collocation graph, we can infer some insights to predicts the
associations between the collocated words. Then, the hypothesises can be confirmed by
checking the original texts. For this example, this collocation is reasonable since most
non-native Arabic speakers were attending the “Al-Imam Muhammad Ibn Saud Islamic
University” to learn the Arabic language. On contrary, the Arabic native speakers were
talking about their high schools, attending or planning to register in different disciplines
in several Universities. As a result, the most collocated words with the token
“University” were <AlvAnwyp> “high school”, and <txSS> “disci-
pline”. Again, these findings are undoubtedly a valuable source of evidence for soci-
olinguistics as well as language education especially that the ALC provides situational
characteristics of the learners such as gender, nationality, and study level.

Finally, many other analyses can be applied or even better, involving other lan-
guage resources if they are available. However, selecting appropriate corpora and
dictionaries and applying corpus-based statistical analyses are essential but not suffi-
cient. The other and major challenge is how and when to transfer the obtained results
into teaching materials and presented to learners in a meaningful and intuitive way.

Fig. 2. Collocation statistics for the word “ ةعماجلا ”.
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5 Material Design and Development

Involving online games in language teaching context is increasing because they have
shown an enormous potential for optimizing the learning achievements of the learners.
Such games can enhance the learning skills independently on time or places. However,
these games must be intuitive, use less cognitive load, and consider motivation and
enjoyment. The aim here is to keep a balance between learning and gaming.

As reported before, the Arabic teaching and learning resources are very limited
especially edutainment games. Further, very few specialists involve Arabic NLP tools
in its teaching and learning [30]. Moreover, this becomes very challenging since the
Arabic language teachers lack background in terms of games development tools as well
as mastering corpus-based analyses. Therefore, this section presents two freely avail-
able tools that will aid in developing suitable games for language learning benefiting
from the previous mentioned resources and the performed analyses.

5.1 Tools

Nowadays, lack of access to the Internet is no longer a barrier in front of learning
resources seekers especially educated ones. Moreover, specialists are focusing more on
cross-platform applications instead of device dependent applications. The main concept
is building once and publishing everywhere. Among the available tools and platforms
that provide suitable environment to develop appropriate language-based games, we
suggest:

• Construct22: It is using a 2D game engine based on HTML5. Construct2 provides
an environment to develop games using a visual editor and a behaviour-based logic
system. The exportation from this editor to most major platforms is allowed and the
access from different devices is assured through its supported platforms like
Android and Windows. Further, Construct2 is available in free and paid versions.

• LearningApps3: It is a Web 2.0 application that provides public interactive modules
to generate Apps with no specific framework or a specific learning scenario, also, to
be reused and adapted to the users’ suitable objectives. Currently, the LearningApps
system is available in 21 languages.

5.2 Proposed Games

The following set of games is developed to provide a model and examples to whom
interested. The introduced set of games is created to be used as language teaching
materials for vocabulary building and enhancement of words’ collocation for Arabic
learners. Furthermore, most games are developed with the concept drag-and-drop data
binding and easy target selection facility which make using the games efficient and
comfortable by either normal learners or those with fine motor skills.

2 http://www.scirra.com.
3 https://learningapps.org/.
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Benefiting from the previous collocation statistics, a game is developed using
Constract2 (see Fig. 3). This game consists of binding words with their collocates. The
number of the main words is restricted to four and the others are candidate collocates,
yet, this number increases accordingly to advanced levels of the game.

Regarding the vocabulary, a set of games are created using the web application
LearningApps. They are gathered in one block since they share the same concept and
objective (see Fig. 4). The objective is linking words and their represented pictures.
The concept is to use the frequency dictionary of Arabic to select top ranked words
taking into consideration the topics classification namely Sports, Body, Animals,
Colours, Nature, Materials, Professions, and Geometric forms. Finally, illustrative
images are included to enhance the learning process especially for second language
learners.

Fig. 3. A learning game based on collocation statistics.

Fig. 4. A set of games for learning vocabulary.
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For all proposed games, failure or success sound effects are involved in addition to
the instructions. Besides, learners are restricted by timing that varies according to the
game level, also, successful players are rewarded with high marks and golden stars.

6 Conclusion

This paper highlights the Arabic language teaching and learning from two aspects. The
first one is the shortage of Arabic learner corpora and available tools that can be used to
generate teaching materials automatically based on specified criteria such as the level of
language complexity, readability, genre, and discourse style. In this regard, the authors
aim to shed lights on the available resources and suggest applying corpus linguistics
analyses that could fill this gap. Some experiments have been performed using
appropriate resources namely ALC V2 and the frequency dictionary of Arabic. Then,
the findings are presented and discussed.

The second aspect was focusing on how to successfully transform the inferred
insights and observation of using corpus linguistics analyses in language teaching.
Thus, free and effective tools which can be used to develop suitable teaching materials
are introduced; yet, a set of serious games are proposed in this regard.

Finally, this is another contribution that shed lights on the challenges faced by
researchers working in the field of the Arabic language teaching and learning. Further,
the aim is to increase awareness of the greatest advantage of using corpus linguistics
analyses and language-based games in this regard.
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Abstract. The tasks of tagging temporal expressions, normalizing numbers and
extracting related countables are useful in many natural language processing
applications. This paper describes the newly system named AraTimex, a natural
language processing tool for recognizing and normalizing temporal expressions
and literal numbers, for modern standard Arabic language. It is a rule-based
extensible system that can be integrated easily in many other Arabic natural
language applications. The system is designed to deal with complexity of the
Arabic language and some of its special characteristics like the use of two
calendar types Hijri and Gregorian for writing temporal expressions. To evaluate
the system two new annotated datasets have been constructed, the first is based
on news articles extracted from Wikinews, and the second contains articles
dealing with historical events. This system is tested in these two different
datasets and it achieved highly satisfactory results comparing to the state of the
art tagger.

Keywords: Arabic temporal expressions tagging � Temporal information
Arabic number normalization � Arabic natural language processing

1 Introduction

The temporal information plays an important role in the semantics of the text, so it is
necessary to have powerful tools that process temporal information while building
natural language processing applications which aim to automatically understand human
languages. In fact, many applications of natural language processing, such as infor-
mation extraction and question answering systems [1], need to extract temporal
information from documents. Extracting such temporal information requires the
capacity to recognize and tag temporal expressions (TE), and to evaluate and convert
them from text to a normalized form that is easy to process and to exchange between
applications as well.

The temporal tagging is a sub-task of the full task of temporal annotation (or
temporal information extraction), it consists of two subtasks, Extraction and
Normalization.

This work concentrates on the temporal tagging task for Modern Standard Arabic
language (MSA), and present our newly system named AraTimex. This system is built
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with paramount importance to extensibility and scalability, as well as using a rule based
approach to identify temporal expressions and transform them into a normalized time
tags based on TIMEX3, which is a part of TimeML annotation language [2]. The
system is designed to deal with explicit, implicit or relative temporal expressions, and it
supports the Arabic language specificities like the use of Hijri Calendar. The evaluation
showed that our new system is more accurate than the current state-of-the-art tool. We
included other useful features in this system, like Arabic literal number normalization,
extraction of pairs constituted of numbers and their countables. Furthermore, we
introduced two different domain datasets to evaluate temporal expression taggers.

2 Related Work

The annotation standards with detailed guidelines are essential when dealing with the
task of temporal tagging. Researchers have commonly used two annotation standards
for annotating temporal expressions in documents: TIDES TIMEX2 [3] and TimeML
[2]. TimeML is a specification language for temporal annotation using TIMEX3 tags
for temporal expressions. There is also, ISO-TimeML that is a revised and interoper-
able version of TimeML [4]. Actually, due to a lot of research on temporal relation
extraction, TimeML is more widely used than TIDES TIMEX2 [5].

Manually annotated corpora play a crucial role in many NLP tasks, especially for
the development and evaluation of temporal taggers. Thus, a significant number of
annotated corpora have been created, but few of them cover Arabic language.

The ACE Multilingual 2005 training corpus [6] consists of English, Arabic, and
Chinese documents annotated using TIMEX2, but only extent information and no
normalization information is provided in the original datasets [5].

Due to the lack of normalization information, Strötgen et al. [7] re-annotated a part
of this corpus using TIMEX3 standard and they added normalization. The new corpus
is called (ACE 2005 Arabic) test-50* corpus, it contains 298 TIMEX3 expressions, and
it is publicly accessible.

Another corpus that covers Arabic is ACE Multilingual 2007 Training Corpus [8],
in addition to the extents, normalization information has also been annotated, however
the annotation standard used is TIMEX2.

Another corpus was created in the context of a study on temporal tagging of texts
about history, known as AncientTimes [9], it is based on TIMEX3 tags and it is
publicly available and covers Arabic and some other languages. However, it contains a
small number of documents (5 documents), and does not cover the diversity for the
Arabic temporal expressions, for instance, it does not contain expressions using the
Hijri calendar.

Although, the majority of existing temporal taggers concentrated on processing
English documents, for example, GUTime/TARSQI [10, 11], SUTime [12] and
DANTE [13]. There is also works that treat other languages, either as systems built
from scratch or as resources added in existing systems or by translating resources of
other languages. For instance, [14] describe a rule based system for recognition and
normalization of temporal expressions for Hindi language. [15] adapts the HeidelTime
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system and manually evaluates its performance on a small subset of Swedish intensive
care unit documents.

One of the challenges that the research community has tried to overcome is to build
multilingual or language-independent systems. One of these systems that handle
multilinguality is called HeidelTime, it is a multilingual, domain-sensitive temporal
tagger that extracts temporal expressions from documents and normalizes them
according to the TIMEX3 annotation standard. HeidelTime contains hand-crafted
resources for 13 languages, including Arabic, Vietnamese, Spanish, Italian [7], French
[16], Chinese [17] and Croatian [18]. In addition, HeidelTime contains automatically
created resources for more than 200 languages [19]. The system is designed so that the
addition of other languages can be done without changing the source code [20].

For the Modern Standard Arabic Language (MSA) there is still a great lack of
annotated corpora and there is little work in temporal tagging. To the best of our
knowledge, HeidelTime is the only tool publicly available that performs the full task of
temporal tagging for Arabic documents [7]. There are other tools named ZamAn and
Raqm systems that extract temporal phrases and numerical expressions using a
machine learning approach [21]. However, the extraction is neither based on TIMEX2
nor on TIMEX3, and the normalization was not addressed. Besides, these tools are not
publicly available. Moreover, [22] present a technique for temporal entity extraction
from Arabic text based on morphological analysis and finite state transducers, however,
like ZamAn and Raqm the extraction is neither based on TIMEX2 nor on TIMEX3,
and the normalization was not addressed.

3 Complexity of Arabic Temporal Expressions

Building a rule-based temporal tagger for Arabic remains a challenging task. Indeed,
Arabic is a rich language, since it leads to a significant number of temporal expressions.
Diacritics represent short vowels, but in MSA they are often omitted. This lack of
diacritics results in many ambiguities. For instance, the same word “ سرام ”, without
diacritics, can have at least these two different meanings: “practice” if it is diacritised
“ سَرَامَ ” or March if it is diacritised “ سرِامَ ”.

Furthermore, a date in Arabic can be expressed using the Gregorian calendar, the
Hijri calendar or both at the same time. The Hijri calendar or Islamic calendar is a lunar
calendar consisting of 12 months (Safar, Rabi al-Awwal, Rabi al-Thani, Jumada
al-Awwal, Jumada al-Thania, Rajab, Sha’ban, Ramadan, Shawwal, Dhul-Qa’dah,
Dhul-Hijjah) in a year of 354 or 355 days. This calendar is widely used (concurrently
with the Gregorian calendar) in Arabic. The following example shows a date expres-
sion mixing the two calendars:

Unlike HeidelTime, AraTimex supports this particularity of the Arabic language
during the extraction of information related to dates and it produces a single TIMEX3
tag for this kind of mixed expressions.
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There are multiple ways for writing Gregorian month names in Arabic, such as, the
phonetically English names and the Arabic names. To write a date in Arabic, we can
use numerals, literal numbers or ordinal numbers, and generally the literal numbers can
be mixed with numerals to write dates.

All previous possibilities are applied also for dates written in Hijri calendar, and we
can also find other variations and more complicated examples that mix Hijri and
Gregorian calendars. This leads to a large number of possibilities and involves a great
effort while defining rules for extracting and evaluating expressions containing dates.

Another difficulty comes from the fact that the names of Hijri months are often used
as name of persons, for instance, the word “ بجر ” in the next sentence is ambiguous
and it can indicate either the name of a person or the name of Rajab Hijri month:

/The children have been playing, since Rajab’s arrival”.
In general, there are other difficulties related to several challenges for Arabic natural

language processing described with more details in [23, 24].

4 Arabic Temporal Expressions Tagging in AraTimex

To meet the standard TIMEX3 our system focuses on four types of expressions namely,
DATE, TIME, SET and DURATION.

According to TIMEX3 a date expression describes a calendar time and a time
expression refers to a time of the date. AraTimex recognizes both, relative times (e.g.
first example in Table 1), as well as absolute dates times (e.g. second example in
Table 1). In the first example in Table 1, we assumed that we know that the current
date is “2018-01-06”.

TIMEX3 doesn’t support the Hijri calendar. Thus, we added an optional attribute
altVal to TIMEX3 tag, which contains an alternative value that can include, amongst
others, the normalized value of Hijri date (e.g. second example in Table 1).

Furthermore, since prayer times are often used to express time in Arabic language,
we integrated rules allowing our system to recognize expressions based on prayer
times.

Our system can recognize two categories of durations. The first category includes
duration expressions specified as a combination of a unit and a quantity (e.g. رهشأةثلاث /
three months), and the second category covers duration expressions defined as temporal
range (e.g. from Monday to Friday).

The system can recognize also other forms of duration expressions, for example,
duration defined as Non-Whole number (e.g. فصنورهش /month and a half). According
to TIMEX3, a temporal expression is a SET type if it describes a set of times. Ara-
Timex supports temporal sets representing times that occur with some frequency (e.g.

ماعلكتارم3بيبطلاروزي /he visits the doctor 3 times a year). AraTimex can recognize
also temporal expressions related to holidays. In the current version a set of temporal
expressions related to holidays are extracted automatically from Arabic Wikipedia.
This operation is based on the observation that the first sentences of a Wikipedia article
related to a holiday name contain the associated date. For instance, the article returned
by Wikipedia for the holiday “ ىحضلااديع ” (Eid al-Adha), contains the associated date in
the second sentence.
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5 Number Normalization in AraTimex

For many applications it’s useful to extract numbers and their related countables. For
example to compute semantic text similarities, one can compare the common pairs
(number/countable) between two texts and use the result as feature in a classification
based approach. In AraTimex we used this list of pairs to disambiguate some temporal
expressions. For instance, in the sentence “ ايمقراباتك1990يفاهرشنةداعإبماق ” (he
republished them in 1990 digital books), without extracting separately the pair
(number = 1990, countable = اباتكايمقر ) most systems can tag mistakenly the number
1990 as a date.

AraTimex extracts the countable of each number in the text based on a set of rules
that make use of the part-of-speech (POS) tagging based on Stanford Tagger1. For
illustration, we give bellow an example of rules used to extract the pairs (number,
countable), and Table 2 illustrates an application of this rule:

Number + "من" + word (noun) having POS= NN OR DTNN → (number,word) is an
acceped pair.

On the other hand, the POS tagger is used to help in disambiguation while nor-
malizing literal numbers, for instance, the word “ عبس ” in Arabic can be used to mean the
lion (e.g. first example in Table 3) or the number seven (e.g. second example in
Table 3). Using the POS tagger we can conclude that the word in the first example
doesn’t mean the number 7, since the word “ ريبك ” (big) is an adjective and cannot be
considered as countable in most cases in Arabic (there are exceptions to this rule). Thus
we avoid a bad normalization, in most cases, that can change completely the meaning
of the sentence.

Table 1. Arabic time tagging examples

Arabic text English translation Normalization output
مساء اليوم المنصرم Last evening <TIMEX3  tid="t1" type="TIME"

value="2018-01-05TEV" >
مساء اليوم المنصرم
</ TIMEX3>

الإثنين الواحد و الثلاثون 
5الموافق 6102يناير   

ه5141شعبان 

<TIMEX3  tid="t2" type="DATE"
value="2016-01-31" altVal="2016-01-31
/1415-08-05" >

5الموافق 6102الإثنين الواحد و الثلاثون يناير   
ه5141شعبان 

</ TIMEX3>

The 31st January 2016, 
corresponding to 5 Sha'ban 

1415 AH

1 nlp.stanford.edu/software/tagger.shtml.
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6 Technical Description and Design

AraTimex is a rule-based temporal tagger built on regular expression patterns and
designed to deal with a maximum of difficulties presented previously. It is provided as
a Java library, and to ensure its modularity and scalability, a multi-layered architecture
has been adopted to separate the concerns. The next sub-sections describe the role of
each layer.

6.1 Preprocessing Layer

The first step is to make some preprocessing and normalization operations, such as:

– Normalize Eastern Arabic Numerals: both Arabic numerals, also called Hindu–
Arabic numerals (1, 2, 3 …) and Eastern Arabic numbers, also called Arabic–Indic
numerals (٣،٢،١ …), are often used in Arabic texts, so for normalization purpose,
the system converts Eastern Arabic numbers to Western Arabic numbers (١ ! 1,
٢ ! 2 …).

– Normalize the comma of decimal numbers: 19.00 ! 19; 6, 14 ! 6.14.
– Remove diacritics: since diacritics are often omitted in written MSA, we remove

them to avoid any disruption.
– Normalize literal numbers: in general, Arabic documents, including date expres-

sions, numbers are literally written. Thus, the system performs a conversion of
numbers from literal to numerical value: ةرشعةثلاثةلصافنوسمخ (fifty comma
thirteen) ! 50.13; ةئملايفةثلاثصقان (Minus three percent) ! −3%.

– Segment the text and add POS tags: to make these tasks we used some existing NLP
tools. The current version of AraTimex uses Stanford Tools (Segmenter, POS
Tagger), but the system can work with any other tool easily, thanks to the widely

Table 2. Example of using POS based rules to extract number/countable pairs

Arabic text Tagged text Applied rule
3اشتريت  من الكتب الجيدة 

I bought 3 good books
 IN/من  NN  3/CD/اشتريت
DTJJ/الجيدة  DTNN/الكتب

Number + "من" + word having POS= 
DTNN → (كتب ,3)

Table 3. Example of using POS for disambiguation

Arabic text Tagged text English translation
كبير سبع هناك كان JJ/كبير  CD/سبع  RB/هناك   VBD/كان There was a big lion

سبع مظلاتاشتريت  مظلات  CD/سبع  VBD/اشتريت /NN I bought seven
umbrellas
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used design pattern known as dependency injection, which is a design principle that
is claimed to increase software design quality attributes such as extensibility,
testability and reusability. For instance, we integrated easily AraTimex with Farasa
Segmenter [25].

6.2 Core Layer

This layer executes a set of rules responsible for the extraction of pairs (number,
countable), temporal expressions, their evaluation and their mapping to data structures.
This layer is connected to a set of resources that provide, among others, patterns to
extract temporal expressions and typical dates like holidays, etc.

AraTimex performs some post-processing to filter out ambiguous expressions that
are probably not temporal expressions, especially those that have already appeared in
the list of pairs number/countable. Each incomplete temporal object is completed using
a heuristic function that depends on the type of documents (news, historical events…),
the other temporal objects of the text and the tense of verbs.

6.3 Formatter Layer

This layer is responsible for formatting the output results, its role is to make transparent
the underlying annotation standard used to format the output. The current version
contains only one implementation that renders the result in TIMEX3 format. Theo-
retically, we could add support to other annotation standard in AraTimex without
making any changes in the core layer code.

6.4 AraTimex Rules Definition and Extensibility

To ensure extensibility of AraTimex, we separate the temporal expression tagging rules
from the rest of the code. These rules are declarative, and they are defined using a
syntax based on regular expressions in an external XML file. This allows adding new
rules without changing or recompiling the source code. For flexibility purposes, Ara-
Timex allows writing rules using Arabic letters or their equivalents by transliteration.

The rules are iteratively executed respecting a certain order defined by the priority
of each rule. Ultimately, each rule has the following main properties:

– Pattern: the regular expression allowing extraction of a set of temporal expressions.
– Normal: the pattern that defines the normalized form of the extracted temporal

expressions.
– MethodName: the method invoked automatically using Java reflection if an

expression matches the extraction pattern. It processes this temporal expression and
maps it to the corresponding data structures.

– Class: the Java class where the processing method is defined. This is an optional
property assigned only in the case of extending AraTimex.

– Priority: defines the execution order for each rule. It is a crucial property, indeed the
rules must be executed in a certain order. The priority is set manually for each rule
based on the expression examples encountered in the development dataset.
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For instance, the XML code below gives an example of one of rules used to extract
a date expression written in Hijri Calendar, the associated method extractDate will be
invoked dynamically using Java reflection to normalize the expression and map it to the
corresponding data structures using the normalization pattern given by the attribute
normal. In this example, the keywords beginning with “set” (e.g. set_monthYear
Separation), will be replaced by the AraTimex regular expressions compiler with a set
of elements that will be loaded from a resource file (such as week days, month names,
etc.).

<rule id="hijriDateRule5"
type="date" pattern= 
"\b(?:(?:Al)?(set_weekdays))?(?:set_weekdayMonthSeparation)?(set
_monthDays|\d{1,2})(?:set_dayMonthSeparation)(set_hijrimonths)?(
?:set_monthYearSeparation)?(\d{1,4}|set_years)(?:(?:set_hijriMar
ker))?(set_tense)?\b"
normal="H:gr(5)-gr(4)-gr(3)-gr(2)-gr(1)"
methodName="extractDate"
priority="5" /> 

To explain this expression, we split it and comment in Table 4. This separation
between rules and resources improves scalability and maintainability. For instance,
set_monthYearSeparation defines the texts that can appear between month and year in
Arabic dates, these texts are defined; using regular expressions in a resource file.

Table 4. Explanation of an example of rule

(?:(?:Al)?(set_weekdays))? This part of the regular expression matches weekdays
(?:set_weekdayMonthSeparation)? This part of the regular expression matches the texts

that can appear between weekdays and months
(set_monthDays|\d{1,2}) This part of the regular expression matches a day of the

month
(?:set_dayMonthSeparation) This part of the regular expression matches the texts

that can appear between day of the month and months
(set_hijrimonths)? This part of the regular expression matches Hijri

months
(?:set_monthYearSeparation)? This part of the regular expression matches the texts

that can appear between month and year
(\d{1,4}|set_years) This part of the regular expression matches years
(?: (?:set_hijriMarker))? This part of the regular expression matches expressions

used to indicate Hijri calendar type
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7 Evaluation and Results

7.1 Evaluation Datasets Preparation

To ensure a good coverage of the various types of Arabic temporal expressions, we
constructed two new real world datasets, the first one is based on news articles
extracted randomly from Wikinews2, and the second contains articles extracted ran-
domly from Arabic Wikipedia which deal with historical events. Two volunteers were
asked to annotate collected articles following TE annotation guidelines of TimeML
[26] and guidelines for Hijri dates. The statistics related to annotated evaluation
datasets are presented in Tables 5, 6 and 7:

7.2 Evaluation Metrics

To evaluate the system, we need to evaluate separately the extraction and the nor-
malization tasks. We followed the same procedure as in TempEval-3 [27], but taking
into account only; in achievement status of this work; the case of strict match com-
parisons, nevertheless, for HeidelTime that doesn’t support Hijri dates, a temporal
expression that mixes Gregorian and Hijri calendar is considered correctly extracted if
at least the Gregorian part is correctly extracted. For AraTimex the rule is more
stringent, indeed in the case of mixed Hijri/Gregorian temporal expressions, the
extraction is considered correct only if AraTimex extracts correctly the two parts Hijri
and Gregorian and produces a single associated TIMEX3 tag.

We used classical precision and recall to evaluate the extraction task, whereas for
normalization we adopted the following rules:

Table 5. Number of temporal expressions and documents in evaluation datasets

Dataset Number of documents Number of expressions

News 127 512
Historical events 19 281

Table 6. Distribution of expressions types in datasets

Dataset Set Duration Time Date

News 6 125 51 330
Historical events 3 62 34 182

Table 7. Percentage use of Hijri in temporal expressions of datasets

Dataset Percentage use of Hijri

News 0.48%
Historical Events 34.88%

2 https://ar.wikinews.org.
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– Only the values of the Type and Value attributes are taken into account while
evaluating the normalization of temporal expressions.

– It is considered that normalization is correct, if the tag TIMEX3 produced has a
correct value for both attributes Type and Value.

7.3 Results

We tested AraTimex and Heideltime in the two evaluation datasets described previ-
ously. The evaluation results are given in Tables 8 and 9.

7.4 Discussion

Experimental results show that AraTimex has the highest precision and recall for
extraction and normalization in both datasets. We can conclude from Tables 8 and 9
that the results obtained for HeidelTime in the news datasets are very close to the
results obtained in the datasets ACE used for HeidelTime official tests [7], whereas it’s
clear that HeidelTime shows its critical limit if the processed document may contains
some Hijri temporal expressions as can be seen from results related to historical events
dataset (Extraction P = 41.210% and R = 52.573%) and (Normalization P = 36.023%
and R = 45.955%). Indeed, the Hijri temporal expressions cause a lot of confusions to
HeidelTime, for example the date “ ” (In “Rabi
Al-Awwal” of the fourth Hijri year), while Rabi Al-Awwal )ربيعالأوّل  ) is the third
month in the Hijri calendar, will be tagged by Heideltime as follows:

في 
<TIMEX3 tid="t1" type="DURATION" value="P1M">شهر</TIMEX3> 
<TIMEX3 tid="t2" type="DATE" value="XXXX-SP"> ربيع</TIMEX3> 
من  الأول
<TIMEX3 tid="t3" type="DURATION" value="P1Y"> السنة الرابعة</TIMEX3>  
الهجرة من

Table 8. Temporal expressions tagging results in NEWS dataset

Extraction Normalization
P R F1 P R F1

AraTimex 95.610 97.470 96.531 93.320 95.136 94.219
Heideltime 78.517 80.350 79.423 70.722 72.373 71.538

Table 9. Temporal expressions tagging results in HISTORICAL EVENTS dataset

Extraction Normalization
P R F1 P R F1

AraTimex 97.454 93.055 95.204 89.090 85.069 87.033
Heideltime 41.210 52.573 46.203 36.023 45.955 40.387
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As can be seen from this example, HeidelTime annotates this expression as if it is a
Gregorian date, which leads to overmuch extraction and normalization errors. This
impacts greatly the accuracy of the system by extracting a lot of incorrect expressions.
Furthermore, as temporal expressions appearing in the text are most likely dependent,
these errors can influence also the value assigned to other Gregorian temporal
expressions. All these problems are addressed by AraTimex, and as we can see, the
results obtained in the both datasets are good and almost similar.

8 Conclusions

AraTimex tool is developed with the aim of having an efficient, extensible and fast
temporal tagger dedicated for the Arabic language and which addresses some limita-
tions of existing tools like for example handling of temporal expressions referring to
the Hijri calendar. On the other hand, we addressed the normalization of literal numbers
and we extract the information referred by numbers and we use it to disambiguate some
temporal expressions. The obtained results demonstrate the high quality of our new
tool. We plan to make this tool and data freely available, improve them and optimize
them continuously. Otherwise, we plan to use AraTimex to improve Arabic NLP
applications like machine translation and answer question answering systems.
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