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Abstract. Probabilistic bisimilarity is an equivalence relation that cap-
tures which states of a labelled Markov chain behave the same. Since this
behavioural equivalence only identifies states that transition to states
that behave exactly the same with exactly the same probability, this
notion of equivalence is not robust. Probabilistic bisimilarity distances
provide a quantitative generalization of probabilistic bisimilarity. The
distance of states captures the similarity of their behaviour. The smaller
the distance, the more alike the states behave. In particular, states are
probabilistic bisimilar if and only if their distance is zero. This quantita-
tive notion is robust in that small changes in the transition probabilities
result in small changes in the distances.

During the last decade, several algorithms have been proposed to
approximate and compute the probabilistic bisimilarity distances. The
main result of this paper is an algorithm that decides distance one in
O(n2 + m2), where n is the number of states and m is the number of
transitions of the labelled Markov chain. The algorithm is the key new
ingredient of our algorithm to compute the distances. The state of the art
algorithm can compute distances for labelled Markov chains up to 150
states. For one such labelled Markov chain, that algorithm takes more
than 49 h. In contrast, our new algorithm only takes 13ms. Further-
more, our algorithm can compute distances for labelled Markov chains
with more than 10,000 states in less than 50min.
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Probabilistic bisimilarity distance

1 Introduction

A behavioural equivalence captures which states of a model give rise to the same
behaviour. Bisimilarity, due to Milner [22] and Park [25], is one of the best
known behavioural equivalences. Verifying that an implementation satisfies a
specification boils down to checking that the model of the implementation gives
rise to the same behaviour as the model of the specification, that is, the models
are behavioural equivalent (see [1, Chap. 3]).

In this paper, we focus on models of probabilistic systems. These models can
capture randomized algorithms, probabilistic protocols, biological systems and
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many other systems in which probabilities play a central role. In particular, we
consider labelled Markov chains, that is, Markov chains the states of which are
labelled.
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The above example shows how the behaviour of rolling a die can be mimicked
by flipping a coin, an example due to Knuth and Yao [19]. Six of the states
are labelled with the values of a die and the other states are labelled zero. In
this example, we are interested in the labels representing the value of a die.
As the reader can easily verify, the states with these labels are each reached
with probability 1

6 from the initial, top most, state. In general, labels are used
to identify particular states that have properties of interest. As a consequence,
states with different labels are not behaviourally equivalent.

Probabilistic bisimilarity, due to Larsen and Skou [21], is a key behavioural
equivalence for labelled Markov chains. As shown by Katoen et al. [16], mini-
mizing a labelled Markov chain by identifying those states that are probabilis-
tic bisimilar speeds up model checking. Probabilistic bisimilarity only identifies
those states that behave exactly the same with exactly the same probability. If,
for example, we replace the fair coin in the above example with a biased one,
then none of the states labelled with zero in the original model with the fair coin
are behaviourally equivalent to any of the states labelled with zero in the model
with the biased coin. Behavioural equivalences like probabilistic bisimilarity rely
on the transition probabilities and, as a result, are sensitive to minor changes
of those probabilities. That is, such behavioural equivalences are not robust, as
first observed by Giacalone et al. [12].

The probabilistic bisimilarity distances that we study in this paper were first
defined by Desharnais et al. in [11]. Each pair of states of a labelled Markov
chain is assigned a distance, a real number in the unit interval [0, 1]. This dis-
tance captures the similarity of the behaviour of the states. The smaller the
distance, the more alike the states behave. In particular, states have distance
zero if and only if they are probabilistic bisimilar. This provides a quantitative
generalization of probabilistic bisimilarity that is robust in that small changes
in the transition probabilities give rise to small changes in the distances. For
example, we can model a biased die by using a biased coin instead of a fair coin
in the above example. Let us assume that the odds of heads of the biased coin,
that is, going to the left, is 51

100 . A state labelled zero in the model of the fair die
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has a non-trivial distance, that is, a distance greater than zero and smaller than
one, to the corresponding state in the model of the biased die. For example, the
initial states have distance about 0.036. We refer the reader to [7] for a more
detailed discussion of a similar example.

As we already mentioned earlier, behavioural equivalences can be used to
verify that an implementation satisfies a specification. Similarly, the distances
can be used to check how similar an implementation is to a specification. We
also mentioned that probabilistic bisimilarity can be used to speed up model
checking. The distances can be used in a similar way, by identifying those states
that behave almost the same, that is, have a small distance (see [3,23,26]).

We focus in this paper on computing the probabilistic bisimilarity distances.
In particular, we present a decision procedure for distance one. That is, we com-
pute the set of pairs of states that have distance one. Recall that distance one
is the maximal distance and, therefore, captures that states behave very differ-
ently. States with different labels have distance one. However, also states with
the same label can have distance one, as the next example illustrates.
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Instead of computing the set of state pairs that have distance one, we compute
the complement, that is, the set of state pairs with distance smaller than one.
Obviously, the set of state pairs with distance zero is included in this set. First,
we decide distance zero. As we mentioned earlier, distance zero coincides with
probabilistic bisimilarity. The first decision procedure for probabilistic bisimi-
larity was provided by Baier [4]. More efficient decision procedures were subse-
quently proposed by Derisavi et al. [10] and also by Valmari and Franceschinis
[30]. The latter two both run in O(m log n), where n and m are the number
of states and transitions of the labelled Markov chain. Subsequently, we use
a traversal of a directed graph derived from the labelled Markov chain. This
traversal takes O(n2 + m2).

The decision procedures for distance zero and one can be used to compute
or approximate probabilistic bisimilarity distances as indicated below.

D0

D1

SPI •

Q DI

SPPI

few non-trivial distances many non-trivial distances

small distances approximate distances
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Once we have computed the sets D0 and D1 of state pairs that have distance
zero or one, we can easily compute the number of state pairs with non-trivial
distances. If the number of non-trivial distances is small, then we can use the
simple policy iteration (SPI) algorithm due to Bacci et al. [2] to compute those
distances. Otherwise, we can either compute all distances smaller than a chosen
ε > 0 or we can approximate the distances up to some chosen accuracy α > 0.
In the former case, we first compute a query set Q of state pairs that contains
all state pairs the distances of which are at most ε. Subsequently, we apply the
simple partial policy iteration (SPPI) algorithm due to Bacci et al. [2] to compute
the distances for all state pairs in Q. In the latter case, we start with a pair of
distance functions, one being a lower-bound and the other being an upper-bound
of the probabilistic bisimilarity distances, and iteratively improve the accuracy of
those until they are α close. We call this new approximation algorithm distance
iteration (DI) as it is similar in spirit to Bellman’s value iteration [5].

Chen et al. [8] presented an algorithm to compute the distances by means of
Khachiyan’s ellipsoid method [17]. Though the algorithm is polynomial time, in
practice it is not as efficient as the policy iteration algorithms (see the examples
in [28, Sect. 8]). The state of the art algorithm to compute the probabilistic
bisimilarity distances consists of two components: D0 and SPI. To compare this
algorithm with our new algorithm consisting of the components D0, D1 and SPI,
we implemented all the components in Java and ran both implementations on
several labelled Markov chains. These labelled Markov chains model random-
ized algorithms and probabilistic protocols that are part of the distribution of
probabilistic model checkers such as PRISM [20]. Whereas the original state of
the art algorithm can handle labelled Markov chains with up to 150 states, our
new algorithm can handle more than 10,000 states. Furthermore, for one such
labelled Markov chain with 150 states, the original algorithm takes more than
49 h, whereas our new algorithm takes only 13 ms. Also, the new algorithm con-
sisting of the components D0, D1, Q and SPPI to compute only small distances
along with the new algorithm consisting of the components D0, D1 and DI to
approximate the distances give rise to even less execution times for a number of
the labelled Markov chains.

The main contributions of this paper are

– a polynomial decision procedure for distance one,
– an algorithm to compute the probabilistic bisimilarity distances,
– an algorithm to compute those probabilistic bisimilarity distances smaller

than some given ε > 0, and
– an approximation algorithm to compute the probabilistic bisimilarity dis-

tances up to some given accuracy α > 0.

Furthermore, by means of experiments we have shown that these three new
algorithms are very effective, improving significantly on the state of the art.
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2 Labelled Markov Chains and Probabilistic Bisimilarity
Distances

We start by reviewing the model of interest, labelled Markov chains, its most
well known behavioural equivalence, probabilistic bisimilarity due to Larsen and
Skou [21], and the probabilistic bisimilarity pseudometric due to Desharnais et
al. [11]. We denote the set of rational probability distributions on a set S by
Distr(S). For μ ∈ Distr(S), its support is defined by support(μ) = { s ∈ S |
μ(s) > 0 }. Instead of S × S, we often write S2.

Definition 1. A labelled Markov chain is a tuple 〈S,L, τ, �〉 consisting of

– a nonempty finite set S of states,
– a nonempty finite set L of labels,
– a transition function τ : S → Distr(S), and
– a labelling function � : S → L.

For the remainder of this section, we fix such a labelled Markov chain
〈S,L, τ, �〉.
Definition 2. Let μ, ν ∈ Distr(S). The set Ω(μ, ν) of couplings of μ and ν is
defined by

Ω(μ, ν) =
{

ω ∈ Distr(S2)
∣∣∣∣ ∀s ∈ S :

∑
t∈S ω(s, t) = μ(s)∧

∀t ∈ S :
∑

s∈S ω(s, t) = ν(t)

}
.

Note that ω ∈ Ω(μ, ν) is a joint probability distribution with marginals μ
and ν. The following proposition will be used to prove Proposition 5.

Proposition 1. For all μ, ν ∈ Distr(S) and X ⊆ S2,

∀ω ∈ Ω(μ, ν) : support(ω) ⊆ X if and only if support(μ) × support(ν) ⊆ X.

Definition 3. An equivalence relation R ⊆ S2 is a probabilistic bisimulation
if for all (s, t) ∈ R, �(s) = �(t) and there exists ω ∈ Ω(τ(s), τ(t)) such that
support(ω) ⊆ R. Probabilistic bisimilarity, denoted ∼, is the largest probabilistic
bisimulation.

The probabilistic bisimilarity pseudometric of Desharnais et al. [11] maps
each pair of states of a labelled Markov chain to a distance, an element of the
unit interval [0, 1]. Hence, the pseudometric is a function from S2 to [0, 1], that
is, an element of [0, 1]S

2
. As we will discuss below, it can be defined as a fixed

point of the following function.

Definition 4. The function Δ : [0, 1]S
2 → [0, 1]S

2
is defined by

Δ(d)(s, t) =

⎧⎨
⎩

1 if �(s) 
= �(t)
min

ω∈Ω(τ(s),τ(t))

∑
u,v∈S

ω(u, v) d(u, v) otherwise
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Since a concave function on a convex polytope attains its minimum (see [18,
p. 260]), the above minimum exists. We will use this fact in Proposition 4, one
of the key technical results in this paper. We endow the set [0, 1]S

2
of functions

from S2 to [0, 1] with the following partial order: d � e if d(s, t) ≤ e(s, t) for
all s, t ∈ S. The set [0, 1]S

2
together with the order � form a complete lattice

(see [9, Chap. 2]). The function Δ is monotone (see [6, Sect. 3]). According to
the Knaster-Tarski fixed point theorem [29, Theorem 1], a monotone function
on a complete lattice has a least fixed point. Hence, Δ has a least fixed point,
which we denote by μ(Δ). This fixed point assigns to each pair of states their
probabilistic bisimilarity distance.

Given that μ(Δ) captures the probabilistic bisimilarity distances, we define
the following sets.

D0 = {(s, t) ∈ S2 | μ(Δ)(s, t) = 0}
D1 = {(s, t) ∈ S2 | μ(Δ)(s, t) = 1}

The probabilistic bisimilarity pseudometric μ(Δ) provides a quantitative gen-
eralization of probabilistic bisimilarity as captured by the following result by
Desharnais et al. [11, Theorem 1].

Theorem 1. D0 = { (s, t) ∈ S2 | s ∼ t }.

3 Distance One

We concluded the previous section with the characterization of D0 as the set of
state pairs that are probabilistic bisimilar. In this section we present a charac-
terization of D1 as a fixed point of the function introduced in Definition 5.

Let us consider the case that the probabilistic bisimilarity distance of states s
and t is one, that is, μ(Δ)(s, t) = 1. Then Δ(μ(Δ))(s, t) = 1. From the def-
inition of Δ, we can conclude that either �(s) 
= �(t), or for all couplings
ω ∈ Ω(τ(s), τ(t)) we have support(ω) ⊆ D1.

We partition the set S2 of state pairs into

S2
0 = {(s, t) ∈ S2 | s ∼ t}

S2
1 = {(s, t) ∈ S2 | �(s) 
= �(t)}

S2
? = S2 \ (S2

0 ∪ S2
1)

Hence, if μ(Δ)(s, t) = 1, then either (s, t) ∈ S2
1 , or (s, t) ∈ S2

? and for all
couplings ω ∈ Ω(τ(s), τ(t)) we have support(ω) ⊆ D1. This leads us to the
following function.

Definition 5. The function Γ : 2S2 → 2S2
is defined by

Γ (X) = S2
1 ∪ { (s, t) ∈ S2

? | ∀ω ∈ Ω(τ(s), τ(t)) : support(ω) ⊆ X }.

Proposition 2. The function Γ is monotone.
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Since the set 2S2
of subsets of S2 endowed with the order ⊆ is a complete

lattice (see [9, Example 2.6(2)]) and the function Γ is monotone, we can conclude
from the Knaster-Tarski fixed point theorem that Γ has a greatest fixed point,
which we denote by ν(Γ ). Next, we show that D1 is a fixed point of Γ .

Proposition 3. D1 = Γ (D1).

Since we have already seen that D1 is a fixed point of Γ , we have that
D1 ⊆ ν(Γ ). To conclude that D1 is the greatest fixed point of Γ , it remains to
show that ν(Γ ) ⊆ D1, which is equivalent to the following.

Proposition 4. ν(Γ ) \ D1 = ∅.
Proof. Towards a contradiction, assume that ν(Γ ) \ D1 
= ∅. Let

m = min{μ(Δ)(s, t) | (s, t) ∈ ν(Γ ) \ D1}
M = {(s, t) ∈ ν(Γ ) \ D1 | μ(Δ)(s, t) = m}

S2
1S2

0 M
D1

ν(Γ )

Since ν(Γ ) \ D1 
= ∅, we have that M 
= ∅. Furthermore,

M ⊆ ν(Γ ) \ D1. (1)

Since ν(Γ ) \ D1 ⊆ ν(Γ ), we have

M ⊆ ν(Γ ) = Γ (ν(Γ )) ⊆ S2
1 ∪ S2

? . (2)

For all (s, t) ∈ M ,

(s, t) ∈ ν(Γ ) ∧ (s, t) 
∈ D1 [(1)]
⇒ (s, t) ∈ Γ (ν(Γ )) ∧ (s, t) 
∈ S2

1

⇒ ∀ω ∈ Ω(τ(s), τ(t)) : support(ω) ⊆ ν(Γ ). (3)

For each (s, t) ∈ M , let

ωs,t = argmin
ω∈Ω(τ(s),τ(t))

∑
u,v∈S

ω(u, v)μ(Δ)(u, v). (4)

We distinguish the following two cases.
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– Assume that there exists (s, t) ∈ M such that support(ωs,t) ∩ D1 
= ∅. Let

p =
∑

(u,v)∈ν (Γ )∩D1

ωs,t(u, v).

By (3), we have that support(ωs,t) ⊆ ν(Γ ). Since support(ωs,t) ∩ D1 
= ∅
by assumption, we can conclude that p > 0. Again using the fact that
support(ωs,t) ⊆ ν(Γ ), we have that

∑
(u,v)∈ν (Γ )\D1

ωs,t(u, v) = 1 − p. (5)

Furthermore,

m = μ(Δ)(s, t)
= Δ(μ(Δ))(s, t)

= min
ω∈Ω(τ(s),τ(t))

∑
u,v∈S

ω(u, v)μ(Δ)(u, v)

=
∑

u,v∈S

ωs,t(u, v)μ(Δ)(u, v) [(4)]

=
∑

(u,v)∈ν (Γ )

ωs,t(u, v)μ(Δ)(u, v) [(3)]

=
∑

(u,v)∈ν (Γ )∩D1

ωs,t(u, v)μ(Δ)(u, v) +
∑

(u,v)∈ν (Γ )\D1

ωs,t(u, v)μ(Δ)(u, v)

= p +
∑

(u,v)∈ν (Γ )\D1

ωs,t(u, v)μ(Δ)(u, v)

≥ p + (1 − p)m.

The last step follows from (5) and the fact that μ(Δ)(u, v) ≥ m for all
(u, v) ∈ ν(Γ ) \ D1. From the facts that p > 0 and m ≥ p + (1 − p)m we can
conclude that m ≥ 1. This contradicts (1).

– Otherwise, support(ωs,t) ∩ D1 = ∅ for all (s, t) ∈ M . Next, we will show
that M is a probabilistic bisimulation under this assumption. From the fact
that M is a probabilistic bisimulation, we can conclude from Theorem1 that
μ(Δ)(s, t) = 0 for all (s, t) ∈ M . Hence, since M 
= ∅ we have that M ∩S2

0 
= ∅
which contradicts (2).
Next, we prove that M is a probabilistic bisimulation. Let (s, t) ∈ M . Since
M ⊆ ν(Γ ) \ D1 by (1), we have that (s, t) 
∈ D1 and, hence, Δ(μ(Δ))(s, t) =
μ(Δ)(s, t) < 1. From the definition of Δ, we can conclude that �(s) = �(t).
Since

m = μ(Δ)(s, t)

=
∑

(u,v)∈ν (Γ )\D1

ωs,t(u, v)μ(Δ)(u, v) [as above]
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and μ(Δ)(u, v) ≥ m for all (u, v) ∈ ν(Γ ) \ D1, we can conclude that
μ(Δ)(u, v) = m for all (u, v) ∈ support(ωs,t). Hence, support(ωs,t) ⊆ M .
Therefore, M is a probabilistic bisimulation. ��

Theorem 2. D1 = ν(Γ ).

Proof. Immediate consequence of Proposition 3 and 4. ��
We have shown that D1 can be characterized as the greatest fixed point of Γ .

Next, we will show that D1 can be decided in polynomial time.

Theorem 3. Distance one can be decided in O(n2 + m2).

Proof. As we will show in Theorem 5, distance smaller than one can be decided
in O(n2 + m2). Hence, distance one can be decided in O(n2 + m2) as well. ��

4 Distance Smaller Than One

To compute the set of state pairs which have distance one, we can first compute
the set of state pairs which have distance less than one. The latter set we denote
by D<1. We can then obtain D1 by taking the complement of D<1. As we will
discuss below, D<1 can be characterized as the least fixed point of the following
function.

Definition 6. The function Γ: 2S2 → 2S2
is defined by

Γ(X) = S2 \ Γ (S2 \ X).

The next theorem follows from Theorem 2.

Theorem 4. D<1 = μ( Γ).

Next, we show that the computation of D<1 can be formulated as a reach-
ability problem on a directed graph which is induced by the labelled Markov
chain. Thus, we can use standard search algorithms, for example, breadth-first
search, on the induced graph.

Next, we present the graph induced by the labelled Markov chain.

Definition 7. The directed graph G = (V,E) is defined by

V = S2
0 ∪ S2

?

E = { 〈(u, v), (s, t)〉 | τ(s)(u) > 0 ∧ τ(t)(v) > 0 }
We are left to show that in the graph G defined above, a vertex (s, t) is

reachable from some vertex in S2
0 if and only if the state pair (s, t) in the labelled

Markov chain has distance less than one.
As we have discussed earlier, if a state pair (s, t) has distance one, either s

and t have different labels, or for all couplings ω ∈ Ω(τ(s), τ(t)) we have that
support(ω) ⊆ D1. To avoid the universal quantification over couplings, we will
use Proposition 1 in the proof of following proposition.
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Proposition 5. μ( Γ) = { (s, t) | (s, t) is reachable from some (u, v) ∈ S2
0 }.

Theorem 5. Distance smaller than one can be decided in O(n2 + m2).

Proof. Distance smaller than one can be decided as follows.

1. Decide distance zero.
2. Breadth-first search of G, with the queue initially containing the pairs of

states that have distance zero.

By Theorem 4 and Proposition 5, we have that s and t have distance smaller
than one if and only if (s, t) is reachable in the directed graph G from some
(u, v) such that u and v have distance zero. These reachable state pairs can be
computed using breadth-first search, with the queue initially containing S2

0 .
Distance zero, that is, probabilistic bisimilarity, can be decided in O(m log n)

as shown by Derisavi et al. in [10]. The directed graph G has n2 vertices and m2

edges. Hence, breadth-first search takes O(n2 + m2). ��

5 Number of Non-trivial Distances

As we have already discussed earlier, distance zero captures that states behave
exactly the same, that is, they are probabilistic bisimilar, and distance one indi-
cates that states behave very differently. The remaining distances, that is, those
greater than zero and smaller than one, we call non-trivial. Being able to deter-
mine quickly the number of non-trivial distances of a labelled Markov chain
allows us to decide whether computing all these non-trivial distances (using
some policy iteration algorithm) is feasible.

To determine the number of non-trivial distances of a labelled Markov chain,
we use the following algorithm.

1. Decide distance zero.
2. Decide distance one.

As first proved by Baier [4], distance zero, that is, probabilistic bisimilarity,
can be decided in polynomial time. As we proved in Theorem3, distance one
can be decided in polynomial time as well. Hence, we can compute the number
of non-trivial distances in polynomial time.

To decide distance zero, we implemented the algorithm to decide probabilistic
bisimilarity due to Derisavi et al. [10] in Java. We also implemented our algorithm
to decide distance one, described in the proof of Theorems 3 and 5.

We applied our implementation to labelled Markov chains that model ran-
domized algorithms and probabilistic protocols. These labelled Markov chains
have been obtained from the verification tool PRISM [20]. We compute the num-
ber of non-trivial distances for two models: the randomized self-stabilising algo-
rithm due to Herman [14] and the bounded retransmission protocol by Helmink
et al. [13].
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For the randomized self-stabilising algorithm, the size of the labelled Markov
chain grows exponentially in the numbers of processes, N . The results for the
randomized self-stabilising algorithm are shown in the table below. As we can
see from the table, for systems up to 128 states, the algorithm runs for less than
a second. For the system with 512 states, the algorithm terminates within seven
minutes. For the case N = 3, there are only 12 non-trivial distances. The size
is so small that we can easily compute all the non-trivial distances. Section 6
will use the simple policy iteration algorithm as the next step to compute them.
The same applies to the case N = 5. For N = 7 or 9, the number of non-trivial
distances is around 11,000 and 200,000, respectively. This makes computing all
of them infeasible. Thus, instead of computing all of them, we need to find
alternative ways to handle systems with a large number of non-trivial distances.
We will discuss two alternative ways in Sects. 7 and 8. Moreover, in this example,
as |D1| = |S2

1 |, we know that all the state pairs with distance one are those that
have different labels.

N |S| D0 + D1 Non-trivial |D0| |D1| |S2
1 |

3 8 1.00ms 12 38 14 14

5 32 6.06ms 280 304 440 440

7 128 0.77 s 11,032 2,160 3,192 3,192

9 512 378.42 s 230,712 13,648 17,784 17,784

In the bounded retransmission protocol, there are two parameters: N denotes
the number of chunks and M the maximum allowed number of retransmissions
of each chunk. The results are shown in the table below. The algorithm can
handle systems up to 3,526 states within 11 min. In this example, there are no
non-trivial distances. As a consequence, deciding distance zero and one suffices
to compute all the distances in this case.

N M S D0 + D1 |D0| |D1| |S2
1 |

16 2 677 3.0 s 456,977 1,352 1,352

16 3 886 8.6 s 783,226 1,770 1,770

16 4 1,095 17.5 s 1,196,837 2,188 2,188

16 5 1,304 22.8 s 1,697,810 2,606 2,606

32 2 1,349 24.7 s 1,817,105 2,696 2,696

32 3 1,766 69.7 s 3,115,226 3,530 3,530

32 4 2,183 141.0 s 4,761,125 4,364 4,364

32 5 2,600 208.6 s 6,754,802 5,198 5,198

64 2 2,693 235.2 s 7,246,865 5,384 5,384

64 3 3,526 616.4 s 12,425,626 7,050 7,050
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6 All Distances

To compute all distances of a labelled Markov chain, we augment the existing
state of the art algorithm, which is based on algorithms due to Derisavi et al.
[10] (step 1) and Bacci et al. [2] (step 3), by incorporating our decision procedure
(step 2) as follows.

1. Decide distance zero.
2. Decide distance one.
3. Simple policy iteration.

Given that we not only decide distance zero, but also distance one, before
running simple policy iteration, the correctness of the simple policy iteration
algorithm in the augmented setting needs an adjusted proof.

As we already discussed in the previous section, step 1 and 2 are polynomial
time. However, step 3 may take at least exponential time in the worst case, as
we have shown in [27]. Hence, the overall algorithm is exponential time.

The first example we consider here is the synchronous leader election protocol
of Itai and Rodeh [15] which is taken from PRISM. The protocol takes the
number of processors, N , and a constant K as parameters. We compare the
running time of our new algorithm with the state of the art algorithm, that
combines algorithms due to Derisavi et al. and due to Bacci et al. The results
are shown in the table below. In this protocol, the number of non-trivial distances
is zero. Thus, our new algorithm terminates without running step 3 which is the
simple policy iteration algorithm. On the other hand, the original simple policy
iteration algorithm computes the distances of all the elements in the set D1 \S2

1 ,
the size of which is huge as can be seen from the last two columns of the table.

N K |S| D0 +SPI D0 +D1 +SPI Speed-up |D0| |D1| |S2
1 |

3 2 26 4 s 1ms 4,281 122 554 50

3 4 147 49 h 13ms 13,800,000 7,419 14,190 292

3 6 459 - 214ms - 88,671 122,010 916

3 8 1,059 - 3 s - 508,851 612,630 2,116

4 2 61 812 s 3ms 305,000 459 3, 262 120

4 4 812 - 388ms - 145,780 513,564 1,622

4 6 3,962 - 82 s - 4,350,292 11,347,152 7,922

4 8 12,400 - 2,971 s - 46, 198,188 107,561,812 24,798

5 2 141 - 6ms - 2,399 17,482 280

5 4 4,244 - 33 s - 3,318,662 14,692,874 8,486

6 2 335 - 25ms - 14,327 97,898 668

The simple policy iteration algorithm can only handle a limited number of
states. For the labelled Markov chain with 26 states (N = 3 and K = 2) the
simple policy iteration algorithm takes four seconds, while our new algorithm
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takes one millisecond. The speed-up is more than 4,000 times. For the labelled
Markov chain with 61 states (N = 4 and K = 2), the simple policy iteration
algorithm runs in 812 s, while our new algorithm takes three milliseconds. The
speed-up of the new algorithm is 30,000 times. The biggest system the simple
policy iteration algorithm can handle is the one with 147 states (N = 3 and K =
4) and it takes more than 49 h. In contrast, our new algorithm terminates within
13 ms. That makes the new algorithm seven orders of magnitude faster than the
state of the art algorithm. This example also shows that the new algorithm can
handle systems with at least 12,400 states.

In the second example, we model two dies, one using a fair coin and the other
one using a biased coin. The goal is to compute the probabilistic bisimilarity
distance between these two dies. An implementation of the die algorithm is part
of PRISM. The resulting labelled Markov chain has 20 states.

As there are only 30 non-trivial distances, we run the simple policy iteration
algorithm as step 3. The new algorithm is about 46 times faster than the original
algorithm.

|S| D0+SPI D0 +D1 +SPI Speed-up Non-trivial |D0| |D1| |S2
1 |

20 5.55 s 0.12 s 46.25 30 20 350 198

7 Small Distances

As we have discussed in Sect. 5, for systems of which the number of non-trivial
distances is so large that computing all of them is infeasible, we have to find
alternative ways. In practice, as we only identify the state pairs with small dis-
tances, we can cut down the number of non-trivial distances by only computing
those with small distances.

To compute the non-trivial distances smaller than a positive number, ε, we
use the following algorithm.

1. Decide distance zero.
2. Decide distance one.
3. Compute the query set

Q = { (s, t) ∈ S2 \ (D0 ∪ D1) | Δ(d)(s, t) ≤ ε }
where

d(s, t) =
{

1 if (s, t) ∈ D1

0 otherwise

4. Simple partial policy iteration for Q.

The first two steps remain the same. In step 3, we compute a query set Q
that contains all state pairs with distances no greater than ε, as shown in Propo-
sition 6. In step 4, we use this set as the query set to run the simple partial policy
iteration algorithm by Bacci et al. [2].
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Proposition 6. Let d be the distance function defined in step 3. For all (s, t) ∈
S2 \ (D0 ∪ D1), if μ(Δ)(s, t) ≤ ε, then Δ(d)(s, t) ≤ ε.

Given that we not only decide distance zero, but also distance one, before
running simple partial policy iteration, the correctness of the simple partial
policy iteration algorithm in the augmented setting needs an adjusted proof.

As we have seen before, step 1 and 2 take polynomial time. In step 3, com-
puting Δ(d) corresponds to solving a minimum cost network flow problem. Such
a problem can be solved in polynomial time using, for example, Orlin’s network
simplex algorithm [24]. As we have shown in [28], step 4 takes at least expo-
nential time in the worst case. Therefore, the overall algorithm is exponential
time.

We consider the randomized quicksort algorithm, an implementation of which
is part of jpf-probabilistic [31]. The input of the algorithm is the list to be sorted.
The list of size 6 gives rise to a labelled Markov chain with 82 states. We compare
the running time of the new algorithm for small distances (D0+D1+Q + SPPI)
to the original algorithm (D0 + SPI) and the new algorithm presented in Sect. 6
(D0 + D1 + SPI). The original algorithm (D0 + SPI) takes about 14 h, the new
algorithm which incorporates the decision procedure of distance one takes less
than 7 h. For ε = 0.1, the new algorithm for small distances takes 57 min. This
makes it about 7 times faster than the algorithm presented in Sect. 6 and about
15 times faster than the original simple policy iteration algorithm. For ε = 0.01,
the new algorithm for small distances takes even less time, namely 41 min. As
can be seen in the table below, the total number of non-trivial distances is 2,300.
The simple partial policy iteration algorithm starts with the query set Q but
may have to compute the distances of other state pairs as well. The total number
of state pairs considered by the simple partial policy iteration algorithm can be
found in the column labelled Total.

ε D0 + D1 + Q + SPPI |Q| Total Non-trivial

0.1 57min 96 1,002 2,300

0.01 41min 84 842 2,300

8 Approximation Algorithm

We propose another solution to deal with a large number of non-trivial distances
by approximating the distances rather than computing the exact values. To
approximate the distances such that the approximate values differ from the exact
ones by at most α, a positive number, we use the following algorithm.

1. Decide distance zero.
2. Decide distance one.
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3. l(s, t) =
{

1 if (s, t) ∈ D1

0 otherwise

u(s, t) =
{

0 if (s, t) ∈ D0

1 otherwise
repeat

f o r each (s, t) ∈ S2 \ (D0 ∪ D1)
i f l(s, t) 
= u(s, t)

l(s, t) = Δ(l)(s, t)
u(s, t) = Δ(u)(s, t)

u n t i l ‖l − u‖ ≤ α

Again, the first two steps remain the same. Step 3 contains the new approx-
imation algorithm called distance iteration (DI). In this step, we define two
distance functions, a lower-bound l and an upper-bound u. We repeatedly apply
Δ to these two functions until the difference of the non-trivial distances in these
two functions is smaller than the threshold α. For each state pair we end up
with an interval of at most size α in which their distance lies. To prove the algo-
rithm correct, we modify the function Δ defining the probabilistic bisimilarity
distances slightly as follows.

Definition 8. The function Δ0 : [0, 1]S
2 → [0, 1]S

2
is defined by

Δ0(d)(s, t) =
{

0 if (s, t) ∈ D0

Δ(d)(s, t) otherwise

Some properties of Δ0, which are key to the correctness proof of the above
algorithm, are collected in the following theorem.

Theorem 6.

(a) The function Δ0 is monotone.
(b) The function Δ0 is nonexpansive.
(c) μ(Δ0) = μ(Δ).
(d) μ(Δ0) = ν(Δ0).
(e) μ(Δ0) = supm∈N Δm

0 (d0), where d0(s, t) = 0 for all s, t ∈ S.
(f) ν(Δ0) = infn∈N Δn

0 (d1), where d1(s, t) = 1 for all s, t ∈ S.

Let us use randomized quicksort introduced in Sect. 7 and the randomized
self-stabilising algorithm due to Herman [14] introduced in Sect. 5 as examples.
Recall that for the randomized self-stabilising algorithm, when N = 7, the num-
ber of non-trivial distances is 11,032, which we are not able to handle using the
simple policy iteration algorithm. We apply the approximation algorithm to this
model and the randomized quicksort example with 82 states and present the
results below. The accuracy α is set to be 0.01.

The approximation algorithm for randomized quicksort runs for about
14 min, which is about 3 to 4 times faster than the algorithm for small distances in
Sect. 7. For the randomized self-stabilising algorithm with 128 states, the approx-
imation algorithm terminates in about 54 h. Although the number of non-trivial
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distances for the randomized self-stabilising algorithm is about 5 times of that of
the randomized quicksort, the running time is more than 200 times slower. It is
unknown whether this approximation algorithm has exponential running time.

Model |S| Non-trivial D0 + D1+DI

Randomized quicksort 82 2,300 14min

Randomized self-stabilising algorithm 128 11,032 54 h

9 Conclusion

In this paper, we have presented a decision procedure for probabilistic bisim-
ilarity distance one. This decision procedure provides the basis for three new
algorithms to compute and approximate the probabilistic bisimilarity distances
of a labelled Markov chain. The first algorithm decides distance zero, then decides
distance one, and finally uses simple policy iteration to compute the remaining
distances. As shown experimentally, this new algorithm significantly improves
the state of the art algorithm that only decides distance zero and then uses sim-
ple policy iteration. The second algorithm computes all probabilistic bisimilarity
distances that are smaller than some given upper bound, by deciding distance
zero, deciding distance one, computing a query set, and running simple partial
policy iteration for that query set. This second algorithm can handle labelled
Markov chains that have considerably more non-trivial distances than our first
algorithm. The third algorithm approximates the probabilistic bisimilarity dis-
tances up to a given accuracy, deciding distance zero, deciding distance one and
running distance iteration. Also this third algorithm can handle labelled Markov
chains that have considerably more non-trivial distances than our first algorithm.
Whereas we know that the first two algorithms take at least exponential time
in the worst case, the analysis of the running time of the third algorithm has
not yet been determined. Moreover, if we are only interested in the probabilistic
bisimilarity distances for a few state pairs, with pre-computation of distance zero
and one we can exclude the state pairs with trivial distances. We can add the
remaining state pairs to a query set and run simple partial policy iteration to
get the distances. Alternatively, we can modify the distance iteration algorithm
to approximate the distances for the predefined state pairs. The details of these
new algorithms will be studied in the future.
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