
Chapter 11
A Novel Underwater Image
Enhancement Approach with Wavelet
Transform Supported by Differential
Evolution Algorithm

Gur Emre Guraksin, Omer Deperlioglu and Utku Kose

Abstract In this paper, a novel underwater image enhancement approach was
proposed. This approach includes use of a method formed by the wavelet transform
and the differential evolution algorithm. In the method, the contrast adjustment
function was applied to the original underwater image first. Then, the homomorphic
filtering technique was used to normalize the brightness in the image. After these
steps, the underwater image was separated into its R, G, and B components. Then
wavelet transform function was performed on each of the R, G, and B channels with
Haar wavelet decomposition. Thus, detailed images were obtained for each of the
color channels by wavelet transform low-pass approximation (cA), horizontal (cH),
vertical (cV) and diagonal (cD) coefficients. Four parameters of weights (w) of each
component cA, cH, cV, and cD situated in the R, G, and B color channels were
optimized using differential evolution algorithm. In the proposed method, differ-
ential evolution algorithm was employed to find the optimum w parameters for
Entropy and PSNR in separate approaches. Finally, unsharp mask filter was used to
enhance the edges in the image. As an evaluation approach, performance of the
proposed method was tested by using the criteria of entropy, PSNR, and MSE. The
obtained results showed that the effectiveness of the proposed method was better
than the existing techniques. Likewise, the visual quality of the image was also
improved more thanks to the proposed method.
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11.1 Introduction

The physical properties of water have the disruptive effects on taking an underwater
image such as the attenuation of light, absorption and scattering of light, and the
foggy environment. For this reason, underwater images have poor color quality and
low visibility, and also one color dominates on underwater image. To overcome
these problems, underwater image enhancement has an important role for under-
water scientists. There are several proposed methods or approaches in the literature
such as contrast enhancement, the optical priors, fusion, and dehazing etc. for
overcoming the problems related to underwater imaging [1–5].

The underwater image processing generally contains two different methods
which are the image restoration and the image enhancement methods. The image
restoration method aims to recover a row image using a model of reduction and
model of original image configuration. These methods are meticulous and very
powerful. But, these methods comprise a plurality of variables and parameters [6].
The image enhancement methods use the qualitative subjective criteria of image.
But to achieve a more visually pleasing image, they do not need any physical model
for image formation. In this context, such methods are usually faster and simpler
deconvolution approaches [7]. When we take a look at the related literature, it can
be seen that there are many different methods employed in order to achieve
enhancement of underwater images [8–15].

Preprocessing techniques have a great importance for the underwater image
enhancement methods. Therefore, many researchers developed several prepro-
cessing methods for underwater image enhancement. Sometimes, the filter methods
were used alone or with different methods and also sometimes a few filters were
used together with other filters [16–19]. For example, Bazeille et al. proposed an
automatic method to pre-process underwater images. It reduced underwater per-
turbations and improved image quality. This method did not require any parameter
setting. The method proposed by Bazeille et al. was used as a first process of edge
detection. The robustness of the method was analyzed using an edge detection
robustness criterion [20].

One of the most supportive improvement activities of the underwater image
improvement is artificial intelligence or optimization algorithms such as fuzzy
logic, Vortex Optimization Algorithm and Constancy Deskewing Algorithm etc. [3,
4, 21, 22]. Ratna Babu and Sunitha proposed an image enhancement approach
based on Cuckoo Search Algorithm with Morphological Operations. First, they
selected the best contrast value of an image with Cuckoo Search algorithm. Then,
they carried out morphological operations. From the obtained results, they said that
“the proposed approach is converted into original color image without noise and
adaptive process enhance the quality of images” [23].
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Nowadays, the wavelet transform is a very popular method of underwater pro-
cessing. Usually, it is used in very different ways for image compression and
removing noise [2, 24]. Discrete Wavelet Transforms (Haar, Daubechies, etc.) are
orthogonal wavelet, and their forward and inverse transforms require only additions
and subtractions. Therefore, implementing these functions on the computer are very
easy. Today, one of the most favorable techniques is the Discrete Wavelet
Transform which uses the Haar functions in image coding, edge extraction and
binary logic design [25].

In this paper, a new approach for the underwater images enhancement was
proposed. This method contain wavelet transform and differential evolution algo-
rithm. Differential evolution algorithm is one of the most powerful optimization
algorithms as having the advantages of evolutionary approaches, requiring less
parameter setting, and being efficient on complex optimization problems even
though it has a simple structure [26–28]. On the other hand, wavelet transform is a
powerful, multidisciplinary technique used widely for solving difficult problems in
different fields like mathematics, physics, and engineering by focusing on appli-
cations such as signal processing, image processing, data compression, and pattern
recognition [29, 30]. Wavelet transform is better than the traditional Fourier
methods with its advantages on employing localized basis functions and achieving
faster computation [31]. Because of remarkable advantages of these techniques, the
authors decided to combine them for the research problem of this study.

Regarding the subject of the paper and the performed research, remaining
content was organized as follows: In the second section, wavelet transform, dif-
ferential evolution algorithm, contrast adjustment, homomorphic filter, and unsharp
mask filter were described in details. Following to that, findings obtained from the
performed applications on underwater image enhancement and also a general dis-
cussion on them were given in the third section. Then, the paper was ended with the
last section providing explanations on conclusions and some possible future works.

11.2 Theoretical Background

Just before focusing on the applications on underwater image enhancement, it is
important to give brief information about theoretical background regarding the
followed enhancement approach. The following subtitled were devoted to that
purpose.

11.2.1 Wavelet Transform

When X represents an indexed image, X as well as the output arrays cA, cH, cV,
and cD are m-by-n matrices. When X represents a true color image, it is an
m-by-n-by-3 array, where each m-by-n matrix represents a red, green, or blue color
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plane concatenated along the third dimension. The size of vector C and the size of
matrix S depend on the type of analyzed image. For a true color image, the
decomposition vector C and the corresponding bookkeeping matrix S can be rep-
resented as in Fig. 11.1 [32].

For images, the wavelet representation can be computed with a pyramidal
algorithm similar to the one-dimensional algorithm for two-dimensional wavelets
and scaling functions. A two-dimensional wavelet transform can be computed with
a separable extension of the one-dimensional decomposition algorithm. At each
step, we decompose Ad

2jþ 1 f into Ad
2 j f , D1

2 j f , D2
2 j f , and D3

2 j f . This algorithm is shown
as a block diagram in Fig. 11.2. Firstly, the rows of Ad

2jþ 1 f are convolved with a
one-dimensional filter, retain every other row. Then the columns of the resulting
signals are convolved with another one-dimensional filter and retain every other
column. The filters used in this decomposition are the quadrature mirror filters Ĥ
and Ĝ. The structure of application of the filters for computing Ad

2 j , D1
2 j , D2

2 j , and
D3

2 j are shown in Fig. 11.2 [32]. The wavelet transform of an image is computed
Ad
1 f by repeating this process for −1 � j � −J. This corresponds to a separable

conjugate mirror filter decomposition [32, 33].
Let us use an orthogonal wavelet for the computation scheme which becomes

easy. We start with the two filters of length 2N, denoted h(n) and g(n) and corre-
sponding to the wavelet. Now by induction, let us define the following sequence of
functions (Wn (x), n = 0, 1, 2, 3, …) as Eqs. 11.1 and 11.2:

W2nðxÞ ¼
ffiffiffi
2

p X
k¼0; : :

:
;2N�1

hðkÞWnð2x� kÞ ð11:1Þ

W2nþ 1ðxÞ ¼
ffiffiffi
2

p X
k¼0; : :

:
;2N�1

gðkÞWnð2x� kÞ ð11:2Þ

Fig. 11.1 The decomposition vector C and the corresponding bookkeeping matrix S [32]
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where W0(x) = /(x) is the scaling function and W1(x) = w(x) is the wavelet
function [32].

The original Haar definition is as Eq. 11.3:

haarð0; tÞ ¼ 1; for t 2 ½0; 1Þ; haarð1; tÞ ¼ 1; for t 2 0; 12
� �

;
�1; for t 2 1

2 ; 1
� ��

ð11:3Þ

and haarðk; 0Þ ¼ limt!0 þ haarðk; tÞ, haarðk; 1Þ ¼ limt!1 þ haarðk; tÞ and at the
points of discontinuity within the interior (0, 1) haarðk; tÞ ¼ 1

2 ðhaarðk; t �
0Þþ haarðk; tþ 0ÞÞ [25].

For the Haar wavelet, Eqs. 11.1 and 11.2 are transformed into Eqs. 11.6 and
11.7, respectively:

N ¼ 1; hð0Þ ¼ hð1Þ ¼ 1ffiffiffi
2

p ð11:4Þ

gð0Þ ¼ gð1Þ ¼ 1ffiffiffi
2

p ð11:5Þ

Fig. 11.2 Two-dimensional decomposition of an image [32]
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W2nðxÞ ¼ Wnð2xÞþWnð2x� 1Þ ð11:6Þ

W2nþ 1ðxÞ ¼ Wnð2xÞ �Wnð2x� 1Þ ð11:7Þ

W0(x) = /(x) is the haar scaling function and W1(x) = w(x) is the Haar wavelet,
both supported in [0, 1]. So W2n can be obtained by adding two 1/2-scaled versions
of Wn with distinct support intervals. W2n+1 can be obtained by subtracting the
same versions of Wn. Starting from more regular original wavelets, using a similar
construction, the smoothed version of this system of W-functions is obtained all
with support in the interval [0, 2N − 1] [32].

11.2.2 Differential Evolution Algorithm

The Differential Evolution Algorithm (DEA) is an artificial intelligence based on
optimization algorithm introduced by Storn and Price in 1997 [28, 34, 35].
The DEA is a stochastic search technique based on population for solving global
optimization problems. This algorithm is very simple but powerful, and the algo-
rithm efficiency and effectiveness have been proven in many different applications
[26, 36–42].

At first, the DEA starts with the population of Np, and D-dimension vectors with
parameter values, which are randomly and uniformly distributed between the
pre-specified lower initial parameter bound xj, low and the upper initial parameter
bound xj, high:

xj;i;G ¼ xj;low þ randð0; 1Þ:ðxj;high � xj;lowÞ; j ¼ 1; 2; . . .;D; i ¼ 1; 2; . . .;Np;

G ¼ 0

ð11:8Þ

In Eq. 11.8, G is the generation index to which the population belongs, index i
represents the ith solution of population index, and j indicates the parameter index.

The DEA has three main solution mechanisms as mutation, crossover, and
selection. Thanks to these mechanisms, the DEA is known as an evolutionary
solution approach (So, it also has the word “evolution” in its name) [43–45]. In
detail, Khan et al. expressed pseudo code of the DEA as in Fig. 11.3 [46]. For more
examples of pseudo code, readers are referred to [47, 48].

Figure 11.4 provides a brief flow chart of the DAE [49].
With its wide use, the DAE has also had many different modified versions in the

related literature and in this way, it has been used along a wide scope of research
problems [50–56].
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11.2.3 Contrast Adjustment

The most primary way of image processing is point transform. It means that this
transform maps the values at individual pixels in the input image into corresponding
pixels in an output image. In the mathematical concept, this is a one-to-one func-
tional mapping from input to output, arithmetic or logical operations on images.
These operations can be applied between two images, IA and IB, or can be applied
between an image IA and a constant C. For example, Iout = IA + IB or
Iout = IA + C.

Contrast adjustment is a method obtained by adding or multiplying a positive
constant value C to each pixel location. This operation increases pixel’s value and
pixel’s brightness. In general, it is a multiplier. For the color image, firstly, the color
image is separated into its R, G, and B components. Then, contrast adjustment is
applied for each R, G, and B components separately [57].

11.2.4 Homomorphic Filter

When the illumination-reflectance model is considered, it is supposed that an image
is a function of the product of the illumination and the reflectance as described in
Eq. 11.9:

f ðx; yÞ ¼ iðx; yÞ � rðx; yÞ ð11:9Þ

Fig. 11.3 A pseudo code of the DEA [46]
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where f(x, y) is the input image, i(x, y) is the illumination multiplicative factor, and
r(x, y) is the reflectance function. In this context, the illumination factor changes
slowly through the view field, therefore it represents low frequencies in the Fourier
transform of the image. On the contrary, reflectance is associated with high fre-
quency components. The low frequencies can be suppressed with a high-pass filter

Fig. 11.4 A brief flow chart of the DAE [49]

262 G. E. Guraksin et al.



by multiplying these components. Processes of the algorithm can be discussed step
by step as follows:

• As seen in Eq. 11.10, the logarithm is taken to separate components of the
illumination and reflectance. Thus, the multiplicative effect is converted into an
additive one by the logarithm.

gðx; yÞ ¼ lnðf ðx; yÞÞ ¼ lnðiðx; yÞ:rðx; yÞÞþ lnðrðx; yÞÞ ð11:10Þ

• Equation 11.11 shows that the computation of the Fourier transform of the
log-image.

Gðwx;wyÞ ¼ Iðwx;wyÞþRðwx;wyÞ ð11:11Þ

• Equation 11.12 shows that the high-pass filter applied to the Fourier transform
decreases the contribution of illumination and also amplifies the contribution of
reflectance. Thus, the edges of the objects in the image is sharpened.

Sðwx;wyÞ ¼ Hðwx;wyÞ � Iðwx;wyÞþHðwx;wyÞ � Rðwx;wyÞ

with; Hðwx;wyÞ ¼ ðrH � rLÞ � ð1� expð�ðw
2
x þw2

y

2d2w
ÞÞÞþ rL

ð11:12Þ

where rH = 2.5 and rL = 0.5 are the maximum and minimum coefficients values
respectively, and dw is the factor controlling the cutoff frequency. These
parameters are selected empirically [20].

Computation of the inverse Fourier transform is used to come back in the spatial
domain and then taking the exponent to obtain the filtered image [20].

11.2.5 Unsharp Masking

The unsharp mask filter is an edge enhancement filter and it is also called as boost
filtering. Unsharp filtering works by taking a smoothed version of an image
obtained from the original image in order to improve the high-frequency infor-
mation in the image. Firstly, this function generates an edge image from the original
image using Eq. 11.13:

Iedgesðc; rÞ ¼ Ioriginalðc; rÞ � Ismoothedðc; rÞ ð11:13Þ

The smoothed version of the image is generally obtained from filtering the
original image with a kernel of a mean or a Gaussian filter. Then, the resulting
difference image is added on to the original image to carry out some degree of
sharpening as given in Eq. 11.14:
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Ienhancedðc; rÞ ¼ Ioriginalðc; rÞþ kðIedgesðc; rÞÞ ð11:14Þ

where the constant scaling factor k is used to ensure the resulting image to be within
the proper range. Generally, k can be selected between 0.2 and 0.7 depending on
the level of required sharpening. The operation here is called sometimes as boost
filtering [57].

11.3 Solution of the Proposed Image Enhancement
Approach

In this paper, we proposed a new approach to enhance the underwater images using
wavelet transform and differential evolution algorithm. In the first stage of the
proposed technique, contrast adjustment procedure was applied to the original
underwater image. By the help of this procedure, we adjusted the contrast in the
image with the limits of 0.01 and 0.99, so the contrast of the output image was
increased. After the contrast adjustment procedure, homomorphic filtering proce-
dure was used to normalize the brightness in the image which is a generalized
technique for nonlinear image enhancement and correction. In the next stage the
underwater image was separated into its R, G, and B components. Then wavelet
transform operation was performed to each R, G, and B channels. For this purpose,
the Haar wavelet decomposition was used. Thus, by the help of wavelet transform,
lowpass approximation (cA), horizontal (cH), vertical (cV) and diagonal
(cD) detailed images were obtained for each color channels. In this part of the
algorithm, a weight value for each of the components (totally four weight value)
obtained by wavelet transform was assigned by the help of the differential evalu-
ation algorithm. Using the differential evolution algorithm, we optimized these four
weight (w) parameters of each component cA, cH, cV and cD residing in the R, G
and B color channels.

In the proposed approach, the differential evolution algorithm was employed to
find the optimum w parameter maximizing the sum of the entropy of the recon-
structed image. Besides, the entropy of the improved image, PSNR, and sum of
Entropy and PSNR were also used as fitness function to find the optimum w
parameter in the differential evolution algorithm. While using the differential
evolution algorithm, there are some parameters like population size (N), length of
the chromosome (D), the mutation factor (F), the crossover rate (C), and the
maximum generations number (g) in the algorithm which must be initialized at first.
These are the main parameters of the differential evolution algorithm. In this study,
we supposed that N = 40, F = 0.8, C = 0.8, and g = 1000. Also, as we had four
parameters for optimization, the length of a chromosome (D) was four. During the
initialization of the population, the w parameters were randomly selected between 0
and 1. The fitness function was employed as the entropy (also we tried PSNR and
sum of the entropy and PSNR) of the generated image pointing the richness of
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information in the image. After the weighting procedure of the wavelet components
finished, the new R, G, and B components were obtained by reconstructing the
wavelet coefficients. In the next stage of the algorithm, unsharp masking procedure
was used to enhance the edges in the image. By the help of unsharp masking, an
enhanced version of the image (in which some features such as edges were
sharpened) was obtained. A detailed solution flow of the proposed enhancement
approach is given in Fig. 11.5.

In Fig. 11.6, an example process for an image by the proposed enhancement
approach is given. Briefly, the first image (a) represents the original underwater
image. In the second stage: (b), contrast adjustment procedure was applied to the
original underwater image. After contrast adjustment procedure, homomorphic
filtering operation (c) applied version of the image is given in the third image. In the
fourth step of the system (d) filtered image was separated into its R, G and B color
components. After that, by the help of wavelet transform lowpass approximation
(cA), horizontal (cH), vertical (cV) and diagonal (cD) detailed images were
obtained for each color channels and weighting procedure was applied to these
color channels. So the new R, G and B color components (e) was obtained. In the
sixth image (f), weighting R, G and B components was fused and the new color
image was obtained. At the last step (g) unsharp masking procedure was applied to
the new colored image and the enhanced version of the underwater image was
obtained.

Fig. 11.5 A detailed solution flow of the proposed enhancement approach
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Fig. 11.6 An example process for an image by the proposed enhancement approach
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11.4 Applications with the Proposed Approach

In Figs. 11.7, 11.8 and 11.9, there are some examples of the original underwater
images and the enhanced underwater images using the proposed methods with the
histograms. The underwater images which are image 2, image 6, image 7 and
image 8 were collected from Antalya city in Turkey. Image 9 was taken from the
publication written by Celebi and Erturk [58]. Image 1, image 3, image 4 and
image 5 were taken from the publication written by Ghani and Isa [59].

Fig. 11.7 Examples of original underwater images and enhanced underwater images with
histograms (image 1, image 2, and image 3)
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11.5 Evaluation

As we mentioned before, the proposed method was carried out in three different
ways (in terms of comparison with the other studies in the literature) with the
entropy value of the reconstructed image, PSNR value of the reconstructed image,
and the sum of entropy and the PSNR value of the reconstructed image used for the
information about the clarity of the image. The PSNR (Peak Signal to Noise Ratio)
is known as the ratio between maximum possible power and corrupting noise that

Fig. 11.8 Examples of original underwater images and enhanced underwater images with
histograms (image 4, image 5, and image 6)
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affect representation of an image [60]. Both PSNR and MSE are commonly used for
the reconstructed or enhanced image quality measurement [60–65].

During the evaluation process, six images shown as application examples in
Fig. 11.5 were considered. Regarding the evaluation, the results are given in
Table 11.1 for proposed methods with PSNR, entropy, and the sum of both of them
respectively. As seen in Table 11.1, proposed method with PSNR gives the best
results in terms of PSNR and MSE. On the other hand, the proposed method with
entropy gives the best results in terms of entropy of the final enhanced images, and

Fig. 11.9 Examples of original underwater images and enhanced underwater images with
histograms (image 7, image 8, and image 9)
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the third method with the sum of the entropy and PSNR give the best result in term
of the sum of the entropy and PSNR values of the final enhanced images.

For image 6, the entropy, average gradient, and PSNR values for the proposed
method and previous study performed by Guraksin et al. [66] are given in
Table 11.2. Beside this, the final enhanced images mentioned in Table 11.2 are
given in Fig. 11.10.

As shown in Table 11.2, there are three results of the proposed method. In the
first approach, we used the proposed method considering only the entropy while
calculating the weights with the differential evaluation algorithm. In the second
approach, we used the proposed method with considering the PSNR value while
calculating the weights with the differential evaluation algorithm. Finally, in the
third approach, we used the proposed method with considering the sum of the
entropy and the PSNR together while calculating the weights with the differential
evaluation algorithm.

As seen from Table 11.2, all the entropy values of proposed approaches are
higher than the method performed by Guraksin et al. [66]. Only the average gra-
dient value in the approach of [66] is higher. On the other hand, the PSNR and MSE
values of the proposed approaches are higher than the approach of [66]. So it can be
said that the proposed approaches are more efficient than the approach performed
by Guraksin et al. [66]. The differences can be seen in Fig. 11.10 (final enhanced
images for image 11.6).

As seen in Fig. 11.10, all details are more distinguishable in the proposed
method besides the original image and the enhanced image performed by Guraksin
et al. [66]. If we examine the results of its own among the three methods performed
in this study, we can see that the luminosity of the entropy based approach was
higher than the PSNR and the sum of the entropy and the PSNR based approaches.
Besides this, we can see that the luminosity of the PSNR based approach was lower
than the entropy based and the sum of the entropy and the PSNR based approaches.
The sum of the entropy and the PSNR based approaches had the luminosity
between these two approaches.

It is possible to focus on more comparisons for other images. For image 11.9,
the comparison of entropy values for the proposed method and previous studies
performed by Celebi and Erturk [58] and Bazeille et al. [20] are given in
Table 11.3. As seen from the Table 11.3, the proposed approach provides the best
performance while considering the entropy value.

For images 1, 3, 4, and 5, the comparison of Entropy, PSNR, and MSE values
for the proposed methods and previous studies performed by Ghani and Isa [59] are
given in Table 11.4. As seen from Table 11.4, the proposed approach with entropy
provides the best performance while considering the entropy values except image 5.
As in image 5, the entropy value of the proposed method is close to the proposed
method performed by Ghani and Isa [59]. Again, the proposed approaches with
PSNR and the sum of the entropy and the PSNR together provide the best per-
formance while considering the PSNR and MSE values of the enhanced images.
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Table 11.2 The entropy, average gradient, PSNR and MSE values for image 11.6

Entropy Average gradient PSNR MSE

Original Image 7.694 7.236 –

Guraksin et al. [66] 6.897 19.258 12.569 3599.183

Proposed approach with entropy 7.899 16.109 14.484 2315.596

Proposed approach with PSNR 7.614 13.694 16.613 1418.243
Proposed approach with PSNR + Ent 7.635 13.835 16.601 1422.414

Best values in bold

Fig. 11.10 The final enhanced images for image 6

Table 11.3 The entropy and average gradient values of other studies and entropy based proposed
approach for image 11.9

Celebi and Erturk [58] Bazeille et al. [20] Proposed approach with
entropy

Entropy of the original
image = 6.19

Entropy of the original
image = 6.19

Entropy of the original
image = 6.81

Entropy of the enhanced
image = 6.66

Entropy of the enhanced
image = 6.98

Entropy of the enhanced
image = 7.86

Entropy of the enhanced
image/entropy of the
original image = 1.100

Entropy of enhanced the
image/entropy of the
original image = 1.128

Entropy of the enhanced
image/entropy of the
original image = 1.154

Average grad. of the orig.
image = 0.96

Average grad. of the orig.
image = 0.96

Average grad. of the orig.
image = 0.71

Average gradient of the
enhanced image = 5.84

Average gradient of the
enhanced image = 1.62

Average gradient of the
enhanced image = 2.96

Average gradient of the
enhanced image/average
gradient of the original
image = 6.08

Average gradient of the
enhanced image/average
gradient of the original
image = 1.69

Average gradient of the
enhanced image/average
gradient of the original
image = 4.17
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11.6 Conclusions and Future Work

Underwater images have poor contrast and resolution. So enhancement of under-
water images has a significant role due to the absorption and scattering of light in
underwater environment. In this paper, we proposed a new approach to enhance
underwater images using the wavelet transform and differential evolution algorithm.
At first, some preprocessing operations like contrast adjustment and homomorphic
filtering operations were performed to the raw underwater images. Then image was

Table 11.4 Entropy, PSNR, and MSE values for the image 1, image 3, image 4 and image 5

Entropy
(original)

Entropy
(enhanced)

PSNR MSE Ent.
Enh./Ent
Org.

PSNR + Ent
Enh./Ent.
Org.

Image 1 Ghani and Isa
[59]

6.902 7.702 12.33 3801 1.116 2.902

Prop.App
(Ent.)

6.877 7.813 12.32 3808 1.136 2.928

Prop.App
(PSNR)

6.877 7.509 13.35 3007 1.092 3.033

Prop.App
(PSNR + Ent)

6.877 7.565 13.32 3026 1.100 3.037

Image 3 Ghani and Isa
[59]

7.341 7.764 12.79 3424 1.058 2.800

Prop.App
(Ent.)

7.295 7.857 11.85 4248 1.077 2.701

Prop.App
(PSNR)

7.295 7.535 12.96 3291 1.033 2.809

Prop.App
(PSNR + Ent)

7.295 7.590 12.93 3311 1.040 2.813

Image 4 Ghani and Isa
[59]

6.341 7.866 10.87 5317 1.240 2.955

Prop.App
(Ent.)

6.341 7.868 10.69 5552 1.241 2.926

Prop.App
(PSNR)

6.341 7.486 11.79 4308 1.181 3.040

Prop.App
(PSNR + Ent)

6.341 7.575 11.75 4347 1.195 3.047

Image 5 Ghani and Isa
[59]

6.218 7.857 13.15 3149 1.264 3.378

Prop.App
(Ent.)

6.216 7.770 11.52 4586 1.250 3.103

Prop.App
(PSNR)

6.216 7.277 14.95 2081 1.171 3.576

Prop.App
(PSNR + Ent)

6.216 7.315 14.93 2090 1.177 3.579

Best values in bold
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separated into its R, G, and B color components. After that, by the help of wavelet
transform, lowpass approximation (cA), horizontal (cH), vertical (cV) and diagonal
(cD) detailed images were obtained for each color channels, and weighting pro-
cedure was applied to these color channels obtained using the differential evaluation
algorithm. After that, weighted R, G, and B components was fused, and the new
color image was obtained. At the last step, unsharp masking procedure was applied
to the new color image and the enhanced version of the underwater image was
obtained. During the weighting procedure, the proposed method was carried out in
three different ways with the entropy value of the reconstructed image, PSNR value
of the reconstructed image and the sum of entropy and the PSNR value of the
reconstructed image. First of all, the enhanced images were examined using the
proposed method with these three attributes used for the information about the
clarity of the image.

According to the results obtained, all details were more distinguishable in the
proposed method besides the original image and the enhanced image. If we
examine the results of its own among the three methods performed in this study, we
can see that the luminosity of the entropy based approach was higher than the
PSNR and the sum of the entropy and the PSNR based approaches. Therefore, some
details in the image could not be seen properly. Besides this, we can see that the
luminosity of PSNR based approach was lower than the entropy based and the sum
of the entropy and the PSNR based approaches. So this caused the image to be a
little darker which was an unwanted situation. The sum of the entropy and the
PSNR based approaches had the luminosity between these two approaches.
Consequently, in our opinion, the sum of the entropy and the PSNR based
approaches was more efficient than the entropy based and PSNR based approaches.
In this study, the proposed method was used on different underwater images, and
the results were compared with the other studies in the related literature in terms of
entropy and PSNR. According to the obtained results, it can be said that the
proposed approach effectively improved the visibility of underwater images.

In addition to the performed studies, the authors are also focused on some future
researches. In this context, there will be some researches on applying the proposed
approach in different underwater conditions and different places to have more and
more ideas about success of the approach. On the other hand, different variations of
the approach, which are formed with the support of different optimization algo-
rithms, will be applied to the same research problem to see if it is possible to have
alternative solution ways for the related literature.
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