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Foreword

The active quest to endow machines with human abilities has been a feature of
modern times. The ultimate goal of creating an artificially intelligent and autono-
mous entity has been approached through many intermediate steps by providing
human-like functionality in a myriad of applications, including industrial automa-
tion, health care and security. A chief biological function that has been pursued is
that of analysing and understanding visual information. Advances in image pro-
cessing and computer vision have been adopted in a range of applications and have
transformed what is possible to be done automatically and without the need for
human visual intervention. In certain applications, machine capabilities have even
surpassed what humans can do. However, while in some of these limited cases they
have outstripped the human capabilities in terms of scale and speed, there are still
areas where humans have the edge and, therefore, the search for better approaches
and algorithms for image understanding continues.

At the same time, a better understanding of the emergence of biological systems,
including humans, has drawn the designers of machine vision systems to try to learn
from Nature. Through a very long process, spanning millennia, the Nature’s own
search for effective autonomous entities has resulted in efficient and effective
mechanisms for understanding and interacting with the world. Scientists and
designers are now learning from the fruits of Nature’s long labour to expedite the
development of artificial systems.

This volume brings together some of these naturally inspired approaches for
image understanding in one place and also provides a sample of the vast array of
applications to which they can be applied. For the reader new to these approaches, it
will provide a good starting point and for the more advanced algorithm designers, it
may suggest new ideas that they have not considered before.
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The deep and vast experience of Nature is a great resource for engineers and
designers in their quest for novel solutions to the current and emerging challenges
that face humanity. It is hoped that this book will contribute to this quest and
strengthens the case for the continued study of Nature in search of new insights.

Canterbury, UK Farzin Deravi, CEng, FIET
August 2018 Professor of Information Engineering

Head of School of Engineering & Digital Arts
University of Kent
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Preface

This edited book is one of the significant contributions in the field of intelligent
systems for practical applications. This book is interdisciplinary with a wide cov-
erage of topics from nature-inspired optimization techniques and image processing
applications. The main objective of this book is to highlight the state-of-the-art
methods in these interdisciplinary areas to the researchers and academicians.
Variety of practical applications are covered in this book which can assist the
budding researcher to choose his own area of research. This book also covers
in-depth analysis of the methods which will attract high-end researchers to further
explore or innovate in these areas. In a nutshell, this book is a complete product for
usage by anyone working in the areas of intelligent systems. A brief introduction
about each chapter is as follows.

Chapter 1 illustrates the application of firefly optimization algorithm for brain
image analysis. Specifically, the methodology of CT and MRI brain image seg-
mentation is analysed in detail. Chapter 2 deals with image compression using bat
optimization techniques. An in-depth analysis of codebook generation for image
compression is analysed which will attract the readers. Chapter 3 deals with natural
language processing using particle swarm optimization methods. Few modified
swarm approaches are suggested in this chapter for efficient categorization of
alphabets in languages. The proposed approach is tested with Tamil language but
can be extended to different languages across the globe.

Chapter 4 covers the application of grey wolf optimization algorithm for image
steganography applications. Feature optimization for efficient data hiding is the
main objective of the work covered in this chapter. Literature survey is one critical
area of research which will attract several readers. With this idea, a detailed survey
on nature-inspired techniques for image processing applications is dealt in Chap. 5.
The application for ant colony optimization for visual cryptography is discussed in
Chap. 6. The primary focus of this work is image enhancement which can assist in
developing efficient cryptographic systems. Qualitative and quantitative analyses
are covered in this chapter which is more beneficial to the readers.
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The necessity of image analysis methods is significantly increasing in the area of
agriculture. The application of swarm intelligence techniques for detecting the
quality of crops via images is illustrated in Chap. 7. Analysing the quality of
different stages of wheat is the main focus of this chapter. Chapter 8 discusses the
various concepts of image preprocessing using cuckoo search optimization tech-
niques. Different types of input images are used in this chapter to validate the
proposed methodology. Automatic skin disease identification in mango fruits using
artificial bee colony algorithm is the focus of Chap. 9. The optimization algorithm is
used to select the optimal features for skin classification in this chapter.

Chapter 10 covers the different optimization techniques for fixing the structure
of the complex deep convolutional neural networks. An efficient architecture will
enhance the performance of any automated system. Chapter 11 deals with the
application of differential evolution method for quality enhancement in underwater
images. Chapter 12 covers the application of genetic algorithm for biometrics
application. Fetal biometrics-based abnormality detection is the prime focus of this
chapter.

We are grateful to the authors and reviewers for their excellent contributions for
making this book possible.

Our special thanks go to Janus Kacprzyk and Lakhmi C. Jain (Series Editors to
Intelligent Systems Reference Library) for the opportunity to organize this
guest-edited volume.

We are grateful to Springer, especially to Dr. Thomas Ditzinger (Senior Editor)
for the excellent collaboration.

We would like to express our gratitude and thanks to Handling Editor Ms.
Rajalakshmi Narayanan, Springer, Chennai and her team for their wholehearted
editorial support and assistance while preparing the manuscript.

This edited book covers the fundamental concepts and application areas in detail
which is one of the main advantages of this book. Being an interdisciplinary book,
we hope it will be useful to a wide variety of readers and will provide useful
information to professors, researchers and graduated, and all will find this collection
of papers inspiring, informative and useful.

Coimbatore, India Jude Hemanth
Arad, Romania Valentina Emilia Balas
August 2018
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Chapter 1
Firefly Optimization Based Improved
Fuzzy Clustering for CT/MR Image
Segmentation

S. N. Kumar, A. Lenin Fred, H. Ajay Kumar
and P. Sebastin Varghese

Abstract The segmentation is the process of extraction of the desired region of
interest. In medical images, the anatomical organs and anomalies like a tumor,
cysts, etc. are of importance for the diagnosis of diseases by physicians for tele-
medicine applications. The thresholding, region growing, and edge detection are
termed as classical segmentation algorithms. Clustering is an unsupervised learning
technique to group similar data points and fuzzy partitioning merges similar pixels
based on the fuzzy membership value. The classical FCM algorithm lacks sensi-
tivity in the cluster centroid initialization and often gets trapped in local minima.
The optimization algorithm gains its importance in cluster centroids initialization,
thereby improving the efficiency of FCM algorithm. In this work, firefly opti-
mization is coupled with FCM algorithm for CT/MR medical image segmentation.
Fireflies are insects having a natural capacity to illumine in dark with glowing and
flickering lights and firefly optimization algorithm was modeled based on its bio-
logical traits. The preprocessing stage comprises of artifacts removal and denoising
by Nonlinear Tensor Diffusion (NLTD) filter. The computation time was minimized
by reducing the total pixels count for the processing. The Firefly optimization, when
coupled with FCM, generates satisfactory results inconsistent with FCM when
coupled with Cuckoo, Artificial Bee Colony, and Simulated annealing algorithms.
The cluster validity performance metrics are used for the determination of optimum
number of clusters. The algorithms are developed in Matlab 2010a and tested on
real-time abdomen datasets.
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1.1 Introduction

Medical image processing refers to the application of computer-aided algorithms
for the extraction of anatomical organs and analysis of anomalies like a tumor, cyst,
etc. The various steps in image processing are restoration, enhancement, segmen-
tation, classification, and compression. The segmentation can be defined as the
extraction of Region of Interest (ROI). The Computer Tomography (CT), Magnetic
Resonance Imaging (MRI), Ultrasound and Positron Emission Tomography
(PET) are the widely used medical imaging modalities for the disease diagnosis.
The choice of segmentation algorithm depends on the medical imaging modality
and its characteristics.

The CT images, in general, are corrupted by Gaussian noise and its distribution
is as follows.

pðzÞ ¼ 1ffiffiffi
2

p
pr

e�ðx�lÞ2=2r2

where x represents random variable normally distributed with mean l and standard
deviation r.

The MR images are corrupted by rician noise, artifacts and intensity inhomo-
geneity due to the non-uniform response of RF coil. The rician noise distribution is
as follows

pðzÞ ¼ z
r2

exp � z2 þ I2

2r2

� �
B

za
r2

� �

where, I is the true intensity value, r is the standard deviation of the noise, and B is
the modified zeroth order Bessel function.

The Ultrasound images, in general, are corrupted by speckle noise and its dis-
tribution is as follows.

FðxÞ ¼ gc�1

c� 1ð Þ!ac e
g
a

� �

where, a is the variance, c is the shape parameter of gamma distribution and g is the
gray level.

Prior to segmentation, the preprocessing was performed by appropriate filtering
technique; Filter selection is based on the medical imaging modality and noise
characteristics. The role of preprocessing is inevitable in signal and image
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processing for subsequent operations like segmentation and classification [1, 2].
The segmentation algorithms can be categorized based on the generation of evo-
lution and are depicted in Fig. 1.1.

Image segmentation is the process of grouping the pixels of an image to form
meaningful regions. Medical image segmentation is the visualization of the region
of interest such as anatomical structures and anomalies like tumor, cyst, etc. for
medical applications such as diagnostics, therapeutic planning, and guidance. Lay
Khoon Lee et al. performed a review on different types of segmentation algorithms
for medical imaging modalities like X-ray, CT, MRI, 3D MRI and Ultrasound [3].
Similarly, S. N. Kumar et al. performed a detailed study on the different generation
of the medical image segmentation techniques; qualitative and quantitative analysis
was performed for the widely used medical image segmentation algorithms [4].
Neeraj Sharma et al. state the necessity of automated medical image segmentation
technique in diagnosis, and radiotherapy planning in medical images and also
explained the limitations of the existing segmentation algorithms [5]. The thresh-
olding is a simple and classical technique that separates the foreground and
background regions in an image based on the threshold value. The multilevel
thresholding eliminates the discrepancy of the bi-level thresholding that uses a
single threshold value. The optimization techniques when employed in the multi-
level thresholding yield efficient results, since it provides the proper choice of
threshold values. The 3D Otsu thresholding was found to be efficient for MR brain
images; better results were produced than bi-level and multithresholding techniques
[6]. Among the region based approaches, the classical region growing is the
semi-automatic segmentation technique that relies on the seed point selection [6].
The multiple-seed point based region growing for brain segmentation was found to
be effective on a multi-core CPU computer [7]. The manual seed point selection can
be replaced by the deployment of the optimization algorithm for yielding efficient
results [8]. The edge detection traces the boundary of objects in an image and
among the classical edge detector, canny produces better results [9]. The Markov
basics and Laplace filter were coupled to form an edge detection model that gives
better results for medical images than the classical techniques [10]. The teaching

Segmentation
Algorithms

First Generation :
Thresholding

Region Growing
Edge based methods

Second Generation:
Deformable, 

Clustering, Watershed,
Markov Random 
Field techniques

Third Generation :
Classifier,

Graph Guided,
Atlas , Hybrid 

approaches

Fig. 1.1 Classification of segmentation algorithms

1 Firefly Optimization Based Improved Fuzzy Clustering … 3



learning-based optimization was found to be effective for medical image edge
detection than the classical edge detectors [11]. The interactive medical image
segmentation algorithms are discussed in [12]. J. Senthilnath et al. did a perfor-
mance study on nature-inspired firefly optimization algorithm in the thirteen
benchmark classification datasets [13]. Superior results were produced when
compared with classical techniques like Particle Swarm Optimization (PSO), Bayes
net, Multilayer Perceptron, Radial Basis Function Neural Network, KStar, Bagging,
MultiBoost, Naive Bayes Tree, Ripple Down Rule, Voting Feature Interval.

Iztok Fister et al. made a detailed analysis of the types of firefly algorithm for
engineering applications in solving the real world challenges [14]. Hui Wang et al.
proposed a modification in the parameter of classical firefly algorithm to reduce the
complexity of the algorithm [15]. The proposed adaptive firefly algorithm generates
better solution when compared with standard Firefly Algorithm, Variable step size
Firefly Algorithm (VSSFA), Wise step strategy Firefly Algorithm (WSSFA),
Memetic Firefly Algorithm (MFA), Firefly Algorithm with chaos and Firefly
Algorithm with random attraction. Mutasem K et al. proposed a hybrid technique
comprising of the Fuzzy C-Means algorithm with Firefly algorithm for the seg-
mentation of brain tumor [16]. The experimental analysis was carried out on 181
brain images obtained from brain-web Simulated Brain Database (SBD) repository;
robust results were produced when compared with Dynamic clustering algorithm
based on the hybridization of Harmony Search and Fuzzy Variable String Length
Genetic Point symmetry techniques. K. Vennila et al. proposed multilevel Otsu
image segmentation based on Firefly optimization and good results were obtained
in terms of PSNR, computation cost and mean value when compared with
Darwinian Particle Swarm Optimization [17]. Cholavendhan Selvaraj et al. made a
detailed survey of the bio-inspired optimization algorithms such as Ant Colony
Optimization, Particle Swarm optimization, Artificial Bee Colony algorithm and
their hybridizations [18].

The summarization of results reflects the status of the optimization techniques in
solving the wide range of engineering problems. In the medical image processing,
the FCM plays a major role in the clustering and classification of the image for the
analysis, diagnosis, and recognition of anomalies [19]. Janmenjoy Nayak et al.
performed a survey on major modification and advancement in the classical FCM
algorithm and their applications towards the image analysis [20]. Chih Chin Lai
et al. proposed a hierarchical evolutionary algorithm based on genetic algorithm for
the segmentation of skull images which enhances the diagnostic efficiency than the
dynamic thresholding, Competitive Hopfield Neural Networks (CHNN), K-Means
and Fuzzy C-Means algorithms [21].

Emrah Hancer et al. proposed a methodology for the segmentation of brain
tumor in the MRI images by using artificial bee colony algorithm. Efficient results
were produced when compared with K-Means, FCM, and Genetic Algorithm based
image segmentation techniques [22]. The FCM, when coupled with PSO was found
to be effective for the segmentation of noisy images when compared with K-means,
Enhanced FCM, and Fast Global Fuzzy Clustering techniques [23].
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The Convolution Neural Network (CNN) was employed for the automatic
segmentation of MR brain images, multiple convolution kernels of varying size was
used for the generation of accurate results [24]. The CNN with multiple kernels of
smaller size was used for the efficient brain tumor segmentation in MR images [25].
The Deep Learning Neural Network (DLNN) gains its importance in attenuation
correction of PET/MR images [26]. The DLNN along with deformable model was
proposed for the automatic segmentation of left ventricle in cardiac MR images
[27]. The Deep Convolution Neural Network (DCNN) along with the 3D
deformable model generates good segmentation results for the extraction of tissues
in musculoskeletal MR images [28]. Vijay Badrinarayanan et al. proposed SegNet,
a novel DCNN architecture for semantic pixel-wise segmentation [29]. In this
chapter, firefly optimization algorithm was coupled with FCM for CT/MR medical
image segmentation. The preprocessing stage comprises of artifacts removal and
denoising by Non-Linear Tensor Diffusion (NLTD) filter. The computation com-
plexity of the algorithm was minimized by sampling the total pixel count for
manipulation. The Cluster Validity Indexes (CVI’s) are used for the validation of
results to determine the optimum number of clusters.

1.2 Materials and Methods

1.2.1 Data Acquisition

The real-time abdomen CT data sets are used in this work for the analysis of
algorithms. The images are acquired from Optima CT machine with a slice
thickness of 3 mm. The images in DICOM format with a size of 512 � 512 are
used in this work. The Metro Scans and Research Laboratory approved the study of
human datasets for research purpose. The five abdomen CT data sets, each com-
prising of 200 slices are used in this work. The results of typical slice from each
dataset are depicted here.

1.2.2 Fuzzy C Means Clustering

In this chapter, the Fuzzy c-means Clustering algorithm coupled with optimization
technique was proposed for the segmentation of medical images. In the perspective
of image processing, clustering is defined as the grouping of pixels into a cluster
which is similar between them, while dissimilar pixels belong to other clusters. The
concept of clustering is depicted below in Fig. 1.2. The clustering algorithms can be
classified into two groups; Supervised and Unsupervised. The requirement of prior
knowledge termed as training samples is the key concept of the supervised clas-
sifier. Artificial Neural Network (ANN), Naive Bayes Classifier, and Support
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Vector Machine are some of the widely used supervised algorithms. The unsu-
pervised technique doesn’t need any prior information and is particularly well
suited for huge unlabeled datasets. The unsupervised clustering techniques can be
further classified into two categories; hierarchical and partitional. The role of par-
titional clustering is prominent in image analysis and pattern recognition. The
K-means and Fuzzy c-means (FCM) are well-known partition clustering algo-
rithms. The K- means clustering is termed as Crisp (hard) since the objects are
assigned to only one cluster. The FCM clustering is termed as soft (Fuzzy) since an
object can be accommodated in more than one cluster based on the fuzzy mem-
bership value.

The FCM overcomes the issues of classical K-means clustering; since the data
can belongs to more than one cluster. The FCM was developed by Dunn [30] and
modified by Hathaway and Bezdek [31] which was widely used for pattern clas-
sification. FCM is an unsupervised algorithm based on the minimization of the
objective function.

Jm ¼
XN
i¼1

XC
j¼1

Um
ij yi � cj
�� ��2; 1� f\1

The pixels are grouped into clusters in such a manner that, the intracluster
similarity is maximized and the intracluster similarity is minimized.

The fuzzy partition represents the fuzzy membership matrix of the pixel in the
cluster. The parameter Uij represents the fuzzy membership of the ith object (pixel)
in the jth cluster. The parameter ‘f’ depicts weighting exponent that determines the
degree of fuzziness for the fuzzy membership function. The fuzzy classification is
based on the iterative optimization of the objective function depicted above with the
updation of membership function uij and the cluster center cj as follows.

Fig. 1.2 Principle of clustering
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Uij ¼ 1

PC
K¼1

yi�cjk k
yj�ckk k

� � 2
f�1

cj ¼
PN

i¼1 U
f
ij � yiPN

i¼1 U
f
ij

The iterative calculation is terminated, when maxij uðkþ 1Þ
ij � uðkÞij

��� ���n o
\d, where

d is a termination criterion between 0 and 1, and k represents the iteration count.
The convergence of the algorithm occurs when the objective function (Jm) attains
local minima or saddle point.

The steps in FCM clustering algorithm are summarized as follows

1. Initialise U ¼ ½Uij�matrix;Uð0Þ

2. At kth step: Calculate the cluster center vector CðkÞ ¼ cj
	 


withUðkÞ

cj ¼
PM

i¼1 U
m
ij � xiPM

i¼1 U
m
ij

3. Update UðkÞ;Uðkþ 1Þ

Uij ¼ 1

PC
K¼1

xi�cjk k
xj�ckk k

� � 2
m�1

4. If Uðkþ 1Þ � UðkÞ�� ��\d; then Stop; otherwise return to step 2:

The operating principle of FCM is based on the fact that, the minimization of the
objective function ends up with the solution. In many real-time cases, classical
FCM stuck into local minima. The optimization algorithm can be employed to
achieve global minima. The parameter selection is vital for optimization algorithms
and it influences the performance of the algorithm to maximize or minimize the
objective function subjecting to certain constraints. The cluster centers are ran-
domly initialized by classical FCM, hence the optimization based clustering solves
this problem. The cluster centers generated by the optimization technique is utilized
by the FCM for image segmentation. The pixels in the image are mapped into the
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particular cluster based on similarity and distance. The initialization of the cluster
centers by optimization improves the performance in terms of the convergence rate,
computation complexity, and segmentation accuracy.

1.2.3 Firefly Optimization Algorithm

In this chapter, the performance of firefly optimization in the FCM algorithm was
analyzed for the estimation of optimal cluster center values for image segmentation.
The biological trait of the firefly is the motivation for Yang [32] to propose an
optimization technique. The rhythmic flashes generated by the firefly was used as a
mode of communication between them to search for prey and for mating. More than
2000 species of fireflies are there in the world and they have natural characteristics
to create illumination in the dark with flickering and glowing lights. Fister et al.
found that the attraction capacity of the fireflies is proportional to the brightness
[14]. The fireflies tend to move towards ones which emits a brighter light.

The population-based firefly algorithm was found to generate a global optimal
solution for many engineering problems. The biological chemical substance luci-
ferin present in the body of the fireflies was responsible for flashing the light. The
intensity of light emitted is directly proportional to the discharge of luciferin. The
degree of attraction tends to decrease as the distance between the fireflies increases.
If any firefly fails to discover another firefly which is brighter than itself, it will
travel arbitrarily. The optimization algorithm when employed for clustering appli-
cations, cluster centers are the decision variables and the objective function is
associated with the euclidean distance. Based on the objective function, initially, all
the fireflies will be spread randomly over the search space.

The two stages of firefly algorithm are summarized as follows:
The first stage is based on the difference in the intensity that is associated with

the objective function values. Depending on the nature of the problem that requires
maximization/minimization, a firefly with higher/lower intensity will entice another
individual with higher/lower intensity.

Consider that there are n swarms (fireflies), where Yi signifies the solution of a
firefly i. The fitness value is expressed by f ðYiÞ moreover the current position I of
the fitness value f ðyÞ is estimated by the brightness of a firefly [32].

Ii ¼ f ðyiÞ; 1� i� n

The second stage is the movement towards the firefly with high brightness
intensity. The attraction factor of the firefly is represented by b that indicates the
attraction power of firefly in the swarm and it changes with distance ðRijÞ between
two fireflies i and j at positions Yi and Yj respectively.
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Rij ¼ Yi � Yj
�� �� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd

k¼1
Yik � Yjk
� �2r

The attraction function bðRÞ of the firefly is expressed as follows.

bðRÞ ¼ b0e
�cR2

where b0 is the attraction function value for R ¼ 0; c is the coefficient of ingestion
of light.

The pseudo code for firefly optimization algorithm is as follows

Define objective function f(Y), Y=[Y1,Y2,Y3,--------Yd]

Generate initial population of fireflies Yi =[1,2,3-----n] 

Estimate the light intensity of firefly Ii using the objective function  f(Y) 

 Define light absorption coefficient( 

While (t<max generation ) 

            for i=1:n    //all n fireflies 

                  for j=1: n   // all n fireflies 

                               if (Ij > Ii)

                                         Move firefly i towards j in d dimensions. 

                   end if 

                                                // Attraction capacity changes with distance 

                                               //Validate new solutions and update light intensity 

             end for j 

                           end for i 

Estimate the current best by ranking the fireflies 

end while

The motion of a firefly ‘i’ from the position Yi which is attracted towards another
brighter firefly ‘j’ at position Yj is expressed as follows
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Yiðtþ 1Þ ¼ YiðtÞþ bðRÞ Yi � Yj
� �þ a rand � 1

2

� �

Yiðtþ 1Þ ¼ YiðtÞþ b0e
�cR2

Yi � Yj
� �þ a rand � 1

2

� �

where a depicts the maximum radius of the random step. The term rand represents
randomization parameter uniformly distributed between 0 and 1.

There are two special cases

Case i: r ¼ 0, then b ¼ b0e
0 ¼ b0, The air is absolutely clear with no light dis-

persion. The fireflies can see each other; exploration and exploitation is out of
balance.
Case ii: r ¼ 1, then b ¼ I0e�1d2 ¼ 0, The air is foggy with extreme light dis-
persion. The fireflies can’t see each other; exploration and exploitation is out of
balance.

1.2.4 Improved FCM-Firefly Optimization Segmentation
Algorithm

The FCM clustering algorithm proposed here comprises of two stages. In the first
stage, firefly optimization is employed to determine the near-optimal cluster centers.
In the second stage, the cluster centers are used for the initialization of FCM
algorithm. The firefly optimization algorithm makes the clustering an effective tool
for medical image segmentation by eliminating the problem of stucking at local
minima. The firefly optimization is a swarm intelligence based algorithm and hence
it mimics its advantages.

The solution vector is expressed as follows

S ¼ V1 V2 V3

S1; S2; . . .; Si. . .Sd S1; S2; . . .; Si. . .Sd S1; S2; . . .; Si. . .Sd

� �

where Si represents characteristics in numerical form such that Si € S. The ‘S’ depicts
the array representing pixel attribute. Each cluster center Vi is represented by d
numerical features ðS1; S2; . . .SdÞ. Each solution vector is of the size (c � d), where c
indicates given number of clusters and d represents the features of the dataset.

For the delineation of anomalies like tumor or cyst or anatomical organs, each
pixel in the image is mapped into the clustering sector. The cluster centers are
randomly initialized from the image pixel gray values with the randomly initialized
solution vector, the fitness value is determined by the objective function. The
solution vector is then rearranged based on the decreasing order of the objective
function value. The firefly optimization determines near optimal cluster centers
thereby ensuring global minima for FCM algorithm and hence eliminates the
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trapping at local minima. The improved FCM based on firefly optimization replaces
the classical techniques of random initialization.

Prior to filtering, the medical image film artifacts are eliminated by a statistical
technique coupled with convex hull computational geometry [33]. The threshold
value determined by standard deviation technique was used for the binarization of
input image. The binarized image was then subjected to connected component
labeling for the elimination of patient details and technical information. The convex
hull of the resultant image was multiplied with the original image for the generation
of artifacts removed image. The preprocessing of input image was performed by
Non-Linear Tensor Diffusion (NLTD) filter prior to segmentation [34]. The NLTD
ensures good edge preservation since the smoothing is heterogeneous and
non-noisy pixels are not disturbed.

The computation complexity was minimized by reducing the pixel count for the
processing by segmentation algorithm.

Rp ¼ randperm ðLÞ

The parameter Sp represents the pixels taken for optimization, here in this work
50% of the total pixels are taken. The L represents the total pixel count of the image
to be segmented and randperm function returns a row vector depicting a random
permutation of the integers from 1 to n.

Sn ¼ ceil L � Sp
� �

The Sn represents the number of pixels selected for optimization and the function
below represents the subset of pixels chosen for optimization process

X2 ¼ X Rp 1 : Snð Þ; :ð Þ

The optimization of the objective function relies on the brightness and move-
ments of the firefly. The firefly algorithm starts by initializing the population of
fireflies. The intensity of light emitted by the firefly estimates the movement of the
fireflies. The algorithm works in the iterative fashion. The intensity of ith firefly is
compared with the jth firefly as follows

if bðiÞ[ bðjÞ
firefly j move towards firefly i
else
firefly i move towards firefly j

1 Firefly Optimization Based Improved Fuzzy Clustering … 11



The incorporation of firefly algorithm has significantly improved the segmen-
tation results. There were four stages of Improved FCM-Firefly segmentation
algorithm.

i. Initialization phase
ii. Intensity calculation phase
iii. Movement calculation phase
iv. FCM algorithm phase.

The goal of incorporating firefly optimization in FCM is to minimize the
objective function with a global minima value. The cluster centers represent
the decision parameters to minimize the objective function. The initialization of the
firefly population is as follows

yif ¼ yi1; yi2; . . .; yij; . . .yid
	 


2\j\C

Each firefly in the population is represented by using the above equation. Where
yij represents the jth cluster centre.

The population of the fireflies are initialized and randomly distributed in search
space. The position of firefly depicts the possible solution (centroids) for the
clustering problem. In this phase, the parameter like b0; c; a and maximization
iteration are also initialized. Once the initialization process is over, the intensity of
each firefly is determined by estimating the distance between the position of the
firefly and the entire data in the dataset. The minimum distance value among the
population with respect to data from the dataset is considered. The intensity value of
each firefly is determined based on the sum of minimum distance with respect to the
data from the dataset.

The expression for determination of intensity is as follows

bðFFjÞ ¼
Xn
i¼1

di

where FF represents firefly, di represents the minimum distance value for a par-
ticular firefly.

The brightness of the fireflies indicates the movement of the fireflies in the search
space. The intensity of fireflies is compared to determine the new position. The
difference in the brightness triggers the movement. The firefly optimization is
employed in the FCM algorithm to enhance the clustering operation. The new
position of the entire swarm of the fireflies is determined by the FCM operator
based on the current intensity value.

The FCM-Firefly algorithm is carried out through the updation of the mem-
bership value uij and position of the firefly yj using the below equations
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Uij ¼ 1

Ps
k¼1

yi�fjk k
yi�fkk k

� �2=f�1
; 1� i�N

where Uij depicts the degree of membership of yi in the firefly j, degree of fuzziness
f = 2 and yi is the data associated with the firefly under study.

Fj ¼
PN

i¼1 u
m
ij � xiPN

i¼1 u
m
ij

The Fj represents the solution after applying FCM in the firefly j.
The new position of Firefly is determined and the intensity value is updated. The

fixed number of iterations will be provided and at the end of the iteration, the best
solution was determined.

1.3 Results and Discussion

The algorithms are developed in Matlab 2010a and tested on CT abdomen data sets.
The system specifications are as follows; Intel Core i3 processor of 3.30 GHz with
4 GB RAM. In the scenario of medical image segmentation, fixing the number of
clusters is cumbersome, since it cannot be initialized roughly by viewing the image.
The validation metrics are employed for the optimal cluster selection.

This is performed in 3 steps

i. The parameters of clustering algorithm except the cluster number is fixed.
ii. The cluster number is varied from an initial value of 2 to an upper limit (max).

The data partition is carried out for each cluster number.
iii. The cluster validity indexes are applied on the data partition obtained from the

previous stage for evaluation. Based on the values of CVI’s, the cluster
number selection is done.

The terminologies used in the formulation of cluster validity function are as
follows

N: the count of data objects for clustering
f: the fuzzifier factor that represents the level of cluster fuzziness
u: the ith data object, 1� i�N
P: the number of clusters
Cp: the pth cluster, 1� p�P
Cp

�� ��: the count of data objects in the p-th cluster
Vp: the centroid of the p-th cluster
u� vk k: the distance between a pair of data objects

lip: the membership degree of ui corresponding to Cp.
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The FCM algorithm is an iterative technique in which the pixels are grouped into
a cluster based on the membership degree through the minimization of the objective
function.

XM
i¼1

XP
p¼1

l f
ip ui � Vp

�� ��2; f � 1

The number of the cluster is taken initially P and randomly P centroids are
selected. The objective function represented above is optimized in an iterative
fashion by the updation of lip and Vp as follows

lip ¼
1

PP
j¼1

ui�vpk k2

uj�vck k2

� � 2
f�1

Vp ¼
PN

i¼1 l
f
ipuiPN

i¼1 l
f
ip

The iteration terminates when, UT þ 1 � UTk k\ 2, where UT ¼ lip
	 


represents
the matrix comprising of all lik 0s. T is the number of iteration and 2 is a threshold
specified by the user. The clustering validity metrics are used to estimate the quality
of clustering result. The partition coefficient (PC) and partition entropy (PE) is
based only on the membership values of fuzzy partition dataset. The criteria for
optimum cluster number selection is the maximization of (PC) or minimum of PE.
The issues in the performance metrics, PC or PE is that they do not consider the
geometrical properties of the dataset.

Xie Beni’s index (XBI) and Fukuyama’s and Sugeno’s index (FSI) are also
widely used classical CVI’s. XBI and FSI focus on the characteristics, compactness,
and separation. The numerical part of the expression XBI in Table 1.1 represents
the compactness of fuzzy partition, the denominator part represents the strength of
separation between the cluster for optimal clustering. The value of XBI should be
minimized for optimum cluster number selection. The expression for FSI in
Table 1.1 comprises of two terms. The first term represents the compactness
measure and the second term represents separation measure. Though FSI and XBI
consider the inter-cluster information, geometrical properties are not considered.

The DB index was obtained by the mean of cluster similarities. For each cluster
P, the similarity between P and all other clusters are determined. The term Sp is
represented as follows

Sp ¼ 1
CPj j

X
Ui2Cp

Ui � Vp

�� ��2
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Table 1.2 represents the clustering validity metrics based on compactness and
separation ratio.

The shortcoming of the traditional CVI’s is that they are focusing only on the
distance between the cluster centroids. The classical clustering validity indexes
were not found to be good for large cluster numbers.

The CS index is a function of the cluster diameter and the mean distance
between the cluster centers. The PCAES index is a function of exponential sepa-
ration component, and normalized partition coefficient.

The CH index is based on the mean between and within the sum of squares. The
terms in the CH index are represented as follows

Table 1.1 Classical clustering validation metrics

Cluster validity index Formula

Partition coefficient
(PC) [35, 36]

PC ¼ 1
N

PP
p¼1

PN
i¼1 l

2
ip

Partition entropy (PE) [35,
36]

PE Kð Þ ¼ 1
N

PP
p¼1

PN
i¼1 liplog2 lip

� �
Xie and Beni index
(XBI) [37] XBI Kð Þ ¼

PP

p¼1

PN

i¼1
l2ip ui�vpk k2

N�mini6¼j vi�vjk k2

The Fukuyama and
Sugeno Index (FSI) [37]

FSI Kð Þ ¼ PP
p¼1

PN
i¼1 l

f
ip ui � vp
�� ��2 �PP

p¼1

PN
i¼1 l

f
ip vp � v̂
�� ��2

Table 1.2 Clustering validation metrics based on compactness and separation ratio

Cluster validity index Formula

Calinski-Harabasz index (CHI) [38] CHIðKÞ ¼ BP
P�1 =

Wp

N�P

Silhouette coefficient index (SCI) [38] SCIðPÞ ¼ SC1ðPÞ � SC2ðPÞ
Centroid similarity index (CSI) [38]

CSIðKÞ ¼
PP

p¼1
1
CPj j

P
uj2CP

max
uj 2 Cp

uj�uik k
� �� �
PP

j¼1

min
i 6¼ j

vi�vjk k
Davies Bouldin index (DBI) [38] DBI ¼ 1

P

PP
P¼1 max Sj þ Sp

Vj�Vpkk
Partition coefficient and exponential
separation index (PCAESI) [38]

PCAESI ¼ PP
P¼1

PN
i¼1

liP2

lM
� exp

�min
h 6¼ p

Vp�Vhk k2

bT

0
B@

1
CA

Pakhira-Bandyopadhyay-Maulik
index (PBMFI) [39]

PBMFI ¼
max
j 6¼ lp

Vj�Vpk kf g�PN

i¼1
lil Ui�Vlk k

P
PP

P¼1

PN

i¼1
l f
iK Ui�VKk k

WL index (WLI) [38] WLI ¼ PP
P¼1

PN
i¼1

lilP2 Ui�VPk k2PN

i¼1
liP
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BP ¼
XP
p¼1

CPj j vP � vk k2

WP ¼
XP
p¼1

X
Ui2CP

ui � vp
�� ��2

The SC index is based on the combination of two functions and evaluates the
compactness-separation ratio. The terms in the SC index are represented as follows

SC1ðPÞ ¼
1
P

PP
p¼1 vp � v

�� ��2PP
p¼1

PN
i¼1 l

m
ip ui � vp
�� ��2=PN

i¼1 lip
� �

SC2ðPÞ ¼
PP�1

p¼1

PP
j¼pþ 1

PN
i¼1 min lip; lij

� �2� �
=nij

� �
PN

i¼1

max

1� p�P
l2ip

� �
=

PN
i¼1

max

1� p�P
lip

� �

where SC1 is related with the geometric properties of data; SC2 is related with the
membership degree properties.

The PBMF index is based on the compactness within clusters and a large sep-
aration between clusters. The WL index estimates the compactness of clusters by
taking into account fuzzy weighted distance and the fuzzy cardinality of clusters.
The five abdomen medical data sets are used for the analysis of algorithms. The
cluster number was changed from P = 2 to 6 and for each cluster number, 10 times
the executions are done and the performance metrics are validated.

The expression for lM and bT in PCAES index are as follows

lM ¼ min

1� p�P

XN
i¼1

l2iP

( )

bT ¼ 1
P

XP
P¼1

Vp � �V
�� ��2

The performance metrics of the first run for the data set (ID1) is represented
below in Table 1.3. Each cluster validity metric was represented with ± sign, the
“+” indicates that the CVI value should be high and “−” sign indicates that the CVI
value should be low. The representative input images corresponding to data sets
(ID1 to ID5) after the removal of artifacts are depicted in Fig. 1.3. Figure 1.4
represents the NLTD filtering result. Compared with classical filters like median
filter, Gaussian filter, and bilateral filter, the NLTD filter generates efficient result.
In the median filter, the noise-free pixels are also affected. The edge preservation is
poor in Gaussian and bilateral filter. The performance of Anisotropic Diffusion
Filter (ADF) was clearly stated in [40]. The NLTD filter is an improved version of
ADF, thereby providing promising restoration results. The FCM results when
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coupled with ABC, Cuckoo, SA and Firefly algorithms for a typical slice from the
dataset (ID1) are depicted in Fig. 1.5. Figure 1.6 represents the firefly algorithm
results for the typical slice from datasets (ID2, ID3, ID4, and ID5). The cluster
number selection for the input images is determined from the analysis of CVI’s
values.

The artifacts removed image was subjected to NLTD filter. The parameters
of NLTD filter are step size (k = 0.24), diffusion constant (K = 0.1) and number of
iterations (iter = 10). The Gaussian smoothed image was used for the estimation of

Table 1.3 Cluster validity performance metrics values of ID1 in the first run

Cluster
validity
index

P = 2 P = 3 P = 4 P = 5 P = 6

PC+ 0.9119 0.9130 0.9160 0.8940 0.8946

PE− 0.2164 0.2240 0.1989 0.2703 0.2692

CHI+ 8512.6035 8541.22 8652.3935 7300.4416 7520.1463

DBI+ 0.2027 0.2107 0.1619 0.1870 0.1793

XBI+ 0.0157 0.0227 0.0321 0.0148 0.0125

FSI+ −108.7419 −216.2876 −249.4163 −262.5782 −266.6921

SCI+ 1.3704 2.6804 4.8570 3.7541 4.7213

CSI− 3.5026 6.7195 11.7389 16.2443 22.5481

PCAES+ 15,264.6105 15,633.7410 15,846.0836 15,739.2628 15,684.7342

PBMF+ 0.1536 0.1220 0.1719 0.1597 0.1393

WLI− 0.0240 0.0154 0.0134 0.0117 0.0098

Fig. 1.3 Input images corresponding to five data sets (ID1, ID2, ID3, ID4, and ID5) after the
removal of artifacts
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conduction coefficient and the elements of the tensor matrix are functions of
Gaussian smoothed image components.

The performance metrics are calculated by executing the algorithms 10 times for
the images from each data set and the cluster number count are determined.
Table 1.8 represents the parameters of optimization algorithms used in this work.

The bold values in Tables 1.3, 1.4, 1.5, 1.6 and 1.7 represents the appropriate
value of CVI’s in the first run. In Cuckoo, Firefly and ABC optimization, the
population (Np) was set to 20 and the number of iterations was also initialized to 20.
Table 1.9 depicts the cluster number count by improved FCM firefly algorithm for
10 runs. For each metric, the cluster count was determined and by the majority
voting system, for each metric the optimal cluster number was determined and
tabulated in Table 1.10.

The Simulated Annealing was found to be efficient than GA when coupled with
FCM, however, the setting of initial temperature is crucial in SA algorithm since it
will generate erroneous results [41]. The ABC–FCM yield efficient results than
GA-FCM and PSO-FCM in terms of computation time, convergence rate and
accuracy [42]. The number of parameters to be tuned is less in cuckoo optimization
when compared with the ABC, PSO and GA algorithms. The number of parameters
to be tuned for GA and PSO were 4, 6 respectively [43]. The firefly algorithm was
found to be efficient for image enhancement when compared with cuckoo opti-
mization in terms of robustness, fitness function and convergence rate [44]. In [45],

Fig. 1.4 a, b Artifacts removed image and its color map. c, d NLTD filter output and its color
map corresponding to an input image from dataset (ID1)
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Fig. 1.5 Segmentation results of ID1 a, b ABC-FCM, b, c cuckoo-FCM, d, e simulated
annealing-FCM, and f, g firefly-FCM corresponding to cluster number value of 4
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Fig. 1.6 Firefly-FCM segmentation results of ID2 (a, b), ID3 (c, d), ID4 (e, f), ID5 (g, h) for
cluster values 5, 5, 6, 4
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a comparison of Firefly, Bat and Cuckoo optimization was performed; experimental
results reveal that firefly outperforms bat and cuckoo algorithm. The tuning of
parameters is simple in firefly optimization.

The parameter study reveals that b0 ¼ 1 can be used for most of the applications
[46]. The studies indicate that the Accelerated PSO [46] is a special case of firefly
with c ¼ 0 . The merits of firefly optimization algorithm are automatic subcategory
of population and the capacity to deal with multimodality (Fig. 1.7).

Table 1.4 Cluster validity performance metrics values of ID2 in the first run

Cluster validity
index

C = 2 C = 3 C = 4 C = 5 C = 6

PC+ 0.9218 0.9285 0.9462 0.9491 0.9192

PE− 0.1353 0.1997 0.1794 0.1239 0.2062

CHI+ 20,575.164 14,329.983 13,451.709 10,958.149 11,552.368

DBI+ 0.1131 0.1379 0.1577 0.1673 0.1595

XBI+ 0.0122 0.0130 0.0152 0.0269 0.0094

FSI+ −416.1045 −406.7087 −402.6203 −364.536 −254.7033
SCI+ 1.5489 5.7416 6.4141 8.2199 8.8638
CSI− 2.7142 8.8507 12.2696 25.4724 28.7029

PCAES+ 16,991.165 17,193.821 17,115.650 17,373.889 17,076.531

PBMF+ 0.2229 0.3725 0.3053 0.3252 0.2768

WLI− 0.0237 0.0144 0.0106 0.0092 0.0075

Table 1.5 Cluster validity index’s values of ID3 in the first run

Cluster
validity index

C = 2 C = 3 C = 4 C = 5 C = 6

PC+ 0.9032 0.9296 0.9339 0.9350 0.8975

PE− 0.1952 0.1815 0.1652 0.1570 0.2600

CHI+ 9406.4576 9366.5511 11,069.808 11,442.9662 15,577.7010
DBI+ 0.1419 0.1354 0.1551 0.2354 0.2278

XBI+ 0.0280 0.0165 0.0148 0.0203 0.0132

FSI+ −374.5702 −397.8660 −265.7651 −392.2532 −395.9922

SCI+ 1.8105 3.6604 4.2628 5.0546 6.8118
CSI− 2.2733 4.6216 8.0308 13.2241 18.5982

PCAES+ 13,458.899 13,645.782 13,693.402 13,832.283 13,766.516

PBMF+ 0.2256 0.2590 0.2010 0.2456 0.1286

WLI− 0.0260 0.0144 0.0109 0.0100 0.0080
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Table 1.10 depicts the cluster count manipulated from the CVI’s. Table 1.11
represents the optimal cluster value for each dataset determined from the analysis of
CVI’s.

Table 1.6 Cluster validity index’s values of ID4 in the first run

Cluster
validity
index

C = 2 C = 3 C = 4 C = 5 C = 6

PC + 0.9120 0.9152 0.9149 0.8909 0.9027

PE− 0.2169 0.2140 0.2142 0.2781 0.2473

CHI + 8509.6424 5277.0495 6468.0569 5454.4758 5443.1152

DBI + 0.1634 0.1636 0.1533 0.1904 0.2633
XBI + 0.0232 0.0198 0.0173 0.0430 0.0111

FSI + −237.1674 −232.2133 −232.2133 −197.3121 −87.2592
SCI + 0.8770 2.9675 3.9067 3.6105 6.8062
CSI− 20.0393 12.2458 8.9944 5.9863 2.9196
PCAES+ 10,066.8628 10,350.1937 10,614.0788 10,714.7197 10,412.3122

PBMF+ 0.1487 0.1843 0.1843 0.2248 0.2550
WLI− 0.0354 0.0214 0.0150 0.0135 0.0098

Table 1.7 Cluster validity index’s values of ID5 in the first run

Cluster
validity
index

C = 2 C = 3 C = 4 C = 5 C = 6

PC+ 0.9297 0.9128 0.9397 0.9155 0.9177

PE− 0.2213 0.1760 0.1440 0.2131 0.2094

CHI+ 12,878.1624 18,625.8092 11,641.9111 11,420.381 11,654.719

DBI+ 0.1344 0.1612 0.1749 0.1507 0.1474

XBI+ 0.0168 0.0200 0.0292 0.0123 0.0097

FSI+ −571.2952 −561.8331 −532.6463 −506.1773 −378.2250
SCI+ 1.8957 3.2453 3.6688 6.5740 7.9765
CSI− 7.8721 4.6173 2.1393 13.1834 17.4610

PCAES+ 15,227.6157 15,314.8496 15,075.6335 15,246.377 15,491.691
PBMF+ 0.2759 0.2510 0.2255 0.2925 0.1876

WLI− 0.0300 0.0190 0.0152 0.0109 0.0085
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Table 1.8 Parameters of optimization algorithm

Sl.
No.

Optimization
algorithm

Parameters

1 Simulated annealing Initial temperature (To): 500
Number of iterations: 250
Cooling schedule (a): 0.4

2 Artificial bee colony Pheromone evaporation parameter (q) [−1 1]: 1
Stagnation limit (L): 10
No. of employed bees [10–30% of total population]: 0.20 *
Np

3 Cuckoo Step size (a): 1
Levy distribution coefficient(k) [1 � k � 3]: 1.5
Discovery rate of alien eggs (Pa): 0.25

4 Firefly Attractiveness coefficient ðb0Þ: 1
Coefficient of ingestion of light ðcÞ: 1
Step size ðaÞ: 0.25

Table 1.9 Cluster number count by the improved FCM-firefly algorithm for 10 runs

Data
set ID

PCþ PE� CHI þ DBI� XBI� FSI� SCI þ CSI� PCAESþ PBMF þ WLI�

1 46

34
46

34
47

33
38

42
48

32
26

34
48

32
28

32
47

33
48

32
55

43

32

2 56

44
56

44
23

43

54

58

42
56

44
64

56
68

52
26

34
56

42

32

36

54
64

56

3 56

64
56

64
64

53

43

56

63

41

22

53

65

55

43

32

64

53

33

24

56
58

42
56

34
68

52

4 66

22

52

32

66

52

22

36

62

68

52
58

62
68

52
68

52
68

41

51

56

64
66

41

53

67

53

5 48

32
48

32
36

44
46

34
47

33
66

44
65

44

51

47

33
63

56

41

58

42
66

44
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Fig. 1.7 Optimization algorithms performance of ID1: a ABC-FCM, cuckoo-FCM and
firefly-FCM, b SA-FCM
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1.4 Conclusion

The FCM algorithm when coupled with the firefly optimization generates promising
results for medical image segmentation. After the removal of medical image film
artifacts, denoising of input image was performed by NLTD filtering approach prior
to segmentation and the computation complexity was minimized by the optimal
pixel count selection. The Firefly optimization based improved FCM generates
satisfactory and consistent results with FCM-Cuckoo, FCM-ABC and FCM-SA
segmentation techniques. The few parameter tuning of firefly optimization makes it
a robust choice for image processing applications. A detailed analysis of cluster
validity performance metrics were also done for the appropriate determination of
number of clusters.

This work highlights the importance of optimization algorithms in image seg-
mentation. The FCM is a widely used clustering segmentation technique, however
to solve the issues in FCM, numerous algorithms like SFCM, ARKFCM, FLICM,
T2FCM etc. have been proposed. But the above-mentioned techniques are con-
centrating mainly on the performance of FCM when the input images are noisy. The
optimization techniques are then employed in FCM for solving the problem of
random centroid initialization, but the tuning of parameters and computation
complexity generate issues. The novelty of the proposed work is as follows; the
filtering was accomplished by NLTD filter which has good edge preservation,
firefly optimization was employed which has fewer parameters to be tuned and has
quick convergence rate. The outcome of this work will provide a path for the
researchers to develop novel optimization algorithm for solving the problems in
image processing.

Table 1.10 Possible cluster number decided by CVI’s

Data
set ID

PCþ PE� CHI þ DBI� XBI� FSI� SCI þ CSI� PCAESþ PBMF þ WLI�

1 4 4 4 3 4 2 4 2 4 4 5

2 5 5 5 5 5 5 6 2 5 3 5

3 5 5 6 5 6 5 6 5 5 5 6

4 6 6 3 6 5 6 6 6 5 6 6

5 4 4 3 4 4 6 6 4 6 5 6

Table 1.11 Actual cluster
number decided by CVI’s

Data set ID 1 2 3 4 5

Possible cluster values 22

3
5
47

22

3
57

6

57

64
3
52

68

3
45

5
64

Chosen cluster value 4 5 5 6 4
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Chapter 2
Bat Optimization Based Vector
Quantization Algorithm for Medical
Image Compression

A. Lenin Fred, S. N. Kumar, H. Ajay Kumar and W. Abisha

Abstract Image compression plays a significant role in medical data storage and
transmission. The lossless compression algorithms are generally preferred for
medical images. The variants of lossy vector quantization algorithm are also used in
many cases, where the reconstructed image quality is fairly good with optimum
compression ratio. Bat optimization algorithm is formulated based on the biological
trait of bats to detect prey and avoid obstacles by using echolocation. In this
chapter, the application of bat optimization algorithm in medical image compres-
sion is highlighted. The bat optimization algorithm is employed here for the opti-
mum codebook design in Vector Quantization (VQ) algorithm. The performance of
the BAT-VQ compression scheme was compared with the Classical VQ,
Contextual Vector Quantization (CVQ) and JPEG lossless schemes for the abdo-
men CT images. Satisfactory results were obtained by BAT-VQ in terms of picture
quality measures.
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2.1 Introduction

The image segmentation and compression plays vital role in telemedicine for data
storage and transfer. The objective of image segmentation is to partition an image
into meaningful regions. In the perspective of medical imaging, segmentation refers
to the extraction of anatomical organs or anomalies like tumor, cyst. The com-
pression is defined as a process that minimizes the overall size of data by encoding
and representing the data through the suitable algorithm. The role of compression is
vital in data storage and communication due to the enormous amount of medical
data. The compression algorithms can be classified into lossy and lossless tech-
niques. More precisely, the compression can be defined as the process of reducing
number of bits required to represent an image by eliminating redundancies in pixel
data.

The objectives of image compression are as follows

• Elimination of redundancy
• Minimize data storage and hence the cost
• Minimized bandwidth
• Less time to retrieve and transmit data.

The mechanism of image compression can be explained with a simple example
as follows; Consider a Lena image of size 512 � 512 (8 bits), the uncompressed
file requires 286,740 bytes of disk space. When the image is represented in TIFF
(Lempel-Ziv-Welch (LZW) coding employed) format, the resultant compressed file
is of 224,420 bytes.

The compression ratio (CR) is defined as follows

CR ¼ Original data size
Compressed data size

Hence, with respect to the above discussion, the compression ratio is 1.277.

CR ¼ 286;740=224;420ð Þ ¼ 1:277

The vector quantization was initially proposed for the speech compression; Linear
Predicted Coded (LPC) speech systems compress the data size of 6000–1400 bits/s
[1]. In [2], the set partitioning in hierarchical trees (SPIHT) algorithm was used;
better compression ratio and low computation complexity was obtained, when
compared with Embedded Zero-tree Wavelet (EZW) [3] and modified EZW [4]
algorithm. The JPEG2000 employs wavelet transform and relies mainly on
block-based coder with truncation [5, 6]. The scaling of wavelet coefficient gives
rise to Region of Interest (ROI) based coding [7, 8]. Xiong et al. [9] proposed a
lossless compression scheme based on 3D Integer Wavelet Transform. The
Contextual Set Partitioning in Hierarchical Trees (CSPIHT), algorithm yields robust
results for context-based ultrasound medical image compression, when compared
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with scaling, max-shift, implicit and Embedded Block Coding with Optimal
Truncation (EBCOT) methods [10]. The generation of the efficient codebook is
vital in vector quantization and different techniques of codebook generation are
discussed in [11]. The contextual vector quantization [12] proposed for the com-
pression of ultrasound images generates efficient results when compared with the
classical methods such JPEG and JPEG 2000, and ROI based techniques such as
EBCOT and CSPIHT.

In image processing, the solution space will be complex for many problems and
an optimum solution is required. The optimization is a technique in which, itera-
tively the execution takes place till an optimum solution is found. The evolutionary
optimization algorithm relies on nature and hence they are termed as bio-inspired
optimization technique. The optimization algorithms play a vital role in various
aspects of image processing such as restoration, segmentation, classification, and
compression. The bat optimization algorithm [13] when coupled with vector
quantization was proven to generate efficient results for compression of standard
test images; the computation complexity was minimized and high PSNR was
produced, when LBG was coupled with Particle Swarm Optimization (PSO) [14],
Firefly [15], Honey Bee Mate [16], Quantum behaved Particle Swarm Optimization
(QPSO) [17] algorithms. The optimization algorithms can be employed for opti-
mum codebook design in VQ algorithm [18–20]. The adaptive LBG algorithm was
proposed in [21], good edge preservation with high compression ratio, when
compared with classical LBG and modified LZ77 compression techniques. A novel
compression scheme based on LBG and Singular Value Decomposition (SVD) was
proposed in [22] for the compression of ECG data. The vector quantization [23]
when coupled with hybrid wavelet transform was found to be efficient for color
image compression. The hybrid optimization scheme [24] consisting of GA and
ABC was incorporated in VQ algorithm for codebook design; superior results were
produced for standard test images in terms of PSNR and compression ratio. In [25],
gravitation search algorithm is employed for the codebook design in VQ algorithm,
the results outperform LBG-PSO and LBG-Firefly algorithms. The Learning Vector
Quantization (LVQ) [26] gain its importance in classification problems and was
found to be a good alternative for support vector machine and deep learning
techniques. The vector quantization [27] was also found to be robust in speech
processing for automatic text-independent speaker identification when coupled with
Gaussian mixture model-universal background model (GMM-UBM). In [28], the
types of modified transform based compression schemes are discussed. The mod-
ified DWT and hybrid compression technique yield efficient results when compared
with the JPEG and JPEG2000 model. The Discrete Wavelet Transform (DWT) [29]
based compressed sensing algorithm generates efficient results when compared with
Discrete Cosine Transform (DCT) based scheme for the compression of CT/MR
images. In [30], a comparative analysis of various optimization algorithms when
employed in LBG algorithm was discussed. The Bat optimization technique was
found to be efficient when compared with Firefly, cuckoo and hybrid cuckoo search
algorithms. The nonlinear transform coding [31] based compression scheme was
found to be robust when compared with the JPEG and JPEG2000 algorithms.
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A hybrid optimization model [32] comprising of simulated annealing and genetic
algorithm was employed for codebook design in kernel VQ. The region of interest
based medical image compression schemes is highlighted in [33]. The SPIHT
HAAR algorithm was found to be proficient when compared with the EZW HAAR
and HAAR based global thresholding. The VQ algorithm [34] gains its importance
in the invisible watermarking scheme for image authentication. The search order
coding scheme [35] was employed in VQ algorithm, computation complexity was
minimized and efficient for hardware implementation. In this work, BAT opti-
mization was used for the optimum codebook design in VQ algorithm. The per-
formance of BAT-VQ compression scheme was analyzed in terms of picture quality
measures and the results outperform the Classical VQ, CVQ, and JPEG lossless
techniques.

2.2 Materials and Methods

2.2.1 Data Acquisition

The real-time abdomen CT data sets are used in this work for the analysis of
algorithms. The images are acquired from Optima CT machine with a slice
thickness of 3 mm. The images in DICOM format with a size of 512 � 512 are
used in this work. The Metro Scans and Research Laboratory approved the study of
human datasets for research purpose. The four abdomen CT data sets, each com-
prising of 200 slices are used in this work and the results of typical slices are
depicted here.

2.2.2 Overview of Image Compression

The field of compression has undergone significant growth through the practical
application of the theoretic work that began in the 1940s when C. E. Shannon and
others first formulated the probabilistic view of information and its representation,
transmission and compression [36, 37]. The digital image compression can be
broadly classified into two categories: lossy and lossless technique. In lossless
compression, the reconstructed image is identical to the original image with no loss
of data. The lossy compression technique involves loss of data and the recon-
structed image is not identical with the original image. The storage and transmission
are the vital features for telemedicine applications; hence the lossy compression
technique can be employed for medical images while preserving the reconstructed
image quality [38]. The lossy compression techniques can yield high compression
ratio thereby improving the efficiency of computing system [39].
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The general classification of compression algorithms is depicted above in
Fig. 2.1. The Huffman coding is an entropy coding invented by a person named
Huffman and it is now widely used as the backend of many hybrid compression
models [40, 41]. The Run Length Coding (RLE) replaces data with (L, V) pair. The
‘V’ represents the repeated value and ‘L’ is the count of repeated values [42]. The
Arithmetic Coding is based on the probabilistic occurrence of symbols and depicts a
message in some finite interval between 0 and 1 [43]. The predictive coding relies
on the prediction error based on the neighborhood pixels of the current pixel under
investigation [44, 45]. Lempel-Ziv–Welch (LZW) coding is called as dictionary
coding and is appropriate for encoding text. The LZW coding can be static or
dynamic and it depends on the application [46]. The LZW compression is used in
the GIF and TIFF image format. Ahmed et al. [47] proposed that, the Discrete
Cosine Transform (DCT) has a vital role in frequency domain transformation with
its applications in signal and image processing. The classical JPEG compression is
based on DCT transform The blocking effect of DCT was overcome by Discrete
Wavelet Transform (DWT), JPEG2000 uses DWT [48].

The fractal image compression was introduced by Barnsley [49, 50] and the
compressed image was represented by contractive transforms and functions. It relies
on the Collage theorem and is applicable for reconstruction of damaged images
[51]. The fundamental concept of Vector Quantization relies on the generation of
the codebook and the modifications of classical VQ gain its importance in medical
image compression [52, 53].
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The generic block diagram of the lossless compression is depicted in Fig. 2.2.
The first stage involves the removal of inter-pixel redundancy by the application of
the mathematical transform. The second stage involves the removal of coding
redundancy by entropy coding technique.

The decoder section performs the reverse operation for the image reconstruction.
The lossy compression involves three stages as depicted in Fig. 2.3; the coef-

ficients obtained from transform coding are quantized for the removal of
psycho-visual redundancy.

The key principle behind the data reduction is the removal of redundancy. The
image is a 2D array of pixels and mathematically compression is a process of
transforming 2D pixel cluster into statistically uncorrelated data for transmission. In
the receiver side, the compressed image is reconstructed for the original image. The
basic characteristics of most images are that adjacent pixels are correlated and

Fig. 2.2 Block diagram of lossless compression

Fig. 2.3 Block diagram of lossy compression
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redundant information exists. The two basic components of compression are
redundancy and irrelevant data. Redundancy minimization aims at removal of
duplication from the signal source (Image or Video).

In the perspective of digital image compression, three types of redundancy exist;
coding redundancy, inter-pixel redundancy, and psycho-visual redundancy. The
data compression objective is to remove or eliminate one or more of the redun-
dancy. The inter-pixel dependency relies on the statistical relationship between
pixels, especially between neighboring pixels. The inter-pixel redundancy also
occurs between the images, when the co-relation represents the structural or geo-
metrical relationship between the objects in the image. Consider two images in
Fig. 2.4 as below. The histogram of the two images looks similar, but the structure
and geometry of the objects in the image are different. The variable length coding
can be employed for minimizing the coding redundancy; however, it cannot alter
the correlation between the pixels within the images.

The autocorrelation is determined as follows

f1 x; yð Þ�f2 x; yð Þ ¼ 1
PQ

XM�1

m¼0

XN�1

n¼0

f � m; nð Þh xþm; yþ nð Þ

where

f1 x; yð Þ and f2 x; yð Þ are the two functions whose auto co-relation coefficient to be
computed,
f � denote the complex conjugate of f.

The normalized form of the above equation is as follows

c Dnð Þ ¼ A Dnð Þ
A Oð Þ

where,

A Dnð Þ ¼ 1
N � Dn

XN�1�Dn

y¼0

f x; yð Þf x; yþDnð Þ

Fig. 2.4 Images representing interpixel redundancy
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The scaling factor in the equation accounts for varying number of sum terms that
arise for each integer value of Dn. The value Dn must be strictly less than N. The
dramatic difference between the shapes of the functions can easily be identified in
their respective plots of Dn versus c. The histogram gives the pixels gray level
profile and the entropy coding technique does not minimize correlation between the
pixels in the image. The interpixel correlation can be determined from the auto-
correlation plot. The interpixel redundancy exists, since the objects are regularly
and closely arranged. For the minimization of interpixel redundancy, the image is
transformed into an efficient format.

The technique of removal of the interpixel redundancy by transformation is
called mapping. The mapping is said to be reversible if the original image is
obtained from the transformed dataset.

The histogram gives the gray level profile of the image. It specifies the number
of pixels in each gray value. Each gray value is represented by using a constant
number of bits say 8 bits. For an image of size p� q, number of bits of memory
required to store the image is p� q� 8.

The average number of bits required to represent mth gray value is as follows.

nb avgð Þ ¼
XL�1

m¼0

b gmð Þp gmð Þ

where b gmð Þ represents number of bits needed to represent mth gray level, p(gm)
represents the probability associated with the mth gray level.

If we represent the image using k-bits, then b gmð Þ ¼ k bits (since sum of
p gmð Þ ¼ 1Þ. The average word length needed to represent an image can be mini-
mized, if the gray levels of the image are represented using varying number of bits
based on the probability associated with the gray levels. The variable length coding
was found to efficient than fixed length coding, since it requires a less average
number of bits for representation. The low number of bits are used to represents the
gray levels whose probability is high and high number of bits are used to represent
the gray levels whose probability is low. The variable length coding is employed to
minimize the coding redundancy.

The psycho-visual redundancy refers to those features that have relatively less
importance in visual processing. This redundancy can be eliminated without sig-
nificantly degenerating the quality of the image. When an image is perceived, the
notable features like edges, texture, and color will be distinguished. The above-said
features are coupled into recognizable grouping, the brain then correlates these
features with the prior knowledge for image interpretation. It is associated with the
real or quantifiable information and this information can be removed since it is not
needed for visual processing. The elimination of psycho-visual redundancy is ter-
med as quantization and it is an irreversible process. Figure 2.5a depicts an image
with 256 possible gray levels of 8-bit image and Fig. 2.5b depicts the same image
after uniform quantization of 1 bit or 128 possible gray levels.
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The two images look identical to a human observer, however, quantization is
performed on the second figure. The above same thing can be done by bit plane
slicing; each pixel of the image was represented by 8-bit planes.

2.2.3 Vector Quantization Scheme

The vector quantizer is termed as a system which maps a sequence of continuous or
discrete vectors into a digital sequence appropriate for communication over a
channel. The vector quantization initially finds its role in speech processing.

Mathematically, the process of vector quantization comprises of two mappings;
encoding and decoding. The encoding ðaÞ is termed as process in which each input
vector X ¼ X0;X1; . . .Xk�1ð Þ of the channel is assigned with a channel symbol a xð Þ
and decoding bð Þ is termed as process in which encoded sample gives a repro-
duction value. The basic block diagram of data compression by vector quantization
is depicted below in Fig. 2.6.

Fig. 2.5 Images depicting the psycho-visual redundancy

Fig. 2.6 Data compression using vector quantization
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Vector quantization is an effective and simple technique for data compression.
The VQ was found to be efficient in pattern recognition, image compression, and
speech recognition. In the perspective of image compression, the image is subdi-
vided into several vector blocks and the codewords from the codebook are used to
map each vector. Compared with the scalar quantization, the vector quantization
allows fractional rates in bits per sample.

The squared error distortion measure is widely used in vector quantization and it
is expressed as follows.

d x; x̂ð Þ ¼ x� x̂k k2¼
Xk�1

i¼0

xi � x̂Jð Þ2

The Quantization Error (QE) is represented by D(x, q(x)), where D is the distance
vector.

The mean quantization error (MQE) is defined as follows

MQE ¼ 1
Nn

XNn

i¼1

d Xn; q Xnð Þð Þ

where Nn is the number of elements in the input datasets.
For distortion measures, many metrics are there, however, squared Euclidean

distance is widely used.

D X;X 0ð Þ ¼
Xk
i¼1

Xi � X 0
i

� �2

The mean quantization error is also called as squared root of MSE (Root mean
square error (RMSE)). In some cases, Normalized mean square error (NMSE) is
used. NMSE is defined as the MSE divided by the MSE from the codebook of a
codeword placed at the centroid of the entire dataset.

NMSE ¼ MSE
1
Nn

PNn
i¼1 D Xi � Cð Þ

The quantizer is said to be optimum when a higher MQE is obtained for each other
quantizer with a same number of codewords.

Mathematically q* is optimum if, for each other q.

D q�ð Þ�D qð Þ

The two conditions usually employed for the optimum quantizer design are Nearest
Neighbor Condition (NNC) and Centroid condition (CC). The NNC is a process of
assigning to each input vector the nearest code word.
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The input dataset is expressed as follows.

Ii ¼ x 2 X;D x; yj
� ��D x; yj

� �
; j ¼ 1; 2; . . .;Nc; j 6¼ 1

� �
i ¼ 1; 2; 3; . . .Nc

The set Ii constitute a partition of the input dataset termed as Voronoi partition. The
three stages in image compression using vector quantization are codebook gener-
ation, encoding and decoding. The foremost step is the code book generation;
images are split into n dimension training vectors and each vector is encoded by the
index of codeword by table lookup method. The process of encoding and decoding
of an image by vector quantization is depicted in Fig. 2.7.

For example, consider an image f(x, y) comprising of 16-pixel values. The image
is split into four sub-blocks of size 2� 2. A typical codebook comprising of code
words with the index is depicted here. The next step is the mapping of vectors using
the index from the codebook.

The above example comprises of four vectors X1;X2;X3;X4ð Þ. The vectors
X1 7; 9; 15; 9ð Þ is mapped to 7th code word of the codebook. Similarly the vector
X2 7; 10; 14; 6ð Þ is mapped to the 9th code word, X3 10; 37; 60; 20ð Þ is mapped to the
9th code word, X4 22; 55; 14; 75ð Þ is mapped to the 10th codeword. The vital feature
of vector quantization is that for efficient codebook generation, distortion between
original image and reconstructed image should be minimized. The computation
time involved in the generation of codebook is high; the widely used technique for
the codebook generation is Generalized Lloyd algorithm (GLA) which is also called
Linde Buzo Gray (LBG) algorithm. The codebook is created by clustering tech-
nique and euclidean distance is the widely used distortion criterion. The minimum
distortion indicates smallest euclidean distance between the input vector and the
reconstructed vector. The code vector with smallest distortion is stored or trans-
mitted through the communication channel. In the decoding section, the index of
the codeword vector is searched in the codebook for the image reconstruction.

Fig. 2.7 Encoding and decoding process by VQ
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2.2.4 Linde Buzo Gray Algorithm

Linde et al. put forward Generalized Lloyd algorithm (GLA) which is also termed
as Linde Buzo Gray (LBG) algorithm. A mapping function is used to partition
training vectors into C clusters.

The mapping function is defined as follows

Fn ! CB

Let X ¼ x1; x; . . . xnð Þ be a training vector and D x; yð Þ represents the euclidean
distance between any two vectors.

The steps in LBG algorithm for the codebook generation are represented as
follows.

Step 1: The initial codebook CB0ð Þ is generated randomly.
Step 2: i ¼ 0
Step 3: For each training vectors, the following steps are performed

Determine the euclidean distance between the training vector and the
codeword in CBi

The euclidean distance is expressed as follows

D x; cð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXk
t¼1

xt � ctð Þ2
vuut

Track the closest codeword among CBi

Step 4: Split the codebook into N cells
Step 5: Determine the centroid of each cell to determine the new codebook

CBiþ 1

Step 6: Determine the average distortion for CBiþ 1

Step 7: This iterative procedure terminates, when the distortion value change is
small enough for the last iteration, otherwise i ¼ iþ 1 and go to step 3.

Consider an example that comprises of five training vectors, N = 3 be the total
number of the codewords in the codebook. The initial codebook ðCB0Þ is generated
randomly and is depicted in Table 2.1. The distance between the training vectors
and codewords among CB0 is computed. The training vectors that have the similar
closest codeword are partitioned into the same cell. The vectors X1 and X4 have the
closest codeword C3. The centroid of the two vectors is the 3rd code word of new
generated codebook CB1ð Þ. The above procedure is repeated until the convergence
of codebook occurs. The computation of euclidean distance by Generalized Lloyd
algorithm for the determination of codebook is depicted in Table 2.2. The bold
values in the Table 2.2 represents the minimum value of euclidean distance.

The C1, C2, C3 represents the Euclidean distance computed from the training
vectors and codebooks are depicted in Table 2.3.
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Linde et al. extended Lloyd’s results from mono to n-dimensional cases and the
algorithm is termed as Generalized Lloyd algorithm (GLA). The block diagram of the
LBG algorithm is depicted in Fig. 2.8. It comprises of two main stages; codebook
initialization and optimization. The codebook initialization can be random or by
splitting procedure and the generation of optimum codebook is depicted in Fig. 2.9.

In the Fig. 2.9, m represents the iterative number, fm is the mth codebook and dm
represents the quantization error (MQE). The term ‘e’ represents the precision of the

optimization process. If dm�1�dm
dm

� �
\e: then the code book optimization process

terminates.

Table 2.1 Example depicting five training vectors

Xi x1 x2 x3 x4
X1 240 190 21 154

X2 212 76 123 36

X3 10 219 108 232

X4 160 108 155 41

X5 109 52 19 247

Table 2.2 Example depicting GLA algorithm for the computation of codebook

i X Nearest codeword C1 C2 C3 CBi

0 X1 C3 247.89 220.41 215.61 CB0

X2 C2 270.69 99.64 126.83

X3 C1 168.63 350.58 254.55

X4 C3 223.27 171.39 87.93
X5 C1 195.70 255.58 282.29

1 X1 C3 211.42 131.747 3 CB1

X2 C2 268.35 68.922 197.74

X3 C1 106.96 266.613 259.682

X4 C2 242.60 82.591 211.655

X5 C1 107.4 223.534 212.859

2 X1 C3 211.42 195.21 102.65 CB2

X2 C2 268.35 0 103.38

X3 C1 106.96 316.06 245.42

X4 C2 242.60 69.115 106.80

X5 C1 107.4 257.91 212.72

Table 2.3 Example depicting the codebooks for the computation of euclidean distance

CBi CB0 CB1 CB2

C1 32 177 143 210 59.5 136 63.5 240 59.5 136 63.5 240

C2 196 16 46 24 212 76 123 36 206 125.3 99.6 77.6

C3 180 130 212 101 203 150 88 98.5 241 192 21 156
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2.2.5 Bat Optimization Algorithm

Yang [54] proposed the meta-heuristic bat algorithm based on echolocation of bats.
The echolocation principle was used to detect prey and obstacle avoidance. The
minimum parameters requirement is the key feature of bat optimization algorithm.
The bat optimization was found to be efficient in a wide range of applications;
image processing [55], Scheduling problems [56], data mining [57], and global
optimization [58].

The bat optimization is based on the following three rules.

i. The loudness changes from the maximum value (Amax) to the minimum value
(Amin).

ii. The bats use echolocation to sense distance.
iii. The bats can automatically adjust the wavelength of the emitted pulses.

The steps in bat optimization algorithm are summarized as follows

Step 1: Initialize the population of bats. The initial population is randomly
generated i ¼ 1; 2; . . .Nð Þ, where each solution has K dimensions. The
matrix representation of the solution is as follows

Y ¼
y1;1 y1;2 y1;3 � � � y1;K
y2;1 y2;2 y2;3 � � � y2;K
..
. ..

. ..
. . .

. ..
.

yN;1 yN;2 yN;3 � � � yN;K

2
6664

3
7775

Start

Random Initialization 
of Codebook 

Initialization by 
splitting

Codebook
Optimization 

Stop

Fig. 2.8 LBG codebook
optimization
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Step 2: Determine the new solution by the updation of position, velocity, and
frequency.
Frequency update

fi tþ 1ð Þ ¼ fmin þ fmax � fminð Þ * b

 

Start

Initial Codebook 

New partition estimation
 

Estimation of distortion
 

 

Final Codebook (fm) New codebook 
determination 

  

Stop

Fig. 2.9 Flowchart depicting codebook optimization
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where b is a random variable with uniform distribution [0, 1], and
fmin ¼ 0; fmax ¼ 2:
Distance update

Ui tþ 1ð Þ ¼ Ui tð Þþ Yi � Ybestð Þ � fi tþ 1ð Þ

Position Update

Yi tþ 1ð Þ ¼ Yi tð ÞþVi tþ 1ð Þ

Step 3: The current solution is improved as follows

Ynew ¼ ybest þ eLt if rand1 [Pt
i

yti otherwise

	

where rand1 is a random number in range [0, 1], e is a scaling factor in
the range [−1, 1], Lt ¼ Lti


 �
is the mean loudness of all bats, Pt

i is the
pulse rate function.
The pulse rate function is expressed as follows.

Pt
i ¼ P0

i 1� e�bt
� �

where b is a constant and P0
i is the initial pulse rate in the range [0, 1]

Step 4: The solution obtained in the above step is accepted based on the
expression below

yti; fitness yti
� �� �

¼ ynew; f ytnew
� �� �

; if rand2\Lti
� �

and f ytnew
� �

[ f yt�1
i

� �� �� �
yt�1
i ; f yt�1

i

� �� �
otherwise

(

where rand2 is uniform random number in range [0, 1].
The loudness function Lti

� �
is expressed as follows

Lti ¼ aLt�1
i

where a is a constant.
Step 5: The current best solution is recorded, the solution with highest objective

function value is considered
Step 6: The number of iterations will be predefined and the stopping criteria is

checked.
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2.2.6 Bat-VQ Image Compression Algorithm

The steps of BAT-VQ compression are summarized here. The BAT optimization
was incorporated in VQ for the efficient codebook design. The less parameter
tuning makes it an attractive choice for selection in this work for medical image
compression

Step 1: Initialize the parameters of the bat optimization algorithm and choose the
size of the codebook. Each codebook is assumed as a bat.

Step 2: Determine the fitness of all codebooks and the codebook with the best
fitness is set as ybest.

Step 3: The codebooks are zoomed towards ybest by the adjustment of frequency,
velocity and position.

Step 4: The codebooks are moved around the ybest, when the generated random
number (step size for random walk) is greater than the pulse rate (P).

Step 5: A new codebook is chosen by random number selection and when the
random number is greater than loudness and the newly selected code-
book fitness is better than the previous codebook, the new one is
considered.

Steps 6: The bats are ranked and determine the current best ybest.
Steps 7: The steps (2)–(6) are repeated until a stopping criterion is reached.

2.3 Results and Discussion

The algorithms have been developed in Matlab 2010a and tested on real-time
medical images. The system specifications are as follows; Intel Core i3 processor of
3.30 GHz with 4 GB RAM. The analysis of algorithms has been carried out on four
DICOM abdomen data sets. The results of the typical image from each dataset are
depicted here. The proposed BAT-VQ algorithm results are compared with classical
LBG-VQ, Contextual Vector Quantization (CVQ) and Classical JPEG techniques.
The efficiency of bat optimization for the codebook design was proved in [13],
superior results were produced when compared with LBG-VQ coupled with opti-
mization techniques like Particle Swarm Optimization (PSO), Quantum Particle
Swarm Optimization (QPSO), Honey Bee Mating Optimization (HBMO), and
Firefly algorithm. For the evaluation of compression algorithms, performance
metrics like Peak to Signal Noise Ratio (PSNR), Mean Square Error (MSE) and
Compression Ratio (CR) are used. The reconstructed image quality was also val-
idated in terms of picture quality metrics like Structural Content (SC), Normalized
Cross Correlation (NCC). The proposed BAT-VQ compression scheme was com-
pared with the classical vector quantization using LBG [59], Contextual Vector
Quantization (CVQ) [60], JPEG lossy scheme [61].

2 Bat Optimization Based Vector Quantization Algorithm … 45



The parameters of BAT optimization algorithm incorporated in the VQ for
codebook design are as follows; BAT population = 20, Maximum iteration = 50,
Loudness of BAT = 0.2, Pulse rate = 0.2. The codebook size of 16 is used for the
analysis of all the data sets. In CVQ scheme, region growing algorithm was used to
separate foreground and background. The foreground region was encoded using
high bit rate since it comprises of vital information (Contextual region). The
background region was encoded using low bit rate. The foreground and background
regions are encoded by separate codebooks and the merged codebook is trans-
mitted. The receiver side decodes the codebooks and reconstruction of the image
take place. In this work for CVQ, the foreground ground and background codebook
size were chosen 16 and 8 respectively for all datasets.

Compression ratio is defined as the ratio between uncompressed image file size
and compressed image file size.

CR ¼ SUC
SC

where SUC represents the file size of input image and SC represents the file size of
the compressed image.

The PSNR and MSE are expressed as follows

MSE ¼ 1
N

XM
x¼1

XN
y¼1

I x; yð Þ � Î x; yð Þ� �2

PSNR ¼ 10 log
2552

MSE

The I x; yð Þ represents the pixel value of input image and Î x; yð Þ represents the pixel
value of reconstructed image.

The PSNR is used to determine the quality of the reconstructed image in
compression. A higher value of PSNR and lower value of MSE indicates the
efficiency of the compression algorithm. The Normalized Cross Correlation
(NCC) measures the resemblance between two digital images. The ideal value of
correlation measure is 1, which indicates the perfect matching of two images. The
quality of the reconstructed image is good as the value of NCC approaches 1.

NCC ¼
PM

x¼1

PN
y¼1 I x; yð ÞÎ x; yð ÞPM

x¼1

PN
y¼1 I x; yð Þ2

The PSNR and MSE plot of compression schemes are represented in Figs. 2.10 and
2.11.

The PSNR, MSE, NCC and SC plot reveals that BAT-VQ is better than classical
VQ based on LBG, CVQ, and JPEG lossy techniques. The Structural Content
(SC) is also termed as Structural Correlation and it also measures the degree of
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closeness between two images. If the value of SC is spread at 1, the quality of the
reconstructed image is good. A higher value of SC indicates the poor quality of the
reconstructed image.

SC ¼
PM

x¼1

PN
y¼1 I x; yð Þ2PM

x¼1

PN
y¼1 Î x; yð Þ2

The NCC and SC plot of compression schemes are represented in Figs. 2.12 and
2.13.

The performance table of CVQ and BAT-VQ shows that in terms of elapsed
time, BAT-VQ is superior. The compression ratio of BAT-VQ is less when com-
pared with the CVQ approach. The performance of the CVQ is represented in
Table 2.4.
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BAT-VQ CVQ VQ JPEG Lossy

Fig. 2.10 PSNR plot of compression schemes
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Fig. 2.11 MSE plot of compression schemes
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Fig. 2.12 NCC plot of compression schemes
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Fig. 2.13 SC plot of compression schemes

Table 2.4 Contextual vector quantization compression performance

Dataset CB Suc SC CR Space
saving

bpp Elapsed
time (s)

ID1 16 557,056.00 92,033.25 6.05 0.83 7 70.261368

ID2 16 2,228,224.00 445,991.00 5.00 0.80 7 325.560597

ID3 16 557,056.00 95,636.25 5.82 0.83 7 56.253661

ID4 16 2,228,224.00 351,068.75 6.35 0.84 7 845.045550
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The performance of the BAT-VQ compression is represented in Table 2.5. The
reconstructed image quality plays a vital role, hence BAT-VQ is considered as an
efficient technique because the metrics like PSNR, MSE, NCC, and SC reflects the
image quality.

The optimized codebook values by BAT optimization algorithm is depicted in
Table 2.6. The bits per pixel (bpp) represents the average number of bits required to
encode each pixel in the image. For a grayscale image, bpp = 8 and for a color
image, it relies on the color model. In the scenario of image compression, bpp is
defined as the ratio of the size of compressed file to the number of pixels in the
image. The BAT-VQ has low bpp when compared with CVQ indicating the pro-
ficiency of the proposed compression technique.

The fitness function plot of bat optimization for the datasets ID1–ID4 are
depicted in Fig. 2.14. The maximum number of iteration was set to 50 and a
codebook size of 16 was used. The proposed BAT-VQ algorithm in this work was
compared with CVQ, Classical VQ, and JPEG lossy techniques. The classical VQ
algorithm cannot ensure that the resultant codebook will be optimum. In CVQ, the

Table 2.5 BAT-vector quantization compression performance

Dataset CB Suc SC CR Space
saving

bpp Elapsed
time

ID1 16 557,056.00 163,840.00 3.40 0.71 5.00 2.660046

ID2 16 2,228,224.00 655,360.00 3.40 0.71 5.00 5.037085

ID3 16 557,056.00 163,840.00 3.40 0.71 5.00 2.647725

ID4 16 2,228,224.00 655,360.00 3.40 0.71 5.00 5.452841

Table 2.6 Optimized
codebook values of BAT
optimization algorithm

Index ID1 ID2 ID3 ID4

1 0.0000 0.5671 0.2064 0.7070

2 0.1937 0.2933 0.3629 0.9997

3 0.6494 0.8284 0.5332 0.5184

4 0.2417 0.8762 0.4250 0.0675

5 0.9995 0.0574 0.1267 0.8395

6 0.1569 0.3914 0.2702 0.2509

7 0.0902 0.4881 0.0000 0.3135

8 0.5643 0.6837 0.8736 0.3992

9 0.7700 0.4442 0.6434 0.7870

10 0.0264 0.9992 0.4862 0.7394

11 0.2885 0.4739 0.0284 0.6098

12 0.3479 0.0000 0.9980 0.1245

13 0.4411 0.2188 0.0540 0.4597

14 0.7399 0.3659 0.0892 0.1866

15 0.8684 0.1020 0.5779 0.0000

16 0.1032 0.7336 0.1715 0.6605
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codebook size has to be properly tuned for the foreground and background.
Initially, the performance was analyzed by classical metrics like PSNR and MSE.
The SC and NCC picture quality metrics also reveals the efficiency of the proposed
BAT-VQ approach. The algorithm was found to yield efficient results for all images
in for data sets. The results of typical images from each dataset are depicted here.
The parameter tuning will be crucial in many optimization algorithms; however, the
bat optimization needs only less number of parameters to be tuned and kept con-
stant for all datasets. The computation time has also to be considered for real-time
applications and hence the proposed BAT-VQ was found to be proficient. The
computation time changes for each dataset since the uncompressed image file size is
different. The BAT-VQ compression scheme can be employed for real-time data
transfer for telemedicine applications and can be efficiently implemented in hard-
ware. In the BAT-VQ algorithm, the codebook size was manually set to 16. In
future, the optimization algorithm can be employed for choosing the appropriate
size of the codebook. The performance analysis reveals that BAT optimization was
found to be efficient in the codebook design for VQ algorithm. The promising
results are obtained for compression of medical images, when compared with the
CVQ, Classical VQ and JPEG lossy algorithms. The BAT-VQ compression results
are depicted in Fig. 2.15.

Fig. 2.14 BAT optimization algorithm performance for the datasets (ID1, ID2, ID3, and ID4)

50 A. L. Fred et al.



2.4 Conclusion

In this work, BAT-VQ compression method is proposed and experimental analysis
was done for the compression of abdomen CT images. The key idea is the incor-
poration of BAT optimization in the codebook design for VQ algorithm. The
BAT-VQ compression scheme generates efficient results in comparison with clas-
sical VQ, CVQ, and JPEG lossy techniques. The compression ratio of BAT-VQ

Fig. 2.15 BAT-VQ compression results; first column represents the input image, second column
represents the compressed image and the third column represents the decompressed image
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was less when compared with CVQ, however, in terms of picture quality metrics
like PSNR, MSE, NCC, and SC, the BAT-VQ outperforms other compression
techniques. The reconstructed image quality is vital since medical images play
important role in disease diagnosis and hence BAT-VQ compression scheme is a
good choice for telemedicine applications.
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Chapter 3
An Assertive Framework for Automatic
Tamil Sign Language Recognition
System Using Computational
Intelligence

M. Krishnaveni, P. Subashini and T. T. Dhivyaprabha

Abstract The sign language that comprises of various sign patterns is an effective
communication medium to convey message, disseminate knowledge and transfer
ideas among the deaf people. Understanding of such sign signals and positive
responses for the benefit deaf people using intelligent machine learning strategy is
essential in the technological era. The objective of this chapter to addresses an
optimized Automatic Tamil Sign Language Recognition (ATSLR) framework with
natural inspired computing paradigm employing image processing technique for
recognition of TSL patterns in computer vision application. The algorithm has been
validated with local regional signs of Tamil Language. Algorithm aftermaths and
comparison analysis in the context of state-of-art methods reveals the effectiveness
of the proposed method. The real time Tamil Sign Language (TSL) images have
taken for experimentation include 12 vowels, 1 Aayutha Ezhuthu and 18 conso-
nants representation from 110 different signers and the experimental outcomes
demonstrated its effectiveness.
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3.1 Introduction

Sign language (SL) communication is considered as the most prominent skill for
deaf as well as the hearing impaired people. SL has finite set of well-structured
gesture codes, which are usually used for sharing information among such com-
munities. With development of technologies and machine learning techniques,
various SL recognition tools have been developed over recent past. Many SL
include British sign language, American sign language, Japanese sign language,
Chinese sign language, Indian sign language. Various methods employ SL in order
to convert them into voice or text for learning applications. One of such common
language in India is Tamil language which is also necessary to study in an effective
manner to improve the communication skill of the Tamil SL. Many SL include
British Sign Language (BSL), American Sign Language (ASL), Japanese Sign
Language (JSL), Chinese Sign Language (CSL) and so on. Various methods
employ SL in order to convert them into voice or text for learning applications. One
of such common language in India is Tamil language which is also necessary to
study in an effective manner to improve the communication skill of the Tamil SL.
Indian Sign Language (ISL) based recognition tool is a broad research field,
because, there are totally 22 languages such as Hindi, Tamil, Bengali, Devnagiri,
Marathi, Telugu, etc. considered as official languages in India. For the past two
decades, ISL based research works are continuously evolved, but very few con-
tributions have been done so far in the area of Tamil Sign Language. Tamil is an
ancient language and also, it is a regional language in Tamil Nadu state, India. It is
used by most of the people in the country.

A study on a statistical report of physically challenged children, during the past
decade, reveals that there is a steady increase in the number of neonates born with
defect of hearing impairment in Tamil Nadu. Indian Sign Language (ISL) has a
broad spectrum that covers diverse sort of regional languages, signs and commu-
nication approach. A statistical profile for disabled person in 2016 report given by
Government of India showed that as per the census 2011, In India, out of 121 crore
people, 2.68 crore people are disabled. Among these, 19% people have hearing
impairment. A study carried out by a medical team of the Madras ENT Research
Foundation (MERF) reported that 6 out of every 1000 children are profound to be
severe deafness. It is three times higher than national average and six times higher
than international average of deaf community. Medical science stated that the brain
development of every child is strongly builds in the early age of 0–5 years. During
this preliminary stage, child can easily acquire knowledge, infer thoughts, observe
ideas and learn language and skills. Henceforth, dissemination of sign language is
needful to develop the linguistic skills of hearing impaired people. Automated
computational systems were developed to recognize gestures posted by humans
through the implementation of image processing and computer vision applications,
such as, clipping and boundary tracing, finger tip detection, handshapes and
movements, contour recognition and contour matching. But, the limitations iden-
tified in the non-selection of generalization and comprehensibility in feature
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extraction, feature analysis and selection, learning rules and recognition in the
computational model leads to deliver poor performance. Despite potential
improvements, many research challenges are still exist which are necessary to
explore. In this work, an optimized sign language recognition model is developed
using computational intelligence techniques for noise removal, edge detection,
classification and recognition in which the goal is to motivate the regional based
hearing impaired people.

In this research a novel computational intelligence based ATSLR framework is
proposed. Digital image processing techniques are employed to recognize TSL
characters using nature inspired computing paradigm which is tremendously
enhanced the performance efficiency of the conventional system. This
computer-based assistive technology offer system which is greatly beneficial to the
hearing impaired to correct, enable, maintain and communicate with the normal
people and improved the functional capabilities of individuals with disabilities. The
main contributions of this chapter are:

1. An Efficient Removal of Impulse Noise from Tamil Sign Language Digital
Images using PSO and SFO Based Weighted Median Filter will be explained in
the preprocessing phase.

2. A development of an optimized edge detector that increases the localization
accuracy of edge detection by introducing a hybrid optimization technique to
find optimal threshold values based on the combination of PSO with cellular
organism inspired from fibroblast will be demonstrated as the next phase.

3. Region-based analysis on both boundary and interior pixels of an image done to
extract the structural features of the sign in the digital images will be explored in
the third segment.

4. In classification phase, the inaccuracy in classifying the Tamil Sign Language
digital images will be clearly addressed by evident experimentation using neural
networks and optimization techniques and

5. The patterns identified are categorized into distinct class labels using SOM
network, where the recognition accuracy of conventional SOM is improved,
using computational methods illustrated through experimental evaluation.

3.2 Literature Survey

To overcome the communication barrier between hearing impaired and normal
hearing community, an automatic machine translation will be very useful. There are
various machine interpreter systems being developed to interpret sign language, but
some of the systems are especially developed to be used in particular domains such
as banking hall, weather forecasting and post offices. A complete and full fledge
system that interprets Tamil sign language is not yet developed and only little work
is carried out in this area. Detection of object from video file has several limitations
in the real time environment. For instance, hand skin colour is approximately
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formed as homogeneous representation of pixels and hence colour-based hand
detection is possible. But, object detection based on colour representation is not a
reliable approach. Because, detection of hands from the multiple modality sources
involve poor light, low resolution camera becomes a very tedious task and highly
non-reliable. Development of the hand detection model using statistical methods is
effective and but, it needs specific application training.

Singha and Das introduced Indian sign language recognition system, based on
Eigen value weighted Euclidean distance, for the recognition and classification of
Indian sign language images. The outcome of the results revealed that the proposed
method gives 97% classification accuracy than conventional method [1]. Ravikiran
et al. proposed a novel algorithm that improves the boundary detection and finger
tip detection for recognition of American Sign Language (ASL) alphabet. It gives
better results for the recognition of ASL letters in computer vision application [2].
Jadhav et al. implemented a contour matching algorithm for recognition of alphabet
representing Devnagari Sign Language. The results demonstrated that the proposed
system achieved good performance on the evaluation of both static and dynamic
sign hand gestures [3]. Pathak et al. developed a Marathi sign language recognition
system to translate the sign hand gestures into the corresponding textual and vocal
format using cost-effective sign language interpreter. The proposed work gives
better performance in the recognition of sign language characters that can be used in
computer vision application [4]. Gao et al. proposed a Chinese sign language
recognition system based on self-organizing feature maps (SOFM) and Hidden
Markov models (HMM). The obtained results illustrated that the introduced method
achieved greater accuracy of 82.9% for word recognition of about 5113 sign
vocabulary and 86.3% for signer-independent continuous Sign Language
Recognition (SLR) [5]. Subha Rajam and Balakrishnan had implemented canny
edge detection method and Euclidean distance measure with binary-decimal con-
version algorithm for recognition of Tamil sign language alphabet which includes
12 Vowels, 18 Consonants and 1 Aayutha Ezhuthu [6].

Caridakis et al. proposed automatic sign language recognition architecture based
on novel classification scheme incorporating Self-organizing maps (SOMs),
Markov chains and Hidden Morkov Models (HMMs). Extracted hand shape fea-
tures such as area, fourier, moments and curvature were utilized to train HMM
classifier for recognition of sign images [7]. Krishnaveni et al. [8] proposed a hybrid
BackPropagation Neural network (BPN) with Particle Swarm Optimization
(PSO) algorithm for classification of Tamil Sign Language (TSL) digital images.
A number of features extracted from TSL images which include bounding box,
centroid, area, perimeter, equidistance, roundness, number of boundaries, angles
and distance are used to train the classification model. The proposed work was
evaluated and compared with other exiting classification techniques such as Support
Vector Machine (SVM) and Probabilistic Neural Network (PNN). The experimental
results revealed that the novel optimized classifier achieved 92% classification
accuracy rate than conventional methods. Lungociu introduced real time sign lan-
guage recognition system using Artificial Neural Networks (ANN). Non-manual
features such as body position, facial expression and gloves wear hand shape
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extracted from English alphabet images were utilized for verification and validating
the recognition model and it attained 80% character recognition accuracy [9]. Lang
developed a framework for sign language recognition using Kinect platform.
Manual feature involves hand shape, palm orientation, location and movement
extracted from American Sign Language digital images used for training and testing
the recognition system based on Hidden Markov Model [HMM] and compared with
K-means algorithm. The examined results demonstrated that the proposed work
gives 97.7% recognition accuracy than K-means algorithm [10]. Taunk et al.
introduced Feed forward neural network classifier for static gesture recognition of
Devnagari Sign Language (DSL) image dataset. Feature extraction involves area of
hand region, correlation, solidity, mean, entropy, maximum area of cropped region
and energy utilized to train the classification model and the evaluation results show
60% recognition accuracy of DSL [11]. Khanduja et al. proposed a hybrid approach
integrating the structural features of the character image and a mathematical curve
fitting model to find the optimal feature vector space. Neural network classifier was
constructed, using the fittest features for recognition of Devnagari scripts, and the
novel algorithm gives average recognition accuracy of 93.4% [12].

Survey was also carried out in image processing domain where optimization
technique is applied for effective performance. Lee proposed geometric optimiza-
tion algorithm to optimize 2D and 3D pose estimation for object recognition and
classification in computer vision. The experimental study reveals that the geometric
optimization method is utilized to design computer vision algorithms that resolve
complex problems effectively [13]. Dasgupta et al. developed dictionary tool for
multilingual multimedia Indian Sign Language. It was utilized to association of
signs based on given text. The system constructed the phonological annotation of
Indian signs based on HamNoSys structure. The manually generated HamNoSys
string was given as input to develop avatar module in order to produce an animated
sign representation [14]. Johnson developed swedish sign language recognition
system based on visual information. It focused on the segmentation of hand portion
of visual processing area with complex backgrounds as well as poor light condi-
tions. The skin colour model was constructed to extract features which were applied
to recognize the gesture movement with highest accuracy [15].

3.3 Proposed Methodology

One of the desired properties of the system is that, the work belongs to signer
independent. The design and development of proposed system has emphasized on
the extraction and recognition of patterns from signer irrespective of the signers
involved in the machine vision application. Figure 3.1 depicts the methodology for
the ATSLR system. A framework of Tamil Sign Language recognition system
using computational intelligence techniques is proposed based on the vision based
technology which is greatly beneficial for the deaf people towards new e-services.
The hand shape data are gathered from different volunteers rather than just a single
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signer. The real time Tamil Sign Language hand images which includes 12 vowels,
1 Aayutha Ezhuthu and 18 consonants are taken from 10 different people. Totally,
130 images for vowels and 180 images for consonants are used [6]. Figures 3.2 and
3.3 illustrates the few sample images of the TSL hand gesture images from the
database.

3.3.1 Preprocessing

Pre-processing of input information or signals helps to extract relevant sets of
features by suppressing or removing the superfluous contents or noise from the
original input space. A review on significant literature works stated that noise
introduced into digital images during image acquisition and transmission are gen-
erally impulse noise. Images are frequently corrupted with impulse noise due to
errors generated in sensors and communication channels. The impulse noise should
be eliminated to improve the visual quality of images for further analysis such
as edge detection, image segmentation, object detection and recognition [16].

Fig. 3.1 Steps involved in ATSLR framework
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In this work, the digital images of TSL dataset are corrupted with impulse noise that
is reduced at the maximum by using different variants of median filtering tech-
niques which are analyzed and compared with proposed PSO developed on
Optimized Weighted Median Filter (OWMF) method. The characteristics of stan-
dard benchmark functions are generally categorized into unimodal or multimodal,
continuous or discontinuous, differentiable or non-differentiable, separable or
non-separable and scalable or non-scalable [17]. A study on the benchmark test
function states that the properties of sphere, rotated ellipse2 and schwefel are well
suited with univariate characteristic of TSL dataset. Therefore, PSO integrates with
OWMF is evaluated with aforementioned standard benchmark functions to achieve
better results. The primary objective of the proposed preprocessing method is the
selection of weights for the median filter technique which is considered to be a
non-linear optimization problem in image localization. PSO algorithm of
Nature-inspired computing is implemented to optimize the median weights which
are generated in the weighted matrix. Then, the process of convolution of weights is
associated with the pixels filters where impulse noise is removed without loss of
lines and edges present in the original image. Therefore, an extensive loss of image
is reduced without reducing the image fine details using optimized Weighted
Median Filter (OWMF). For the improvisation of the obtained results, a newly
developed Synergistic Fibroblast Optimization (SFO) algorithm is also applied on
the adopted filtering techniques to remove dense noise, especially in digital images
(i.e., TSL). SFO is a bio-inspired computing algorithm, which has been developed
by the inspiration obtained from the intellectual behaviour of fibroblast cell in the
dermal wound healing process [18]. The improvisation is obtained and the obtained
results also confirms that SFO based weighted median filtering technique produces
promising results than conventional PSO based WMF.

The highest PSNR and lowest MAE values across a wide range of noise den-
sities including the visual clarity shows the significance of the developed prepro-
cessing algorithm. Experimental results are validated for its potential elimination of
corrupted noise along with preserving the fine details of the image. The conceptual

Fig. 3.2 Manually generated Tamil vowels dataset (12 Uyir and 1 Aayutha Ezhuthukal)

Fig. 3.3 Manually generated Tamil consonants sign language dataset
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descriptions of conventional filters are beyond the scope of this chapter.
Experiments are conducted by using four filter approaches-median filter, adaptive
median filter, decision based median filter and PSO based weighted filter and the
performance has been examined in Fig. 3.4.

3.3.2 Optimization Algorithms for Noise Removal

The PSO optimization based weighted median filtering technique optimizes the
weights given in the weighted matrix, in order to retrieve the high quality filtered
image using standard benchmark functions. PSO is a swarm intelligence algorithm
used for optimizing the distributed weights Wij, randomly generated in a weighted
median filter technique [4].

Algorithmic steps: Optimized WMF filter using PSO
Step 1: A sign language input image I (u, v) for removing the impulse noise

contains in it.
Step 2: A population of weighted particles says p, of size m (0 � m � 1) are

generated and initialized with random position xp and velocity vp.
Step 3: For each particle, evaluate the objective (fitness) function using multiple

benchmark functions such as Rotated Ellipse2, Schwefel and Sphere.
Step 4: Based on the evaluation of objective function (maxima or minima), an

individual best (Cognitive) pbest is chosen for each iteration.
Step 5: Suppose the current particle pi value is better than previous value pbesti−1,

set the current particle pi as the pbest value. Otherwise set previous value pbesti−1 as
individual best pbest.

Step 6: Particles in the neighborhood with the best success so far gbest are
identified and assigned to the index variable g.

Fig. 3.4 Subjective assessment of the standard filters (a) Tamil vowel signs, (b) original image,
(c) median filter, (d) adaptive median filter, (e) decision based median filter, (f) weighted median
filter
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Step 7: The velocity and position of a particle are updated at time t using the
following Eqs. 3.1 and 3.2: The parameters values are referred in [19].

V ðtþ 1Þ
ij ¼ x � Vij þðc1 � r1 � ðPbest � xpÞÞþ ðc2 � r2 � ðGbest � xpÞÞ ð3:1Þ

Xðtþ 1Þ
ij ¼ Xij þVij ð3:2Þ

where

Vij velocity of jth particle of ith iteration
Xij Position of jth particle of ith iteration
x inertia weight acts an external force, a particle moves in the problem space;

set (x = 0.4)
c1, c2 acceleration coefficients. It enables the convergence of Pbest and Gbest

particles in an stability condition; (c1 = c2 = 2.0)
r1, r2 range of random numbers falls within range of 0 and 1
Pbest Personal (individual) particle best p
Gbest Social (neighborhood) particle best g

Step 8: Repeat the steps 3–7 either for maximum number of iterations or criteria
(determination) is to be met.

Step 9: PSO based weight values are randomly generated for a weight matrix Wij

and assigned to individual pixels of an image.
Step 10: The 3 * 3 resultant vector matrix (weight values) of an input image are

sorted, and then a centroid element in a matrix are chosen as a median value which
applies to an original image for denoising process.

Fig. 3.5 Visual assessment of proposed OWMF using PSO
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Step 11: The filtered output image are obtained and used for further analysis.
Figure 3.5 portrays the subjective assessment of proposed OWMF using PSO
algorithm on TSL datasets.

Though the results based on PSO is significant, Synergistic Fibroblast
Optimization (SFO) algorithm is also implemented to select optimal weights for
weighted median in order to suppress the intensive noise that can improve the
quality of TSL images which are described below [20].

Step 1: Tamil Sign Language images are given as input data.
Step 2: Convert the original image into gray scale image.
Step 3: Initialization—A population of fibroblast cells (fi), i = {1,2,…,10} with

arbitrary generation of position (xi) = {1.0, 3.0, 8.0, 6.0, 2.0, 5.0, 7.0, 0.0, 9.0, 4.0}
and velocity (vi) = {0.7770004, 0.5985996, 0.61042523, 0.43213195, 0.30436742,
0.868674, 0.5339259, 0.44541568, 0.9589586, 3.2305717E−5}. The finite amount
of collagen deposition, say c, of size m are (0.0 � m � 1.0) are generated in the
extracellular matrix (ecm) and two parameters such as cell speed (s) = 15 lm h−1,
L = 10 and diffusion coefficient (q) = 0.5 are initialized.

Step 4: Fitness evaluation—Evaluate the individual cell with randomly chosen
collagen particles found in ecm using benchmark function such as rotated ellipse,
schwefel and sphere. The mathematical representations of test functions are given
below.

Rotated Ellipse function (Continuous, Differentiable, Non-Separable,
Non-Scalable, Unimodal)

f xð Þ ¼ 7x21 � 6
ffiffiffi
3

p
x1x2 þ 13x22 ð3:3Þ

Schwefel function (Continuous, Differentiable, Non-Separable, Scalable,
Unimodal)

f xð Þ ¼
XD
i¼1

x10i ð3:4Þ

Sphere function (Continuous, Differentiable, Separable, Scalable, Multimodal)

f xð Þ ¼
XD
i¼1

x2i ð3:5Þ

Step 5: Reorientation—The reorientation of cell are performed in the search
space to yield optimal (minima) solution based on the fittest collagen it choose.
Compare the previous value (cbesti−1)of the particle with the current particle (cbest)
value.
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if (cbest-1 < cbest)

set Cbest = cbest;

else

set Cbest. = cbest-1;

Step 6: Update the velocity and position of cell—The migration of a cell are
performed in the evolutionary region by updating the following Eqs. 3.6 and 3.7.

vi tþ 1ð Þ ¼ vi tð Þþ 1� qð Þc f i tð Þ; t� �þ q � f i t � sð Þ
f i t � sð Þk k ð3:6Þ

xi tþ 1ð Þ ¼ xi tð Þþ s � vi tþ 1ð Þ
vi tþ 1ð Þk k ð3:7Þ

Step 7: Remodeling—Synthesis of collagen (ci) can be performed in the
extracellular matrix.

Step 8: Repeat the steps from 3 to 8 until the maximum iterations have attained
10,000.

Step 9: Continuous evolution of swarm in the problem space—Synergistic
Fibroblast Optimization algorithm offer best solution (Cbest) after the fitness eval-
uation of 10,000 runs.

Step 10: The resultant fittest solutions (Cbest) are applied to weight matrix given
in weighted median filtering technique for removal of impulse noise present in TSL
image dataset.

Step 11: The final filtered images are obtained as output. Figure 3.6 and
Table 3.1 depict the comparison results of the Optimized Noise filter using PSO
and SFO.

Fig. 3.6 Comparison of OWMF using PSO and OWMF using SFO based on visual assessment
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3.3.3 Segmentation

Image segmentation is defined as the process of partitioning a digital image into
distinct segments for insight assessment and extraction of useful information from
it. In this phase, the objective is to propose a global optimization algorithm opti-
mized edge detection method to reduce the number of broken edges and to increase
the localization accuracy of edge detection in real time digital images. The goal was
successfully achieved by using PSO for optimal search of threshold values for the
canny edge detector algorithm. More accuracy in detecting the edge is attained by a
new variant of Cellular PSO algorithm which was inspired from the biological
phenomena of fibroblast organism for selection of optimal threshold [21]. The
objective and subjective results produced shows that the new proposed hybrid
optimization approach has performed better than the canny and conventional edge
detection algorithms. The experimental results reveal that the better results of
similarity index and Pearson Correlation Co-efficient metrics demonstrates the
visual quality of images [22].

Table 3.1 Comparison of OWMF using PSO and OWMF using SFO based on objective
assessment

Tamil
vowels 

PSO optimized WMF SFO optimized WMF

PSNR MSE MAE CORL PSNR MSE MAE CORL
63.76 0.10 0.07 0.993 70.33 0.11 0.08 0.9980

63.67 0.10 0.99 0.994 70.11 0.10 0.08 0.9981

63.52 0.11 0.07 0.995 69.75 0.11 0.09 0.9980

64.27 0.15 0.11 0.997 71.15 0.10 0.07 0.9986

63.86 0.16 0.12 0.996 70.32 0.10 0.08 0.9978

64.27 0.15 0.12 0.996 69.71 0.11 0.08 0.9975

63.30 0.17 0.12 0.997 67.09 0.13 0.11 0.9971

63.12 0.17 0.13 0.994 67.61 0.13 0.11 0.9981

63.73 0.16 0.12 0.997 70.42 0.11 0.08 0.9983

64.49 0.15 0.11 0.995 71.03 0.10 0.07 0.9975

63.10 0.17 0.14 0.997 69.21 0.12 0.09 0.9978

64.25 0.15 0.11 0.996 67.93 0.13 0.10 0.9976

62.74 0.18 0.15 0.993 68.14 0.12 0.10 0.9974
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3.3.3.1 Conventional Edge Detection Methods

Sobel Edge Detector

The Sobel operator is performed edge detection by measuring the intensity of the
two dimensional image using discrete differentiation operator. It is applied as mask
values in both x and y coordinates and the image details are combined into one
single metric [16].

Roberts Edge Detector

The Roberts edge detector is performed spatial gradients corresponds to the pixel of
digital images for edge detection. The process of masking is similar to Sobel
operator. It estimated absolute magnitude level of the spatial gradient at each pixel
values to represent the output image.

Sobel
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Prewitt Edge Detector

Prewitt operator calculates the magnitude and orientation of pixel values based on
the kernel with respect to the maximum response for edge detection. The set of
kernel values used in prewitt is extended up to 8 possible orientation. It is similar to
Roberts operator which is used the same convolution kernels [23].

Prewitt
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Canny Edge Detector

In this method, the output resultant is to identify slight linear features and the pixels
are associated with tracking of edges. The selection of best threshold is done with
introducing hysteresis thresholding method. The thickness of edges in the images
are varies with threshold and measuring fittest threshold is given as the argument
values. It is the most efficient method for removal of noise and it has the capability
to identify weak edges [24]. Henceforth, the operator is able to find best edge
detector. The discrete approximation of Gaussian value is taken as r = 1.4.
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The Sobel edge detector is implemented to choose the most approximate
absolute gradient magnitude level at every pixel with the convolution operation of
masking values (Gx and Gy).
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There are two threshold values are incorporated in canny operator. The high
threshold value is chosen as H and the low threshold value is taken as L. It tracks
the intensity values of pixels where pixel value is minimum than low threshold L is
discarded and pixel value is higher than high threshold H is preserved as edge
values. Similarly, the edge between L and H is also taken as continuous edges and
identifies the connected edges is considered as contours. Figure 3.7 depicts the
subjective results of the conventional edge detection methods.

Fig. 3.7 Visual assessment of the traditional edge detection operators
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3.3.3.2 A New Variant Motility Factor Based Cellular Particle Swarm
Optimization Algorithm for Improved Canny Edges

Cellular based PSO algorithm is applied to choose fittest threshold values which are
utilized for detection of edges present in the regional sign language digital images.
The range of threshold values are obtained from the measuring the histogram
representation of sign language dataset [4]. The algorithmic steps of CPSO based
canny detector is described below in algorithm 1.

Algorithm 1:
Step 1: Regional sign language digital images I (u,v) are given as input.
Step 2: Smoothing operation—Gaussian filter is implemented to remove noisy

elements present in digital images. The convolution process of kernel values are
performed with a core of Gaussian filters using variance of = 1.4 is shown in the
following Eq. (3.8) given below:

B ¼ 1
159

2 4 5 4 2; 4 9 12 9 4; 5 12 15 12 5;4 9 12 9 4;2 4 5 4 2;½ � ð3:8Þ

Step 3: Appropriate selection of gradients—Track the intensity values of pixels
which leads to the determination of gradients in the images. Gradient value of each
pixel is estimated using Sobel method [25]. The obtained gradients are applied in
the horizontal and vertical orientations of the smoothed image using the kernel
values denoted in Eqs. (3.9) and (3.10).

Gx ¼ �1 0 1; � 2 0 2; � 1 0� 1;½ � ð3:9Þ

Gy ¼ 1 2 1;0 0 0; � 1 � 2 � 1;½ � ð3:10Þ

where Gx and Gy are gradient values in the horizontal (x) and vertical (y) coordi-
nates of plane respectively.

The gradient magnitude values are calculated by measuring Euclidean distance
value integrates with the Pythagoras law given below (3.11).

Gj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q
ð3:11Þ

Step 4: Non-maximum suppression task—The blurred edges occurred in the
gradient images are converted into thick edges to preserve the local maxima and
degradation of other noisy pixels present in the digital image. It consists of the
following three steps:

• The gradient direction is smoothed to the nearby 45 which was respect to the 8
connected adjacent pixel values of the image.

• The gradient magnitude values of the current pixels are compared with the
gradient magnitude of the pixels found in both positive and the negative
direction of the smoothed image.
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• Suppose if the obtained gradient magnitude of the current pixel is high, then,
conserve the intensity value of the current pixel to identifies the thick edges
present in the digital image.

Step 5: Double thresholding task—The obtained edge pixel values retrieve noisy
pixel values. The canny method uses double thresholding (high T1 and low T2)
method in order to further degrade the noise content as well as conserve the true
edges of an image. The pixel value (T) is greater than high threshold (T1) are given
as strong edge and pixel value (T) is lower than low threshold (T2) are discarded.
Edge pixel values (T) are lie between T1 and T2 are taken as weak edges. Choosing
the optimal threshold values (T1 and T2) are viewed as a non-linear optimization
problem. In this step, motility factor based Cellular based Particle Swarm
Optimization (m-CPSO) algorithm is applied to select optimal threshold value
obtained from given regional sign language images.

Step 6: Edge detection using hysteresis thresholding method—The final output
image is considered as the partitioned image and it is used for additional
investigation.

The following Procedural step 1 and 2 are performed to identify the range and
choose optimal threshold that are implemented in canny edge detector for detection
of edges in digital images.

The following procedural step 1 is followed to identify the range of threshold
values based on the analysis of histogram method:

Procedural step 1:
Step 1: Regional sign language image dataset are given as input and Region of

Interest (ROI) method is applied to determine the edges present in images.
Step 2: The given input image is transformed into gray scale image for further

minimize the size of the image.
Step 3: Repeat: The histogram h(z) is calculated to obtain the segmented image.
Step 4: The probability value of a pixel is denoted in the Eq. (3.12):

p zð Þ ¼ z
background pixel

� �
� P background pixelð Þþ p z

object pixel

� �
� P object pixelð Þ

or

p zð Þ ¼ Pb
1ffiffiffiffiffiffiffi
2prb

p e
� z�lbð Þ2

zr2
b þPo

1ffiffiffiffiffiffiffi
2pro

p e
� z�l0ð Þ2

2r2
0

ð3:12Þ

where

pb(z), po(z) probability distribution value of background pixel and object pixel
lb, lo mean distributions of the background pixel and object pixel
rb, ro standard deviations distributions of the background pixel and object

pixel
Pb, Po a priori probability values of background pixel and object pixel
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Step 5: The probability of misclassification rate of a pixel considered as back-
ground pixel is represented in Eq. (3.13).

Eo Tð Þ ¼
ZT

�1
po zð Þdz ð3:13Þ

Step 6: The mathematical representation for the classification of probability of
incorrectly choosing background pixels as object pixels is presented in Eq. (3.14).

Eb Tð Þ ¼
Z1

T

pb zð Þdz ð3:14Þ

Step 7: The mathematical representation for choosing threshold value is deter-
mined by optimization of the above expression is represented in Eq. (3.15).

T ¼ lb þ lo
2

ð3:15Þ

Step 8: Until the threshold values are obtained for the images.

The given below procedural step 2: To choose optimal threshold values (Low
threshold value (L) and High threshold value (H))

Procedural step 2:
Step 1: Initialization—Swarm of threshold values, says p, with its size m

(0.0 � n � 1.0) are initialized with random generation of position (xp) and
velocity (vp).

Step 2: Fitness evaluation—The fitness of particle is evaluated with standard
benchmark function of griewank. The characteristics of griewank is continuous,
differentiable, non-separable, scalable and multimodal which are well suited with
properties of threshold values. The mathematical representation of griewank is
denoted in Eq. (3.16).

f xð Þ ¼
Xn
i¼1

x2i
4000

�P cos
xiffiffi
i

p
� �

þ 1 ð3:16Þ

Step 3: Choosing an social best value—From the fitness evaluation of threshold
value (minima), a neighborhood (gbest) value is selected at each cycle.

Step 4: The previous social best value (gbesti−1) is compared with the current best
(gbest) value of the particle.

if (gbest−1 < gbest)

Set Gbest = gbest;

Else Set Gbest. = gbest−1;
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Step 5: Identify the position of social best—The position of the neighborhood
(social) particle in the population are selected and it is assigned to index value
(position) g.

Step 6: Updating velocity and position equation—The movement of a particle
are updated using the mathematical equation of velocity and position is expressed in
Eqs. (3.17) and (3.18):

V tþ 1ð Þ
ij ¼ x � K

� V tð Þ
ij þ u1 � R1 � Pbest � x tð Þ

p

� �
þ r � u2 � R2 � Gbest � p tð Þ

g

� �� �� �
ð3:17Þ

X tþ 1ð Þ
ij ¼ X tð Þ

ij þV tþ 1ð Þ
ij ð3:18Þ

where

Vij
(t) velocity representation of jth particle in ith execution cycle

Xij
(t) position value of jth particle in ith iteration

u1;u2 random numbers within range of 0 and 1
Pbest Local best (individual) particle
Gbest Global best (neighborhood) particle
xP, pg Index value of local and neighborhood particles
t current execution cycle
t + 1 next execution cycle

x inertia weightð Þ ¼ 0:5� rðÞ=2

where r() function denotes uniform distribution of random number which lies
between 0 and 1.

K constriction co-efficientð Þ ¼ 2

2� uþu
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 � 4u

p			 			 ; u ¼ u1 þu2

r motility factorð Þ ¼ wa2e�a=asat

where

w 104 − 1
asat 1.1
e exponential () function

a ¼ d cj jj j
dt


 �
¼ pc�dc cj jj jð Þ

XM
i¼1

w f i � x
� �
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where

pc and dc positive constants
||c|| the range of numbers are set from 0 to 0.208
w from 0.33 to 1
fi location of ith particle
x position of a particle

Step 7: The above steps from 3 to 7 are repeatedly performed either the pre-
determined number of execution cycles or preset conditions are to be satisfied.

Step 8: Evolution of swarm in search space—The particles are evaluation with
the fitness function of 10,000 iterations and CPSO algorithm offer Gbest candidate
solution (low and high threshold values).

Step 9: The fittest threshold values (high [T1] and low [T2]) using hysteresis
thresholding method is implemented to track the edges in regional sign language
image dataset.

The proposed method is significantly enhanced the efficiency of PSO algorithm
to obtain promising results in the detection of edges in sign language images. The
visual assessment of traditional canny Method, PSO optimized canny and CPSO
based canny method are depicted in Figs. 3.8, 3.9 and Table 3.2 portrayed the
visual assessment of the methods.

3.3.4 Feature Extraction

Feature extraction is a critical task in solving the classification problem. Several
research works have been contributed for feature extraction process, the develop-
ment of sign recognition system for computer vision application requires a more
reliable and efficient approach to achieve high level of accuracy. The efficiency of

Fig. 3.8 Subjective assessment of edge detection using canny method and optimized canny
methods
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classification process mainly depends on useful and efficient features which are
extracted from digital images. Region-based analysis exploits both boundary and
interior pixels of an image. The structural features of the sign images include
bounding box, area, centroid, perimeter, equidistance, roundness, number of pos-
sible boundaries, angles and distance. The following structural features are
extracted from the sign digital images.

Bounding Box—A bounding box is the physical shape for a given object. It
defines through the different in size and shape than the object’s visual appearance.

Centroid—The Centroid is the mean position of all the points in all of the
coordinate directions.

Area—The definite amount of pixels found in the region of the object present.
Perimeter—The sum of the pixels present around the edge of each area in the

image.
Equiv distance—A length of shortest path between two points, it may refer to a

physical length of an object.
Roundness—It calculates the connected shape of an object enclosed in the

boundary region.
Number of boundaries—Trace the possible number of boundaries of regions in

image.
Angles—Angles are also formed by the intersection of two planes in an object.
Distance—The distinct value that denotes the distance between the actual pixel

position and the adjacent non-zero pixel in the given image.
The structural features extracted from the segmented images as portrayed in

Fig. 3.9 and the entire the 9 features which are therefore utilized for the proposed
classification technique and further used in recognition process.

The procedural step given below describes consecutive steps followed for image
classification:

Step 1: Tamil Sign Language digital image I (u, v) is loaded for analysis as an
initial step.

Fig. 3.9 Structural features
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Table 3.2 Comparative study of introduced method based on objective evaluation

Tamil 
constants 

(Each sign 
with 10 

different 
signers)

Similarity Index
(mean) 

Pearson correlation coefficient
(mean) 

Canny PSO 
optimized 

canny 

CPSO 
optimized 

canny 

Canny PSO 
optimized 

canny 

CPSO 
optimized 

canny 

0.5750 0.5752 0.75514 –0.7139 0.2680 0.7186

0.0735 0.0737 0.8370 –0.4585 0.1082 0.7793

0.4473 0.4476 0.7678 –0.7026 0.2778 0.7844

0.4929 0.4930 0.7572 –0.5259 0.3666 0.8917

0.2132 0.5116 0.7415 –0.4583 0.4498 0.7342

0.3297 0.4486 0.6851 –0.7213 0.1030 0.7800

0.4353 0.3425 0.4457 –0.5948 0.1514 0.6131

0.2232 0.2819 0.7311 –0.6134 0.1649 0.6248

0.1094 0.1096 0.6100 –0.4802 0.1278 0.8325

0.2320 0.3341 0.7098 –0.3101 0.2441 0.6134

0.0508 0.0776 0.7044 –0.3300 0.3148 0.8615

0.0280 0.0282 0.3565 –0.4201 0.1866 0.8375

0.4568 0.4570 0.6112 –0.3133 0.2491 0.5777

0.0977 0.0416 0.5094 –0.5540 0.2892 0.7656

0.1318 0.2320 0.6816 –0.3161 0.2448 0.6104

0.0868 0.2376 0.6851 –0.5021 0.2609 0.7824

0.0613 0.1218 0.6127 –0.4191 0.2127 0.8114

0.1266 0.2616 0.6747 –0.4303 0.2424 0.6927

3 An Assertive Framework for Automatic Tamil Sign … 75



Step 2: Feature set which encompasses Bounding Box, Area, Centroid,
Perimeter, Equiv Distance, Roundness, Number of Possible Boundaries, Angles,
and Distance had been selected from images with the aim of analyzing and
extracting the hidden useful knowledge from it.

Step 3: The features extracted from images have been applied to learn the
training data in back propagation neural network (BPN) classifier to attain better
classification accuracy of image (test data). BPN consists of input pattern, pro-
cessing elements, activation function, weighted connections and output pattern. The
learning process of this work deals with binary classification task. The classifier
model is constructed with three layers. Each layer consists of processing elements
(PEs) which acquire values from its own input connections, carry out the prede-
termined mathematical operation (sigmoid activation function) and its corre-
sponding single output value is obtained. Each processing element is associated
with connection weight. It acts as both a label and a value which store the infor-
mation or knowledge in a network. The values chosen by the connection weights
have major impact on the learning adaptation procedural step of a neural network. It
is randomly chosen through the neural network that is able to adapt. When an input
pattern is given, the BPN classification system evokes the information to be updated
for each processing element. Henceforth, the selection of optimal weight has major
influence on the effectiveness and the performance of back propagation neural
network. Here, the weight selection process is considered as a non-linear compli-
cation problem. It is formulized as an optimization problem in which the value of
connection weight falls between 0 and 1. PSO algorithm is implemented to to select
optimal weights to improve the learning efficiency of BPN which is portrayed in the
following steps [20].

Procedural step for optimal selection of weights applied to classifier:

Step 1: Initialization—A set of population weighted candidate solutions says p,
of total m (0.0 � n � 1.0) are generated with arbitrary position (xp) and velocity
(vp) and parameters such as constriction coefficient, random numbers has to be
defined.

Step 2: Fitness estimation—All solutions are evaluated with objective function
(Ackley) for stochastically select the best weights. The mathematical representation
of Ackley objective function is given in Eq. 3.19 [17].

f xð Þ ¼ �20e0:02
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D�1

XD

i¼1
x2i

r
� eD�1

XD
i¼1

cos 2pxið Þþ 20þ e ð3:19Þ

Step 3: Identify the cognitive best—PSO iteratively chosen an individual best
particle (pbest) for the maximum number of iterations.

Step 4: The present element (Ii) is compared with the preceding best element
(Ibesti−1) at each step.
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if (Ibesti−1 < Ii)

Set Ibest. = Ii;

else

Set Ibest = Ibesti−1;

Step 5: Identify the neighborhood best (Nbest) solution—The fittest social par-
ticle is found and it is assigned to index variable g.

Step 6: Updating the velocity and position—The velocity and position of swarm
is simplified for every iteration using the Eqs. (3.20) and (3.21) given below:

V tþ 1ð Þ
ij ¼ x � Vij þ c1 � r1 � Ibest � xp

� �þ c2 � r2 � ig � xp
� �� �� � ð3:20Þ

X tþ 1ð Þ
ij ¼ Xij þVij ð3:21Þ

Vij velocity of jth particle at ith iteration
Xij position of jth particle at ith iteration
x 0.5 – rand ()/2 (rand () function produce a disseminated random number

from 0 to 1)
c1 = c2 2.0
r1, r2 range of random values from 0 to 1
Ibest Individual best
iP, xg index location of local and neighborhood particles

Step 7: This process has been repeatedly executed for the predefined times
(1000, 5000 and 10,000) and predetermined conditions to be met.

Step 8: Progression of swarm in the spatial coordinates—PSO algorithm give
Individual best (Ibest) and Social best (Nbest) best solution (fittest weights).

Step 9: The obtained fittest weights had applied to processing elements
(PEs) which is the core element of the classifier model, it performs the computa-
tional task. PE activation function, is also called as threshold function or squashing
function. It maps PE’s infinite search space to a pre-specified series. To do clas-
sification task, a tuple (Tamil sign language image—training data) had given as
input pattern, processing element sigmoid (S-shaped) activation function was used
to perform computation in the network and the output nodes had predicted the class
labels such as Class 1 (correct classification) and Class 0 (incorrect classification).
Table 3.3 depicts the classification accuracy of the algorithms.

3.3.5 Classification

In solving a real-time classification problems, the probability of attaining the
highest level of classification is not only dependent on the necessarily mean a better
model but also the most appropriate selection of classification technique, fine tuning
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of parameters and input dataset. Sign language recognition is an assistive system
that acts an interface between deaf and speech impaired people and ordinary people.
TSL is the only mode for communication for south Indian people, thereby making
learning easier when the system is automated. In this classification phase, the
inaccuracy in classifying the Tamil Sign Language digital images is clearly
addressed by evident experimentation, using neural networks and optimization
techniques. The dataset taken for the study is only static hand with limited number
of signers. The result of the classification techniques is evaluated and it is found that
the BPN-PSO mechanism fit better than the existing classifiers such as Probabilistic
Neural Network (PNN), Support Vector Machines (SVM) and Backpropagation
Neural Network (BPN). To improve the quality and classification accuracy a novel
approach of PSO algorithm with BPN technique is combined and implemented in
TSL images. PNN, SVM and BPN are implemented using MATLAB (R2013a)
toolbox. This approach is significant and contributed to construct a framework for
Automated Tamil Sign Language Recognition System. PNN computes the proba-
bilistic distances incorporated in patterns of TSL dataset from the input vectors to
the training vectors and classifies K objects into the corresponding target class
labels. SVM is a binary classifier which partitions TSL dataset into predefined two
groups class 1 (correctly identified pattern) and class 0 (not correctly identified
pattern). But the gradient is needed to calculate the weight function that minimizes
the error discrepancy between identification of patterns.

3.3.6 Recognition

Self-organizing map (SOM) is an unsupervised learning network with the two
dimensional lattice. The continuous high dimensional input space is mapped into
discrete low dimensional output space with adjustable weights [26]. It is a typical
neural network model which has the ability to detect and recognize complex pat-
terns efficiently. Prior to the training, the weights associated with each input node
which are connected to the output node of SOM architecture are randomly gen-
erated. The probability discriminant function (Euclidean distance) measured
between input vector space and weight vector is compared with each node of the
network. The node with minimum Euclidean distance difference between itself and

Table 3.3 Classification accuracy of algorithms

Tamil sign language
images

PNN SVM BPN BPN with PSO

1000
Iterations

5000
Iterations

10000
Iterations

Pbest Gbest Pbest Gbest Pbest Gbest

Vowels 76.27 65.38 62.3 90 43.84 86.15 92 78.46 71.46

Constants 180 44.4 48.3 76.1 94.4 95 73.8 95 73.8
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the input vector space is considered as winning neuron. The weights are iteratively
updated for the winning node and neighborhood nodes converge to the input pattern
that characterizes the data can be obtained. Throughout the cycle, the distance
between winning neuron and neighborhood nodes are decreased, which in turn,
enhance the learning rate, so that the input samples are progressively refined. Once
the patterns have been identified, SOM can be used to categorize the input pattern
samples into the distinct class labels. Tables 3.4, 3.5 and 3.6 illustrated confusion
matrix constructed for validating the efficiency of SFO optimized SOM using
standard performance metrics, such as, accuracy, specificity, sensitivity, false
positive rate, false negative rate, precision, recall, geometric mean and F-measure
and compared with traditional SOM and PSO optimized SOM. The developed
pattern recognition model was trained and tested to classify and recognize 31 Tamil
Sign Language (TSL) letters including 18 consonants, 12 vowels and 1 Aayutha
Ezhuthu. The experimental results presented in Tables 3.7 and 3.8 demonstrated the
classification and recognition accuracy of the compared methods. From the
empirical analysis, it is identified that the redundant and irrelevant patterns found in
the feature vector space such as area, average angle and average distance degraded
the accuracy and efficiency of conventional SOM architecture, especially, the high
misclassification rate are obtained in the recognition of TSL letters includes

(consonants) and (vowels). The
unique subsets of patterns for the remaining TSL letters have achieved better
classification and recognition accuracy of the learning model. The squared
Euclidean distance (centroid) between input vector and the weight vector for each
neuron are randomly generated, which maximize the probability of winning neuron
in SOM architecture. The effect of each learning weight update correlated with
winning neuron is mapped to the output vector space. While stochastic selection of

Table 3.4 Confusion matrix
of conventional SOM

Actual Measured

Negative Positive

Negative 30 a 10 b

Positive 550 c 2510 d

Table 3.5 Confusion matrix
of PSO optimized SOM

Actual Measured

Negative Positive

Negative 70 a 40 b

Positive 360 c 2630 d

Table 3.6 Confusion matrix
of SFO optimized SOM

Actual Measured

Negative Positive

Negative 170 a 40 b

Positive 170 c 2720 d
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distance function, the negligible focus on prominent feature during the
non-cooperative and less adaptation process would affect the efficiency of con-
ventional SOM. In order to improve the efficiency of conventional SOM, the
exhaustive metaheuristic search followed by PSO, a population based global search
algorithm is implemented with predetermined objective function as probability
discriminant function for finely tuned centroid value associated with the input
feature vector space. For every iteration, SOM calculated optimized Euclidean
distance value for each input node and it is compared with the neighborhood nodes,
which is mapped to identify the similar output nodes. From the experimental
results, it is confirmed that SFO algorithm significantly calibrated the behavior of
SOM by minimizing the distance function and weight positions given in Figs. 3.10
and 3.11. The wide range of non-distinct patterns found in area and average dis-
tance feature vector space diminish the performance of SOM in certain situation.
Moreover, the quick convergence problem of PSO algorithm retrieved local opti-
mum solution of distance value, would affect the fittest selection of probability
density function, that degraded the classification and recognition accuracy of SOM
architecture. To overcome this problem, the collaborative and self adaptation
behavior exhibited by the novel Synergistic Fibroblast Optimization (SFO)
algorithm is applied, to choose optimal probability discriminant function and
weight positions for every node, which could significantly improve the performance
of SOM architecture. The non-unique pattern presented in average distance feature
slightly gives poor results. The examined results confirm that SFO optimized SOM
model gives acceptable recognition accuracy for TSL (vowels and consonants)
patterns than existing classifiers. Receiver Operating Characteristics (ROC) graph
are widely useful for visualizing the hits and pitfalls of classifier models [27]. The
trade-off between the True Positive Rate (dependent variable) and False Positive
Rate (independent variable) of conventional SOM and novel SOM architectures

Table 3.7 Performance metrics of classifiers

Metrics Conventional
SOM

PSO optimized
SOM

SFO optimized
SOM

Accuracy (%) 81.94 87.1 93.23

Sensitivity (%) 82.03 87.96 94.12

False positive rate (%) 25 36.36 19.05

Specificity (%) 75 63.64 80.95

False negative rate
(%)

17.97 12.04 5.88

Precision 2761 2695 2788

Recall 0.91 0.96 0.96

g-mean1 47.59 48.69 51.23

g-mean2 0.78 0.75 0.87

F-measure 1.82 1.95 1.96

Error rate (%) 18.06 12.9 6.77
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depicted in Fig. 3.12 clearly shows that SFO optimized SOM diminishes the false
ratio of misclassification rate, which in turn, enhanced the recognition accuracy of
SOM architecture. The mathematical representation of performance metrics are
given in Eqs. 3.13–3.20. It is constructed with four variables, namely, a denotes

Table 3.8 Classification accuracy of conventional SOM

TSL letters Correctly 
classified 

Image Misclassified Wrongly 
recognized  

image

Wrongly 
recognized 

letters
90 10

60 40

60 40

70 30

60 40

70 30

70 30

80 20

70 30

50 50

70 30

60 40

70 30
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true negative, b designates false positive, c denotes false negative and d represents
true positive which are expressed as follows. The mathematical representation of
performance metrics are given in Eqs. 3.13–3.20. It is constructed with four vari-
ables, namely, a denotes true negative, b designates false positive, c denotes false
negative and d represents true positive which are expressed as follows.

Accuracy (AC) is defined as the proportion of the total number of predictions
that are correct. It is determined by using the equation:

AC ¼ ðaþ dÞ=ðaþ bþ cþ dÞ ð3:22Þ

Fig. 3.10 Neighbor distance of conventional SOM, PSOoptimized SOMand SFOoptimizedmodel
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Fig. 3.11 Optimal Euclidean distance weights chosen by SOM models
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Sensitivity or Recall or True Positive rate (TP) is distinct as the proportion of
positive cases that are correctly identified, which is calculated using the equation:

TP ¼ d=ðcþ dÞ ð3:23Þ

False Positive rate (FP) is defined as the proportion of negatives cases that are
incorrectly classified as positive. It is measured using the following equation:

FP ¼ b=ðaþ bÞ ð3:24Þ

Specificity or True Negative rate (TN) is defined as the proportion of negatives
cases that are classified correctly as negative. It is calculated using the equation:

TN ¼ a=ðaþ bÞ ð3:25Þ

False Negative rate (FN) is defined as the proportion of positives cases that are
incorrectly classified as negative. It is determined by using the equation:

FN ¼ c=cþ d ð3:26Þ

Geometric mean (g-mean) is defined as mean of product of n numbers and nth
root of this product.

gðmean1Þ ¼
ffiffiffiffiffiffi
TP

p
� P

gðmean2Þ ¼
ffiffiffiffiffiffi
TP

p
� TN

ð3:27Þ

Fig. 3.12 ROC curve of classifiers
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Precision (P) is distinct as the proportion of the predicted positive cases that are
correct, as calculated using the equation:

P ¼ d=ðbþ dÞ ð3:28Þ

F-measure is defined as an average of weighted harmonic mean of Recall &
Precision (R & P). It is also referred as F-score or F1 metric. Since b = 1 is set for
most general cases, the value of b is defined to 1.

F ¼ ðb2 þ 1Þ � P � TP=b2 � Pþ TP ð3:29Þ

Error Rate defined as the proportion of true positive and true negative cases
which are predicted incorrectly (misclassification rate).

Error Rate ¼ ð1� ACÞ ð3:30Þ

3.4 Conclusion

This chapter propose an Automatic Tamil Sign Language Recognition (ATSLR)
system for acquisition and dissemination of knowledge which is beneficial to the
hearing impaired people in machine vision application. Intially, the digital images are
preprocessed with different conventional median filters and higly improvised using
optimization techniques, which is then evaluated with its performance metrices. The
segmentation is handled with various edge detection techniques for finding the
possible edges of the hand sign encompassed in the captured images, by identifying
the segment in the images, introducing the PSO variant for improvising the detection
of edges. In feature extraction phase, the main objective is to find the structural
features in hand image. These features have a set of impact on the performance of
image recognition systems. By combining those nine features such as bounding box,
area, centroid, perimeter, equidistance, direction, distance, angle and number of
possible boundaries of the hand, the enhancement in the performance of the system is
accomplished considerably. It is proven that structural features of an image are always
considered to be an important attribute in recognition system. The result also illus-
trated that the fusion offine tuned features delivers more accuracy which is proved by
different classification techniques. Opimization is introduced to achieve high accu-
racy of results, and the most significant feature of the chapter is that, a novel opti-
mization technique SFO is introduced and evaluted with the existing hybird
techniques. The neural network is trained with different signs and classification
accuracy is achieved higher using PSO technique. Henceforth, a complete recognition
system is been developed using unsupervised algorithm where the accuracy is
improvised using PSO and SFO optimization techniques. This proposed framework
will be very much useful for effective communication between the hearing impaired
people with normal people in learning Tamil language signs which is region based. It

3 An Assertive Framework for Automatic Tamil Sign … 85



has set a platform to develop an automatic Tamil Sign Language for an education and
recognition platform for deaf students of India. The system can substantially provided
services that can be used to correct, enable, maintain, or improve the functional
capabilities of individuals with disabilities in the primary/vocational/higher education
of hearing impaired students and people of India.
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Chapter 4
Improved Detection of Steganographic
Algorithms in Spatial LSB Stego Images
Using Hybrid GRASP-BGWO
Optimisation

S. T. Veena, S. Arivazhagan and W. Sylvia Lilly Jebarani

Abstract With the success of passive steganalysis, active steganalysis proceeds
with its first step to reveal the steganographic algorithms being used to create the
stego images. This process needs to be modelled as a multi-class classification
problem. Stem to stern analysis of the literature points out that the existing universal
steganalytic features are a thorn in the flesh because of their dimensionality curse
(34,671). Hence this work concentrates on detection of steganographic algorithms
by optimal novel features christened Local Residual Pattern (LRP) and Local
Distance Pattern (LDiP). LRP captures first order derivatives of the high pass
filtered output, while LDiP exploits the multi scaled radii neighbourhood to capture
deformities at a distance. Acquiring LRP and LDiP from fifteen different kernels,
this work focuses to find optimal features by the proposed hybrid technique of
Greedy Randomised Adaptive Search—Binary Grey Wolf Optimisation
(GRASP-BGWO). Deriving confidence from the bio-inspired algorithm and the
divide and conquer approach of the proposed optimisation, this work succeeds in
improving the performance of the employed ensemble logistic regression classifier
with minimal features. Experimentations conducted using five representative
algorithms of spatial Least Significant Bit (LSB) embedding category for eight
different payloads show that the developed minimal feature steganalyser outper-
forms the state-of-the-art steganalysers.
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4.1 Introduction

In the age of digitisation, it is easier to hide secret messages into any image using
steganography which can be a challenge to national or international security.
Globalisation has made a large number of steganographic tools freely and easily
available even to illegitimate users for example a single website [1] contains more
than 110 free steganographic tools. It is the job of steganalysis to surveil these
secret communications. Steganalysis starts off with simple detection of stego
images from the innocent cover images and proceeds to extract or decipher the
secret hidden within them. The former task is known as passive steganalysis and the
latter processes are collectively termed as active steganalysis. A large number of
literature exists for passive steganalysis of both targeted and universal nature [2–5].
Though the targeted steganalysers are found to be more accurate, the universal
steganalysers enjoy favouritism in the context of being able to work on a large
range of steganographic algorithms. Particularly, universal steganalysis of spatial
LSB steganography in raw image formats has attracted researchers because of their
very low embedding change rates and poses a tougher challenge than the JPEG
steganalysis. The low volume payload and the content adaptive LSB steganography
are two open challenges in spatial LSB steganalysis [6, 7]. Also, there are not many
literary works in active steganalysis as in passive steganalysis. And the first task of
active steganalysis is that of identification of tools or the algorithm involved in
creating the stego images. Identification of the tool is taken up as a branch of
forensic study and most of them are signature based steganalysis [8, 9], while
identification of algorithms is handled as a pattern recognition process. However,
not much of work in literature supports identification of the steganographic algo-
rithm involved.

The first step in this direction of detecting algorithm used in creating stego
images was that of classification of the JPEG steganographic techniques [10]. Here,
the Discrete Cosine Transform (DCT) features previously developed were used
along with a multi-class Support Vector Machine (SVM) with Gaussian kernel
trained with images from four JPEG techniques namely F5, MB1, MB2 and
Outguess. The multi-class classifier was built on one against one strategy and
named in the paper as Max-Wins. They were able to classify images with large
messages reliably and when tested with new schemes, they were assigned to
closely-related trained schemes. The authors extended their work to double com-
pressed JPEG images with six techniques using calibrated DCT features with the
same classifier [11]. They reported that as the JPEG quality factor of compression
increases, the reliability of the classifier deteriorates. The technique with low
embedding rate was the worst to be identified amongst all. They also inferred that
due to two similar embedding algorithms, there may be a merging of results making
them indistinguishable. The training sets need to be very dense in the context of
techniques and quality factors to give a more reliable result.

Later, Pevny and Fridrich used the average of the DCT features along with
Markov features instead of simple concatenation of features to develop a reduced
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set of features to classify embedding technique in JPEG images [12]. The challenge
that the ability of a classifier trained on diverse algorithms may fail to identify
unseen images from closely related methods, even as stego, was the inspiration.
They built a forerunner for estimating the quality factor and this bi layered double
compression detector was followed by the multi-class classifier. They made an
interesting note that the multi classifier will not be able to detect steganographic
methods with entirely different types of embedding changes. Dong et al. proposed
run-length feature based SVM multi classifier for classification of algorithms in
both spatial and JPEG images [13]. They also studied hierarchical and
non-hierarchical multi-class schemes. In the hierarchical scheme, a separation of the
cover and stego images was done followed by separation of the stego classes. The
results of the experimentation conducted showed that the hierarchical scheme
performed better. The misclassification mostly existed within the intra domain
techniques rather than within the inter domain. This was the first scheme that
included tested images on the spatial domain.

In [14], the multi-class classification was also carried out with Logistic
Regression (LR) classifier and five classes (cover + four spatial algorithms—
LSBR, LSBM, LSBR2, LSBRmod5) on three databases. The authors used
Subtractive Pixel Adjacency Matrix (SPAM) features and t-test to validate the
detection accuracy. They found that LIBSVM was more efficient than LR in passive
steganalysis but LR was the best for multi classification. The single bit and multi bit
embedding made no difference in the performance with SPAM features. The
authors caution that claim on improvement should be on equal footing in all aspects
of steganalysis. Zhu et al. suggested an ensemble multi-class classifier for ste-
ganalysis of JPEG images with Cartesian Calibrated JPEG domain Rich Model
(CC–JRM) features with linear SVM as the base classifier [15]. They used two
schemes for ensemble classification and claim less computation cost than other
classifiers.

All the reported works or literature for algorithm detection were for JPEG
images and the only literature that exists for spatial LSB is that of Lubenko and Ker,
which suggest the difficulty of the task in spite of its need. This stays as a moti-
vation to perform algorithm detection in spatial LSB stego images using machine
learning. The existing passive steganalytic features [2, 16, 17] are mostly extracted
from residuals such that it is rich in stego content and devoid of the cover content.
Then, co-occurrence matrices from the quantised and thresholded residual, is
formed as a pattern to distinguish stego from cover. However, while moving to the
higher order, the co-occurrence matrices become sparsely populated; truncation and
quantisation lead to the loss of the minute changes produced by steganographic
embedding. Shi et al. suggested Local Binary Pattern as more capable operator than
co-occurrence matrices [18]. Following this course, this paper presents a residual
based local descriptor for steganalysis.

Similarly, the performance of classification is improved by simple union or
concatenation of diverse individual models [16]. However, this leads to a feature
which is very huge in dimension. One of the existing state-of-art steganalytic
features—Spatial Rich Model (SRM) formed using this technique has a very huge
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dimension of 34,671. This makes classification task difficult by requiring special
classifiers to handle that dimensionality. Also, it was shown by Lyu and Farid that
type and number of features being concatenated are crucial to improve the quality of
performance and a simple concatenated feature model will not yield optimal effi-
ciency [19]. Therefore it is necessary to obtain both optimally concatenated model
from individual models and also to reduce the dimensionality of the so obtained
concatenated model for algorithm steganalysis. Hence, optimisation is done in this
paper in two phases or as a hybrid. The first phase of optimisation finds out the
optimal combination of discriminant individual feature models and the second
phase of optimisation proceeds to reduce dimension within the obtained combi-
nation of features. The authors in their previous ventures proposed a similar hybrid
optimisation algorithm–Greedy Randomised Adaptive Search—Recursive Feature
Elimination (GRASP-RFE (GR)) for selection/reduction of features which are based
on the principle of divide and conquer to estimate the size of payload in spatial LSB
stego images. The proposed GRASP-RFE was found to be very efficient; however
the limitation was that the dimension is user defined [20]. Therefore a dynamic
hybrid optimisation–Greedy Randomised Adaptive Search—Binary Grey Wolf
Optimisation (GRASP-BGWO (GB)) involving a more powerful bio-inspired
algorithm is proposed in this paper. This hybrid optimisation is applied for algo-
rithm detection steganalysis of spatial LSB algorithms using the proposed local
descriptors. Thus, necessary and tough task of identification of spatial LSB algo-
rithms using minimal optimally concatenated features of novel local descriptors by
the proposed hybrid feature selection of GRASP-BGWO is presented in this paper.
The paper is organised as follows: The basics of the steganographic algorithms to
be detected is presented in Sect. 4.2. Section 4.3 explains the proposed features and
Sect. 4.4 presents the proposed hybrid optimisation technique in detail. The
experiments conducted and the results are discussed in Sect. 4.5. The paper con-
cludes in Sect. 4.6 with scope for future enhancements.

4.2 Basics of Spatial LSB Algorithms

This section introduces five spatial LSB algorithms—LSB Replacement (LSBR),
LSB Matching (LSBM), LSBM Revisited (LSBMR), Two bit LSBR (LSBR2 or
2LSB) and Modulo 5 LSBR (LSBRmod5). In LSBR, a random secret data bit
replaces the LSB of the cover image to give the corresponding stego image, while
in LSBR2, the last two least significant bits are replaced [14, 21]. Embedding in
LSB leads to inherent asymmetry with even values either unchanged or increased
by 1 and odd values either unchanged or decreased by 1. To counteract this, LSBM
(also known as ±1 embedding) embeds 1 randomly by either adding to or sub-
tracting from the cover image, if the secret data bit does not match the LSB of the
cover image [22]. In LSBMR, the embedding is performed using a pair of pixels as
a unit so that fewer pixel change rate is encountered than LSBM [23]. In
LSBRmod5 embedding, the least significant digits are adjusted such that the
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remainder of dividing stego pixel by 5 gives the embedding secret digit [14, 24].
The models are represented in Eq. (4.1).

LSBRðXÞ ¼ 2� X=2b cþM

LSBMðXÞ ¼ 2� X=2b c �M

LSBMRðXÞ ¼ LSBRðf ðp; qÞÞ
LSBR2ðXÞ ¼ 4� X=4b cþM

LSBRmod5ðXÞ ¼ argminYmod5¼M jX � Y j

ð4:1Þ

where X, Y are pixels 2 f0; 1; . . .; 255g; M is the secret message in bits and f(p,q) is
the function defined on pixel pairs (p,q). All the LSB based algorithms embed the
secret at random location based on the stego key.

4.3 Proposed Features

The victory of textural co-occurrence features [2] in spatial LSB steganalysis led to
the search of other textural features that may help in steganalysis. Local Binary
Pattern (LBP) is one such textural feature used in various applications, but its
application in steganalysis is not fully exploited [25, 26]. Also, Shi et al. [18]
demonstrated that LBP features are better than the co-occurrence features since they
are sensitive to noise and are able to capture the deformities of the embedding
algorithm in a local neighbourhood. But LBP is a first order statistic and is
non-directional in the sense that it encodes the first order derivative difference in all
directions. The authors of the paper in their previous venture have proposed a local
descriptor called Local Filter Pattern (LFP) for passive steganalysis and found it
effective [5]. So, a local descriptor Local Residue Pattern (LRP) that captures LSB
distortion using directional and high order information is proposed for LSB ste-
ganalysis. To capture subtle distortion patterns that exist within a neighbourhood at
varying distance, Local Distance Pattern (LDiP) is proposed. The features are
explained in detail in the following subsection.

4.3.1 Local Residue Pattern (LRP)

A local descriptor which acts upon the residues of high pass filters is presented for
steganalysis of LSB based steganography. High pass filtering plays an inevitable
role in steganalysis since stego signals are additive noises and the image content is
suppressed by filtering. Thus, a residue Re is formed from the high passed filtered
output, which is independent of the image content but contains the noise or the
information embedded inside it.
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Re ¼ I � k ð4:2Þ

where I is the input image, k is the high pass filter and * is the convolution
operation. The proposed LRP is developed on this residue as magnitude LRP and
sign LFP as extended forms of local filter pattern [5] with additional kernels. The
first order derivative differences between the residue values are captured by the
magnitude LRPs (mLRPs). The sign LRPs (sLRPs) capture the first order derivative
differences of the sign (direction) change in residue.

Various linear high pass filter kernels for computing residues used in this
research are shown in Fig. 4.1.

The choice of the kernels has been found suitable for steganalysis in various
available literature [18, 27, 28]. For the computation of LRP, the first step is to find
the residues Reh of the image using filter kernels k1 to k15 in different directions h
using Eq. (4.2).

In case of kernels k1 to k10—out of the eight different directions, only four of
them—horizontal, vertical, major and minor diagonal directions are considered
(i.e.) h = {0°, 45°, 90°, 135°} because of the symmetric nature of residues. In case
of residuals from kernels k11 to k14, two possible directions are considered (i.e.)
h = {0°, 180°}. In case of kernel k15, processing in a single direction is considered
(i.e.) h = {0°}. Then, the magnitude part of LRP (mLRP) is encoded on the residue
output Reh,c of a local neighbourhood (pixels in a local window) with c as its centre
pixel as shown by Eq. (4.3).

mLRPB;R Reh; c
� � ¼

XB

i¼1

f Reh; i � Reh; c
� �

2i�1

where;

f Reh; i � Reh; c
� � ¼ 0 if Reh; i\Reh; c

1 otherwise

�
ð4:3Þ

Fig. 4.1 Various high pass filter kernels used
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and h in D and D = {0°, 45°, 90°, 135°} or D = {0°, 180°} or D = {0°} depending
on the kernel, B is the number of neighbours in the local window considered and
R is the radius of the local neighbourhood from its centre pixel for which binary
coding is done using function f. An example illustrating the LRP binary coding is
given as Fig. 4.2.

The histogram of the mLRP, Hist(mLRPB,R) is the image feature that is con-
structed by concatenating the encoded output from all applicable directions and
binning the occurrences of the concatenated output as given by Eq. (4.4).

Hist mLRPB;R; j
� � ¼ Hist mLRPB;R Reh; c

� �jh 2 D
� �

; j
� � ð4:4Þ

In this study, the value of B and R is taken as 8 and 1 respectively. As a result,
the feature vector is 256 in dimension. To further reduce the dimension, rotation
invariant form of LBP is also used, since the starting order of the binary sequence is
immaterial for steganalysis. The histogram of the rotation invariant form mLRPB,R

ri

given by Eq. (4.5) has a dimension of 36.

mLRPri
B;R Reh; c

� � ¼ min
0� i� 2B�1

ROR mLRPB;R Reh; c
� �

; i
� � ð4:5Þ

where ROR(x,i) denotes ‘i’ right bitwise rotations on number ‘x’. Thus, a total of 30
(15 rotation variant and 15 rotation invariant) mLRPs are proposed as feature sets
for mLRP feature model.

Similarly, the sign or direction based LRP (sLRP) also known as Local Filter
Pattern (LFP) [5] is defined as shown in Eq. (4.6).

sLRPB;R Reh; c
� � ¼

XB

i¼1

f 0 Reh; i;Reh; c
� �

2i�1 ð4:6Þ

Fig. 4.2 Illustration of LRP binary encoding
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where D = {0°, 45°, 90°, 135°} or D = {0°, 180°} or D = {0°} depending on the
kernel. The histogram for sLRP is encoded in the same way as mLRP using
Eq. (4.4). The rotation invariant form of sLRP, sLRPB,R

ri is given by Eq. (4.5)
replacing mLRP with sLRP. Thus, thirty (15 + 15) feature models of sLRP capture
the higher order gradient information from the residuals. Thus, a total of 60 feature
sets exist for LRP feature model.

4.3.2 Local Distance Pattern (LDiP)

To further capture the dependencies that exist between pixels within a distance, the
following arrangement of neighbouring pixels are considered as shown in Fig. 4.3b.
The value indicates the sequence of the neighbours in forming the binary pattern.
This rectangular pattern of considering neighbours rather than the conventional
square type helps in capturing dependencies that exist over sequential neighbours at
a distance. Also, alternate left and right numbering of neighbours, help in giving
weightage to the neighbour dependencies directly proportional to their distance
from centre pixel. Thus, pixels near to the centre pixel will form Most Significant
Bits in the binary pattern, thereby contributing more to capturing distortions by
embedding changes. The vertical, horizontal and two diagonal directions of the
operator are indicated by 0LDiP, 90LDiP, 45LDiP and 135LDiP. The sign and
magnitude form of LDiP are constructed in the same way as LRP as in Eqs. (4.3
and 4.6). An example illustrating the LDiP binary encoding is given in Fig. 4.3.

The histograms of LDiP are constructed using Eq. (4.7).

HistðhLDiPB; jÞ ¼ HistðLDiPBðReh; cÞ; jÞ ð4:7Þ

The rotation invariant form of LDiP is also constructed. Here again, the value of
B is taken to be 8. Total of 16 feature sets (8 rotation variant + 8 rotation invariant)
are formed as LDiP feature sets.

The LRP and LDiP represent the histogram features of the LRP and LDiP (both
sign and magnitude) respectively, while LRPri and LDiPri represent the rotation
invariant LRP and LDiP histogram features. The sign or magnitude representation
is done by ‘s’ or ‘m’ preceding them. In case of LRP, the kernel from which the
feature has been arrived is represented at the posterior. While in LDiP, the direction
is represented preceding the sign or magnitude representation. The naming con-
vention and the 76 proposed feature sets formed using LRP and LDiP feature
models are summarised in Table 4.1 with their dimensions along with other LBPs
found in literature.

Fig. 4.3 Illustration of LDiP binary encoding
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4.4 Proposed Feature Selection Technique

Universal steganalysis is generally done by combining features from different
models to form a mega model. This is because a single model generally leads to
under populated bins, which hampers the task of universally detecting a wide
spectrum of embedding algorithms. However, forming a mega model introduces
curse of dimensionality. Optimisation techniques help to reduce dimensionality and
thereby save CPU time [31, 32]. Global optimisation techniques like evolutionary
algorithms are powerful and robust [33], but consume high CPU time and are poor in
terms of convergence. On the other hand, local search algorithms converge faster,
but get caught in local minima/maxima. A hybrid or bi-level technique proves to be
strong in terms of converging time, thus reducing computation time, at the same time
increasing solution quality [34, 35]. A Bi-level optimisation approach (Greedy
Random Adaptive Search Procedure–Recursive Feature Elimination
(GRASP-RFE)) was proposed by the authors for quantitative steganalysis and was
found to be effective. However, the RFE method suffers from two main limitations.
The first one is that the dimensionality of the selected features is user defined and
second it is time consuming. So, a hybrid algorithm using GRASP and a bio inspired
evolutionary algorithm—Binary Grey Wolf Optimisation (BGWO) is proposed.
The GRASP algorithm is used for obtaining the optimal concatenated model and is
explained in detail in [20]. The second level of the proposed optimisation, the Binary
grey wolf optimisation is explained in the following subsection.

4.4.1 Binary Grey Wolf Optimisation (BGWO)

Nature inspired Meta heuristic algorithms are best suited for feature selection which
leads to dimensionality reduction. Grey Wolf optimisation technique is a recent
swarm-based technique which imitates the leadership ranking and hunting strategy
of the Grey Wolf pack [36]. The detailed Binary Grey Wolf Optimisation (BGWO)
is given by Algorithm 1.

Table 4.1 Summary of the
proposed 76 feature models
with their dimensionality
along with other existing LBP
models

Feature models Dimensionality

s;mf gLRP8;1 � k 1� 15f g;
0; 45; 90; 135f g s;mf gLDiP8;1

256

s;mf gLRPri
8;1 � k 1� 15f g;

0; 45; 90; 135f g s;mf gLDiPri
8;1

36

LBP [29] 256

LBPu2 [30] 59

LBPri [30] 36

LBPriu2 [30] 10
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Algorithm 1 BGWO
INPUT: N - Number of Grey Wolf in the pack
MaxIter- Number of Iterations,
OUTPUT: BestPos - Optimal Grey Wolf binary positions

1: function BGWO (N,MaxIter)
2: Initialise a population of N Grey Wolves whose positions is Posi,j where i = {1, 2,…, N} and
j = {1, 2, …, dim}
3: Find the alpha, beta and gamma wolves based on the fitness function given in Eq. (4.11)
4: Initialise a = 2, and calculate A and C as per Eq. (4.8)
5: for iter = 1 to MaxIter do
6: for each Wolf ‘i’ in the Pack do
7: Update Posi,: according to Eq. (4.10)
8: end for
9: Update alpha, beta and gamma wolves based on previous step
10: end for
11: BestPos ← Posalpha,:
12: return BestPos
13: end function

COMMENT: rand () produces random number in the range (0,1].

Here the pack is led by social ordering of wolves–alpha, beta, delta and omega.
Alpha wolves are the dominant ones and they lead the pack. Beta and delta wolves
assist alpha in hunting decisions and omega are the followers. In other words, the best
wolf is the alpha followed by beta (second), delta (third) and lastly by omega (others).
The encircling of prey during hunting is determined by adjusting the position of the
kth wolf, Xk with respect to the prey p in i + 1th iteration given by Eq. (4.8).

Xp;kðiþ 1Þ ¼ Xp � A� jC � ðXp � XkðiÞÞj
where; A ¼ 2� a� randðÞ � a

C ¼ 2� randðÞ
ð4:8Þ

and the parameters—a is linearly decreased from 2 to 0 for each iteration, A and
C help to converge the algorithm globally and rand() is a random number (0,1]
generation function. Since alpha, beta and delta are the best wolves that give the
best position from the prey, the optimum location of prey is determined by alpha,
beta and delta wolves’ positions and the positions of all wolves are updated
according to Eq. (4.9).

Xkðiþ 1Þ ¼ Xalpha;kðiÞþXbeta;kðiÞþXdelta;kðiÞ
3

ð4:9Þ

This bio inspired technique has been remodelled for feature selection by Emary
et al. using two squashing functions [37]. The role of the squashing function is to
retain the population position values as binary. One of them is the sigmoid squash
function which helps to maintain the binary input needed, has more potential for the
feature selection process in steganalysis and given by Eq. (4.10) is used.
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BinXkðiþ 1Þ ¼ 1 if sigmoidðXkðiþ 1ÞÞ� randðÞ
0 otherwise

�

where; sigmoidðjÞ ¼ 1
1þ e�10ðj�0:5Þ

ð4:10Þ

The fitness function for BGWO is the selection of the best feature (i.e.) the one
with maximum classification accuracy and minimum number of features. So, the
fitness function f for classification, is set as in Eq. (4.11)

f ¼ a� Accuracyþ b� jT � Lj
T

ð4:11Þ

where, Accuracy is the classification accuracy using the features, T is the total
number of features and L is the length of the selected features. a and b are the two
parameters that determine the quality of the classification and length respectively,
where a = 0.99 and b = 1 – a as in base paper [37].

4.5 Experimental Results and Discussion

4.5.1 Experimental Setup

The goal is to establish a universal low complex steganalytic feature for identifying
the commonly used (Traditional LSB) spatial steganography. Bossbase v1.01 [38]
images of size 512 � 512 embedded with five LSB algorithms and eight different
payloads are used. The samples of the stego images for one such random cover
image for various algorithms and the statistical metrics—Mean Square Error
(MSE) and Entropy show the embedding distortion caused are given in Table 4.2.

It can be inferred from Table 4.2 that even with a high volume secret payload of
1.0 bpp (262,144 bits), the stego images are not visually distinguishable from the
cover image and amongst themselves. The variations in the measures are also so
small which depicts the challenge in identifying the algorithms of same nature using
their stego images. The train-test ratio for the experimentation is fixed as 50%, i.e.,
for each payload, random 500 images of each cover and stego images of each
algorithm (500 + 500 � 5 = 3000) are trained using ensemble One Against One
(OAO) Logistic Regression (LR) classifier and the remaining unseen 3000 images
are tested. The statistics for all the experiments are the median of the statistics
collected by repeating the experiment ten times with different random train/test
datasets.
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4.5.2 Algorithm Detection Using Individual LRP and LDiP
Feature Models

The 76 individual feature sets discussed in Sect. 4.2 are trained and tested indi-
vidually on stego images with a low volume payload of 0.1 bits per pixel (bpp). The
Receiver Operating Curve (ROC) plots of the individual group by micro averaging,
portray the experimental results in Fig. 4.4 along with Area Under Curve
(AUC) measures.

Figure 4.4 shows the excellency of LRP over the LDiP features and rotation
variant forms are slightly better than rotation invariant forms. Particularly, con-
sidering sign LRP and magnitude LRP, the mLRPs are more contributing than the
sLRPs. It is because the considered training set consists of images from both single
and multi-bit embedding algorithms. It can be noted that mLRP with kernel k14 is
the best among the proposed models with an accuracy of 58.23%. It is important to
note the difference between the accuracy and the AUC shown in ROC plots. This is
because in multi-class classification, the number of negative classes is greater than
the number of positive classes. The feature models that give the maximum accuracy
for other payloads are given in Table 4.3.

As payload increases, the magnitude LDiP feature captured in vertical direction
(90mLDiP) is better performing because of its spatial multi resolution property.
Figure 4.5 shows the individual class ROC plot of both the features.

It can be seen that as payload increases, the order of detection of algorithms
becomes different. In low payload (Fig. 4.5a), LSBR2 is easily detected, followed
by LSBRmod5, Cover, LSBR, LSBM and lastly by LSBMR, while in high payload
(Fig. 4.5b), the order is LSBR2, LSBR, Cover, LSBRmod5, LSBM and LSBMR.
Thus, universal active steganalysis with similar algorithms is a true challenge with
detection accuracy slightly greater than random choice. This stretches the experi-
ment to move towards the improvement in performance which is sought by optimal
concatenation of features.

4.5.3 Algorithm Detection Using Optimally Concatenated
LRP + LDiP Features

The concatenation of LRP and LDiP feature models by GRASP is done to improve
the detection accuracy of the individual feature models. The optimal solution
obtained from experimentation on a low volume payload of 0.1 bpp is the con-
catenation of features–LRPri-k3, k4, k15, mLRPri-k1, k3, k7, k8, k9, k11, k12, k13,
sLRPri-k2, 90mLRPri with a dimensionality of 576. An increase of 12.5% detection
accuracy is achieved for 0.1 bpp payload and the ROC of the proposed concate-
nated model (LRP + LDiP) for various payloads is given in Fig. 4.6.
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Performance analysis of the proposed LRP + LDiP feature in varying
groups: To illustrate the difficulty of the algorithm detection task and its depen-
dence on choice of algorithms chosen for training, three groups of LSB algorithms
have been designed–First group G1 consists of images from all the above said
algorithms, the second group G2 consists of the cover and LSBR, LSBM, LSBR2
and LSBmod5 stego images (most difficult algorithm removed) and the last group
G3 consists of the cover, stego images from LSBR, LSBM and LSBMR algorithms

(a) LDiP & LDiPri (b) mLRPs 

(c) mLRPris (d) sLRPs

(e) sLRPris

Fig. 4.4 ROC plots for algorithm steganalysis of traditional LSB using LRP and LDiP features
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(only single bit embedding). The ROC plots for these groups embedded with a low
volume payload of 0.1 bpp are given in Fig. 4.7.

It can be seen from Fig. 4.7 that the most difficult is the group consisting of single
bit schemes (G3 accuracy 61.35%, Cover–429, LSBR&LSBMR-281, LSBM-236),
followed by the scheme where all algorithms are considered (G1 accuracy 70.73%,
Cover-410, LSBR-286, LSBM-226, LSBMR-273, LSBR2-483, LSBRmod5-444).
The easiest is the scheme where LSBMR is exempted (G2 accuracy 77.68%,
Cover-420, LSBR-294, LSBM-302, LSBR2-482, LSBRmod5-444).

The confusion matrix of the LRP + LDiP feature in algorithm classification for a
low volume payload of 0.1 bpp using different groups is given as Table 4.4.

Thus, the choice of the training stego algorithms mainly affects the algorithm
detection process and the intermediate group G1 is considered for further
experimentation.

Performance analysis of Classifier: To compare the effectiveness of classifier
against other classifiers in LSB steganographic algorithm detection, experimenta-
tions are carried out with various classifiers on the obtained optimal concatenated
feature model of dimensionality 576. Two groups of classifiers are considered. The
first group is the simple classifier models. The classifiers considered are Logistic
Regression (LR), Naive Bayes, K-Nearest Neighbour (KNN), Linear Support
Vector Machine (LinearSVM) and Decision Tree. The second group consists of
ensemble classifiers like Random Forest, Extremely Randomised Tree (Extra Tree),
Adaboost, Gradient boosting and Bagging with the default base learner and One
Against All (OAA) with LR as base learner.

The results tabulated in Table 4.5 show that among simple classifiers, LR pro-
vides twice more accurate results than other simple classifiers. However, the
ensemble form of LR (OAO) produces 5% more accuracy in low volume of 0.1 bpp
than simple LR. Again, among various ensemble classifiers like Trees, Boosting
and Bagging, OAO (LR) is better and gives nearly twice more accuracy than the
tree based algorithms and about 7% more accuracy than Gradient Boosting, the best
among Boosting and Bagging classifiers. Though OAA (LR) is a simpler model
compared to OAO, it performs at par only for 1.0 bpp payload. Thus, OAO (LR) is
better suited for LSB algorithm classification.

Table 4.3 Traditional LSB
Algorithm detection for
various payloads using
proposed individual features

Payload (bpp) Overall accuracy in (%) Max. feature

0.1 58.23 mLRP-k14

0.2 66.8 mLRP-k1

0.25 70.33 90mLDiP

0.3 73.37 90mLDiP

0.4 79.03 90mLDiP

0.5 82.63 90mLDiP

0.75 88.4 90mLDiP

1.0 90.2 90mLDiP
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4.5.4 Algorithm Detection Using Optimised LRP + LDiP
Feature Using GB

Though performance of the model has been increased from 58.23 to 70.73% for
0.1 bpp payload, this has indirectly led to the increase of dimensionality from 256

(a) mLRP-k14 for 0.1 bpp  

(b) 90mLDiP for 1.0 bpp 

Fig. 4.5 ROC plots of the feature for each class of algorithm detection
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to 576. So, the dimensionality of the features obtained are reduced by use of two
feature selection algorithms–GRASP-RFE (GR) and GRASP-BGWO (GB) using
OAO (LR) classifier. The RFE feature selection method in scikit-learn 0.18.1
package [39] is applied as a dimensionality reducer. The default dimensionality
reduction is half of the given features (288). The desired dimensions can be set by
the user and are set from 100 to 500 in steps of 100 and the dimension where the
best accuracy is obtained is reported. The improved results are tabulated in
Table 4.6.

The results show that the GB selection process gives better results than the basic
GRASP model. It is able to decrease the dimension by nearly 120 features yet
increasing the accuracy to nearly 2% for all payloads. Comparing with GR, GB
produces a minimum of 1% increase in accuracy for all payloads and additionally
enjoys dynamic feature selection. And most of the results saturate after 20th

Fig. 4.6 ROC plots of
optimised LRP + LDiP
features for various payloads
of algorithm detection

Fig. 4.7 ROC plots of
LRP + LDiP for various
groups of algorithm detection
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iteration of BGWO, thus making employment of bio-inspired algorithm better than
any other Meta heuristic method in terms of both time and complexity. The
obtained results reinstate the toughness of identification of algorithms in stego
images and effectiveness of employment of a bio-inspired algorithm in selecting
features for universal algorithm steganalysis.

4.5.5 Comparison with Existing Works

There is a scarcity of literature on identification of algorithms in steganalysis.
Further difficulty, is finding literature that works with same stego images of same
domain and algorithm (most of the literature on algorithm identification is on JPEG
images). So, two types of comparisons are done. First, is the comparison with only
existing literature [14] for multi-class classification of spatial LSB algorithms as

Table 4.4 Confusion matrix for algorithm detection of various groups using optimally
concatenated LRP + LDiP features in 0.1 bpp payload

Group Class wise accuracy (%) Overall
accuracy
(%)

Cover LSBR LSBM LSBMR LSBR2 LSBRmod5

G1 82 57.2 45.2 54.6 96.6 88.8 70.73

G2 84 58.8 60.4 – 96.4 88.8 77.68

G3 85.8 56.2 47.2 56.2 – – 61.35

Table 4.5 Algorithm detection using LRP + LDiP with various classifiers and payloads

Classifier Detection accuracy in percentage for given payload in (bpp)

0.1 0.2 0.25 0.3 0.4 0.5 0.75 1.0

Naive Bayes 24.23 34.97 37.6 40.03 42.43 43.83 47.4 50.53

KNN 24.13 39.77 41.63 44.07 47.9 51.1 56.97 61.67

Linear SVM 32.03 65.53 75.7 65.53 70.43 79.57 86.13 92.5

Decision tree 37.0 49.73 52.9 55.43 62.4 65.77 71.5 74.13

Logistic
Regression

65.1 80.13 83.83 87.03 89.97 91.47 94.4 96.07

Random forest 36.9 52.17 58.27 60.63 64.0 67.73 74.5 77.2

Extra trees 37.33 52.63 54.5 59.0 63.17 66.0 72.5 76.9

AdaBoost 38.77 49.5 54.0 53.97 58.27 60.8 60.4 67.73

Bagging 40.7 56.47 59.7 62.93 67.0 70.9 77.1 81.1

Gradient
boosting

48.17 62.97 66.6 71.27 75.23 78.33 85.0 88.1

OAA (LR) 62.07 76.63 82.67 85.2 87.23 90.1 93.5 95.23

OAO (LR) 70.73 82.93 86.3 88.37 90.57 91.87 94.5 95.67
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such, which employs Subtractive Pixel Adjacency Matrix (SPAM) feature set with
their LR classifier. Here, the multi-class classification is done only for a group of
LSB variant algorithms—LSBR, LSBM, LSBR2 and LSBRmod5 for a payload of
0.5 bpp to yield an accuracy of 82.3%. Clearly, even a single proposed individual
feature 90mLDiP achieves an accuracy (89.68%) greater than the literature with
lesser dimension of 256 compared to 686 of SPAM.

Since the latter comparison method is not complete, a second comparison is
done by employing the universal state-of-the-art passive steganalysers for algo-
rithms detection. To achieve this, SPAM [2], Spatial Rich Model (SRM) [16] and
Projected SRM (PSRM) [17] features are extracted from our database are used for
classification by the same OAO classifier. SPAM features were proposed for
Markov chain based steganalysis of spatial domain algorithms, particularly for
LSBM. Here the spatial pixel differences between adjacent neighbours of first and
second order Markov chains were found and the probability transition matrix of the
differences formed the 686 features of SPAM.

The SRM features were formed with the strategy of assembling various diverse
noise sub models from various linear and non-linear filters. These noise sub models
were formed from the joint PDF of neighbours in quantised noise residuals. This led
to a huge dimensional feature (34,671) which could steganalyse both non adaptive
scheme and content adaptive steganographic schemes. Later Holub and Fridrich
[17] proposed another strategy of statistical representation of diverse noise models
other than the joint PDF of neighbours. They suggested the projection of the
residuals into a set of random vectors and called it the PSRM feature. These
representations were advantageous than the co-occurrence matrix because they
were able to capture dependencies over a large number of neighbourhood pixels,
flexibly adjust the trade-off between accuracy and dimensionality and select random
neighbourhood sizes to provide better, diverged and discriminant features.
Though PSRM is a more agile model than SRM, the feature extraction time

Table 4.6 Optimisation of features for LSB Algorithm steganalysis for various payloads using
GR and GB

Payload
in bpp

Optimisation of features by

GRASP GR GB

Dim Overall
accuracy (%)

Dim Overall
accuracy (%)

Dim Overall
accuracy (%)

0.10 576 70.73 500 70.53 452 71.6
0.20 576 82.93 400 83.23 474 83.9
0.25 576 86.3 400 85.23 460 87.23
0.30 576 88.37 300 88.43 443 89.3
0.40 576 90.57 400 90.87 439 92.0
0.50 576 91.87 500 91.0 443 93.2
0.75 576 94.5 400 94.2 464 95.2
1.00 576 95.67 300 95.33 321 96.43
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complexity of the PSRM model (approximately 672 s for a single image, SRM–5,
SPAM–1 and LRP–0.3 s) makes steganalysis using PSRM highly difficult.

Table 4.7 shows the results of this comparison. The proposed method is better
than all the existing methods for low volume payloads. In a low volume payload of
0.1 bpp, 71.6% accuracy is reached with a feature dimension of just 452. The
proposed features excel SPAM, the designated steganalyser for traditional LSB
steganalysis in all payloads. It also surpasses the PSRM and SRM features with at
least 2% more accuracy with a diminutive feature nearly 34,000 less features in
payloads less than 0.5 bpp. However, for high volume payloads, SRM and PSRM
are able to achieve less than 1% increase at the cost of very huge dimensionality.
Thus, the proposed features along with the efficient proposed optimisation tech-
nique proves to a boon to the steganalysis of algorithm in spatial LSB stego images.

4.5.6 Algorithm Detection in Content Adaptive Algorithms

From the previous sections, it can be seen that algorithm detection is a tough task
with the low volume payload on closely related algorithms. In case of content
adaptive steganalysis, it tends to be lot tougher with more similarity among very
closely related content adaptive algorithms and very low embedding rates. As far as
the authors’ knowledge, there exists no literature for detecting algorithm among
content adaptive stego images. Stego images from three content adaptive algo-
rithms–Highly Undetectable steGanOgraphy (HUGO), Wavelet Obtained Weights
(WOW) and Spatial UNIversalWAvelet Relative Distortion (S-Uniward or SW) are
considered. All these algorithms are LSBM and content adaptive algorithms and in
addition, WOW and SW obtain the embedding distortion from the same domain
(wavelets). The stego images are created using random 1000 images of Bossbase

Table 4.7 Comparison table for algorithm steganalysis for various payloads using LRP + LDiP
GB method

Payload
in bpp

Detection accuracy in %

Proposed method
(LRP + LDiP-GB)

SPAM
(Dim 686)

PSRM
(Dim 12,870)

SRM
(Dim 34,671)

Dim Overall
accuracy (%)

Overall
accuracy (%)

Overall
accuracy (%)

Overall
accuracy (%)

0.10 452 71.6 56.2 63.37 69.0

0.20 474 83.9 72.43 80.53 82.47

0.25 460 87.23 77.53 85.17 85.33

0.30 443 89.3 81.33 87.33 88.5

0.40 439 92.0 85.43 90.53 91.4

0.50 443 93.2 88.6 93.2 94.03

0.75 464 95.2 92.3 96.2 96.1

1.00 321 96.43 94.27 97.63 97.27
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v1.01 with a payload of 0.4 bpp. It is to be noted that though the embedding
payload is of 0.4 bpp, the embedding change rates for an image are that of 0.0933,
0.0918 and 0.0703 (HUGO, WOW, SW) (very, very low) which makes steganal-
ysis of content adaptive algorithms with even 0.4 bpp tougher. It is also difficult to
identify algorithms with same change rate than with different ones (As seen from
Fig. 4.7, G3 was the most difficult). The train-test ratio is maintained at 50:50 and
the median of tenfold cross validation result with OAO (LR) classifier is reported.

The proposed features detect content adaptive algorithms with accuracies below
50%, which illustrates the difficulty of the task. The best accuracy is obtained by
sLRP-k15 which offers 35.55% accuracy which is at par with SPAM with twice
smaller number of features. However, the SRM and PSRM are better than the
individual feature. So, the LRP + LDiP model from previous experimentation is
then tested for content adaptive algorithms and the results are tabulated in Table 4.8
along with the existing state-of-the-art steganalysers–SPAM, PSRM and SRM.

Clearly from Table 4.8, it can be inferred that the proposed hybrid optimisation
and features perform excellently even in first level of optimisation (GRASP) than
the agile PSRM feature model with just 576 features against 12,870. Also, further
employment of bio-inspired BGWO helps to increase the performance by 3% with
nearly 200 less features. The confusion matrix of the classification is given in
Table 4.9. It can be observed that Cover images are better identified followed by
HUGO and SW. The most difficult WOW images are the least identified and are
mostly misclassified as Cover. A tougher problem of identification of algorithms in
content adaptive scenario is thus addressed by a universal feature common to all
type of spatial LSB steganographic algorithm and whose performance is improved
by the proposed novel hybrid optimisation technique—GRASP-BGWO.

Table 4.8 Detection of
content adaptive algorithms
for 0.4 bpp payload

Features (dimension) Accuracy in %

SPAM (686) 35.7

SRM (34,671) 46.5

PSRM (12,870) 44.1

Individual feature mLRP-k15 (256) 35.55

LRP + LDiP-GRASP (576) 45.55

LRP + LDiP-GB (402) 47.9

Table 4.9 Confusion matrix
for content adaptive algorithm
detection using optimal
LRP + LDiP–GB features

Embedding
algorithm

Classified as

Cover HUGO WOW SW

Cover 307 71 54 68

HUGO 76 279 55 90

WOW 157 86 159 98

SW 98 108 80 213
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4.6 Conclusion

A low dimensional local steganalytic feature, which is sensitive to the embedding
algorithm and that change considerably with payloads, is presented for LSB variant
algorithm detection. It was observed that the algorithm detection is highly depen-
dent on the training algorithms, payloads and features. The proposed model excels
all existing state-of-the-art steganalysers even in low volume payload. The universal
nature of the feature is further established in detecting steganographic algorithms of
content adaptive nature. Additionally, the proposed hybrid method of optimisation
helps to improve performance by 12–13% with a minimum of 400 features for
maximum 6 class classification in spatial LSB images. Thereby, a new low
dimensional feature selection using hybrid GRASP-BGWO optimisation is pro-
posed using novel local descriptors for effective universal algorithm steganalysis of
spatial LSB images. The future scope is to scale the existing feature models along
with the proposed models for much larger number of steganographic algorithms.
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Chapter 5
Nature Inspired Optimization
Techniques for Image Processing—
A Short Review

S. R. Jino Ramson, K. Lova Raju, S. Vishnu
and Theodoros Anagnostopoulos

Abstract Nature–inspired optimization techniques play an essential role in the field
of image processing. It reduces the noise and blurring of images and also improves
the image enhancement, image restoration, image segmentation, image edge
detections, image generation, image fusion, image pattern recognition, image
thresholding and so on. Several optimization techniques have been proposed so far
for various applications of image processing. This chapter presents the short review
of nature inspired optimization algorithms such as Genetic algorithm, Genetic pro-
gramming, evolutionary strategies, Grey wolf optimization, Bat optimization, Ant
colony optimization, Artificial Bee Colony optimization, Particle swarm optimiza-
tion, Firefly optimization, Cuckoo Search Algorithm, Elephant Herding optimiza-
tion, Bumble bees mating, Lion optimization, Water wave optimization, Chemical
reaction optimization, Plant optimization, The raven roosting algorithm with the
insight of applying optimization algorithms in advanced image processing fields.

Keywords Optimization techniques � Image processing � Short review
Evolutionary algorithms � Swarm intelligence algorithms

5.1 Introduction

Nature inspired optimization techniques play a key function in the field of engi-
neering, business, industrialized designs, image processing and so on. The main
objectives of nature inspired optimization technique are to increase the productivity,
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gain, efficiency, accomplishment and so on, and to underrate the energy use, cost,
size and so forth. Digital Images are viewed as a group of picture element, and each
picture element containing few values to represent visual property, illumination, tone
etc. Generally, image processing defines refine/manage/transfer an image. Also, it
uses various algorithms to improve the nature of the image, to obtain confidential
data. Nature-inspired optimization techniques play [1] an essential role in image
processing. It reduces the noise and blurring of images and also improve the image
enhancement/image restoration/image segmentation/image edge detections/image
generation/image fusion/image pattern recognition/image thresholding.

5.1.1 Nature Inspired Optimization Algorithms

A lot of special approaches were received to perform various works on the image.
In recent times various new techniques and algorithms are popularized which are
motivated from the nature. The keys which are best surrounded by massive group of
solutions are forwarded after formation or after iteration step and inactivity is not
needed. The recent algorithms are very effective compared to early Nature Inspired
Algorithms. These algorithms have been reached extensive popularity in recent
years to handle many tough real world optimization problems. All these comes
under the category of meta-heuristics algorithms.

Several nature inspired optimization algorithms have been developed and
studied so far. They are, Genetic Algorithm (GA), Simulated annealing (SA),
Artificial immune systems (AIS), Boids, Tabu Search, Memetic Algorithm (MA),
Ant Colony Optimization Algorithm (ACO), Cultural Algorithms (CA), Particle
Swarm Optimization (PSO), Self-propelled Particles, Differential Evolution (DE),
Bacterial Foraging Optimization, Harmony Search (HS), Marriage in Honey Bees
Optimization (MBO), Artificial Fish School Algorithm, Bacteria Chemotaxis
(BC) Algorithm, Social Cognitive Optimization (SCO), Artificial Bee Colony
Algorithm, Bees Algorithm, Glowworm Swarm Optimization (GSO), Honey-Bees
Mating Optimization (HBMO) Algorithm, Invasive Weed Optimization (IWO),
Shuffled Frog Leaping Algorithm (SFLA), Central Force Optimization, Intelligent
Water Drops algorithm, River Formation Dynamics, Biogeography-based
Optimization (BBO), Roach Infestation Optimization (RIO), Bacterial
Evolutionary Algorithm (BEA), Cuckoo Search (CS), Firefly Algorithm (FA),
Gravitational Search Algorithm (GSA), Group Search Optimizer, League
Championship Algorithm (LCA), Bat Algorithm, Bumble Bees Mating
Optimization (BBMO) Algorithm, Eagle Strategy, Fireworks algorithm for opti-
mization, Hunting Search, Altruism Algorithm, Spiral Dynamic Algorithm (SDA),
Strawberry Algorithm, Artificial Algae Algorithm (AAA), Bacterial Colony
Optimization, Differential Search Algorithm (DS), Flower pollination algorithm
(FPA), Krill Herd, Water Cycle Algorithm, Black Holes Algorithm, Cuttlefish
Algorithm, Gases Brownian Motion Optimization, Mine blast algorithm, Plant
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Propagation Algorithm, Social Spider Optimization (SSO), Spider Monkey
Optimization (SMO) algorithm, Animal Migration Optimization
(AMO) Algorithm, Artificial Ecosystem Algorithm (AEA), Bird Mating Optimizer,
Forest Optimization Algorithm, Golden Ball, Grey Wolf Optimizer, Seed Based
Plant Propagation Algorithm, Lion Optimization Algorithm (LOA),
Nature-Inspired Meta-heuristic Algorithm, Optics Inspired Optimization (OIO),
The Raven Roosting Optimisation Algorithm, Vortex Search Algorithm, Water
Wave Optimization, collective animal behavior CAB algorithm, Bumble bees
mating optimization (BBMO), Parliamentary optimization algorithm (POA),
Artificial Chemical Process Algorithm, Artificial Chemical Reaction Optimization
Algorithm, Bull optimization algorithm, Elephant herding optimization (EHO). All
the nature inspired optimizations falls under two main classification namely
Evolutionary Algorithms and Swarm Intelligence Algorithms. This chapter presents
the short review of some Nature-Inspired Optimization Techniques which are
efficiently applied for image processing.

5.2 Evolutionary Algorithms

The flow cycle of evolutionary algorithm is shown in Fig. 5.1. The evolutionary
algorithms are inspired from biological evolution like reproduction, mutation,
recombination, and selection. The optimization technique plays a vital role in
estimating accurate solutions or best solutions from a group of solutions. If a group
of individual is concerned, each individual will have his own best solution and the
global best will be the best among the local best. Evolutionary algorithm achieved
victory on many difficult problem solving with the help of fitness function and the
stream which is using Evolutionary algorithm as a tool for problem solving is
known as Evolutionary Computation. The evolutionary computation is funda-
mentally based upon the fitness function and improving the fitness function will
results in optimal solutions.

5.2.1 Classification of Evolutionary Algorithms

The broad classification of Evolutionary algorithm for image processing is shown in
Fig. 5.2.

(a) Genetic Algorithm (GA):

In 1989, Genetic Algorithm (GA) was introduced by D. Goldberg, J. Holl and
K. De Jong. Genetic algorithm is a sub-class of evolutionary algorithms which is
inspired from the natural selection. This algorithm resembles the operations such as
mutation, crossover and selection.
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GA randomly generates some set of possible solutions to a problem. Each
solution is subjected to the fitness function to evaluate each solution. New possible
solutions will be generated from the best solutions of the previous step. The process
will be continued until the acceptable solution is found. References [2–11] presents
the applications of GA in various fields of Image processing and the detailed review
is tabulated in Table 5.1.

(b) Genetic Programming (GP):

John Koza has introduced Genetic Programming (GP) in 1992. Genetic pro-
gramming (GP) is an extension of Genetic Algorithm which is used for testing and

Fig. 5.1 Flow cycle of evolutionary algorithm

Fig. 5.2 Evolutionary algorithms
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Table 5.1 Review of genetic algorithm

References Technique
used

Applications Parameters
evaluated

System used/software
used

Maihami
et al. [2]

Genetic-based
prototyping

Image
annotation

Scale-invariant
feature transform
and robust hue
descriptor

MATLAB programming
language in Intel Core i5
CPU 2.4 G and 4 G
RAM

Pujari
et al. [3]

DNA
sequence

Image
encryption

– Matlab

Abbas
et al. [4]

Rational ball
cubic B-spline
representation

Image
interpolation

Peak signal to
noise ratio
(PSNR)

Matlab

Tarigan
et al. [5]

Back
propagation
neural network

Automatic
ticketing
system for
vehicles

Epoch and time
(in seconds)

Matlab

Miri et al.
[6]

– Image
steganography

Mean square error
(MSE), peak
signal to noise
ratio (PSNR),
PSPNR

Matlab

Sukhija
et al. [7]

Principal
component
analysis
(PCA)

Face
recognition

Number of
classes, number of
test cases

Matlab

Hung et al.
[8]

Parallel fuzzy
C-means
clustering

MRI
segmentation

– NVIDIA Jetson TK1,
Kepler GPU architecture
with 192 CUDA cores
and 2 GB DDR2 RAM,
integrated with an ARM
Cortex- A15 CPU with
four cores with an
Ubuntu Linux Operating
System. CUDA version
is 6.5

Nagarajan
et al. [9]

Diverse
density (DD)

Medical
image feature
extraction

No of cycles,
fitness value,
probability

Matlab

Zafari
et al. [10]

Modified
selective
computational
ghost imaging
(SCGI)

Noise filtering Quality index of
the image

Matlab

Sethi et al.
[11]

Cryptography Image hiding Mean square error
(MSE), peak
signal to noise
ratio (PSNR),
capacity

Matlab
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selecting best choice among the set of results. It uses biological evolution to find
solutions for complex problems. References [12–15] presents the application of GP
in various fields of image processing such as image classification, figure ground
segmentation, image segmentation, image acquisition and it is tabulated in
Table 5.2.

(c) Evolutionary Strategies (ES’s):

In 1960, Evolutionary Strategies were introduced by Schwefel, Rechenberg and
Bienert. It follows the process of mutation and recombination for the purpose of
obtaining better solutions. Evolutionary Strategies can be classified into three types.

(1 + 1)-ES:

This strategy operates on a parent and its mutant. The mutant becomes a parent if
and only if its health is good as its parent. If not the mutant is omitted.

(1 + k)-ES:

k mutants are generated with compete with the parent.

(1, k)-ES:

The best mutant is made by a parent of next generation by neglecting the parent.
References [16–20] represents the application of ES in different fields of image
processing such as image segmentation, medical images, pattern denoising.
Table 5.3 presents the study of various applications, image processing technique
used, parameters evaluated and the system used for the implementation.

Table 5.2 Review of genetic programming

References Technique
used

Application Parameters evaluated System/software used

Liang
et al. [12]

Support vector
machine
(SVM)

Figure-ground
segmentation

Fitness function,
accuracy

Matlab R2014b

Liang
et al. [13]

Clustering Figure-ground
segmentation

Mean, variance,
skewness, kurtosis,
energy, entropy

Matlab R2014b

Iqbal et al.
[14]

Transfer
learning
GP-criptor

Image
classification

Kylberg, Brodatz,
and Outex data sets

EC Java-based
software

Mahmood
et al. [15]

Blind image
de-convolution

Image
acquisition

Root mean square
error (RMSE), peak
signal to noise ratio
(PSNR)

GP simulations are
carried out using
GPLAB toolbox in
MATLAB 7.0
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5.3 Swarm Intelligence Algorithms

In 1989, Swarm Intelligence Algorithm was introduced by Gerardo Beni and Jing
Wang. It consists of agents or individuals, interest locally with one another and with
environment. They follow rules for individuals, there is no centralized control
structure behave individually. The local interaction of agents will make a global
behavior implies global intelligence. The broad classification of Swarm intelligence
algorithms for image processing is shown in Fig. 5.3.

5.3.1 Gray Wolf Optimization (GWO)

This algorithm is following the leadership and hunting styles of grey wolves and is
proposed by Mirjalili, Seyed Mohammad Mirjalili and Andrew Lewis in 2014.
Since Gray wolves are considered in top of food chain, they considered as apex
predators. The members in the groups are following a very strict social dominant
hierarchy (Fig. 5.4).

Table 5.3 Study of different evolutionary strategies

References Technique
used

Application Parameters evaluated System used/
software

Naidu
et al. [16]

Shannon
and fuzzy
entropy

Image
segmentation

Scaling factor (F) and
crossover rate (CR)

Matlab 2009b with
Intel core i5
processor
capacitated 2 GB
RAM

Sarkar
et al. [17]

Support
vector
machine
(SVM)

Medical
images

Distribution index,
mutation probability

Matlab R2012a on a
workstation with
Intel® Core™ i3
3.2 GHz processor

Bhandari
et al. [18]

Tsallis
entropy
based
multilevel
thresholding

Image
segmentation

Peak signal-to-noise ratio
(PSNR), mean squared
error (MSE),
structural-similarity index
(SSIM) and feature
similarity index similarity
metrics (FSIM)

Matlab

Bu et al.
[19]

Matching
suitable
feature
construction

Construct
synthetic
aperture radar
(SAR) images

Crossover probability,
mutation probability,
evolution time

Matlab, 2.4 GB
Intel Core2 CUP

Li et al.
[20]

Kernel ridge
regression

Pattern
de-noising

Average value (AVE),
standard deviation
(STD) and fitness value

Matlab
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The first level is alpha ðaÞ and they are the leaders, who are responsible for
making decisions regarding hunting, sleeping place etc. The second level is known
as beta ðbÞ. These members are acting like subordinates for the decision making
level alpha ðaÞ. There beta ðbÞ candidates will be a replacement for the alpha ðaÞ
when they are old or passed away. The third level is called delta ðdÞ which is
dominating omega ðwÞ. Omega ðwÞ is the lowest level in the hierarchy. Delta
wolves will act as subordinates for both alpha ðaÞ and beta ðbÞ. In GWO fittest
solution will be ðaÞ, second will be ðbÞ and third be delta. Remaining all will be

Fig. 5.3 Swarm intelligence algorithms

Fig. 5.4 Types of grey wolf
optimization
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considered as Omega ðwÞ. So hunting will by guided by ðaÞ; ðbÞ and ðdÞ and ðwÞ
follow these three.

The main advantage of GWO is easy to design and GWO has some disadvan-
tages such as slow convergence, low searching ability. To overcome the disad-
vantages Improved Gray Wolf Optimization (IGWO) is opted.

The flowchart of GWO is shown in Fig. 5.5. The major applications of GWO in
image processing are shown in Table 5.4. References [21–28] represents the
applications of GWO in various fields of Image processing such as image seg-
mentation, data clustering, medical images, medical image fusion, image edge
extraction and it is tabulated in Table 5.4.

5.3.2 Bat-Algorithm (BA)

The Bat Algorithm (BA) is an optimization algorithm inspired from the behaviour
of micro-bats. It is based on the echolocation behaviour of micro-bats, along with
changing pulse rates of emission and loudness. BA comes under Swarm

Fig. 5.5 Flowchart of gray
wolf optimization
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Intelligence method. This algorithm was developed by Xin-She Yang in 2010. Few
bats have developed a highly sophisticated sensibility of hearing. They emit sounds
that consider of objects in their path and send echoes return to bats. According to
the bats can determine the size of objects, how they are travelling fast and far away.

The considerations for designing the bat optimization algorithm are as follows:

1. The echolocation strategy of the natural bat is considered with the distance
calculation between two objects. It has considered that the bats are knowl-
edgeable to distinguish between the prey and the objects.

2. In this algorithm, it has considered that the bats have flying with the velocity pi
from a position pi�1 with a smallest frequencies fmin and changing wavelength
lambda and loudness L0 in search of prey. The bats have capable of adapting the
frequencies fi and also the rate of frequencies f 2 0; 1ð Þ and the adapting
depends on the favorable or failed searching of prey or for the kind (small or
large) of prey.

3. The transmitted sound of the natural bat changes according to the social needs,
so, the bat optimization algorithm considers that the maximum loudness is Lmax

and minimum is Lmin. The bat optimization process does not exist where two or
more number of bats hunt for the same object. Regarding the frequencies of the
bat algorithm, it is considered that the frequency corresponding to the wave-
length varies within a fixed range. Now the bat position xi maneuvers from a
position xi�1 with the velocity vi and frequency fi. The optimization relates to
the movement of its position with relative velocities and frequencies. The
positional updating formula of the bats are as follows:

Fi ¼ fmax þ fmax � fminð Þ � b ð5:1Þ

Viþ 1 ¼ Vi�1 þ Xi � X�ð Þ � Fi ð5:2Þ

The bat optimization technique is also very powerful tool for many complex
problems of the various fields of engineering and science.

The main advantage of Bat algorithm is simplicity and flexibility. It is easy to
design. The flowchart of BA is shown in Fig. 5.6. References [29–31] presents the
major applications of BA in image processing are listed in Table 5.5.

5.3.3 Ant Colony Optimization (ACO)

The ant colony optimization (ACO) is an algorithm inspired from the behaviour of
ants in searching their food. The ants always prefer shortest path between their nest
and source of food. These ants are having a indirect communication by releasing
pheromone. Once they found food source, then the ant will deposit pheromone
when it is travelling towards the nest. So that the fellow ants can easily reach the
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Fig. 5.6 Flowchart of bat
algorithm
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food. When one ant find a short path from the colony towards the source of food,
then other ants, also will follow the new path.

ACO comes under Swarm Intelligence method. ACO is proposed by Marco
Dongo, A. Colorni and V. Maniezzo in 1991. The ACO are commonly using to a
optimal solution in graphical way of problem solving. The major advantage of ACO
over genetic algorithm is its ability to handle dynamically changing graph. And also

Table 5.5 A survey on various works over bat algorithm

References Technique
used

Application Parameters
evaluated

System used/software
used

Karri et al.
[29]

Vector
quantization
(VQ)

Image
compression

Bitrate/bits per
pixel, peak-signal to
noise ratio (PSNR),
mean square error
(MSE)

Window XP PC with an
Intel® Core ™ i5-2540
machine with 2.60 GHz
CPU, and 2.94 GB of
RAM. moreover, all the
programs are written
and compiled on
MATLAB version 7.9.0
(R2009b)

Senthilnath
et al. [30]

Clustering
approach

Multispectral
satellite
image
classification

Maximum
generation and
population size

Matlab 7.12.0.635, on a
system having an i-7
processor and 6-GB
RAM

Yang et al.
[31]

Echolocation
behaviour

Image
visualization

Convergence rate,
sensitivity

Matlab on a standard
3 GHz desktop
computer

Fig. 5.7 Shows the flowchart
of ant colony optimization
algorithm

5 Nature Inspired Optimization Techniques for Image Processing … 125



capable of providing an almost good solution. It has robustness and ability to search
for a better solution in solving performance.

The flowchart of Ant Colony Optimization Algorithm is shown in Fig. 5.7 and
Table 5.6 shows the application of ACO in various areas of image processing.

5.3.4 Artificial Bee Colony Optimization (ABC)

Artificial Bee Colony Optimization algorithm is inspired from the behaviour of
honey bees. This was proposed by Karaboga and Basturk in the year 2007.
Figure 5.8 shows the flowchart of the ABC algorithm.

In this mode, 3 groups of bees are there. They are

1. Employed bees,
2. Onlooker bees and
3. Scout bees.

Table 5.6 A survey of ant colony optimization

References Technique
used

Application Parameters evaluated System/software
used

JayaBrindha
et al. [32]

Cascaded
support
vector
machine
(SVM)

The images of
sunflower seeds
classification

Boundary descriptors,
cosine descriptors,
fourier descriptor

Matlab

Miria et al.
[33]

Discrete
cosine
transform
(DCT)

Medical image
de-noising

Peak signal-to-noise
ratio (PSNR),
structural similarity
index measure
(SSIM)

Matlab

Kuo et al.
[34]

Source
optimization
(SO)

Image
enhancement

Edge placement error
(EPE)

Matlab with a PC
platform at Intel
Core i7 (3.4 GHz)
with 8 GB of
memory

Yin et al.
[35]

Support
vector
machine
(SVM)

Very
high-resolution
(VHR) images

Correctly extracted
road pixels (TP),
incorrectly extracted
(FP) road pixels,
missed road pixels
(FN)

Matlab

Zhang et al.
[36]

Graphics
processing
units (GPUs)

Hyper spectral
images

Root mean square
error (RMSE)

Matlab with Intel
Xeon X5660 CPU,
12 GB RAM and
an NVidia Quadro
5000 GPU
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Employed bees search food and share this information in the group. The
onlooker bees will choose the best food source from the employed bees informa-
tion. i.e., each employed bees will come with the information of unique food
source. The scout bees are a subset of employed bees, whose food source is
rejected. References [37–42] represents the applications of ABC in various fields of
Image processing like image segmentation, image watermarking, region based
image steganalysis and it is tabulated in Table 5.7.

5.3.5 Particle Swarm Optimization (PSO)

In 1995, Particle Swarm Optimization (PSO) was proposed by Kennedy and
Eberhart. PSO technique is acquired by analyzing the behavior of fish and birds
when they are moving as a group. From the given parameters the PSO will do
iterations until getting a improved solution for the candidate. Particle also known as
candidate can improve its position by considering inertia, personal influence and

Fig. 5.8 Arificial bee colony optimization algorithm flowchart
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social influence. Main application of PSO is in functional optimization and opti-
mum control in control systems. The main advantage of PSO is easy to implement
and it has less parameters, it is used to handle non linear optimization problems. It is
flexible to practical applications. Figure 5.9 shows the flowchart of PSO algorithm.
References [43–49] presents the areas where PSO is used in image processing and
it is tabulated in Table 5.8.

5.3.6 Firefly Optimization (FFO)

Firefly Optimization (FFO) algorithm was proposed by Xin-She Yang in 2009. FFO
was influenced by the fireflies those having flickering behavior. This algorithm
searches the optimal matching patch from left to right and also from top to bottom
and finally, it searches the patch. However, if there are a large number of candidate
patches, it will leads to heavy workload and inaccuracy. Therefore, the Firefly
optimization algorithm has been introduced to search the best matching patch.

The Firefly optimization algorithm is a universal optimization method which is
based on the fly foraging behavior and the result of this algorithm is completely
depends upon the foraging process. The first is smell search process: using the smell
to perceive the various gases in air and determine the food position which is close to

Fig. 5.9 shows the flowchart
of the PSO algorithm
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it and the second is visual orientation process: in the visible range, determining the
food position accurate and flying to it.

The primary purpose for a firefly’s flash is to act as a signal system to kill other
fireflies.

FFO based on three idealized rules:

Table 5.8 A survey on different works over particle swarm optimization

References Technique used Application Parameters
evaluated

System/software
used

Wu et al.
[43]

Modal
transformation

Remote
sensing

Number of correct
matches and root
mean square error
(RMSE)

MATLAB, on an
Intel Core i5
machine

Mozaffari
et al. [44]

Thresholding Multilevel
image
thresholding
segmentation

Standard deviation
(STD), peak signal
to noise ratio
(PSNR)

Personal computer
with 16 GB RAM,
CPU with 7 Cores
and 3.4 GHz speed
using MATLAB
2016 Software
which was installed
on a 64-Bit Version
of Windows 10

Sabeti
et al. [45]

PSO versions Medical
image

Peak signal-to-noise
ratio (PSNR),
uniformity measure
(UM), structural
similarity index
measure (SSIM)

Matlab

Zhang
et al. [46]

2D fuzzy fisher Image
segmentation

Number of
iterations, cost
function value (cfv)

PC with Inter
Core CPU @
2.40 GHz and 2G
memory

Salucci
et al. [47]

Inverse scattering Microwave
imaging

Signal to noise ratio
(SNR)

Standard Laptop
with a Single-core
2.1-GHz CPU

Liu et al.
[48]

Adaptive
translational motion
compensation

Inverse
synthetic
aperture
radar (ISAR)
images

Mean squared error
(MSE)

Matlab

Xue et al.
[49]

Integrating the
harmonic analysis
(HA), particle
swarm optimization
(PSO), and support
vector machine
(SVM)

Airborne
visible
infrared
imaging
spectrometer

Minimum noise
fraction (MNF), and
independent
component analysis
(ICA)

Matlab R2012b in a
desktop PC
equipped with an
Intel Core i7 CPU
(at 3.4 GHz and
64-bit) and 16 GB
of RAM
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• All fireflies are unisexual, so that any individual firefly will be killed to all other
fireflies.

• Attractiveness is proportional to their brightness, and for any two fireflies, the
less bright one will be killed by the brighter one, but the intensity decrease as
their mutual distance increases.

• If there are no fireflies brighter than a given firefly, it will move anyway. The
brightness should be associated with the objective function.

The main advantage of FFO is easy to operate and implement, it has less
parameters. It is easy to combine with other algorithms to improve the performance
of the algorithm.

The flowchart of FFO is shown in Fig. 5.10. References [50–54] presents the
major applications of FFO in image processing are shown in Table 5.9.

Fig. 5.10 Flowchart of firefly
algorithm
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5.3.7 Cuckoo Search Algorithm (CS)

Cuckoo search (CS) is an optimization algorithm. CS was introduced by Suash
Deb, Xin-She Yang in 2009. It was influenced by the constrain brood parasitism of
few cuckoo species by laying their eggs in the nests of other host birds. Few shelter
birds can lease direct discord with the intruding cuckoos. For example, if a host bird
finds the eggs are not their own, it will either throw these alien eggs away or build a
novel nest in another place. Part of female parasitic cuckoos is generally very
particular in the mimicry in colors and design of the eggs of some select accom-
modates species. Cuckoo search algorithm can be applied for many optimization
problems.

Cuckoo search algorithms can be represented as follows:
The goal behind the algorithm is to use the novel and conceivably optimal results

to re-establish a not-so-better solution in the nests. In the easiest form, each nest has

Table 5.9 Review of fire-fly optimization

References Technique
used

Application Parameters evaluated System/software used

Kora et al.
[50]

Sequency
ordered
complex
Hadamard
transform

ECG based
atrial
fibrillation
detection

Sensitivity (Sen) and
specificity (Spe)

Matlab 7.12.0

Pare et al.
[51]

Modified
fuzzy
entropy
(MFE)

Image
thresholding

Peak signal to noise
ratio (PSNR), structural
similarity index
measures (SSIM), mean
square error (MSE),
feature similarity index
measures (FSIM)

MATLAB R2014b on
a PC with 3.4 GHz
Intel core-i7 CPU,
4 GB RAM running
on Windows 7 system

Zhang et al.
[52]

Modified
local binary
pattern
descriptor

facial
emotion
recognition

Randomization and
dynamic parameter

Matlab

Rajinikanth
et al. [53]

RGB
histogram

Image
segmentation

Peak signal to noise
ratio (PSNR), structural
similarity index measure
(SSIM) and CPU time

Matlab R2010a on an
Intel Dual Core
1.6 GHz CPU,
1.5 GB RAM running
window XP

Nayak et al.
[54]

Multilayer
perceptron
(MLP)

1D/2D
predictive
image
coding

Number of epochs, root
mean square error
(RMSE)

MATLAB 9.0 on a
system with an Intel
Core 2 Duo CPU
T5800, 2 GHz
processor, 2 GB
RAM and Microsoft
Windows-2007 OS
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one egg. The algorithm can be continued to further complex cases in which any nest
has multiple eggs characterizing a group of solutions for that specified purpose. The
flowchart of CS is shown in Fig. 5.11.

Cuckoo search is based on three idealized rules:

• Any cuckoo lays single egg at a time, and dumps its egg in a selected nest.
• The optimal nests with more quality of eggs will carry over to the next pro-

duction to improve their population.
• The number of applicable host’s nests is established, and the egg place by a

cuckoo search is invented by the host bird with a probability pa 2 0; 1ð Þ,
pb 2 0; 1ð Þ. Finding operates on few set of worst nests, and invented solutions
dumped from further estimates.

Fig. 5.11 Flowchart of CS
algorithm
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References [55–58] presents the major applications of CS in image processing
are listed in Table 5.10.

5.3.8 Elephant Herding Optimization (EHO)

Elephant Herding Optimization (EHO) was introduced by Suash Deb, Gai-Ge
Wang and Coelho in 2015. EHO is inspired by the herding behavior of elephant
group. Elephants are one kind of the biggest mammals on land. The African

Table 5.10 A review of cuckoo search algorithm

References Technique
used

Application Parameters evaluated System/software used

Suresh et al.
[55]

Histogram
equalization
(HE)

Enhancement
of satellite
images

Color enhancement
factor (CEF),
structure similarity
index measure
(SSIM), mean square
error (MSE), peak
signal to noise ratio
(PSNR)

MATLAB R2015a
running on an Intel
Core i7 PC With
3.40 GHz CPU and
8 GB RAM

Pare et al.
[56]

Minimum
cross
entropy

Image
thresholding

Mean and standard
deviation (STD),
structure similarity
index measure
(SSIM)

Matlab

Chiranjeevi
et al. [57]

Image
compression

Vector
quantization
(VQ)

Skewness and
mutation probability,
signal to noise ratio
(PSNR)

Windows XP
operating system with
an Intel® Core™
i5-2540 and
2.60 GHz CPU with
2.94 GB RAM.
Moreover, MATLAB
version 7.9. (R2009b)

Mohammed
Ismail et al.
[58]

Cuckoo
inspired fast
search
(CIFS)

Fractal image
compression

Mean square error
(MSE), peak signal to
noise ratio (PSNR)

Core i5-368
5200U; 4 GB RAM
1 TB Hard-Disk,
2 GB Graphics with
369
Windows 10. The
implementation of
proposed method is
carried out on
NVIDIA Ge
Force GTX 480 GPU
using CUDA
language
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elephant and the Asian elephant are two, which are generally identified species.
A long trunk is the most typical feature that is multi-purpose, such as breathing,
lifting water and grasping objects. In environment, elephants are social animals, and

Fig. 5.12 Flowchart of EHO algorithm
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they have complex social structures of females and calves. An elephant group is
composed of several clans under the leadership of a mother, frequently the oldest
cow. The flowchart of EHO is shown in Fig. 5.12.

A clan is consisting of one female with her calves or certain related females.
Females prefer to live in family groups, while male elephants likely to live in
separation, and they will leave their family group when growing up. Though male
elephants live away from their family group, they can stay in contact with elephants
in their clan through low-frequency vibrations. In this way to prepare the assemble
behavior of elephants resolve entire set of world optimization difficulties, it has
treated to reduce into the following idealized regulations:

• The elephant population is collected of few clans, and each clan consist per-
manent number of elephants.

• Permanent number of male elephants will leave their family group and lives
alone, far away from the main elephant set at each production.

References [59, 60] presents the major applications of EHO in image processing
are tabulated in Table 5.11.

5.3.9 Bumble Bees Mating Optimization (BBMO)

Bumble Bees Mating Optimization (BBMO) algorithm comes under category of
meta-heuristic optimization, it is also a population-based search algorithm. It was
recommended by F. Comellas and J. Martinez Navarro in 2009. The behavior of
honey bee colonies are mimics their food seeking. Bumble Bees Mating
Optimization (BBMO) algorithm is a fairly novel swarm intelligence algorithm and
which is resembles the mating behavior that a swarm of bumble bees performs. This
algorithm is inspired by a novel nature that resembles the mating behavior of the
bumble bees, the Bumble Bees Mating Optimization (BBMO) algorithm, is used for
solving global corrupted optimization problems. References [61, 62] presents the
major applications of BBMO in image processing are shown in Table 5.12.

Table 5.11 Review of EHO algorithm

References Technique
used

Application Parameters
evaluated

System/software used

Tuba et al.
[59]

– Image
thresholding

Mean and
standard
deviation

Matlab 2016a, Intel Core
i7-3770K CPU at 4 GHz,
8 GB RAM, Windows 10,
Professional OS

Tuba et al.
[60]

Support
vector
machine
(SVM)

Automatic
diagnosis of
different
diseases

training
and testing

Matlab 2016a, Intel Core
i7-3770K CPU at 4 GHz,
8 GB RAM, Windows 10,
Professional OS
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5.3.10 Lion Optimization Algorithm (LOA)

Lion Optimization Algorithm (LOA) was introduced by Maziar Yazdani and
Fariborz Jolai in 2016. This algorithm is inspired by a novel nature, lion’s behavior.
Lions are the most socially willing of among wild cat species which show great
levels of cooperation and antagonism. Lions are of specific curiosity because of
their strong sexual dimorphism in combination of social behavior and appearance.
The lion is a wild felid with two types of social organization: residents and nomads.
Residents lives in sets, known as pride.

A pride of lions generally adds five females, their cubs of both sexes, and in that
one or more adult males. Young males are ignoring from their birth pride when they
become sexually grown-up. The flowchart of LOA is shown in Fig. 5.13.
References [63, 64] presents the major applications of LOA in image processing are
listed in Table 5.13.

5.3.11 Water Wave Optimization (WWO)

Water wave optimization was introduced by Y. J. Zheng in 2015. Water wave
optimization (WWO) comes under a novel meta-heuristic technique, it is used for
global optimization problems. It shows that how graceful phenomena of water
waves, like propagation, refraction, and breaking, can be used to derive effective
mechanisms for searching in a high-dimensional solution domain. In general, the
algorithmic scheme of WWO is does not complicated and get clear design with a
least-size population and only a several control constants. WWO is tested on a
diverse set of standard problems, and applied WWO to a real-world high-speed
train scheduling problem in China. The computational results show that WWO is
much aggressive with state-of-art evolutionary algorithms. References [65, 66]

Table 5.12 A survey on various works over BBMO algorithm

References Technique
used

Application Parameters
evaluated

System used/
software used

Abdelhakim
et al. [61]

Robust
watermarking

Quality of the
watermarked
image

Fitness function,
number of
iterations, peak
signal-to-noise
ratio (PSNR)

Matlab

Jiang et al.
[62]

Histogram
thresholding

Image
segmentation

Peak
signal-to-noise
ratio (PSNR),
CPU time

PC with 2.40 GHz
CPU, 2 GB RAM
with window 7
system and
MATLAB 7.2
software
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Fig. 5.13 Flow chart of LOA
algorithm

Table 5.13 Review of LOA algorithm

References Technique
used

Application Parameters
evaluated

System/
software
used

Kanimozhi
Suguna et al.
[63]

Machine
learning
(ML)

Medical imaging Mean, entropy,
energy and CPU
time

Matlab

Yazdani et al.
[64]

Clustering Image and video
processing (IVP)

Median, STD Matlab
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presents the major applications of WWO in image processing are shown in
Table 5.14.

5.3.12 Chemical Reaction Optimization Algorithm (CRO)

CRO is a currently introduced general-purpose meta-heuristic. In 2011, the CRO
was recommended by Lam, Bilal Alatas, it was originally designed for solving
conjunctional optimization problems. Chemical reaction optimization (CRO) comes
under a population-based meta-heuristic algorithm, which is based on the principles
of chemical reaction. A chemical reaction is a method of sending the reactants or
molecules through a sequence of reactions into products. This process of trans-
formation is designed in the CRO algorithm to resolve optimization problems.
Chemistry is a domain in science and it was managed studies with respect to the
chemical properties like matter and its structure. Chemical reactions discontinuity
chemical bonds into molecules and form novel bonds using molecules participating
in reaction. References [67, 68] Shows the application of CRO in various areas of
image processing and it is listed in Table 5.15.

Table 5.14 Study of WWO algorithm

References Technique used Application Parameters
evaluated

System/software used

Xu et al.
[65]

Gray correlation
analysis

Pattern
recognition

Correct
matching rate
and average
running time

Matlab 2014b on a personal
computer with a 3.20 GHz
CPU, 4.00 G RAM under
Windows 7 system

Wu et al.
[66]

Elite
opposition-based
learning (EOBL)

Global
optimization

Maximum
and minimum
fitness and
wavelength

PC of Intel® with 3.5 GHz
Xeon CPU and 8 GB of
memory, Windows 7, Matlab
2012a

Table 5.15 Review of CRO algorithm

References Technique
used

Application Parameters
evaluated

System/software used

Asanambigai
et al. [67]

Fuzzy C
means

Medical
image
processing

Sensitivity,
specificity,
Jaccard index and
dice coefficients

Matlab

Duan et al.
[68]

Contour
matching

Remote
sensing
applications

rotation angle (h),
and scaling factor
(s)

PC with Intel Core i5,
2.6-GHz CPU, 4-GB
memory, and 32-b Windows
7, using Matlab 8.0.0.783
(R2012b)
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5.3.13 Plant Optimization Algorithm (POA)

Plant optimization algorithm was introduced by Jun Li, Zhihua Cui and Zhongzhi
Shi in 2012. Plant optimization algorithm (POA) comes under a novel
meta-heuristic algorithm, influenced by tree’s growing process. POA is nature
inspired, it follows the path plants, in specific the strawberry plant, propagate.
A basic POA has been expressed and tested on one objective as well as many
objective continuous optimization problems. The test problems though standard are
least dimension. The results displayed that POA has advantages and get more
investigation on greater dimensional problem cases as well as problems proceeding
in practice, these are frequently very challenging. POA is good-looking because,
between other things, it is simple to illustrate and design small size population.
POA has been implemented to solve many known hard forced optimization
problems arising in the field of engineering design with continuous disciplines.
POA established either adjacent good known solutions or optimal ones to all of
them. Reference [69] presents the application of POA in image segmentation. The
technique used in this paper is molecular biology and the parameters evaluated are
Shape, Colour and Texture, identification rate.

5.3.14 The Raven Roosting Algorithm (RRO)

Raven Roosting Optimization was popularized by Anthony Brabazon, Wei Cui,
Michael O’Neill in 2014. This algorithm influenced by the social roosting beha-
viour of raven or a bird. This social roosting is exhibited by especially by the birds.
in order to maintain the communication between the members about the food
sources and nearby threats we will use social roots as hubs. It is deals with the
mimic behaviour of ravens or Foraging behaviour of bird species, the natural raven,
and it take influence from this to design a new optimisation algorithm which is
called as the raven roosting optimisation algorithm (RRO). Birds of Heterogeneity,
insects enroll in roosting. In raven Roosting, Roosts are information centers or can
say servers and scrounge feature of common ravens inspired to solve problems.
This technique is good enough to handle number of overloaded tasks transfer on
Virtual Machines (VMs) by determining the availability of VMs capacity. Raven
Roosting Optimization (RRO) random allocation of VMs to Cloudlet results huge
change in make span with respect to VM to which allocated. The flow chart of RRO
is shown in Fig. 5.14 and [70] shows the application of RRO in heterogeneity of
birds. The parameters evaluated are average response time, average waiting time.
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Fig. 5.14 Flowchart of RRO algorithm
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5.4 Conclusion

A short review of Genetic algorithm, Genetic programming, evolutionary strategies,
Grey wolf optimization, Bat optimization, Ant colony optimization, Artificial Bee
Colony optimization, Particle swarm optimization, Firefly optimization, Cuckoo
Search Algorithm, Elephant Herding optimization, Bumble bees mating, Lion
optimization, Water wave optimization, Chemical reaction optimization, Plant
optimization, The raven roosting nature inspired algorithm have been described in
this chapter. Also, the various image processing applications of each algorithm,
different image processing technique used, parameters evaluated and the system
used have been compared and studied.
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Chapter 6
Application of Ant Colony Optimization
for Enhancement of Visual
Cryptography Images

G. Germine Mary and M. Mary Shanthi Rani

Abstract Visual Cryptography is a method that shows the idea of maintaining
secrecy by concealing secrets in images. An image may be separated into k shares
that can be stacked together to recover the first image approximately. This secret
sharing scheme enables distribution of a secret amongst n persons, such that only
predefined approved persons will be able to recreate the secret. In Visual
Cryptography, the secret can be remade visually by superimposing shares. One of
the fundamental disadvantage of conventional Visual Cryptography is the pixel
expansion, where every pixel is substituted by m sub-pixels in each share that
results in the loss of resolution. Thus enhancing the visual nature of Visual
Cryptography is a generally researched area. The proposed technique improves the
visual quality and resolution of Visual Cryptography utilizing the Ant Colony
Optimization Algorithm and it takes into account a wide range of images, color and
also gray. The proposed technique builds the quality and sharpness of the image. It
is assessed subjectively regarding human visual perception and quantitatively uti-
lizing standard measurements.
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6.1 Introduction

Cryptography is a science with complex mathematics and logic to design strong
encryption methods to safeguard the security of secret information such as confi-
dentiality, integrity, data security, entity authentication etc. Visual Cryptography
(VC) is a secret sharing technique proposed by Naor and Shamir in 1994 [1], where
information is encrypted in such a way that their decryption can be performed by
the human visual system.

Visual cryptography utilizes the idea of hiding secrets in images. An image can
be divided into n shares that can be stacked together to recover the original image
approximately. A secret sharing scheme enables distribution of a secret amongst
n persons, such that only predefined authorized persons will be able to recreate the
secret [2, 3]. In VC, the secret can be reconstructed visually by superimposing
shares. No computation is necessary in order to decrypt the information [4].

In VC, the decrypted image encounters the main setback of degraded image
quality owing to pixel addition. This drawback of VC can be resolved by enhancing
the shares using Ant Colony Optimization (ACO). This improves the quality and
sharpness of the image. The functioning of the proposed method is compared with
other available customary techniques like histogram equalization. The proposed
method is assessed qualitatively in terms of human visual perception and quanti-
tatively using standard metrics like Discrete Entropy, Contrast Improvement Index,
Histogram, Peak Signal-to-Noise Ratio, Number of Edges detected, Universal
Image Quality Index, Absolute Mean Brightness Error, and Image Enhancement
Factor, to support the dominance of the ACO algorithm.

6.2 Review of Literature

Image enhancement is a procedure that emphasizes or sharpens image features to
make the image more intelligible for analysis. The enhancement increases the
dynamic range of the chosen features so that they can be detected easily. In vision
perception and in many applications Image enhancement plays a significant role.
Many novel enhancement techniques are available for enhancing the digital images.
The contrast enhancement methods are based on either spatial domain or Transform
domain techniques [5]. Contrast of the images has been enhanced effectively using
Nature-Inspired Algorithms such as Genetic Algorithm (GA), Ant Colony
Optimization (ACO), and Particle Swarm Optimization (PSO).

Pourya and Shayesteh [6] have suggested a hybrid method which is a combi-
nation of GA, ACO, and Simulated Annealing. ACO is used to create a function to
map the input intensities to the output. A local search method is used to modify this
function by simulated annealing. The evolutionary process of ants’ characteristics is
managed by GA. The fitness function operates repeatedly and tends to offer a
balance between contrast and naturalness of images.
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A novel approach for the enhancement of high dynamic range color images
using Artificial Ant Colony System (ACS) and fuzzy logic techniques was pro-
posed by Om Prakash et al. [7]. The lower and the upper thresholds are defined to
provide an estimate of the over-exposed, under-exposed and mixed-exposed
regions in the image. The RGB color space is converted into HSV color space in
order to preserve the chromatic information. An objective function consists of
Shannon entropy function as the information factor and visual influence factor is
optimized using Artificial ACS to ascertain the parameters needed for the
enhancement of a particular image.

The clustered objects present in the image are a challenge for image analysis. In
order to solve this problem, Katteda et al. [8] have proposed an algorithm called Ant
Colony Optimization and Fuzzy logic based technique. By using fuzzy logic, rules
are formed and by using ACO each pixel intensity value is collected separately.
Pixels are grouped together based on the fuzzy logic rules in order to retrieve the
structure, and it is proved to be very complex to form fuzzy rules.

A new approach proposed by Gupta and Gupta [9] suggests automatic image
enhancement using real-coded ACO is implemented by specifying a suitable fitness
function to increase the number and intensity of the edgel pixels. At the same time,
it also aims to improve the entropic measure of the image. To maximize the total
number of pixels in the edges thus being able to visualize more details in the images
is the prime objective of this approach.

The principal aim of the image enhancement technique is to modify the attributes
in an image to make it more suitable for the given task and specific purpose. In the
method proposed by Kanchan and Gurjot [10], Weirner filter with ACO is used to
enhance the image. In medical images, the presence of multiple objects overlapping
in an image and the closeness of adjacent pixel values make the diagnostic process
a difficult task. In order to overcome these limitations, a new algorithm is proposed
by Kumar et al. [11], which utilize ACO ability to find optimistic adjustment factor
for better fuzzy based enhancement.

Biao [12] has proposed a novel image enhancement algorithm based on
genetic-ant colony mixed methods, by integrating the advantages of GA and ACO
algorithm in finding the optimal solution. This algorithm has improved efficiency
and time complexity and it is capable of automatically locating the optimal value of
the non-linear transformation function.

In all the above literature, the quality of the degraded image is improved to a
great extent. The existing enhancement techniques can be used to enhance the
decrypted SI. However, this will introduce an additional overhead to the receiver.
Hence this study focuses on improving the features of decrypted VC image by
enhancing VC shares before passing it to the receiver using ACO, which are made
up of only two intensity values for each of RGB color channel. The appropriate
fitness function is applied to trace the pheromones deposited by the ants in the
entire iteration to calculate the intensity values of the pixels in VC shares. The
proposed technique is designed and implemented in MATLAB 7.10.0.
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6.3 Image Enhancement of VC Shares Using ACO

6.3.1 Image Enhancement in VC Shares

The concept in enhancement techniques is to bring out features that are obscured
and to emphasize certain important aspects in an image. Histogram equalization
(HE) is one of the best known image enhancement techniques and is popular for its
simplicity and effectiveness [13].

In VC share enhancement, the secrecy of the shares must be maintained by
limiting its RGB intensities to merely two values. Each of the VC shares has pixels
with intensity values of either maximum (255) or minimum (0) for all the RGB
color channels. Therefore, the existing enhancement techniques are not suitable for
enhancing VC shares. We know only 8 color shades are possible in VC shares as
shown in Fig. 6.1a, which results in low contrast and decreases the quality of the
image. Figure 6.1b shows the actual shares created based on Naor and Shamir’s
algorithm [1], where pixels of the decrypted image attain any one of the eight colors
as shown in Fig. 6.1a.

After performing enhancement, assume, we get the minimum and maximum
pixel value for the red channel in the two shares as follows.

Red share1 takes the value 60 or 180
Red Share2 takes the value 15 or 240.

When we perform the bitor function to overlap the two shares, there are 4
probable combinations.

(a) (b) 

Fig. 6.1 a Color map of VC share, b VC shares and the decrypted SI
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Namely 60 bitorð Þ 15 ! 63 and 60 ðbitor) 240 ! 252
180 bitorð Þ 15 ! 191 and 180 ðbitor) 240 ! 244

This will result in 4 different shades for the red channel. Likewise, we get four
different shades for green and blue channels respectively. Now this RGB channels
will combine randomly to give 64 color shades as shown in Fig. 6.2a. The sig-
nificance of this enhancement is that the two shares created are made up of just two
intensities for each RGB channel as in Original VC shares as shown in Fig. 6.2b,
thus preserving the secrecy of the shares.

6.3.2 Basics of ACO

ACO developed by Gambardella Dorigo in 1997 is a Probabilistic Metaheuristic
optimization technique, searching for an optimal path in the graph based on the
behavior of ants seeking a path between their colony and source of food. Ants
which are blind navigate from nest to food source. The shortest path is discovered
via pheromone trails which each ant deposits as it moves at random. More pher-
omone on path increases the probability of path being followed by more ants. The
virtual trail is accumulated on path segments. Ant selects next node in the path at
random based on the amount of “trail” present on possible paths from starting node.
On reaching the next node, selects next path and continues until it reaches end node.
The finished tour is considered as a solution and is analyzed for optimality [14].

An ant will move from node i to node j with probability

(a)  (b)

Fig. 6.2 a ACO enhanced color map. b ACO enhanced VC shares and decrypted SI
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pi;j ¼
sai;j

� �
gbi;j

� �

P
sai;j

� �
gbi;j

� � ð1Þ

where

si;j is the amount of pheromone on edge i, j
a is a parameter to control the influence of si;j
gi;j is the desirability of edge i, j
b is a parameter to control the influence of gi;j:

Amount of pheromone is updated according to the equation

si;j ¼ 1� qð Þsi;j þDsi;j ð2Þ

where

si;j is the amount of pheromone on a given edge i, j
q is the rate of pheromone evaporation.

The density of pheromone deposited on the edge (i, j) by m ants at that instant is

Dsij ¼
Xm
k¼1

Dskij ð3Þ

Dsij ¼ Q=Lk

if kth ant uses edge (i, j) in its tour, else 0. Q is a constant and Lk is the length of k’s
tour. Dskij is Pheromone density for k’s tour [15].

This procedure is followed to enhance the VC shares using ACO.

6.3.3 VC Share Enhancement Using ACO

Various parameters used in this algorithm are

sinit, the initial value of the pheromone is the inverse of the mean square error of
the image.

a = 1, the weighing factor of the pheromone Information.
b = 0.1, the weighing factor of the heuristic information.
q = 0.1, the evaporation rate.

gi;j, heuristic information of the pixel is initialized with a random value.
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Number of ants considered = 25.
Number of Iteration = 75.

The given SI is converted into VC shares using the procedure described in [1–4]
and are used as input for the ACO algorithm

3.1. VC Share Enhancement using ACO - Algorithmic Description
Input    : Original Image and Six VC shares created (2 shares for each color  

RGB)
Output : Enhanced VC Share1 and VC Share2
BEGIN

1. Read the RGB VC shares and the original image
2. Consider Red color share and calculate its PSNR, MSE value
3. Initialization

Initialize no. of ants, no. of iteration, initialize all the parameters
Initialize the position of all ants with pixel intensity values

4. Loop until maximum iteration
5. For each ant k (currently in state t) do

repeat
compute the  probability of the state to move into using  equation (1) 
calculate the new position (value) of  each ant  to move into  

randomly from the current position    
calculate new MSE  value  based on the new position  of the 

ants  and save it in the array. (1/MSE is considered as 
pheromone  deposit)

until ant k has completed its solution.
end for

6. Trail update
For each ant do

compute Δτij using equation (2) and (3) 
update the trailing matrix.

end for
7. Check terminating condition (No. of Iteration) If not end  of test go to 

step 4
8. Array element  with maximum pheromone is considered as the optimal 

solution
9. Go to step 2 and repeat for green and blue shares
10. Combine the first set of RGB shares to create VC share1 and the second 

set to create VC share2 and send it to the receiver on two different 
channels over the network to get a decrypted  and enhanced VC Image

END

6 Application of Ant Colony Optimization for Enhancement … 153



6.4 Results and Discussion

The Nature-Inspired Ant Colony Optimization algorithm given here is tried for
standard images of size 512 � 512 employing MATLAB code. Enhancement
algorithm is used to improve the quality of the decoded VC image. The results of
the proposed method are compared with different existing enhancement algorithms.
The effectiveness of every one of these algorithms are evaluated subjectively as far
as human visual recognition and quantitatively utilizing standard measurements like
Discrete Entropy, Contrast Improvement Index. Histogram, Peak Signal-to-Noise
Ratio, Number of Edges identified, Universal Image Quality Index, Absolute Mean
Brightness Error, and Image Enhancement Factor, to help to understand the dom-
inance of the ACO algorithm.

The imperative uniqueness of VC is that the image incorporates just two color
values (minimum and maximum) for each color channel. The fundamental target of
this technique is to hold the essentialness of VC and in the meantime to enhance the
nature of the decrypted image by modifying the minimum and maximum color
value. ACO is utilized to locate the ideal minimum and maximum color value for
each color channel that will best speak to the original image.

In ACO, the pheromone saved during the iteration fix the position of the ant. In
this calculation, the fitness function to decide pheromone deposit relies upon MSE
value of the image. Based on this the intensity value of the pixels are estimated. The
pheromone trail of ants in search space for different images for red color space is
shown in the Fig. 6.3a–f. The PSNR increases in all cases except for Fig. 6.3f
which is a binary text image. When we try to enhance a binary image which is made
up of zeros and ones, it gives unconventional result.

The benefit of VC is exploited in this strategy to conceal the secret message as an
image by creating VC shares and sent over the network. The secret message can be
recovered by simply superimposing or performing OR task on the VC Shares and
HVS unveils the secret. The decrypted secret image can be improved utilizing
available MATLAB code for standard Histogram Equalization (HE),
Contrast-Limited Adaptive Histogram Equalization (CLAHE), Recursive Mean
Separate Histogram Equalization (RMSHE), and Adjust image intensity
(AII) methods. The results of improvement are not powerful, as VC utilizes only
two color intensities. Subsequently, in this proposed strategy, image is enhanced
utilizing Nature-Inspired Algorithm ACO with VC shares. This gives extra benefit
of improving decrypted messages and the receiver need not perform any compu-
tation. The quantitative results of image improvement of VC shares utilizing the
proposed ACO are given in Table 6.1 and are examined in detail underneath.
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6.4.1 Average Information Content (AIC)

Average Information Content (AIC) also known as the Entropy is simply the
average amount of the information from the image. Higher value of Entropy sig-
nifies richness of the information in the output image. The AIC (Entropy) value of a
color image (Baboon), Grayscale image (Cameraman) and a Binary image

Fig. 6.3 Final pheromone trail of ants in search space for different images a Lenna b Baboon
c Peppers d Barbara e Cameraman f Text image
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(TextImage) for various enhancement techniques are compared in Fig. 6.4. From
the chart below it is clear that the proposed method gives a higher value compared
to other existing enhancement methods. Average Information Content values for
different methods of test images are given in Table 6.1.

Table 6.1 Performance metrics compared for different enhanced VC images

Image Enhanced
image

PSNR Entropy CII Q No. of
edges

AMBE IEF

Baboon HE 5.9502 0.7498 0.2721 0.4592 60,828 112.382 0.7643

CLAHE 5.9507 0.7515 0.2722 0.4594 60,774 112.375 0.7644

AII 6.9747 1.3690 0.8371 0.8947 46,386 70.0936 0.9666

RMSHE 10.721 0.8460 0.2549 0.3504 60,928 59.562 2.3600

ACO 15.255 3.1005 0.8814 0.7439 59,738 5.9151 10.834

Lenna HE 6.5495 0.9581 0.3510 0.5356 54,542 105.886 0.7020

CLAHE 6.5497 0.9588 0.3510 0.5357 54,499 105.883 0.7020

AII 7.4979 1.3987 0.6348 0.7647 27,055 80.2050 0.9164

RMSHE 10.348 0.8575 0.2980 0.3726 51,169 64.4322 2.0254

ACO 15.794 2.7818 0.8835 0.9179 50,030 6.3929 6.6962

Peppers HE 5.4698 1.1258 0.4727 0.6171 40,470 115.160 0.6780

CLAHE 5.4702 1.1270 0.4728 0.6173 40,365 115.155 0.6781

AII 6.4613 1.5615 0.7413 0.8537 20,379 89.745 0.8633

RMSHE 11.118 0.8690 0.2784 0.3411 31,454 46.767 2.2897

ACO 14.709 2.9462 0.7527 0.8303 35,324 19.446 6.3520

Barbara HE 4.8546 0.6072 0.1711 0.3808 52,853 134.36 0.6680

CLAHE 4.8547 0.6077 0.1712 0.3809 52,821 134.36 0.6681

AII 6.3658 1.3285 0.8226 0.8688 36,370 78.765 0.9555

RMSHE 11.962 0.8962 0.2588 0.3694 51,861 45.477 3.5685

ACO 15.456 2.8991 0.4470 0.7513 49,142 4.4403 10.642

Castle HE 5.1564 0.5535 0.1081 0.3559 32,890 126.829 0.6799

CLAHE 5.1565 0.5537 0.1081 0.3559 32,896 126.829 0.6799

AII 6.3409 1.1706 0.6121 0.7079 17,593 85.3532 0.8737

RMSHE 11.115 0.8886 0.20 0.3120 24,484 50.5878 3.4575

ACO 15.147 2.6322 0.2981 0.3463 29,525 2.8068 8.1238

Cameraman HE 4.6173 0.7308 0.4574 0.9801 47,271 95.6083 1.0416

CLAHE 4.6177 0.7641 0.5683 0.9998 47,268 85.5841 1.0057

AII 6.4101 0.7308 0.5774 1 47,268 84.7711 1

RMSHE 11.115 0.7308 0.2667 0.4592 48,214 46.992 2.9548

ACO 12.57 2.2050 0.3412 0.1361 5243 9.7490 4.1636

TextImage HE 10.179 0.3461 0 0.7402 0 29.670 0.5255

CLAHE 10.179 0.3595 0 0.7402 0 29.670 0.5255

AII 12.973 0.3461 1 1 36,437 13.151 1

RMSHE 4.1826 0.3461 0.3098 0.5342 36,441 145.45 0.1321

ACO 12.246 1.5446 2.7490 0.9861 36,454 21.557 1.1046

Bold letter indicates the result of the proposed method, which is compared with other existing methods
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6.4.2 Contrast Improvement Index (CII)

Contrast Improvement Index (CII) is a quantization measure of contrast enhance-
ment. If the value of CII increases, then it shows improvement in contrast of an
image. A comparative analysis of CII is shown in Fig. 6.5. The result confirms that
the proposed ACO algorithm has an edge over other available methods. The
findings in Table 6.1 confirm that the CII values of all color images are higher than
other existing enhancement techniques.

6.4.3 PSNR

PSNR is an expression for the ratio between the maximum possible value of a
signal and the value of distorting noise that affects the quality of its representation.
The higher the PSNR value improved is the quality of the reconstructed image.
PSNR value is higher for ACO enhanced images and is presented in Table 6.1 and
Fig. 6.6. It is obvious that the obtained results are enhanced and lucid than the
original one. The Baboon VC image with PSNR value 6.826 is enhanced to 15.255
using ACO which means it is enhanced to 223%.

Fig. 6.4 Comparative
analysis of AIC

Fig. 6.5 Comparative
analysis of CII
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6.4.4 Histogram

Histogram refers to a histogram of the pixel intensity values. It confirms that the
input image is a VC share with just 2 intensity pixels. The histogram comparison of
the Red channel for various Lenna images is given in Fig. 6.7. The vertical axis
represents the number of pixels in a particular color, whereas, the variations in color
is represented by the horizontal axis. The right side of the horizontal axis represents
the color pixels and the left side represents black pixels.

The color distribution of the VC image indicates that the pixel values are either 0
or 255. The proposed ACO optimization techniques determine the best lower and
higher value for pixels for the red channel for share1 and share2 and on performing
bitor operation resulting in four intensity values which are shown in the Fig. 6.7g.
The results confirm that ACO enhanced VC shares of Lenna image individually
consists of pixels with only two intensity values for each color channel, thus
maintaining the property of VC.

6.4.5 Universal Image Quality Index (Q)

This quality index performs significantly better than the widely used distortion
metric, mean squared error. The proposed ACO enhanced images has a higher value
of Q compared to the original VC and enhanced VC images and is shown in
Table 6.1 and Fig. 6.8. The value of Q is more for color images than gray-scale and
binary image.

6.4.6 Absolute Mean Brightness Error (AMBE)

Absolute Mean Brightness Error (AMBE) is the absolute difference between
original and enhanced image. Lesser the AMBE value, higher will be the clarity of
the image. AMB error of ACO enhanced image is merely 1%, in contrast to VC

Fig. 6.6 PSNR values
compared for different
enhancement techniques
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image which is 14%. VC enhanced by HE and CLAHE has a maximum of 27%.
The comparative analysis in the form of pie chart is given in Fig. 6.9.

6.4.7 Edge Detection

Edge detection is a fundamental tool in as image processing, computer vision, and
machine vision Sobel operator is used for edge deduction using Matlab. The
number of Edges detected for test images using the proposed enhancement method

(a) Original Image

(b) VC Image (c) HE Enhanced VC (d) CLAHE Enhanced VC

(e) AII  Enhanced VC (f) RMSHE Enhanced VC (g) ACO Enhanced VC

Fig. 6.7 Histogram comparison of original image, VC image, and various VC enhanced Lenna
Images for red channel
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is presented in Table 6.1. A comparative analysis of the number of edges detected
using existing GA, PSO and ACO is given in Table 6.2. The edges detected in the
proposed method are with respect to VC Images in contrast to the original image
used in other existing methods.

Edgel value refers to number of short linear edge segments in an image and can
is calculated using Sobel Edge detection technique. The low edgel values are due to
pixel expansion of VC images. In the case of Tire and Pout images, edgel value is
increased from 0 to 152 and 36 respectively.

Table 6.2 gives the comparative analysis of the edges detected using various
algorithms like Genetic Algorithm (GA), Particle Swam Optimization (PSO) and
Ant Colony Optimization (ACO) for the same test images. The GA and PSO values
are taken from reference [16] and ACOb values are taken from reference [17]. The
values obtained using the proposed algorithm is given in the last column of
Table 6.2. The proposed method uses VC shares as input and enhances the image
where as the original image is used as input in the references [16, 17].

Fig. 6.8 Comparative analysis of Q

Fig. 6.9 Comparison of
AMBE values
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6.4.8 Image Enhancement Factor (IEF)

Image Enhancement Factor (IEF) is the ratio of mean square error before
enhancement to the mean square error after enhancement. The comparative analysis
of image enhancement factor is given in Table 6.1 and Fig. 6.10. The graph
indicates maximum enhancement for color image, gray and binary image. There is
no significant enhancement in binary image as it is made up of only 2 colors. The
proposed algorithm is well suited for enhancing VC color images.

6.4.9 Qualitative Analysis of the Proposed Method

The performance analysis in terms of qualitative metrics namely Human Visual
Perception of the tested images is depicted in Fig. 6.11. From the result, it is clear
that image is enhanced better using ACO in comparison to other enhancement
techniques.

Table 6.2 Comparative analysis of edges detected

Image Original VC GAa PSOa ACOb Proposed ACO
(w. r. to VC)

Cameraman 2485 2292 2575 2674 5411 5243

Tire 1823 0 1917 2020 3962 152

Pout 1492 0 2040 2048 5841 36
aBraik et al. [16]
bGupta and Gupta [17]

Fig. 6.10 Comparative analysis of IEF
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6.5 Conclusion

The proposed ACO based metaheuristic algorithm enhances the VC shares before it
is sent over the network, and therefore, there is no computation involved at the
receiving end. Simple fitness is applied to optimize problems of large dimensions,
generating excellent outcome more rapidly. Tuning of input parameters and
experimenting with different values for parameters a, b, q, and pheromone might
create a different constructive outcome. ACO can be tried with different objective

Fig. 6.11 Qualitative analysis of different enhancement methods
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functions to calculate pheromone deposit to improve the enhancement quality of
color in different channels. The proposed algorithm guarantees highly safe, secure,
rapid and excellent quality transmission of the secret message in the form of the
image, without the need for the mathematical operation, to reveal the secret. In
future, a hybrid approach combining various Nature-Inspired Optimization
Algorithms can be experimented to enhance VC shares.
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Chapter 7
Plant Phenotyping Through Image
Analysis Using Nature Inspired
Optimization Techniques

S. Lakshmi and R. Sivakumar

Abstract It becomes mandatory to raise the crop and plant production for meeting
the needs globally. Wheat is considered as a second food crop in India and it
occupies nearly 30 million hectares. The estimated wheat production in 2030 is
about 700 million tones. Since we are in technical era, we can make use of those
techniques to utilize for extracting the valuable information easily and accurately.
Plant phenotyping is the process of the assessment of a plant which is very
important to estimate the growth of the plant. It is essential to measure the phe-
notype details of a crop like wheat for producing high throughputs and analyze the
yields effectively. Background estimation and plant image segmentation are the first
step in an automated phenotyping process. Swarm intelligence is a global opti-
mization technique can be applied for segmenting the plant images to analyze the
growth rate of the plant efficiently. Due to its simplicity, robustness and flexibility,
Swarm intelligence acts as a backbone for extracting the phenotyping properties of
the plants in designing computer vision systems which can help to raise the food
production.

Keywords Phenotype � Nature inspired optimization techniques
Image segmentation � Computer vision and swarm intelligence

7.1 Introduction

In order to face the demanding needs of food and fuel for the rapidly growing
population, it becomes necessary to breed high yielding crops. United Nations Food
and Agriculture Organization stated that the cereal production should be doubled
before 2050 to satisfy the demand of world requirements. Due to the shortage of
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fossil fuels, bio fuel and bio energy turns the attention of researchers drastically. To
meet these global challenges, new techniques are required to do the quantitative
analysis of plant phenotyping traits. The term phenotype is used to describe the
characteristics of the plant such as height, biomass, growth, tolerance, resistance,
architecture, yield, leaf shape and so on.

The environmental conditions such as frost and drought severely affects the
phenotype of the plants. Severe winter affects the crop development and reduce the
yield and drought permanently affects the soil. Moreover, salinity of the soil is
another threat for crop production. Since the fertile land is used for expansion of
cities which is significantly decrease the crop production. Agricultural scientists
have been proposing novel techniques for extracting the phenotype traits of the
plants for improving the nutrient values of the crops regularly.

Generally phenotyping techniques are described by using various image pro-
cessing systems and methodologies to obtain high throughput phenotype. The
following issues in the development of machine learning and computer vision
algorithms with feature extraction for evaluating the plant phenotypes as a chal-
lenging task:

• The shape of the plant varies over time
• As the new leaves appear, make the changes in the shape of the plant
• The new leaves overlap and occlude other leaves
• Identification and detection of leaves and plants
• Counting of the leaves
• Estimation of the boundary of the leaves and plants
• Segmentation of leaves and plants for further processing
• Classification of the plants.

7.1.1 Wheat Production and Cultivation

Wheat cultivation takes place mainly in Utter Pradesh, Punjab, Haryana, Rajasthan,
Madhya Pradesh, Gujarat and Bihar. There are six division in India to produce
wheat commercially. They are

• NHZ (Northern Hlls Zone)
• NWPZ (North Western Plain Zone)
• NEPZ (North Eastern Plain Zone)
• CZ (Central Zone)
• PZ (Peninsular Zone) and
• SHZ (Southern Hills Zone).

Basically, all these zones are different soil type, different temperature, rainfall,
biotic and a biotic stress. The Fig. 7.1 shows the several stages of wheat cultivation
images.
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The nutritional value of wheat is mainly rich in fiber and protein. It forms the
basic ingredients of bread, pasta and other bakery items. The detailed nutritional
value is given in Table 7.1 per 100 g of wheat. It forms the basic ingredients of
bread, pasta and other bakery items.

The quality of wheat is defined by grain color, grain size, weight, protein and
flour color. The growth stage of wheat consists of the following stages and these
stages are represented diagrammatically in Fig. 7.2.

(A) Tillering: one shoot, begins, formed, leaf strengthen, leaf erected
(B) Stem extension: first node of Stem visible, second node of stem visible and last

leaf visible
(C) Heading—flowering
(D) Ripening.

Fig. 7.1 Several stages of wheat production
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Wheat Benefits
Wheat is a rich food in nutrients. The following health benefits are listed when we
are consuming wheat regularly. They are

• Since it is low in calorie, it reduces the risk of heart diseases and regulating the
blood glucose

• Used to reduce the cholesterol level and blood pressure
• Regular wheat consumption reduces the risk of cancer amongst people
• Daily consumption of wheat will provide a feeling of fullness and reducing the

risk of overeating

Table 7.1 The nutritional value of Wheat

Nutrient Availability

Carbohdrate 72 g

Protein 13.6 g

Saturated fatty acid 0.3 g

Omega-3-fatty acid 38 mg

Omega-6-fatty acid 738 mg

Vitamin A 91 IU

Riboflavin (B2) 0.25 mg

Sodium 5 mg

Zinc 2.9 mg

Copper 0.4 mg

Fig. 7.2 Schematic diagram of wheat cultivation in various stages
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• It decreases the obesity and high blood pressure
• Promotes healthy heart and it contains antioxidant and anti-aging properties that

are good for skin and hair
• It improves the functioning of nervous system.

There are many plant image analysis tools have been introduced by [1–3] for
plant phenotyping. Houle et al. [4] and Grobkinsky et al. [5] were discussed the gap
between genotype to phenotype as the main problems in plant breeding. Image
based phenotyping techniques with new technologies like robotic and conveyer belt
systems in greenhouse environment automatically produces and transforms the
images with reliable phenotypic measurements. Deep learning methods such as
convolutional neural networks are used for extraction of phenotype details effec-
tively. The Deep Plan Phenomics is an open source designed for the purpose of
plant phenotyping by Ubbens et al. [6]. Convolutional Neural Networks were used
for plant disease diagnosis and detection [7] and also used for classification of
fruits [8].

7.1.2 Wheat Phenotyping

Generally, plant phenotype plays a vital role in plant breeding. Sustainable inten-
sification is defined as the ability to increase the food production while still utilising
existing farmland and minimising negative impact on the environment.

A lack of detailed phenotypic data impedes plant biologists from gaining a
complete understanding of the interactions between the genotypes and the envi-
ronment [9]. In [10], the authors manually trace the leaf of multiple tree and shrub
species against graph paper and cut out a stencil to obtain a non-destructive estimate
of leaf area. Estimating fruit and vegetable volume is important for measuring yield
and studying the effects of diseases and physiological defects on the fruit. Manual
approaches include the water displacement method [11, 12] and taking manual
measurements of parameters such as diameter and height, to approximate fruit
volume using standard formulae such as the volume of an ellipsoid or sphere
[13, 5]. In our case, two subsets would exist, plant regions and non-plant regions
such as background, soil, pots and stakes, etc. The process can be thought of as
defining every pixel in the image as a member of one of these two classes. In plant
phenotyping experiments, image segmentation is a crucial pre-processing
step. After segmenting the image, the user has restricted the data to plant pixels
only, thus making it much easier to extract statistical and structural information
about the plants. An automated image analysis based plant phenotyping technique
provides a powerful alternate to normal naked eye evaluation for reaching the high
throughput.
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7.1.2.1 Role of Imaging Techniques

Different types of imaging methods are used for plant phenotyping such as
Spectroscopy, Fluorescence, thermal infrared, visible light and so on. Since the
modern imaging techniques have better resolution and produce multi-dimensional
data, the quantification of phenotyping properties could be done easily and effec-
tively. By capturing the images of the plants alone won’t produce useful infor-
mation about plants. The goal of the imaging technique is to measure the phenotype
characteristics of the plants such as absorption, reflection and transmittance in plant
cells. When capturing the plant image for analysis, it is important to choose the type
of imaging technique ie., whether 2D or 3D. Suppose we plan to go for 3D, we need
to make it very clear that how to get the third dimension. The depth information is
captured using various ways.

Visible Light

It is a conventional method of capturing images in which Silicon sensors are
used. Since it is affordable in nature, it is called as digital cameras for plant phe-
notyping applications. The photons are absorbed by chlorophyll in blue and red
spectral regions. Plant phenotypes are measured by varying the wavelengths such as
leaf area, number of fruits, leaves, shoot biomass and germination rates. It can also
be used to estimate the stress in the plants in a controlled environment like green
houses. The separation of yellow and green areas in the plants and leaves are done
to detect the salt accumulation. The root systems are analyzed by means of seg-
mentation through plant image processing. By applying image analysis techniques,
the following activities are performed easily.

1. The physiological information of plants
2. Speed and accuracy of the extracted information
3. salinity stresses and water stresses are identified and
4. Extraction of plant’s metabolic information.

Fluorescents Light

It is a relevant and suitable imaging system to describe the phenotypes of plants.
The fluorescence is the light emitted in the shorter wavelength during the absorption
of radiation. The reemission of the absorbed light by the chlorophyll is observed by
irradiation. The multicolor fluorescence imaging is about UV illumination which
generates blue to green region and red to far-red region type of fluorescence. It can
be utilized for identifying the diseases in plants at the early stages so that we can
take some actions to raise the production. Plant metabolism could be affected first
during the disease infection. In a controlled environment, the fluorescence imaging
can be used for monitoring the metabolism. Other plant phenotyping is also cap-
tured using fluorescence imaging.
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Thermal Infrared

These sensors include near-infrared, multispectral line scanning cameras. It is
used to characterize the plant temperature responses. The phenotypic parameters
Leaf area index, leaf temperature, Surface temperature and severity of diseases are
extracted.

Hyperspectral Imaging

Here the hyper spectral thermal cameras are used to produce spectral data for
processing and the spatiotemporal growth patterns are extracted easily. The phe-
notype like water content, leaf growth and grain quality are measured.

MRI

The Magnetic Resonance Imaging technique is used to visualize metabolism of
the plants.

CT

This Computed Tomography is used to assess the tissue density and grain
quality and it is based on X-ray digital radiography images.

Some of the open source of automated and semi-automated phenotyping tools
are listed below:

1. ImageJ—It is an application used to measure the phenotypic traits.
2. IAP—It is used to analyse large scale plant phenotype for different plants from

various spectrum proposed by Klukas et al. 2014 [14].
3. HTPheno—It is a high throughput phenotyping image analysis as a plugin for

ImageJ introduced by Hattmann et al. 2011 [1].
4. Phenophyte—It is a web based application which is used to measure the area

related phenotypic traits introduced by Green et al. 2012 [15].

Each software tool has its own limitation. Hence designing a tool to perform an
image analysis to improve the production of wheat is a challenging task.

7.1.2.2 Datasets

We have collected this Wheat image data set from University of Nottingham for
doing our work. The dataset consists of several wheat image sets with top view,
front view and side view options. For the experiments described here, we focus on
the images of individual plants. All images are in RGB. The important phenotype
properties extraction from the dataset is a challenging job.
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7.1.3 Nature Inspired Optimization Techniques

Some complex real-world problems are effectively solved by nature. This is the
inspiration for researchers to find algorithms to solve problems based on the natural
world phenomena. It works on two principles.

1. Exploration—Generates diverse solutions and explores the search space
2. Exploitation—Strives to improve the quality of the solution.

These two steps are applied iteratively to find the optimum solution. It is very
simple and flexible in nature, Moreover, finding the locally maximum or minimum
concept is avoided. These algorithms are referred as nature inspired algorithms
(NIA) or Clever algorithms (CA). Some of the natural inspired algorithms are listed
below:

• Genetic Algorithm (GA): Darwin’s theory of evolution is an inspiration for the
researchers to develop genetic algorithm. It is a population based algorithm with
the operators such as Selection, Crossover and Mutation [4, 9, 16].

• Ant Colony Optimization (ACO): Generally, the ants are having the ability to
find the shortest path between the food and the nest. Hence ACO can be used to
find the optimum solution [17, 18].

• Swarm Intelligence (SI): It is inspired by the flocking behavior of birds. Here, in
each iteration, the candidate solution is moved around the search space based on
its position and velocity [19].

• Bacterial Evolutionary Algorithm (BEA): here the gene transfer operation
allows the chromosomes directly to other chromosomes in population [20].

• Simulated Annealing (SA): It is based on the cooling process of a molten metal
[21, 22].

• RRO is an Raven Roosting Optimization algorithm which is based on the social
roosting and foraging behavior of the bird raven [23].

• Fish Swarm Algorithm is based on the schooling behavior of fish. It uses the
social behaviors of fish to search food and face the dangerous situation [24].

Conventional methods are not able to solve the real-world problems efficiently,
this NCA can act as an alternate option for finding solutions significantly. In this
work plant phenotyping traits are extracted from the plant images for knowing the
growth of plants and improve its production. The Particle Swarm Optimization
techniques are used to segment the given plant images for identifying the pheno-
types. The detailed explanation about PSO for segmenting the images are given in
Sect. 1.3.
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7.1.4 Social Intelligence

It is a new computation method based on the cooperation of individuals to find the
best solution using other individual information. There are two familiar swarm
models exists which are inspired by the social insects. They are

1. Ant Colony optimization and
2. Particle Swarm Optimization (PSO).

This Particle Swarm Optimization is a global optimization technique for solving
the problems with the best solution. Birds are naturally attracted by food and they
have the ability in flocking for food searching. Generally, the birds have the social
interaction that enables them

• to fly without collision during changes in the direction
• to regroup quickly when facing threats.

The local interactions among the birds (particles) shows the shared motion
direction of the swarm as in the Fig. 7.3. which is based on the nearest neigh-
borhood principle. Particles are moved in the solution space and evaluated
according to the fitness function. Each particle positions are stored in memory to
attain the best solution in the search space so far is called experience. Moreover, the
aim of PSO algorithm is sharing of experience in which each particle is commu-
nicated through the neighborhood properly.

In this work, an attempt is made to review some of the existing techniques for
image segmentation, plant phenotyping and a brief explanation about wheat.
Section 7.2 provides the proposed work for segmenting the wheat images for
further processing. and describes the steps for calculating the various phenotyping
measurements in detail. Section 7.3 describes the results and discussion about the
proposed work and Sect. 7.4 provides the conclusion of this chapter.

Fig. 7.3 Birds flocking
behavior
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7.2 Proposed Work

Automatic identification of phenotyping of plants are necessary for estimating the
growth of plants to meet the challenges globally. The generalized wheat pheno-
typing details extraction procedure is given in Fig. 7.4. from seeding stage to
growing stage.

Images are captured using digital cameras or mobile cameras and the captured
images are stored in memory for further processing. The growth rate of the wheat as
well as the phenotype properties are measured from the acquired images.

Every day at least twenty to thirty images are captured from the plants from the
seeding stage to growing stage and the images are converted into frames. The
influences of environmental factors such as sun light, moon and other genetical
factors decide phenotypic data of wheat.

The following block diagram in Fig. 7.5 explains the various steps involved in
the proposed work. The detailed explantation of the block diagram is as follows:

1. Image acquisition: The images are acquired from the wheat plants using mobile
cameras or normal digital cameras and then the images are stored in a system to
prepare training set and test data.

2. Pre-processing: When the images are acquired from the real world, there could
be some unwanted information is added due to the image acquisition process.
i.e., noisy pixels are added automatically when the images are captured. Those

Fig. 7.4 Generalized wheat phenotyping extraction

174 S. Lakshmi and R. Sivakumar



noisy pixels are eliminated by using the filtering techniques. The median filter
can be applied to remove the noisy pixels from the captured images so that the
mean square error is reduced and the signal to noise ratio is raised. The fol-
lowing median filter syntax is used to remove the noisy pixels from the images
in MATLAB.

M ¼ medfilt2 Ið Þ;

where I is an noisy input image. The adaptive histogram equalization technique is
used to enhance the contrast of the denoised image.

3. Image Segmentation: Since the segmentation process played a major role in
almost all image processing applications, it is mainly used to locate objects in
agriculture. There are a lot of image segmentation algorithms available in the
literature, threshold based segmentation is very simple and it produces accurate
results. In this work, the threshold selection is important to produce better results
and the selection of threshold is done through the particle swarm optimization
technique. Here, the foreground objects are segmented and separated from the
background information. Normally, threshold is denoted by T and it can be
calculated by using the Eq. (7.1).

f x; yð Þ ¼ 1; if f x; yð Þ[ T
0; if f x; yð Þ� T

�
ð7:1Þ

Since the threshold value can separate the image and the background, it is
always a challenging task to choose the optimum threshold value. Thresholding can
be done by using histogram, entropy based methods, clustering and so on. The
threshold will be chosen by using the following steps:

1. The input image is divided into sub images.
2. Threshold value is fixed based on the pixel values of sub images first.
3. Sub image pixel values are compared with the threshold value and do the

segmentation.

Fig. 7.5 Block diagram of proposed work
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4. The segmentation process will be stopped when all the sub images are
processed.

To provide the best result for finding the optimum threshold value for image
segmentation is the key issue in this work. This work aims to use particle swarm
optimization technique for selecting the best threshold value to extract the pheno-
type properties of wheat.

Swarm Intelligence Models: These models are also called as computational
models which are naturally inspired by swarm flocking. These techniques are
heuristic search in nature. The boundaries of the objects are extracted effectively
using particle swarm intelligence algorithms. Any one observes the nature and try to
imitate by creating models to solve problems. Those models are frequently tested
and refined by checking the results for developing nature inspired algorithms to
solve real world problems efficiently. The common flow of swarm intelligence
technique is depicted in the Fig. 7.6.

Particle swarm intelligence algorithm: It was developed by Kennedy and
Eberhart in 1995 [25] as an evolutionary technique based on the social behavior of
birds flocking. PSO is a population based search algorithm.

Each individual particle Xi = (i = 1, 2, 3, …n)
The initial velocity V = [V1, V2, … VN]

T

The velocity of each particle Vi = Vi,1,Vi,2 … Vi,D.

The Eq. (7.2) is used to calculate the new particle velocity based on the previous
velocity and c1 and c2 are the learning rates in social influence.

Fig. 7.6 Swarm intelligence
technique
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Vkþ 1
i;j ¼ w� Vk

i;j þ c1 � r1 � ðPbestki;j � Xk
i;jÞþ c2 � r2 � ðGbestkj � Xkki;jÞ ð7:2Þ

Xkþ 1
i;j ¼ Xk

i;j þVkþ 1
i;j ð7:3Þ

In Eq. (7.2) Pbesti,j represents personal best jth component of ith individual,
whereas Gbestj represents jth component of the best individual of population upto
iteration k.

The following steps are involved in PSO algorithm.

Step 1: Set the parameter of c1 and c2 of PSO
Step 2: Set k = 1
Step 3: Calculate the fitness of the particle and find the index of the best particle
Step 4: Select Pbest and Gbest
Step 5: Update Velocity and position of particles

Vkþ 1
i;j ¼ w� Vk

i;j þ c1 � r1 � ðPbestki;j � Xk
i;jÞþ c2 � r2 � ðGbestkj � Xkki;jÞ

Xkþ 1
i;j ¼ Xk

i;j þVkþ 1
i;j

Step 6: Evaluate fitness function and find the index of the best particle
Step 7: Update Pbest of population and the Gbest of population
Step 8: If k < Maxiteration then k1 and goto step 6
Step 9: Print the optimum solution ie., Gbest k.

The flow chart of particle swarm algorithm is depicted in Fig. 7.7
The syntax of the particle swarm optimization function in MATLAB is as

follows:

x ¼ particleswaram fun; nvarsð Þ
x ¼ particleswaram fun; nvars; lb; ubð Þ
x ¼ particleswaram fun; nvars; lb; ub; optionsð Þ
x ¼ particleswaram problemð Þ

where

fun function
nvars number of design variables
lb lower bound
ub upper bound
options default optimization parameters are replaced by the values of options.
problem is a structure
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The following parameters are used in this work

Initial weight: 0:45 to 0:9

Acceleration factors: 2 to 3

Population size: 50 to 200

Maximum number of iterations: 1000

Initial velocity ¼ 10

The sample MATLAB program for using the particle swarm optimization
function is given as follows:

fun = @(x)x(1)*exp(-norm(x)^2); % objective function
lb = [−10, −15];
ub = [15, 20];
options = optimoptions(‘particleswarm’, ‘SwarmSize’, 100, ‘Hybrid Fcn’,
@fmincon);
nvars = 2;
x = particleswarm(fun, nvars, lb, ub, options)

Print Opt value 

Evaluate fitness function

Update velocity and position of the swarm particle

Select pbest and gbest and set counter =1

Initialize particle position and velocity

K < max-
Iteration

No

K=k + 1 

Yes

Fix parameters 

Fig. 7.7 Flowchart of PSO
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Thus, the particle swarm function can be used in matlab successfully.

4. Phenotype measurement: In order to raise the growth of the wheat the following
steps are taken and the Fig. 7.8 shows the workflow of wheat phenotyping.

The growth analysis of plants depends on the parameters like plant area, Leaf
area index, Net Assimilation ratio, Relative growth rate, Leaf area ratio and so on.
Using particle swarm intelligence, the given plant images are segmented and then
the growth parameters are extracted to analyze the features of the plants in detail for
raising the yields. Instead of using a single parameter for measuring the growth,
combination of multiple parameters will produce better results. The growth stage
can be divided based on the samples taken from the field and the statistical analysis
are performed for measuring the phenotyping. The duration from sowing stage to
leaf erected as Tillering stage and the duration from first sample to second sample is
called Stem extension, third stage is called flowering stage and the last stage is
called ripening stage [14, 26 and 27].

Plant samples were taken and the results are analyzed. Since the measurement of
wheat phenotyping or growth traits are difficult, we can build the system like this
for estimating the growth in the field.

Wheat Field Selection

Image acquisition

Image Pre-processing

Tool to analyse…

LAI,NAR,LAR,CGR…

Noise reduction, Illumination, 
Contrast enhancement

Mono , Stereo, 
Hydrospectral….

Indoor, Green house, 
Controlled Environment 

Active Contour,PSO, 
Watershed…

Leaf area Index, 
Growth rate…

Statistical Data analysis

Phenotyping Measurement

Wheat traits Extraction

Image Segmentation

Fig. 7.8 Work flow of wheat phenotyping
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Roderick in his paper discussed the basic growth analysis of plants in detail [28].
He used the following equations to calculate the different growth indices as follows:

1. LAI = L/ P,

where LAI—Leaf Area Index
L—Initial leaf area
P—Ground area

2. NAR = 1/L*dw/dt,

where NAR—Net Assimilation Rate
dw—dry weight production in t days
dt—Number of days

3. RGR = 1/W * dw/dt,

where RGR—Relative Growth Rate
W—initial dry weight

4. LAR = L/W,

where LAR—Leaf area ratio

5. LAD = LAI * number of days from beginning of flowering to maturity,

where LAD—Leaf Area Duration

6. CGR = 1/P * dw/dt

where CGR—Crop Growth Rate,
P—Ground area.
Hence, the following traits can be taken for estimation of growth in the field.

7.3 Results and Discussions

The segmentation process was evaluated by means of visual comparison with the
original images. The following sample images are taken from the dataset to perform
the phenotype properties extraction (Figs. 7.9, 7.10, 7.11).

The ground area of the wheat plant can be calculated by using this segmented
image and it can be used to calculate the phenotyping traits of wheat such as leaf
area index and so on.

These growth stages are depicted graphically by using the tabulated data. The
precision and recall methods can also be used to evaluate the performance of the
segmented image and they are defined as follows:
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Precision ¼ TP=TPþ FP

Recall ¼ TP=TPþ FN

where

TP true positive
FP False positive and
FN False negative.

The method was evaluated using different plants. The wheat plant dataset is
selected for evaluation. We have totally 100 leaves,

TP ¼ 66 true positive leaves were correctly detected:

FP ¼ 29 false positive values were correctly detected and

FN ¼ 35 false negative samples:; 35 leaves could not be detected:

Precision and recall was used to evaluated as follows:

Precision ¼ TP=TPþ FP

¼ 66=66þ 29

¼ 66=95 ¼ 0:69

Recall ¼ 66=66þ 35

¼ 66=101

¼ 65:34

The growth traits of wheat plants were recorded and tabulated and ten sample
details for the growth traits are shown in the Table 7.2.

Fig. 7.9 Front view of wheat in database and the segmented image
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Using these growth sample traits of wheat the average values of the traits are
calculated and tabulated as follows:

The LAI Leaf Area Indexð Þof SG ¼ Min valueþMaxValueð Þ=2
¼ 0:24þ 0:30=2 ¼ 0:27

The LAI Leaf Area Indexð Þof LG ¼ Min valueþMaxValueð Þ=2
¼ 1:61þ 2:56=2 ¼ 2:085

The LARof SG ¼ 53:55þ 78:06=2 ¼ 65:805

Fig. 7.10 Wheat image of Side view, the segmented result and the contrast enhanced image using
histogram equalization
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Fig. 7.11 Sample wheat images from the database (Top view) and the segmented image

Table 7.2 Sample wheat growth parameters

Leaf area index (LAI) Samples SG LG FS GF

1 0.24 1.61 −0.94 −1.63

2 0.26 1.65 −0.99 −1.55

3 0.28 2.76 −0.87 −1.49

4 0.3 1.87 −0.86 −1.37

5 0.25 1.98 −0.83 −1.28

6 0.24 2.09 −0.79 −1.11

7 0.27 2.76 −0.76 −0.91

8 0.22 2.31 −0.75 −0.65

9 0.28 2.42 −0.63 −0.87

10 0.24 2.56 −0.61 −0.75

RGR 1 0.25 0.3 0.39 0.56

2 0.27 0.33 0.4 0.58

3 0.29 0.36 0.42 0.61

4 0.31 0.39 0.38 0.62

5 0.33 0.42 0.44 0.64

6 0.28 0.45 0.48 0.63

7 0.32 0.46 0.43 0.68

8 0.23 0.45 0.51 0.7

9 0.24 0.43 0.54 0.72

10 0.25 0.41 0.56 0.74
(continued)

7 Plant Phenotyping Through Image … 183



Table 7.2 (continued)

Leaf area index (LAI) Samples SG LG FS GF

NAR 1 3.88 7.34 20.22 12.56

2 3.95 7.92 21.43 14.78

3 4.02 8.44 21.78 17.74

4 4.75 9.02 22.23 19.32

5 5.23 9.34 22.89 23.22

6 5.95 10.11 23.67 28.87

7 6.32 10.78 24.66 31.88

8 7.11 11.12 27.11 32.65

9 8.02 11.78 29.12 39.87

10 8.78 12.22 32.34 45.22

LAR 1 53.55 45.86 2.88 0.12

2 57.67 43.21 2.65 0.34

3 58.98 42.23 2.11 0.56

4 63.56 41.56 3.43 0.65

5 69.34 40.98 3.65 0.33

6 72.34 39.67 3.78 0.31

7 74.35 38.65 3.92 0.29

8 76.55 32.12 4.12 0.27

9 77.98 29.43 4.54 0.23

10 78.06 26.45 5.23 0.16

LAD 1 75.55 98.51 27.3 7.34

2 78.16 99.23 28.4 8.6

3 86.44 99.78 28.9 9.34

4 89.32 101.12 29.5 8.56

5 90.12 111.34 30.12 10.33

6 92.34 114.76 31.36 15.32

7 97.34 117.9 36.78 17.4

8 99.67 119.32 39.46 19.56

9 102.33 123.5 46.44 26.5

10 110.45 128.78 47.21 28.33

Table 7.3 Mean of wheat plant growth parameters

Growth parameters SG (mean) LG (mean) FS (mean) GF (mean)

LAI (m2) 0.27 2.09 −0.24 −1.08

LAR (cm2) 65.8 36 2.55 0.34

LAD (m2) 98 111 37 21

NAR (m2) 4.56 9.22 33.56 21.5

RGR (gm) 0.22 0.25 0.06 0.05
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Fig. 7.12 Dynamic changes
of LAI, LAR, RGR, NAR and
LAD in various stages of
wheat growth
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Using the above formula mean values are calculated for each and every trait and
the value are calculated as in Table 7.3.

Here the number of false positive and number of false negatives are similar,
hence the precision and recall are also similar. The growth parameters mean values
are recorded for LAI, RGR, NAR, LAD, LAR and CGR.

According to Ghost and Singh report, if there is any variation for growth
parameters, there could be variation in yields. Leaf area index was recorded during
the second and third stage and there was a decrease in leaf area and also in Leaf area
index. The flowering stage is an important to show the highest yield.

The following graph shows that during the growth stage LAI values were very
high and in grain filling stage there was a decrease. The leaf area during the
flowering stage of plant is more important factor to produce high yield (Fig. 7.12).

The LAR i.e., Leaf Area Ratio is very high during Slow vegetative growth stage
and it reached very low during the grain filling stage. The LAD value touch the
peak at linear growth stage and low at grain filling stage. The RGR and NAR values
started from low and touched the high at grain filling stage.

LAI and LAD are played a major role to show the growth rate of wheat effec-
tively. For higher yield, the high LAI and LAD should be selected during linear
growth and flowering stage.

7.4 Conclusion

In this work, we used particle swarm optimization technique for wheat image
segmentation and from the segmented images the phenotyping traits are extracted
and measured. We have tested this method in wheat image dataset. Our approach
shows the better performance for image segmentation and we are able to extract the
phenotyping of wheat like leaf index, leaf area easily and effectively.
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Chapter 8
Cuckoo Optimization Algorithm
(COA) for Image Processing

Noor A. Jebril and Qasem Abu Al-Haija

Abstract Image optimization is the process of enhancing the image quality and
visual appearance in order to provide preferable transfer representation for many
future automated images such as medical images, satellite and aerial images which
might suffer from poor and bad contrast and noise. There are many state-of-art
algorithms in the literature that have been used for image optimization process in
which they were inspired from the nature such as the Particle Swarm Optimization
(PSO), Differential Evolution (DE) and more recently, the Cuckoo Optimization
Algorithm (COA). COA is very efficient optimization technique developed by
Yang and Deb through applying a special versions of gauss distribution for solving
optimization problems. COA is differentiated from the life-style and the charac-
teristics of Cuckoo sparrow clique. Cuckoo sparrow society initiates with an ele-
mentary inhabitance that is classified into two portions: cuckoos and eggs. The
cuckoo societies then start to change their environment to better one and start
reproducing and putting eggs. Such endeavor of Cuckoos to enhance their life’s
environment is the Cuckoo Optimization Algorithm. In this chapter, a compre-
hensive discussion about one of the metaheuristic algorithms called Cuckoo Search
Optimization (CSO) has been carried out. Also, the usefulness of CSO for solving
image optimization problems is discussed in detail. Moreover, to support the the-
oretical discussion of CSO algorithm, the performance evaluation of CSO algorithm
is provided in the results and comparisons section which compare and benchmark
the execution of CSO algorithm with other genetic algorithms and particle swarm
optimization. Finally, the analysis of comparison results illustrated the superior
capability of Cuckoo search algorithm in optimizing the enhancement functions for
digital image processing.
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Keywords Genetic-Algorithm � Particle swarm optimization � Cuckoo optimiza-
tion algorithm � Image enhancement � Histogram-Equalization � Linear contrast
stretch

8.1 Introduction

In the last decades, the image processing and optimization have played the key role
in many areas such as computer science, medical and astronomy fields as well as
many other fields of engineering and technology. Most of these disciplines need to
increase the capabilities of digital cameras and emerging devices—like Google
Glass and autonomous driving cars- to Magnetic Resonance Imaging (MRI) and
analyzing astronomical data that require many processing stages such as image
transformation, correction of distortion effects, noise purge, histogram equalization,
Image contrast enhancement, noise elimination, thresholding, edge detection and
image segmentation. These processing steps are the key stages in the digital image
processing techniques.

The image is vulnerable to be influenced by the noise process resultant from the
image transmission which may produce harmful effects on the image during the
image processing operations. Thus, to eliminate all these effects, the noise must be
passed through removing or diminishing stage keeping all information of the image
as possible.

The image information should be kept clean and safe as its considered crucial for
helping the image processing specialized in making decisions depending on the
information provided from the processed image. Therefore, high-performance
image enhancement mechanisms are required for processing and analyzing the data
generated from imaging systems. This is needed due to the huge amount of data
doubled by high resolution and frame rates and the requirements of interactive and
mission-critical applications. Consequently, the active domain of the nominated
image features of the in-process-image must be increased as it is deemed an
essential operation of the image-enhancement systems. Whenever the image is
transformed from its specific sort to another sort after external operations such as
photography, image scanning, or transferring, this processing will produce output
results with more quality-dependent image over the authentic inputted-image.

There is much relevant information that can be obtained from an image such as
the value of intensity from an image or the edge of the image. In similar cases, the
transformed image from one form to another is required to get the required features
since the image processing generates these result as needed. The enhancement of an
image is one strategy under image processing [1].

The most essential property of any image is that it’s usually stored and processed
in a discrete (i.e. digital) form. In the digital image, the pixel concept is a physical
point in a raster image which is the smallest controllable element of an image that
appears on the screen. The pixels are the function of spatial coordinates of an image
represented as [1]:
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p ¼ x; yð Þ ð8:1Þ

where: x and y are the image spatial coordinates and p is the resultant pixel value
which might be any of the image-intensity at that point to the gray-scale value.

All the image processing mechanisms are essentially performed as applications
of the mathematical function in which they are applied over each pixel with its
encirclement pixels [1] where all mechanisms strive to get information from a
certain pixel along with its encirclement pixels and then obtain new value for the
targeted pixel.

In the meantime, image enhancement is a mechanism of image processing which
strives to generate a more visually-appropriate digital image as the appearance of its
visional inspection by individuals or devices.

The prime dilemma of applying conventional image enhancement mechanisms is
the need for human intervention to inspect and decide whether the processed image
became convenient for the desired mission or not. This is due to the absence of
pre-defined or specific criteria to measure the amount of image enhancement.
Therefore, it can only be drawn and then the human can inspect and evaluate the
processed image to judge if the resultant image is appropriate or not [1]. Thus, huge
efforts where consumed later to replace human inspection and construing of the
processed images by the introduction of metaheuristic algorithms and genetic
approaches [2].

The metaheuristic algorithms and genetic approaches would get better
image-enhancement neutralizations and equations in which can be elaborated in the
topmost level of effectiveness or as confined by the user to generate the desired
outcomes. For instance, Munteanu and Rosa [3] were the first researchers who have
proven the employment of genetic algorithms to beat the human-intervention
dilemma and have proven the upgraded capability of the image-enhancement
functions in the field of image transformation mechanisms. These consequences
have a key role in raising the use of image enhancement-based metaheuristic
algorithm operations.

Continuing the enormous successive developments which are later implemented
in metaheuristic algorithms, it was discovered that as the algorithm became more
capable, then the capacity of the function is increased. The genetic algorithm
(GA) was followed by particle swarm optimization (PSO) and then cuckoo search
optimization (CSO) has been recently shown up as an efficient solution for the
aforementioned issues.

This chapter discusses the strengths of CSO based optimization for
image-enhancement functions and formulas and discusses the results of several
classical grayscale image enhancement mechanisms by employing several
enhancement techniques such as Cuckoo Search (CS), Histogram equalization
(HE) and Linear Contrast Stretch (CS) techniques [4]. In comparison with other
metaheuristic algorithms, CSO has proved to be more efficient in image enhance-
ment process. The coming text will thoroughly debate the capability of CSO and the
comparison if its performance with other stated approaches.
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8.2 Image Enhancement Functions

Image enhancement is the most important image processing techniques that convert
the image to another enhanced image in which it can be used for perception or
explanation of information for human viewers, or to get the best input for other
image processing techniques (i.e. in serial image processing system that contains
many stages). A Genetic Algorithm (GA) was suggested in [5] to enhance the
digital images by implementing the contrast enhancement of multi-objective
function that contains four non-linear mapping functions. It is used to find the
optimal mapping of the grey levels of the input image to new grey levels that can
give better contrast for the image.

Lately, the quality of the image is measured and used for grey-level and color
image enhancement. Particle Swarm Optimization (PSO) has been proposed in [6]
which is primarily used for preserving the mean value of image intensity for
improving the contrast levels of digital grayscale images.

Generally, image enhancement approaches have four basic classifications: point
operations, spatial operations, transformations, and pseudo-coloring methods.
Contrast stretching, window slicing, modeling of the histogram are zero memory
operations that assign a given input grayscale image into output grayscale image.
The most popular between the classification is the linear contrast stretch and his-
togram equalization. In spatial operations, each value for all original pixels is
replaced with the neighborhood pixel value, this process provides enhancement of
the noise in the input image, but it might result with some degree of smoothing the
image which can affect the accuracy of image details. The Linear, homomorphic
and root filtering employed under transform operations depends on the inverse
transformation of the transformed image.

In pseudo coloring methods, the grayscale image is colored by using a suitable
color map, and due to non-singularity of the color maps, a lot of trails have been
required to choose a suitable mapping. The function which is used to define the
amount of the quality for the enhanced image for all the methods is known as the
evaluation function or criterion.

8.2.1 Image Transformation Formulas

In this operation, the image can be enhanced by employing the image transfor-
mation function that uses the intensity value of each pixel of a P xQð Þ image.
The process of manipulating the gray level distribution for each pixel in the
neighborhood of the input image by the implemented image transformation func-
tion is called local enhancement technique. The traditional local enhancement
transformation function is given in Eq. (8.2) below [7]:
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g x; yð Þ ¼ G
r x; yð Þ f x; yð Þ � m x; yð Þð Þ ð8:2Þ

where, m x; yð Þ is the gray level mean and r x; yð Þ is the standard deviation which
both calculated in a neighborhood centered at (x, y) contain M � N pixels, G is the
global mean of the input image and f x; yð Þ as well as g x; yð Þ are the gray level
intensities for the input and output images’ pixel at location (x, y).

The other method of local enhancement technique is adaptive histogram
equalization which is used in medical image processing. Also, one of the simplest
and most popular methods to achieve the mission contrast enhancement is the
global intensity transformation in which its function is derived from Eq. (8.2) and
applied to each pixel at location (x, y) of the given image as in the following
equation [7]:

g x; yð Þ ¼ k:G
r i; jð Þþ b

f x; yð Þ � c� m x; yð Þ½ � þm x; yð Þa ð8:3Þ

Here : 5\k\1:5; a �w1; b �w2; c �w3 withw1;w2;w3 � R

where, b 6¼ 0 allows for zero standard deviation in the neighborhood, c 6¼ 0 allows
for the only fraction of the mean value m (x, y) to be subtracted from original pixel
gray level. The last term might have brightened and smoothened the effects on the
image. G is the global mean, m (x, y) is the local mean and r (x, y) is defined as the
local standard deviation of the pixel (x, y) of the input image over n � n window,
that can be debriefed as [7]:

m x; yð Þ ¼ 1
n�n

Pn�1

x¼0

Pn�1

y¼0
f x; yð Þ; and G ¼ 1

M�N

PM�1

x¼0

PN�1

y¼0
f x; yð Þ;

r x; yð Þ ¼
ffiffiffiffiffiffi
1

n�n

q Pn�1

x¼0

Pn�1

y¼0
ð f x; yð Þ � m x; yð Þð Þ2

ð8:4Þ

The accurate value of a, b, c and k parameters in the Eq. (8.3), will give a large
variation in the processed output image by keeping the original version of it.

8.2.2 Objective Function

To evaluate the quality of the enhanced image without human intervention, a
specific pre-defined function can be used to measure the image performance in
terms of the number and intensity of edge pixels and entropy of the whole image.

Image entropy is the amount of information which must be coded by a com-
pression algorithm. Low entropy images, like the black sky, have very little contrast
and large runs of pixels with the same DN values. An image that is completely flat
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contains an entropy of zero. Therefore, this can minimize the size to the lowest, on
the contrary of the image that has high entropy such as the image of cratered areas
on the moon that cannot be compressed. Image entropy is calculated with the same
formula used by Galileo imaging team [8] as follows:

Entropy ¼ �
X
i

Pilog2PJ ð8:5Þ

where Pi is the probability that the difference between two adjacent pixels is equal
to I, and Log 2 is the base 2 logarithms.

Image quality metrics is mentioned in [7] which describes the final quality of the
enhanced image. Hence, Peak Signal-to-Noise Ratio (PSNR) is one of the goals in
the objective function. Thus, we put the aggregated weight based on objective
function as follows:

OF ¼ W1 � OF1 þW2 � OF2 ð8:6Þ

where OF is the objective function, W1 and W2 are weight factors such that
W1 = 0.5 and W2 = 0.5 (equal weight age).

OF1 ¼ FðIeÞ ¼ log log EðIsð Þð ÞÞ � nedgels Isð Þ
M�N � H Ieð Þ;

OF2 ¼ PSNRI Ieð Þ ð8:7Þ

• FðIeÞ is the objective function that describe the quality of the output image with
transformation function Eq. (8.7).

• FðIsÞ is the sum of edge pixel intensities that calculated by using Sobel edge
detector.

• nedgels Isð Þ is the number of edge pixels.
• H Ieð Þ is the entropy value.
• M and N are the number of pixels.
• PSNRI is peak signal to noise ratio of the enhanced image, where is used

the mean squared error [9]:

MSE ¼ 1
mn

Xm�1

i¼0

Xn�1

j¼0

I i; jð Þ � K i; jð Þ½ �2 ð8:8Þ

The PSNR is defined as:

PSNR ¼ 10:log10
MAX2

I

MSE

� �
¼ 20:log10

MAXIffiffiffiffiffiffiffiffiffiffi
MSE

p
� �

ð8:9Þ
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Therfore;PSNR ¼ 20:log10 MAXIð Þ � 10:log10 MSEð Þ ð8:10Þ

where MAXI is the most (largest) conceivable value of the image pixel. Similarly,
many other Sobel operators can be used for the same purposes such as Canny
Operators in which are proposed in [3].

The automatic threshold detector needs the edge detector where the summation
of the intensity of the edges is calculated using the following equation [7]:

E I Jð Þð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@u x; yð Þ2 þ @v x; yð Þ2

q
ð8:11Þ

where:

@u x; yð Þ ¼ g xþ 1; y� 1ð Þþ 2g xþ 1; yð Þþ g xþ 1; yþ 1ð Þ
� g x� 1; y� 1ð Þ � 2g x� 1; yð Þ � g x� 1; yþ 1ð Þ

@v x; yð Þ ¼ g x� 1; yþ 1ð Þþ 2g x; yþ 1ð Þþ g xþ 1; yþ 1ð Þ
� g x� 1; y� 1ð Þ � 2g x; y� 1ð Þ � g xþ 1; y� 1ð Þ

8.2.3 Parameter Setting

Parameters a, b, c and k are determined by the real positive numbers in comparing
of Eqs. (8.2)–(8.3). The values of the parameters are used as constants as follows:

b ¼ 0; c ¼ 1 k ¼ 1 m x; yð Þ ¼ 0

In Eq. (8.3): b ¼ 0 prohibits the Not A Number (NAN) values, c = 1 allows for
only a fraction of the mean to be subtracted from the pixel’s input gray-level
intensity value, while the last term may have brightened and smoothened the effects
on the image. Accordingly, Eq. (8.2) broadened the spectrum of the transformation
output range by modifying the original equation.

The optimization algorithm drives the solutions of the image enhancement
problem by setting the four parameters ða; b; c and k) to obtain the maximum
possible mix based on the objective standards that mention the contrast in the
image. The selected variable is given as in [10]:

a 2 0; 1:5½ �; b 2 0; 0:5½ �; c 2 0; 1½ � and k 2 0:5; 1:5½ �

However, they failed to get a perfect output that provides the domain of b since the
difference value of b will have a significant effect on the intensity stretch even if the
difference is small. Therefore, the original image might get lost by the intensity
normalization value. Thus, to overcome this problem, we need to modify b to [1, G/2]
where G is the global mean of the input image [11].
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8.3 Related Work

Recently, the image enhancement has been heavily researched by collaborators and
contributors as a world-wide critical research topic. There are many recent
state-of-art works that focus on this issue. For instance, Weigel et al. 2013 [12]
provided a mechanism to associate Image Inversion Microscopy (IIM) with digital
holography by applying additional computations to prove their proposed essence by
means of the utilization of Point Spread Function (PSF). The PSF function
describes the reply to point object from an imaging system. The system’s impulse
response is a general expression of PSF in which it focused on optical systems as
they also presented an explanation of how to reduce the distance between the first
zeros by a factor of about two. Figure 8.1 shows image formation in a confocal
microscope: central longitudinal (XZ) slice that distribution arises from the con-
volution of the real light sources with the PSF, as used general form, as follows:

Image Object1þObject2ð Þ ¼ Image Object1ð Þþ Image Object2ð Þ ð8:12Þ

In addition, they listed images of 10 gratings to clarify and comprehend the
boosted resolutions and to calculate a portion of the optical transfer functions of the
coherent, the incoherent and the image-inverted case.

In a related work, Lin (2011) [13] proposed another scheme for enhancing the
image quality by a means of Infrared images (IR) for an extended-domain surveil-
lance system. The Infrared images which were taken at long-domain that encompass
reduced contrast and brightness levels. The most important feature of the proposed
method is that no need for pre-knowledge about the IR image and no parameters
must be preset. Briefly, two main objectives for this research: enhancement for
adaptive contrast by using Adaptive Histogram-Based Equalization (AHBE), and
enhancement of the strength of elevated spatial-frequency of infrared images to
maintain the datum of original inputted- images.

Another noticeable technique has been proposed by Zhao (2011) [14] who
suggested to employing the Gravitational Search Algorithm (GSA) for image
enhancement method. Gravitational Search Algorithm (GSA) strives to make the
best and most effective use of the normalized incomplete Beta function parameters
by employing the greyscale image generalized convention. This function used to
enhance the damaged image which gives effectively enhanced results, as follows:

f ixy; a; b
� � ¼

R ixy
0 ta�1ð1� tÞb�1dt

B a; bð Þ ð8:13Þ

The fitness function is defined as:

Fintness fð Þ ¼ 1
n

XM
x¼1

XN
y¼1

f 2 x; yð Þ � 1
n

XM
x¼1

XN
y¼1

f x; yð Þ
 !2

ð8:14Þ
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where M and N are the coordinates of the image to be enhanced with n ¼ M � N,
and f x; yð Þ is the enhanced pixel value of the input image. Thus, the higher value of
the fitness function, the image will be more enhanced. Figure 8.2 shows the
flowchart of adaptive enhancement for greyscale image based on GSA and it also
explains the gravitational search algorithm [6].

The histogram improvement-based solutions were also valid and practiced in
many state-of-the-art works such as the unprecedented formulation of image

Fig. 8.1 The point spread function (PSF)
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histogram operation to ameliorate the contrast process of the mage which was
formally proposed by Zeng et al. (2012) [15]. Zeng method encompasses several
steps started by dividing the image into several equal-sized regions by using the
values of the intensities of gradients, followed by adjusting their values of gray
levels and finally, the histogram for the whole image can be obtained by the
summation of all weighted values of the divided regions. This method improved the
enhancement by testing X-Ray images that support this method. Figure 8.3 shows
the final content of adaptive contrast enhancement algorithm.

Furthermore, recently, Santhanam and Radhika (2010) [16] have implemented a
mechanism in which they employed the noise identification predominant operation
in the processing stages of any digital image operation to distinguish the image
smoothing filters. The noise detection was performed by using Artificial Neural
Network (ANN) to isolate the noise and extracts needed features [8]. Eventually
they concluded that ANNs provided a better solution in identifying the noise which
provide the precise filter that can be used for enhancing the given image.

Finally, several enhancement algorithms for enhancing the digital image have
been implemented by Garg et al. (2011) [17] through the manipulation of the
greyscale Histogram-Equalization and greyscale Filtering. The most noticeable
issue of the set of proposed frameworks is that they preserve the brightness level of
the inputted-image on the resultant outputted-image by applying considerable
enhancement in the image-contrast levels. Histogram-Equalization (HE) scheme
can be effectively used to re-modulate the image gray grades. Figure 8.4 shows the
effect of HE method on the entered (pre-processed) image [9].

Fig. 8.2 Procedural diagram
of Gravitational Search
Algorithm of enhancing the
grey images
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8.4 An Introduction to Cuckoo Search Optimization
Algorithm

Cuckoo search (CS) [5] is a meta-heuristic algorithm inspired by the cuckoo bird,
these are the “Brood parasites” birds. It is impossible to create its nest and place its
eggs in the nests of other birds. Some steward fowls can engage directly with the
other cuckoo that comes to own nest. The host bird recognizes the eggs if they
belong to its nest or not. If the eggs are not belonging to it, it will throw the eggs
away or remove the nest and build another one. According to this phenomenon,
suppose that each existing egg is a solution and cuckoo egg is a new and workable
solution. Thus, for every nest, there has one egg of cuckoo in which every nest shall
contain various eggs that appears as a group of solutions.

Practically, any new egg put by cuckoo acts as an unprecedented settling to the
search algorithm and prior the implementation of the next step, a distribution
process formula defines the number of remaining eggs. The new number of eggs
can be represented as the populace for the next iteration; therefore, increasing the

Fig. 8.3 Flowchart of the adaptive contrast enhancement algorithm
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number of iterations is better to obtain enhanced results. The iterations carry on
until satisfying the desired optimization. Shortly, CS algorithms and morphological
operations are efficiently used to enhance the image by modifying its contrast and
intensity. Figure 8.5 clarifies the general steps of CS algorithm. Eventually, CS

Fig. 8.4 a The original picture of the tire. b HE’s picture of the tire
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algorithm became very applicable in many optimization fields and its exemplary for
how the upbringing behavior [7] since it has been successfully implemented to
solve the scheduling issues and design optimization problems such as speech
recognition, job scheduling, and global optimization.

8.5 Image Enhancement via Cuckoo Search Methodology

Cuckoo search algorithm focuses mainly on the repeated calculation of the Mean
Square Error (MSE) and Minimum Fitness Function (MFF) until the optimum
requested results are satisfied (reaching the threshold values). Figure 8.6 explains
the exact steps of CS algorithm in which it contains mainly two iteration steps: one
for checking the population (less than the max value) and the other iteration step for
checking if the condition is met or not [18].

Fig. 8.5 General CS Algorithm Steps
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The fitness function is defined as:

Fitness Function ¼ W1�MSEþW2� Iteration ð8:14Þ

The main idea of the image enhancement techniques is to get rid of noise and its
process can be summarized as follow: Consider I is the original inputted image with
dimensions P� Q. The first step is the transforming of the original image (I) from
its RGB coloring system into gray-scale coloring system, by applying the next
formula [19]:

Igy ¼ 0:289� rþ 0:5870� gþ 0:1140� b ð8:15Þ

where: R, G, B are the levels of image-coloring components and Igy is the trans-
formed grayscale image. Also, the mean value (l) of the grayscale image can be
obtained by applying the following law [19]:

l ¼
Pp�1

p¼0

PQ�1
q¼0 Iqp

P� Q
ð8:16Þ

At this stage, the image is ready to be applied to Cuckoo Search algorithm via
Levy flight to obtain an enhanced image and the process works as follows:

Fig. 8.6 The flowchart of Cuckoo Search (CS) Method
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(1) Every cuckoo place only single egg at a time and into any of the selected nests.
(2) The top-quality eggs of the superior nest will be renewed to the next descent.
(3) The number of ready host nest doesn’t change and when a host bird recognizes

the cuckoo egg with the probability of p 2 0; 1ð Þ [20], the host bird can either
remove the egg away or leave them and build a new nest.

In the Lévy flight, the third method is selected to implement the cuckoo search
and could be converged as the fraction ‘p’ of the ‘n’ nests. Many researchers proved
that the flight behavior of many animals and insects has the typical features of Lévy
flights which is a random walk; that the stages are determined according to the
step-lengths, which contain a specific probability distribution with the directions
being random. This random walk can be seen in animals and insects. The next
motion depends on the current position which produces new settlings x(t + 1) for a
cuckoo is considered as integrating between Levy flight with controls of the search
capability. This can be implemented by the following equation [19]:

Xi tþ 1ð Þ ¼ Xi tð Þþ a� Levy kð Þ ð8:17Þ

where: a[ 0 is the stage size and in most case, a is supposed to equal to one, and
the product � is entry-wise multiplication; in other words, it is an Exclusive-OR
operation. Levy-flight is a random walk with random stage size and it is considered
as step lengths that are distributed according to the following probability distri-
bution equation (PDE) [20]:

levy� u ¼ t�kð1\k	 3Þ ð8:18Þ

The produced image can be acquired by utilizing the structuring-element of the
genuine image. Thereafter, the adjusted pixels of the entered-image are calculated
to build up the numerical value for each pixel into the produced image. The image
I is transformed to the binary digital form Ib through the adjustment process of both
factors; the intensity and the contrast of the image. Finally, the enhanced image is
earned by applying the morphological operation in which it depends on the use of
the structuring element ‘se’ as follows [19]:

Ib � Se ¼ Se� Ib ð8:19Þ

8.6 Pseudo-code of Cuckoo Search and Algorithm
Implementation

The Pseudo-code of Cuckoo Search is shown below [18]:
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By using the connotation of Cuckoo searching and Levy flight, the developed
algorithm is giving an efficient image optimization results. The implementation
steps of the algorithm are shown in the flowchart of Fig. 8.7 and explained below in
details [21]:

Stage 1: Reading the colored-image and converts it into its grayscale equivalent
image. The function that is used for the conversion process is:
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Stage 2: Threshold will be created, and its upper and lower bounds are defined
as:

Fig. 8.7 A flowchart explaining the steps of the algorithm
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Stage 3: The best solution of threshold among the set of generated populations is
chosen and used to segment the grayscale image. The best solution is selected by
using the following code:

Stage 4: The generation of the threshold by Cuckoo Search via Levy Flight
Algorithm is accomplished by using the following piece of code:
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Stage 5: The Levy flights concepts will be used in the generation the optimized
threshold values as in the following code:

Stage 6: This step is used if you need to segment the image by using all the
obtained solutions. The code for segmenting an image and calculating the corre-
lation of segmented image as follows:
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8.7 MSE and PSNR Value Calculations

After getting the segmented image, the mean squared error (MSE) of the image is
created using the grayscale image and the final segmented image to get the PSNR
value. The higher value of PSNR the better the result [21].

The term ‘signal’ in the PSNR value formula shows that the original image has
some ‘noise’ that will produce an error in the image segmentation process. Thus, if
high PSNR value is found, it gives an idea that decent quality segmentation and
success. The term “MSE” will be used in the formulas to give the cumulative
squared error between the segmented image and the original image. The code for
getting the MSE and PSNR values is as shown below:

8.8 Results and Discussion

The performance of CS algorithm and morphological operation [19] which were
used in the image enhancement process has been tested with different images and
the upcoming figures and values show the execution of the suggested methodology.
Here, independent stages are performed sequentially: firstly, we processed the
cuckoo search algorithm, then we applied a morphological operation to improve the
image and finally, the enhanced image was obtained. In order to adjust the contrast
value of the processed image, the CS algorithm was iteratively applied until we
obtained the optimal contrast value.
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Table 8.1 benchmarks the performance of CS algorithm with other three
well-known existing algorithms namely: genetic algorithm (GA), particle swarm
optimization algorithm (PSO), and Artificial Bee Colony (ABC) respectively. Also,
Fig. 8.8 illustrates the graphical representation of the comparison result between
GA, PSO, ABC, and CS in terms PNSR for the images provided in the figure set
8.9a–d that provides the input images and their enhanced images. It’s clearly seen
that GA, PSO, ABC, and CS have recorded PNSR values as 17.627926, 16.0594,
17.113572, and 17.334228 respectively. The performance figures show that the
grey images are effectively improved with image enhancement technique by using
CS algorithms and morphological operations.

Another noticeable system implementation has been found in [21] where they
have used the MATLAB package to utilize the identical combination of algorithms
[7] as shown the figure set 8.10. It is clearly seen that the resulted image contains a
very little amount of noise due to the high PSNR value with significantly less size
but the same quality as the original image, because of the algorithm.

Table 8.1 Performance analysis of GA, PSO, ABC, and CS

GA PSO ABC CS

16.8841 18.11698 18.65656 18.61738

17.7551 18.06440 18.07211 18.71658

15.0671 15.56377 15.76718 15.71828

14.208 15.10659 15.41357 16.23400
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Fig. 8.8 Performance benchmarking of GA, PSO, ABC, and CS for four images
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Fig. 8.9 Four original images each with its enhanced image
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(b) Its converted Grey Scale Equivalent(a) The original Selected Image

(d) The best threshold for given image(c) Initial Segmented Image

(f) Best threshold of the segmented image(e) Segmented image using the best threshold.

(h) PSNR value is obtained(g) Squared error image is obtained.

Fig. 8.10 The sample results of several processing stages at MATLAB
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8.9 Conclusions

The development of image enhancement techniques was a worldwide research for a
long time ago. Such issue formed a pool of research to avoid or mitigate image
noise to clarify several image features which positively contribute to many image
processing operations such as the image segmentation, image detection, feature
extraction, edge detection and others. The milestone discovery of Cuckoo
Optimization Algorithm (COA) in the image processing world has maximally
improved the image enhancement techniques by minimizing the human interven-
tion in the image operations using an artificial selection of image parameters to
optimize the inline image processing algorithm. To sum up, the CO algorithm
works by firstly transforming the inputted full-colored image into gray-scale image
and followed by computing the image-contrast parameter by applying the fitness
function of the CS algorithm. The main purpose of using CS algorithm to elevate
the merit and quality of the image to obtain the most effective and desirable amount
of contrast factor in addition to the morphological processes which were fulfilled by
adjusting the intensity parameters. CS algorithm showed the best results of noise
removal from the image and choose the best parameter and contrast value to
enhance the image.
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Chapter 9
Artificial Bee Colony Based Feature
Selection for Automatic Skin Disease
Identification of Mango Fruit

A. Diana Andrushia and A. Trephena Patricia

Abstract Food is very important in Human’s life and one of the best natural foods
are fruits. These fruits have lot of nutrients that are needed for our day-to-day life,
but there are diseases which affects the fruits and makes them non-edible or waste.
These diseases in fruits also cause a huge problem in agricultural industries,
worldwide. This research work presents the automatic skin disease identification
system for mango fruit. Initially, the features of color, texture and shape are
extracted from the input mango images. The optimal feature set is selected from the
original feature set. Artificial Bee Colony (ABC) optimization is used to get the
optimal feature set. The novelty of the proposed method lies on the usage of
metaheuristic algorithm in the feature selection of mango skin disease identification.
Support Vector Machine (SVM) classifier is used to train and test the feature set.
Stem end rot and anthracnose are the two identified mango skin diseases. The
performance of the proposed method yields reliable results interms of classification
accuracy and receiver operating characteristics which are compared to the
state-of-the art methods.

Keywords Feature selection � Artificial bee colony optimization
Skin disease � Mango fruit

9.1 Introduction

In India the most cultivated fruit is mango and many types of mangoes are culti-
vated in various places of India. The season for mango is in the month of May.
These mangoes are even exported to other countries like UAE, Saudi Arabia,
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Kuwait, Qatar and Nepal. According to the statistics taken in the year 2014–2015
India exported around 42,998.31 million tons of mangoes. However this production
is greatly reduced because of the fruits affected by diseases and pests. In India
monitoring the health and detection of diseases in fruits are done manually by
experts but it is expensive and requires more time. The diseases of fruits affect the
quality of the fruit in the pre harvesting and post harvesting time.

These diseases do not affect the fruit alone but also the twigs, leaves, branches
and other parts of the tree. It affects overall yield and also results in deterioration of
that particular variety from cultivation. If the diseases are found earlier then the
fruits and trees can be protected by proper fertilizers.

Every process around us is automated in our day to day life. Therefore an
attempt has been made to detect the fruit diseases using image processing tech-
niques. This technique will be helpful to identify the diseases accurately at different
stages. So that the farmers can use right amount of fertilizers and chemicals to cure
the diseases. This method can reduce time, man power and also the money spent for
consulting experts in identifying the diseases.

The automatic skin disease identification system plays a major role in the food
processing industry. Once the fruit diseases are classified according to the severity
of the disease the fruits may be contaminated or discarded from the system. Number
of image processing techniques are used in the field of agriculture to identify the
diseases in fruit items. It reduces the time and manpower consumption of food
packaging industry [1]. Due to this many research findings are available in the area
of automatic disease identification in citrus, mango, apple and pomegranates [2].

Fruit grading [3], fruit disease identification, fruit classification, fruit quality
checking are some of the areas in which lot of image processing methods are
applied. All these methods are automated with the help of computer vision methods.
The defect detection in the automated system involves image processing algo-
rithms. In order to identify the diseases in the fruits the image processing techniques
are applied. Threshold methods, morphological operators, segmentation methods,
neural network methods were also used by various researchers.

The proposed method deals with automatic detection of skin disease identifi-
cation using artificial bee colony optimized feature set. The main stages of this
method are: Pre-processing, Feature extraction, optimized feature selection and
classification. Initially the backgrounds of the fruits are removed. The features of
color, shape, texture are extracted. The features are selected based on the meta-
heuristic approach. The optimized features are given to the classifier. The classifier
classifies the healthy fruit and the diseased fruit. Stem end rot and anthracnose are
the serious diseases in the mango fruit. The symptoms of both the diseases are
same. Among post harvesting diseases, stem end rot is more serious disease than
anthracnose. These diseases are common for mango, citrus and avocado. They are
controlled by using appropriate chemicals in the post harvesting stages. So in this
study also these two skin diseases are classified along with the healthy mangoes.

The organization of this research paper as follows: Sect. 9.2 explains about the
backgrounds of the skin disease identification and classification. Section 9.3 pre-
sents the details of proposed method. The subsection clearly explains the artificial

216 A. Diana Andrushia and A. Trephena Patricia



bee colony based feature selection and SVM classification. Section 9.4 shows the
experimental results and performance analysis of proposed method. Last section
gives the conclusion of the proposed research.

9.2 Backgrounds

9.2.1 Fruit Analysis

The analysis of fruit images include defect detection, fruit grading, fruit quality
checking etc., Many researchers reordered their research findings by considering
single fruit and some researchers have not done for specific fruits. Dubey [4, 5]
proposed a method for segmenting disease region by adopting K-means clustering
approach. Initially the images are divided into different regions. Based on the
different clusters the defected regions are identified and segmented.

Zhang et al. [6] proposed a method for fruit classification. Eighteen different
types of fruits are classified which includes berries, grapes and pine apples. Color
histogram, shape and texture features are extracted from input image dataset. Feed
forwarded neural network was used to classify the different types of berries, grapes
and pine apples. The different fruit varieties are classified with classification
accuracy of 89%. The improved method of Zhang et al. [6] is proposed in Zhang
et al. [7]. It includes biogeography based optimization and wavelet based feature
selection. So the accuracy of this system was improved to 90%.

Dubey et al. [8] presented a method for apple disease classification. The major
features of color, shape and textures are used. Global color histogram for color
features, completed local binary patterns for texture features, zernike moments for
shape features are extracted. Three different types of apple diseases are classified
namely scab, rot and blotch. K means clustering used initially for finding the
infected apple fruits. Support vector machine with multiclass is used to identify the
three diseases of apple. However for the apple disease classification, the effect of
shape features are not suited which is highlighted in this research. The classification
accuracy of this method is given by considering individual features and feature
combinations. While classifying three types of apple diseases, it is hard to classify
apple blotch. So this category yields poor accuracy when compared to the other
classes of diseases.

Orange grading system was proposed by Thendral et al. [9]. In order to identify
the good quality of oranges, a computer vision method was proposed. For the post
harvesting time, it is mandatory to examine the skin defects of each fruit. The
parameters which are considered for orange grading system are size, color, shape
and texture. Genetic algorithm based feature selection is involved in this orange
grading system. It empowers the classification tasks and accuracy of the overall
system. The optimized features through genetic algorithm is given to various types
of classifiers. Among the various classifiers auto associative neural network pro-
duced peak accuracy of 94.5%.
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Bhange et al. [2] presented the method for defect detection on pomegranate
fruits. A web based method is launched in this method which produced smart farm
scheme. It is based on modern agricultural scenario. One type of skin disease in
pomegranate is bacterial blight which is detected in this paper. The basic features of
color and morphology are used to classify the defective pomegranate fruits and non
defective pomegranate fruits. Based on the image quality various accuracy levels
are obtained. The overall accuracy of this system is 82%. It has created smart
farming approach for farmers to take decisions and preventive steps during initial
stages of the disease.

Sabzi et al. [1] proposed a method for classifying orange varieties. Three vari-
eties of oranges are classified namely bam, Thomson and paybandi. Three hundred
color orange images are used for the classification. Hundred images are used under
each category. Large number of features are extracted from each category of orange
images. Three different metaheuristic algorithms are used to find the reduced feature
set which are harmony search, artificial bee colony, particle swarm optimization.
After getting the optimal feature set, the classifiers are used to classify three dif-
ferent types of oranges. The classification accuracy of the system is 96.7%.

Sa’ad et al. [3] proposed a method for mango grading using shape features.
Harumanis mangoes are only used for this grading system analysis. A method of
fourier descriptor is used to grade the different type of mangoes. The cylinder
approximation method is used to find the weights of each mangoes. Initially all the
input images are done with image enhancement, feature extraction and image
restoration. Discriminant analysis and support vector machines are the two classi-
fiers which are used in the grading system. Both the classifiers are used to analyse
the shape features only. SVM method produced 100% classification accuracy in the
mango grading system. Where as discriminant analysis classifier achieved 95% of
classification accuracy.

Fernando et al. [10] and Li et al. [11] presented research paper in citrus defect
detection. The proposed method [10, 11] detected fungal decay in citrus fruit. Citrus
fruit affected by fungal infection in the post harvesting stage. The hyperspectral
imaging is used in this method. At first mean normalization is used in the input
images. The principal component analysis is used to reduce the dataset. Image
segmentation method is applied in the last stages in order to segment the defected
portions.

Chaugule et al. [12] presented a method for classification of paddy. The shape
and texture features are the main features which are used in the four varieties of
paddy. The four paddy varieties are ratnagiri-2, ratnagiri-24, ratnagiri-4 and
karjat-6. Many texture and shape features are taken to train the classifiers. Among
all these features, central moments of shape features play a major role in the
classification task. It helps the overall system to get high classification accuracy.
The average accuracy of the system is 88%. In this study the texture features are
given lower accuracy compared to the shape features.

Dutta et al. [13] presented a method for classification of grapes using image
processing techniques. This method was used to separate the fresh grapes among
the pesticide affected grapes. All the input images are analysed in the frequency
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domain. The discriminatory features are extracted in transform domain by applying
Haar transform. The discriminatory pattern is discovered by applying three level
wavelet decomposition. The difference in the features which are related to fresh
grapes and pesticide affected grapes are obtained. These feature sets are given to the
training and classification method. SVM is used to classify both the cases of grapes.
This method accurately classified the pesticide affected grapes than fresh grapes.

All the fruit analysis literatures are involving four main stages, which are image
collection, preprocessing, feature extraction and classification. If the automatic
system involves with fruit grading, defect detection then the color, texture and
shape features are only considered. The first order and second order statistical
features are calculated for texture feature extraction.

9.2.2 Classification Methods

Classification is the major step in the automatic disease detection and identification
methods. There are many methods proposed to classify the types of fruits and
classify their defects. Single stage classifiers and multi stage classifiers are used in
many research papers. Auto associative classifiers, back propagation method, har-
mony search classifier, K nearest neighbour classifier, Support Vector machines are
the important classifiers which are used in the fruit disease classification. Support
vector machine [14] classifier yields good results in many research findings which
are related to the fruit grading and fruit disease classification. In recent past, very
few research papers used optimization methods for feature selection. The research
papers which used optimization techniques for feature selection produced very
good outcomes compared to the other methods.

The biological inspired optimization methods are used in many research findings
in order to find the important features for training and classification of fruits.
Genetic algorithm, ant colony optimization, artificial bee colony optimization,
particle swarm optimization and simulated annealing are some of the optimization
methods which are used in the feature selection of fruit grading and defect classi-
fication methods. The proposed method deals with mango fruit skin disease iden-
tification using optimized feature set which are derived from artificial bee colony
method.

9.3 Proposed Method

The aim of this research paper is to develop a method to classify the skin diseases of
mango based on optimized feature set. Color, texture and shape features are used in
the proposed method. Artificial Bee Colony optimization (ABC) is used to identify

9 Artificial Bee Colony Based Feature Selection … 219



the optimal feature set. In order to nullify the redundant features, the ABC opti-
mization is used. SVM classifier is used to classify the healthy fruits and diseased
fruits (Fig. 9.1).

9.3.1 Input Dataset

The mango samples are collected from the different agricultural farms and online
database [http://www.cofilab.com/portfolio/mangoesdb/] [15]. In this present study
totally 150 images are collected. Where in 70 images are healthy mango images and
80 images are defected mango images. 40 images from anthracnose disease and 40
images from stem end rot disease are taken for the proposed work.

9.3.2 Preprocessing

The initial step of any image processing approach is preprocessing the input image.
It aims to remove the noise in the image. In this method the background of the fruit
images are removed using appropriate thresholds. The input images are represented
with different color spaces namely RGB, YCbCr, HSV, CMY. In this method RGB
color space is chosen in order to remove the backgrounds. It is the optimal color
space. The appropriate threshold is applied to segment the background from the

Testing Set

Input images

Pre-processing

Color, texture, shape features

ABC based Feature selection

Classifier Final decision

Performance Analysis

Training 

Fig. 9.1 Block diagram of
the proposed method
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fruit foreground. It is applied to all the three color channels R, G, B. Equation 9.1 is
applied to the pixel (x,y) in the input image in order to identify the background.

if R x; yð ÞþG x; yð ÞþB x; yð Þð Þ=3ð Þ \ 35 x; yð Þ is the background ð9:1Þ

9.3.3 Feature Extraction—Color, Shape, Texture Features

Feature extraction is the key step in all the methods of the image processing. This
step is used to represent the input images in efficient way. Three types of features
namely color, shape and texture are used in this proposed method. Totally 50
features are taken under three categories.

9.3.3.1 Color Features

Most of the machine vision applications, Color is considered as important param-
eter for representing the input images. The methods which consider the color
feature produced better results compared to the other features. In general three
components are representing color and intensity. To determine the efficient color
component is a big task. In this proposed method 12 different color components are
considered which are RGB, HSI, YCbCr, CMY.

9.3.3.2 Shape Features

The shape features are representing the original fruit properties in terms of regu-
larity, unevenness and elongation. The shape features are very much important to
describe the foreground object. The shape features are usually represented in terms
of geometric feature and shape related features [16]. The geometric features include
area, length, width, convexity, major axis length, minor axis length and axis ratio.
The shape related features are represented by second order statistical descriptors.
The standard moments and normalized central moments are taken in this method.
The zernike moment is the rotation invariant moment. Moments are used to find the
skinniness of the fruit [17]. Ten standard moments, seven normalized central
moments, seven invariant moments and seven geometric features are used in this
proposed method. Totally 31 shape features are used.

9.3.3.3 Texture Features

In general texture features are representing the distribution of intensity in various
level. These features are exhibiting the smoothness, uniformity, brightness and
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flatness. The statistical features are calculated to extract texture features. Usually the
statistical texture features are well represented in the area of image retrieval,
medical image analysis and image classification. In this proposed method, first
order and second order statistical texture features are used.

The first order statistical features are mean, variance, standard deviation, cor-
relation, skewness, kurtosis, entropy, homogeneity, energy. These features are
calculated from image pixels. The second order texture features are taken from Grey
level cooccurrence matrix (GLCM) which specifies the spatial relation tween the
pixels. GLCM is calculated for the pixels (x,y) by considering the distance between
(x,y) and orientation. GLCM is calculated for four different directions 0°, 45°, 90°
and 135°. For four different directions all the 9 features are calculated. Totally 36
texture features are used in the proposed method. P(x,y | d,h) is the matrix com-
ponent which is having second order statistical probability with grey levels x and y
at particular orientation and particular distance [12].

The local intensity variation/contrast is calculated by the following equation.

CR ¼
XN�1

n¼0

n2
XN
x¼1

XN
y¼1

p x; yð Þ
 !

x� yj j ¼ n ð9:2Þ

Correlation specifies the linear relationship between pixels kin the particular
direction which is calculated by

CRR ¼
XN�1

x¼0

XN�1

y¼0

x� lxð Þ y� ly
� �

p x; yð Þ
rxry

ð9:3Þ

where
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XN�1
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Energy ¼
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Homogeneity ¼
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p x; yð Þ log P x; yð Þð Þ ð9:8Þ
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9.3.4 Feature Selection

In this proposed study 12 color features, 31 shape features and 36 texture features
are extracted. So initial feature set contains 79 features for 150 images. The initial
feature set consists of large number of features which includes some redundant
features also. The high number of features may reduce the accuracy of system and
affect the classifier accuracy. In the real time scenario it would affect the compu-
tational efficiency of the overall system. So it is necessary to remove the redundant
or unwanted features [9].

Feature selection is the process of selecting suitable subset in feature space. The
random search provides the random subset in the search space. So that many
bio-inspired algorithms are developed to choose optimal subset [18]. In order to
select or minimize the feature set a metaheuristic approach is followed in the
proposed method. The optimal feature set will give the effective features to the
classifiers.

9.3.4.1 Artificial Bee Colony (ABC) Algorithm

Artificial bee colony method is used in several domains in terms of wrapper and
forward strategies. It is used in the optimization problem. ABC optimization
method is used by very few researchers for feature selection.

Artificial bee colony algorithm highlights the brainy behaviour [19] of bees
which are scheduled by their tasks: hired, observers and guides. Frisch et al. [20]
and Seeley et al. [21] found the hunting fashion of bees, interior and exterior
information. The information of about food location is expressed in terms of waggle
dance. The ultimate model of ABC shows the intelligent behaviour of bees with
respect to the following parameters: food location, engaged bees and unengaged
bees.

ABC algorithm consists of three groups of bees: engaged bees, unengaged bees
and scout bees. In this method number of bees in the engaged and unengaged are
same. The unengaged bees make the decision of food selection in the dance area.
The unengaged bee is named as engaged bee when it drives to the food sources. If
the engaged bee has the food then it returns as scout bee and it will find new food
source by random search [22].

The following are the steps of the ABC based feature selection process.
In this proposed method M is taken as total number of features. Each source is

connected with the feature vector of size M. The position of the each feature vector
represents the number of features to be checked. If the position is 1 then it indicates
the feature is part of the optimal set to be checked. If the position is 0 then it
indicates the feature is not a part of the optimal set to be checked. In addition, each
food source have quality in terms of fitness function [18].
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Step 1: Generate food sources: Let M is the number of food sources (i.e) total
number of features. Assume each feature subset is filled with one feature
which is having the single position vector

Step 2: Take accuracy as fitness function and give the feature subset to the
classifier. So the accuracy is the fitness of the food source

Step 3: Find the neighbours using changing rate (CR) parameter. The neighbour
is found from feature vector of food source. The neighbour is defined by
taking perturbation for Eq. 9.9.

Abc ¼ Xij þ qij Xij � Xkj
� � ð9:9Þ

For the individual food source Abc is determined through an optimization
parameter j. The subset j and k is randomly selected. qij is the number in between
−1 and 1. The fitness function of the food source is given by

fnss ¼
1

1þ vi
if vi � 0

1þ abs við Þ if vi\0

�

where vi is the cost function. In the maximization problems the cost function is
directly taken as fitness value

Step 4: Take the feature subset of neighbours to the classifier and assign accu-
racy as fitness

Step 5: Check whether the fitness of the neighbour is good or not? If the
neighbour is having better fitness than the original then consider the
neighbour source as the new one

Step 6: The unengaged bees collect data about the fitness of new food sources
which are visited by the engaged bees. It will check the better fitness or
better probability value. At this time the unengaged bees become
engaged bees and run the step 3

Step 7: Remember the better food source. By distributing the unengaged bees to
the food sources the best fitness is considered

Step 8: Find new scout bees. If the food source is uninhibited then, create a new
scout bee which become engaged bees with new food source and run the
step 3.

9.3.5 Support Vector Machine

Support Vector Machine (SVM) is found by Boser, Guyon and Vapnik. It is ini-
tiated by using statistical learning theory. SVM is a supervised learning method
which is used to perform classification and regression analysis. It is also known as
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discriminative classifier. It consists of hyperplane which classifies the given input to
different groups.

The hyperplane is capable of separating the data in the multi-dimensional space.
Regularization parameter and kernel are the main parameters of this supervised
learning method. Kernel parameter includes linear, polynomial, sigmoid gaussian,
hardlim, sine and exponential. If the regularization parameter is large then it creates
smaller margin hyperplane. If the regularization parameter is small then it generates
larger margin hyperplane (Fig. 9.2). According to the training set single class and
multiclass SVM classification are used in various applications. The SVM classifi-
cation depends on the various parameter selection. It is one of the empirically best
classifier.

SVM classifier is one of the most popular classifier which is used in many
applications of image processing. It includes human brain tumor segmentation,
salient region detection, line segmentation, image compression, image recognition
and optical character recognition. It is not only used in image processing but also in
bioinformatics and communication system for spectrum sensing.

The SVM algorithm separates the input by using the hyper plane. The training
method determines the parameters for the hyperplane. For different class applica-
tions it is classified into different groups. The steps which are involving in the
pattern recognition related to SVM is given below.

Consider F is the feature vector with features (a, b)
Where a ¼ a1; a2; a3; a4; a5. . .anð Þ ai 2 R i ¼ 1; 2. . .n
Each feature belongs to the class xk 2 �1; þ 1f g
The training set

T ¼ a1; x1ð Þ; a2; x2ð Þ; a3; x3ð Þ; a4; x4ð Þ. . . an; xnð Þf g ð9:10Þ

The linear classifier is denoted with the hyperplane with two regions which are
class 1 and class-1 regions

The hyperplane in the search space S is given by

a 2 Sjw � xþ b ¼ 0f g; w 2 S; b 2 R

The product is given by

w � x ¼
Xn
i¼1

wixi ð9:11Þ

Initially 79 features are extracted from different features for 150 images. After
applying artificial bee colony optimization the feature set is reduced to 38. The
feature selection step provides a set of features which are not redundant. The
optimal feature set is having the features with important information. The optimal
feature set is applied for the training set. The feature vector matrix size is 150 � 38.
Training dataset contain 100 images and testing for 50 images which are separated
from normal, disease1, disease2 category.
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The training set is separated as linear if any one linear classifier is expressed by
the pair (w,b). Once the training gets over, the classifier performs the prediction
which is different from the training process. The different classes are obtained from
the following expression,

class xkð Þ ¼ þ 1 if w � xk þ b[ 0
�1 if w � xk � b\0

�
ð9:12Þ

SVM trains the machines with optimal hyperplace which segregate the input into
different classes. It separates the input data into the maximum distance of hyper-
plane and nearest to the training data points. The results of SVM classifier is given
interms of normal fruit, disease1 and disease2 categories (Fig. 9.3).

9.4 Experimental Results

As narrated earlier in the Sect. 9.3, the optimal feature set is selected and given to
the SVM classifier. In the optimal feature set many texture and color features are
selected by ABC method. Less number of shape features are only available in the
reduced feature set. Figure 9.4 shows the images of healthy mangoes and defective
mangoes. Two types of diseases are identified. They are stem end rot and
anthracnose.

9.4.1 Background Removal

Initially the input images are subjected to the preprocessing stage in which the
noises and backgrounds are removed. In order to separate the fruit from the
backgrounds, segmentation is applied. Input images in RGB color space is trans-
ferred into HSV color space. The contrast in between the foreground and

Fig. 9.2 SVM classifier with
linear hyperplane—Serter
et al. [23]
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Generate initial Food sources

Find the feature subsets using ABC

Find optimal dataset for training

Use the classifier to evaluate optimal 
subset

Is finishing tar-
get met?

Give the best feature subset

By using best feature subset, reduce 
the other dataset

Train the dataset and classify using 
SVM

Display output

No

Yes

Fig. 9.3 Flow chart of ABC based feature selection and SVM based classification

Fig. 9.4 Images of healthy mangoes and defective mangoes
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background is not sufficient in RGB color space. So it is converted into HSV color
space. In this color space the backgrounds are removed and it is shown in Fig. 9.5.

9.4.2 ABC Based Feature Selection

Artificial bee colony method is used to find the optimal features. Initial feature set is
reduced to optimal feature set which includes the features from color, texture and
shape. The feature value ranges for different features that are displayed in Table 9.1.
It shows some of the important features and their feature values.

Figure 9.6 shows the example images of skin defect identified mangoes. The
stem end rot and anthracnose are the commonly occur skin diseases in mango fruit.

Fig. 9.5 Background removed images row 1: Healthy images, row 2: Anthracnose, row 3: stem
end rot
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9.4.3 Performance Analysis

The performance of the proposed method is evaluated in terms of performance
metrics. Accuracy of the automatic defect identification system is measured by
classification accuracy parameter.

9.4.3.1 Classification Accuracy

The classification accuracy of the skin defect identification system of mango fruit is
analyzed in terms of feature set which are color, shape and texture. It is a multi-class
classification problem for classifying the mango fruit in three different categories
which are healthy, stem end rot and anthracnose disease.

The Classification Accuracy (CA) is defined by

CA ¼ Total images with correct classification
Total testing images

� 100 ð9:12Þ

Table 9.1 Selected GLCM features in the orientation of 0°

Features Healthy images (low-high) Defective images (low-high)

Energy 0.1261–0.467 0.512–0.785

Contrast 0.132–0.143 0.032–0.0867

Auto correlation 2.922–9.345 10.283–18.234

Average 4.121–9.342 11.23–15.333

Variance 1.222–4.534 5.876–8.887

Maximum probability 0.954–0.9712 0.981–1.023

Entropy 0.0812–0.154 0.023–0.0786

Correlation coefficient 0.791–0.982 0.235–0.678

Fig. 9.6 Skin defect identified images a stem end rot b anthracnose
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The results of the proposed method is compared with state-of-the-art methods.
Sofu et al. [24] presented a method for the identification of different types of apples.
The decision trees are used to classify the types of apples. Mohammadi et al. [25]
proposed a method of classification of fruits in three maturity levels. Quadratic
Discriminant Analysis (QDA) is used to classify the maturity levels. Figure 9.7
shows the bar graph comparison of proposed method, Sofu et al. [24] and
Mohammadi [25] methods.

Momin et al. [26] discussed about mango grading system. The mangoes are
classified as small, medium and large level. Median filter based image processing
algorithm is used. The parameters of ferret diameter, roundness, perimeter are used
to classify the three types of mangoes. The system produced 97% classification
accuracy. The mass estimation of mangoes are developed by Schulze et al. [27].
Mass estimation of a fruit is calculated by linear regression and artificial neural
network. The system produced 96.7% accuracy rate. Pujitha et al. [28] presented a
method for finding the external defects in mango fruit. The bacterial diseases of
mango fruit are identified and classified. Input is applied as a video of mango fruit
which is converted to 100 frames of image. Jagadeesh et al. [29] presented a survey
on early fungal disease on mango and other fruits. The anthracnose affected mango
fruit is identified with the classification of accuracy 84.65%.

In this present study the classification accuracy of the proposed method is
94.5%. The comparison methods are having the classification accuracy as 91.2 and
90%. In the proposed method optimal feature selection based on ABC is an
important step. The best features are selected through the optimization technique
and it yields better result in terms of classification accuracy. Whereas the com-
parison methods are missed to consider the optimal feature set, thus reduced the
efficiency of the classifier. ABC based method reduces the irrelevant features in
order to get the optimal feature set. So the proposed method produces reliable
results in terms of classification accuracy.
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Fig. 9.7 Comparison of classification of accuracy parameter
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The proposed method is experimented in personal computer with intel i7 dual
core, 8 GB RAM, windows 10 and MATLAB 2013 version. The average com-
putational efficiency to process an image is 0.5 s and for the feature extraction step
it is 0.31 s.

9.4.3.2 Receiver Operating Characteristics

The proposed method is analyzed in terms of Receiver Operating Characteristics
(ROC) as performance metric. ROC is a plot between true positive rate and false
positive rate. Area under the curve is high, then the method produces good per-
formance. If it is less than 0.5 then it produces wrong output. Figure 9.8 shows the
ROC graph of the proposed method. These classes of output identification is given
in Fig. 9.8. For the healthy mango fruit detection is one class. Stem end rot skin
disease identification is second class and anthracnose skin disease identification is
third class. The area under the curve for each class is 0.972, 0.910 and 0.873.

9.5 Conclusion

One of the favourite fruits of the world is mango and it is very important fruit in
India. Identification of skin disease is the crucial problem in the post harvesting
stages. This research paper presents a computer vision method to identify the skin
diseases of mango fruit. Three set of features are evaluated from the input mango
images. Among the initial feature set, the set of essential features are obtained from
artificial bee colony optimization. This produces essential features for the training
and classification. SVM classifier is used to classify the healthy mango fruit, stem
end rot and anthracnose mangoes. The classification accuracy of the proposed
method is 94.5% which is the reliable outcome of this research. The proposed

Fig. 9.8 ROC plot for the
SVM classifier under three
classes
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method can be extended for the mango grading system with different set of man-
goes. The future direction of this research involves, usage of deep learning neural
networks to classify different mango diseases.
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Chapter 10
Analyzing the Effect of Optimization
Strategies in Deep Convolutional
Neural Network

S. Akila Agnes and J. Anitha

Abstract Deep convolutional neural network (DCNN) is a powerful model for
learning significant data at multiple levels of abstraction form an input image.
However, training DCNN is often complicated because of parameter initialization,
overfitting and convergence problems. Hence this work has been targeted to
overcome the challenges of training DCNN with an optimized model. This chapter
describes a deep learning framework for image classification with cifar-10 dataset.
The model contains a set of convolutional layers with rectified linear unit activation
function, max-pooling layers, and a fully-connected layer with softmax activation
function. This model learns the features automatically and classifies the image
without using the hand-crafted image based features. In this investigation, various
optimizers have been applied in gradient descent technique for minimizing the loss
function. Model with Adam optimizer constantly minimizes the objective function
compared with other standard optimizers such as momentum, Rmsprop, and
Adadelta. Dropout and batch normalization techniques are adapted to improve the
model performance further by avoiding overfitting. Dropout function deactivates
the insignificant node form the model after every epoch. The initialization of a large
number of parameters in DCNN is regularized by batch normalization. Results
obtained from the proposed model shows that batch normalization with dropout
significantly improves the accuracy of the model with the tradeoff of computational
complexity.

Keywords Batch normalization � Convolutional neural network
Dropout � Image classification � Optimization strategies

S. Akila Agnes � J. Anitha (&)
Department of Computer Sciences Technology, Karunya Institute
of Technology and Sciences, Coimbatore, India
e-mail: anitha_j@karunya.edu

S. Akila Agnes
e-mail: akilaagnes@karunya.edu

© Springer International Publishing AG, part of Springer Nature 2019
J. Hemanth and V. E. Balas (eds.), Nature Inspired Optimization Techniques
for Image Processing Applications, Intelligent Systems Reference Library 150,
https://doi.org/10.1007/978-3-319-96002-9_10

235

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96002-9_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96002-9_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-96002-9_10&amp;domain=pdf


10.1 Introduction

Object classification plays a significant role in the area of computer vision. The goal
of this process is to classify the objects into different categories, in the field of
robotics to any intelligent systems. It is applied in various application domains such
as medical imaging, vehicle tracking, industrial visual inspection, robot tracking,
biometric systems and image remote sensing. The classification system examines
the numerical properties of different image features and classifies them into different
categories. It consists of two stages including training and testing. In training stage,
the significant features of the input images are used to train the classification system
against the target class. In testing stage, the classifier predicts the class for the input
image.

The plethora of image classification methods has been proposed in the literature
[1]. Various Machine Learning (ML) approaches such as Artificial Neural Network
(ANN), Decision Tree Classifier, Support Vector Machine (SVM), and Expert
System have been employed in the field of computer vision that label the input
images to the desired category. The supervised learning algorithms enable the
computer to learn on its own from the available dataset with labels and make
predictions for the given data.

The efficiency of the machine learning system relies on the design of several
handcrafted features extracted from the images. Despite various object classification
algorithms and systems are introduced, there lacks a general and complete solution
for recent challenges. New computational models such as Deep Learning
(DL) models motivate the researchers to move towards the Artificial Intelligence.
Deep learning has been evolved in 2006 with Deep Belief Networks (DBNs) [2] as
a part of a machine learning algorithm that exploits many layers of non-linear
information processing for pattern analysis and classification [3].

Supervised deep networks employ with labeled information and classify the
input data in these labels. They exemplify the most common form of ML, deep or
not [4]. This network is more flexible to build, more appropriate for end-to-end
learning of complex systems [5] and more capable to train and test. It can be
categorized into linear supervised deep method (e.g. Deep Neural Networks with
linear activation functions) and non-linear supervised method (e.g. Deep Stacking
Networks, Recurrent Neural Networks and Convolutional Neural Networks).

Conventional Neural Network (CNN) is the kind of DL which has been used in
various applications of computer vision [6–13], especially for the classification of
large sets of images. The performance of deep CNN is highly associated with the
number of layers. It also has millions of parameters to tune with, which requires a
large number of training samples. First Convolutional Neural Network is introduced
by LeCun et al., in 1998 [8], has been the mainstream architecture in the neuronal
network family for image classification tasks. Naturally, a CNN is specialized to
learn useful local correlations and associate features in low level layers that support
higher order learning. Further using Fully Connected (FC) layers in a general
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feed-forward neural network, CNN also depends on several convolutional and
pooling layers before FC layers.

AlexNet [14] and VGG [15] networks have achieved better performance on
image classification using deeper convolutional neural networks. Recently many
researches have been moving in the field of deep networks. The advantage of deep
CNN in images classification is that the entire model is trained end-to-end, from
raw pixels to specific categories, which removes the requirement of handcrafted
feature extraction.

The popular deep CNN architecture [14] composed of five convolutional layers
and three fully-connected layers with a final soft-max classifier, and contains more
than 60 million parameters. Some deeper networks, such as models with 16 and 19
hidden layers [15], 22 hidden layers [16] have attained better performance with
more number of parameters. However, training deep CNN has several difficulties
including vanishing gradients and overfitting [17]. This can be resolved by training
a deeper CNN with well-designed architecture, initialization strategies, better
optimizers and transfer learning.

As the gradient is back propagated through the network only a few blocks that
learn suitable representations and many blocks contribute very little information
towards the final goal. This problem is called as diminishing feature. This is solved
by a methodology called dropout that disables the corresponding residual blocks
during training [18]. Dropout methodology has been first introduced by Srivastava
et al. [19] and adopted in many successful architectures [14, 15]. Mostly this is
applied to top layers that had a large number of parameters to prevent feature
overfitting. Another methodology named batch normalization [20] has been intro-
duced to reduce the internal covariate shift in neural network activations by nor-
malizing them to have specific distribution. This can also works as a regularizer and
the researchers experimentally show that a network with batch normalization
achieves better accuracy than a network with dropout. Directly learning so many
parameters from only thousands of training samples will result in serious overfitting
even though the overfitting preventing technique is applied. Therefore, there is a
challenge on how to make the deep CNN that fit small dataset while keeping the
similar performance as on large-scale dataset.

As a popular benchmark in this field, the cifar-10 database [21] is frequently
used to evaluate the performance of classification algorithms. Krizhevsky [22] has
carried a classification task on the cifar-10 dataset using a multinomial regression
model. This uses all the layers and a single hidden layer that resulted in an overall
accuracy of 64.84%. Liu and Deng [23] has proposed a modified VGG-16 network
and achieved 8.45% error rate on CIFAR-10 without severe overfitting.

This chapter presents a deep CNN (DCNN) architecture to classify the images in
the cifar-10 dataset. The presented architecture overcomes the problems in gradient
descents (such as vanishing gradients and overfitting) by integrating suitable layers,
optimizers, drop out and batch normalization strategies. The architecture uses the
Adam optimizer as an efficient optimizer for cifar-10 dataset classification. The
suitable optimizer is selected based on the analysis of different optimization
strategies, which aim to minimize the objective function. Further, the effect of
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dropout and batch normalization also evaluated in the presented architecture. The
experimental results show that the presented architecture significantly decreases the
loss function with improved validation accuracy.

The rest of the chapter is organized as follows: Sect. 10.2 describes the general
CNN architecture and its specifications. Section 10.3 deals with the proposed deep
CNN architecture for cifar-10 dataset classification. Results and discussions are
reported in Sect. 10.4. Finally, Sect. 10.5 presents the conclusion.

10.2 CNN Architecture

Convolution neural network is a back propagation neural network that works on
images. CNN architecture has set of convolutional layers followed by fully con-
nected layers and a final softmax layer that makes predictions. CNN layers learn the
parameters using backpropagation algorithm. Convolutional layer acquires the
significant special representation from an image, which is essentially used for
categorizing images. Generally, the performance of any classification technique
depends on the features considered for grouping the data. Selecting interesting and
discriminative features from images is the very tedious task. However these
extracted features may not be appropriate for all classification problems.

Convolution neural network is able to learn these features automatically to make
better predictions without human intervention. Almost every convolutional layer is
followed by a non-linear activation function, which helps the network to learn
discriminative representations of the image that improve the classification accuracy.
Figure 10.1 shows the typical CNN architecture.

The layers involved in the architecture are:

Feature Extraction Classification

Output 
Layer

Fully 
Connected

SubsamplingConvolutionSubsamplingInput Layer Convolution

Fig. 10.1 The typical CNN architecture
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10.2.1 Convolution Layer

Convolution layers are described by weights. This has multiple kernels per layer
with fixed size, and each kernel is convolved over the entire image with a fixed
stride that extracts a spatial or temporal features. The low-level features such as
lines, edges, and corners are learned in the first convolution layer. More complex
representations are learned in the consequent convolutional layers. As the network
is deeper and deeper, the learned features contain higher-level information. The
mathematical representation of the convolution operation is given in Eq. 1.

g x; yð Þ ¼ h x; yð Þ � f x; yð Þ ð1Þ

where f x; yð Þ is the convolution mask, h x; yð Þ is the input image and g x; yð Þ is the
convoluted image.

In convolution operation, a filter slides over the input image to produce a feature
map as shown in Fig. 10.2. Convolution operation captures different feature maps
for the same input image with different filters. More features can be extracted by
using more number of filters. In training, a CNN learns the values of these filters.
The size of the feature map is determined by stride, padding and depth. Stride is the
number of pixels that the filter jumps to slide over the input matrix. Larger stride
will produce smaller feature maps. Affixing zeroes around the input matrix is called
zero-padding or wide convolution. Padding allows the network to apply the filter to
border elements of the input image matrix. Depth is the number of filters used in
convolution operation.

10.2.2 Activation Layer

Activation layer uses activation functions that ignite a signal when a specific
stimulus is presented. As compared to common activation functions such as tanh

Fig. 10.2 Convolution of 5 � 5 image with 3 � 3 filter
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and sigmoid, Rectified Linear Units (ReLU) is easy to compute and more robust to
overfitting because of its sparse activation.

ReLU is the most common activation function used in convolution layer.
Generally, activation function brings the non-linearity into DCNN. ReLU accel-
erates the convergence of the training procedure and leads to improved solutions.
ReLU operation replaces all negative pixel values in the feature map by zero that is
represented in Eq. 2.

relu xð Þ ¼ max 0; xð Þ ð2Þ

where ‘x’ represents the input and relu xð Þ represents the output function.

10.2.3 Pooling Layer

Pooling layer achieves a linear or non-linear downsampling. This layer reduces the
computation complexity in terms of parameters reduction and alleviates overfitting.
Pooling reduces the dimensionality of feature map but preserves the most important
information. Various pooling methods are available for subsampling the feature
map such as max, average, and sum. Max pooling operation takes the largest
element from the rectified feature map within the window as shown in Fig. 10.3. As
an alternative to taking the largest element, average or sum of all elements in that
window can be taken.

10.2.4 Fully Connected Layer

All outputs of the preceding layer are attached to all inputs of the FC layer that
predicts the image label. This layer uses activation functions such as softmax,
sigmoid etc. for predicting the target class. Softmax function is used in the output
layer for multi classification model, which return the probabilities of each class in
that the target class has a higher probability. Softmax function provides a way of

Fig. 10.3 Max pool with subsample 2 � 2
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predicting discrete probability distribution over multiple classes and the sum of all
the probabilities will be equal to one. Sigmoid function provides output in the range
0–1, which is mostly used for binary classification model.

10.3 Proposed DCNN Architecture

The DCNN architecture for classification of images in the cifar-10 dataset imple-
mented in this work is shown in Fig. 10.4.

The DCNN model explored in this work consists of 6 consecutive convolutional
layers and 3 fully connected layers. Each convolutional layer is followed by a
subsampling layer. The input of the CNN model is a 32 � 32 � 3 image (i.e., the
input has three channels of 32 � 32 pixels). The first convolutional stage consists
of 48 kernels of size 3 � 3 with no subsampling. The second convolutional stage
consists of 48 kernels of size 3 � 3 and a max pooling layer that subsamples the
image by half. The third convolutional stage consists of 96 kernels of size 3 � 3
with no subsampling. The fourth convolutional stage consists of 96 kernels of size
3 � 3 and a max pooling layer that subsamples the image by half. The fifth con-
volutional stage consists of 192 kernels of size 3 � 3 with no subsampling. The
sixth convolutional stage consists of 192 kernels of size 3 � 3 and a max pooling
layer that subsamples the image by half.

Each kernel produces a 2-D image output (e.g., 48 of 32 � 32 images after the
first convolutional layer), which is denoted as 48 @ 32 � 32 in Fig. 10.4. Kernels
may contain different matrix values that are initialized randomly and updated during

Input
32x32x3

C1 feature maps
48@32x32 

C2 feature maps
48@30x30

C3 feature maps
96@15x15

C4 feature maps
96@13x13

C5 feature maps
192@6x6 

C6 feature maps
192@4x4 

Convolution 
3x3

Fully connected
512

Activation 
ReLU

Activation 
ReLU

Activation 
Softmax

Fully connected
256

Outputs
10

Convolution 
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Fig. 10.4 Proposed DCNN architecture for cifar-10 dataset classification
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training to optimize the classification accuracy. First, fully connected layer has 512
nodes and the second fully connected layer has 256 nodes, and the final stage has a
softmax layer containing ten nodes. All convolutional and fully connected layers
are equipped with the ReLU activation function. The last fully connected layer
contains ten neurons which compute the classification probability for each class
using softmax regression. To reduce overfitting, “dropout” and “batch normaliza-
tion” is used after convolution layers. The effect of various optimizers in acceler-
ating gradient descendent is analyzed in this work.

10.3.1 Dropout Layer

Dropout layer drops less contributed nodes in the forward pass by setting them to
zero during training. Even some of the nodes are dropped out still the network can
able to provide the correct classification for a given example, that makes sure that
the network is not becoming too fitted to the training data and thus aids mitigate the
overfitting problem. It is an optional layer in the architecture. The nodes to be
dropped are randomly selected with a probability in each weight update cycle.

10.3.2 Batch Normalization

Normalization is simply a linear transformation applied to each activation. Batch
normalization technique normalizes each input channel across a mini-batch as given
in Eq. 3, which normalizes the activations of each channel with the mini-batch
mean and mini-batch standard deviation i.e. applies a transformation that maintains
the mean activation close to 0 and the activation standard deviation close to 1.

x̂ ¼ x� E x½ �ffiffiffiffiffiffiffiffiffiffiffiffiffi
Var x½ �p ð3Þ

where E x½ � is mini-batch mean and Var x½ � is mini-batch standard deviation.
Activations yi are computed with the following transformation function for all input
neurons, xi.

yi ¼ wx̂i þ b ð4Þ

where ‘w’ is weight and ‘b’ is bias.
Figure 10.5 illustrates the transformation of inputs xið Þ into activations yið Þ with

batch normalization technique. Batch normalization acts like a regulator between
input layer and transformation function, which normalize the inputs intended for
distributing activation values uniformly all through the training process. A batch
normalization layer is used between the convolutional layer and activation layer that
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reduces the sensitivity to network initialization. Batch normalization significantly
accelerates training speed by reducing vanishing gradient problems [24]. The
presence of batch normalization has a benefit of optimizing the network training.
Also, this has other benefits such as easy weight initialization, improvement in
training speed, higher learning rate and regularization of values for the activation
function.

10.3.3 Optimizing Gradient Descendant with Various
Optimizer

The trainable parameters of CNN play a major role in efficiently and effectively
training a model and produce accurate results. Optimization strategies have great
influence on model’s learning process and the prediction process. Optimization
helps to minimize the error at training process and tune the model’s internal
learnable parameters such as weights (W) and the bias (b) values.

Gradient Descent is the most important technique used for training and opti-
mizing Intelligent systems. Gradient descent works by iteratively performing
updates based on the first derivative of a problem. For speedups, a technique called
“momentum” is often used, which averages search steps over iterations. Gradient
descent can be very effective, if the learning rate and momentum are well tuned. In
order to achieve the objective, model learns appropriate model parameters in every
iteration. Convergence of network depends on the internal structure of the model
and optimizer [25]. The formula for updating the parameter in the model is given in
Eq. 5.

h ¼ h� d � rJ hð Þ ð5Þ

where ‘d’ represents the learning rate, ‘r J hð Þ’ represents the Gradient of Loss
function J hð Þ with respect to ‘h’.

Input Layer Normalized Input Output Layer

Fig. 10.5 Normalization of inputs with batch normalization
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Crossentropy loss function is the widely used cost function, which is used as an
objective function to optimize the classification task. Crossentropy describes the
loss between the predicted probability distributions and target probability distri-
butions. Crossentropy is measured by Eq. 6.

H p; qð Þ ¼ �
X

pi log qi ð6Þ

where pi is the target probability distribution and qi is the predicted probability
distribution of the current model.

Momentum: Momentum is a technique for quickening the Stochastic Gradient
Descent (SGD) by changing the momentum largely towards the desired direction
and minimally towards the fluctuating direction. When the objective function
reaches local minima, the momentum is high. So the model is getting into local
minima, is negligible. Moreover, this method performs larger updates frequently by
which the model may miss the actual minima.
RmsProp: RmsProp is an optimizer that utilizes the magnitude of recent gradients
to normalize the gradients. This method divides the current gradient by a moving
average over the root mean squared gradients. RmsProp would boost the parameter
multiple times and decrement it once by the current gradient. Also this has
adaptable learning rate. This is a very robust optimizer which can deal stochastic
objectives very nicely, making it applicable to mini-batch learning.
Adadelta: Adadelta is a method that uses the magnitude of recent gradients and
steps to obtain an adaptive learning rate. This method stores an exponential moving
average over the gradients and learning rate. The scale of learning rate for each
individual parameter obtained by their ration.
Adam: Adaptive Moment Estimation (Adam) is another method, which determines
the learning rates for each parameter. The scale of learning rate for each individual
parameter obtained by their importance. Choosing a proper learning rate is a
challenging task. Small learning rate leads to painfully slow convergence. Since
adaptive algorithms dynamically adapt the learning rate and momentum, it supports
network to converge quickly and discover the accurate parameter values. Whereas
standard momentum techniques are deliberate in reaching the global minima. This
method stores an exponentially moving average over the past squared gradients.

10.4 Results and Discussion

The proposed DCNN architecture has been trained and validated with images in the
cifar-10 dataset. This dataset contains 60,000 images of size 32 � 32 with the
following 10 categories such as airplane, automobile, bird, cat, deer, dog, frog,
horse, ship, and truck. Some of the sample images from this dataset are depicted in
Fig. 10.6. In the dataset 50,000 images are used as the training set and 10,000
images are used as the validation dataset. The experimental DCNN architecture is
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developed in Keras, written in Python. This is an open source high level library,
used to build neural network models.

The model uses accuracy as a metrics that can be evaluated during training and
testing. The performance of the model is measured by validation score. The efficient
model which is trained with a part of the dataset could able to predict the new one,
that has never used for training. A loss function or objective function used in this
experiment is crossentropy which is commonly used for image classification tasks.
The classifier tries to minimize this crossentropy between the target and the esti-
mated class probabilities.

This section presents the experimental results obtained during training and
testing stages on the cifar-10 image dataset. In order to speed up the experiments,
the training of the network is stopped, if the validation accuracy is not improved for
5 consecutive epochs. The upper bound for the number of training epochs con-
sidered in this experiment is 25 epochs.

Figure 10.7 shows a training loss over time for DCNN with various optimizers.
İt is observed that the crossentropy loss over time is much higher throughout the
training process for Rmsprop, momentum and Adadelta optimizers. Whereas the
stepwise behavior of the entropy loss in Adam optimizer is significantly reduced
over time.

The validation accuracy for DCNN with various optimizers for first 10 epochs is
presented in Table 10.1.

airplane

bird

cat 

horse

truck

Fig. 10.6 Sample images from the cifar-10 dataset
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The back propagation network uses the batch gradient technique, which is a
first-order optimization technique with favorable convergence properties. The
performance of models with various optimizers in terms of validation accuracy is
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Fig. 10.7 Training loss over time for DCNN with various optimizers

Table 10.1 Performance
comparison of various
optimizers in DCNN in terms
of validation accuracy (%)

Optimizers in DCNN

Epochs Adadelta Momentum Rmsprop Adam

1 10 19.38 10 49.87

2 10 27.4 10 61.3

3 10 9.98 10 67.87

4 10 10 10 70.54

5 10 10 10 73.46

6 10 10 10 74.55

7 10 10 10 76.19

8 10 10 10 77.74

9 10 10 10 75.46

10 10 10 10 77.74
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reported in Table 10.1. It is observed that Rmsprop, momentum, and Adadelta
optimizers are not able to achieve validation accuracies whereas Adam optimizer
achieves higher validation accuracy. From these observations, it is concluded that
the Adam optimizer outperforms other optimizers in terms of entropy loss and
accuracy due to its adaptive learning nature on the training set. The results show
that the effect of optimizers also significantly changes the accuracy of the model, in
addition to the structure of the architecture.

The model summary with a number of parameters used in the proposed DCNN
architecture is shown in Table 10.2. It shows the number of parameters initialized at
every layer in the DCNN architecture. Trainable parameters are initialized with
minimum random numbers to avoid dead neurons, but not too small to avoid zero
gradients. Uniform distribution is generally preferred for parameter initialization.
Totally 1,172,410 parameters are tuned by DCNN training to classify the images in
the cifar-10 dataset. The parameters in the model can be further re-tuned by
introducing dropout and batch normalization.

Table 10.2 Model summary of the proposed DCNN architecture

Layer (type) Output shape Param #

conv2d_1 (Conv2D) (None, 32, 32, 48) 1344

activation_1 (Activation) (None, 32, 32, 48) 0

conv2d_2 (Conv2D) (None, 30, 30, 48) 20,784

activation_2 (Activation) (None, 30, 30, 48) 0

max_pooling2d_1 (MaxPooling2) (None, 15, 15, 48) 0

conv2d_3 (Conv2D) (None, 15, 15, 96) 41,568

activation_3 (Activation) (None, 15, 15, 96) 0

conv2d_4 (Conv2D) (None, 13, 13, 96) 83,040

activation_4 (Activation) (None, 13, 13, 96) 0

max_pooling2d_2 (MaxPooling2) (None, 6, 6, 96) 0

conv2d_5 (Conv2D) (None, 6, 6, 192) 166,080

activation_5 (Activation) (None, 6, 6, 192) 0

conv2d_6 (Conv2D) (None, 4, 4, 192) 331,968

activation_6 (Activation) (None, 4, 4, 192) 0

max_pooling2d_3 (MaxPooling2) (None, 2, 2, 192) 0

flatten_1 (Flatten) (None, 768) 0

dense_1 (Dense) (None, 512) 393,728

activation_7 (Activation) (None, 512) 0

dense_2 (Dense) (None, 256) 131,328

activation_8 (Activation) (None, 256) 0

dense_3 (Dense) (None, 10) 2570

Total params: 1,172,410

Trainable params: 1,172,410

Non-trainable params: 0

10 Analyzing the Effect of Optimization Strategies in Deep … 247



The training and validation accuracy for the proposed model with Adam opti-
mizer is shown in Fig. 10.8. It is observed from the figure that in later epochs, there
is no significant improvement in the validation accuracy as compared to the training
accuracy. The best training accuracy and validation accuracy achieved in this model
is 97.13 and 78.47% respectively. The validation accuracy is lower than the training
accuracy due to overfitting of the model. This happens when the model learns the
training data very detail and creates a negative impact on the performance of
the model on new data. This issue can be solved by introducing dropout after the
convolution layer.

Regularization is a very important technique to prevent over fitting in machine
learning problems. In this model, the regularization technique called dropout is
applied to avoid over fitting. Dropout does not rely on modifying the loss function
but the network itself. Figure 10.9 shows the performance of the network model by
introducing the dropout of 0.5 after the dense layer. It is noticed that the validation
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accuracy suddenly start to go up and oscillate on high values until the next learning
rate drop.

The key idea of dropout is randomly droping the parts of neural network during
training and thus preventing the over learning of features. It is observed from
Fig. 10.9 that after 10 epochs, there is an improvement in the validation accuracy
with dropout compared to a network without dropout. Dropout decreases the loss
from 1.1423 to 0.6112 and improves validation accuracy from 77.4 to 81.32% on
cifar-10 dataset. Also, time taken for training the neural network is minimized.

The model summary of the proposed DCNN architecture with batch normal-
ization is shown in Table 10.3. To improve the efficiency of the DCNN model,

Table 10.3 Model summary of the proposed DCNN architecture with batch normalization

Layer (type) Output shape Param #

conv2d_1 (Conv2D) (None, 32, 32, 48) 1344

batch_normalization_1 (Batch) (None, 32, 32, 48) 192

activation_1 (Activation) (None, 32, 32, 48) 0

conv2d_2 (Conv2D) (None, 30, 30, 48) 20,784

batch_normalization_2 (Batch) (None, 30, 30, 48) 192

activation_2 (Activation) (None, 30, 30, 48) 0

max_pooling2d_1 (MaxPooling2) (None, 15, 15, 48) 0

conv2d_3 (Conv2D) (None, 15, 15, 96) 41,568

batch_normalization_3 (Batch) (None, 15, 15, 96) 384

activation_3 (Activation) (None, 15, 15, 96) 0

conv2d_4 (Conv2D) (None, 13, 13, 96) 83,040

batch_normalization_4 (Batch) (None, 13, 13, 96) 384

activation_4 (Activation) (None, 13, 13, 96) 0

max_pooling2d_2 (MaxPooling2) (None, 6, 6, 96) 0

conv2d_5 (Conv2D) (None, 6, 6, 192) 166,080

batch_normalization_5 (Batch) (None, 6, 6, 192) 768

activation_5 (Activation) (None, 6, 6, 192) 0

conv2d_6 (Conv2D) (None, 4, 4, 192) 331,968

batch_normalization_6 (Batch) (None, 4, 4, 192) 768

activation_6 (Activation) (None, 4, 4, 192) 0

max_pooling2d_3 (MaxPooling2) (None, 2, 2, 192) 0

flatten_1 (Flatten) (None, 768) 0

dense_1 (Dense) (None, 512) 393,728

activation_7 (Activation) (None, 512) 0

dense_2 (Dense) (None, 256) 131,328

activation_8 (Activation) (None, 256) 0

dense_3 (Dense) (None, 10) 2570

Total params: 1,175,098

Trainable params: 1,173,754

Non-trainable params: 1344
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batch normalization layer is added after every convolution layer. In this experiment,
a momentum of 0.99 is used in the batch normalization layer for moving the mean
and variance. The presence of this layer improves the overall accuracy and learning
rate. This layer performs a transformation at each batch by normalizing the previous
layer’s activations that in turn maintains activation mean towards to 0 and standard
deviation towards to 1. The model re-tuned with batch normalization yields the
number of trainable parameters as 1,175,098.

The effect of the batch normalization in the performance of the model in terms of
validation accuracy is shown in Fig. 10.10. It shows that batch normalization really
has positive effects on neural networks but it delays the convergence of network. By
observing the loss over time, the regularizing effect of batch normalization becomes
very prominent. The batch normalized network learns consistently. Overall, batch
normalized models achieve higher validation and test accuracies on all datasets.
Due to these results, the use of batch normalization is generally advised since it
prevents model divergence and may increase convergence speeds through higher
learning rates.

The performance of batch normalization with and without dropout is shown in
Fig. 10.11. The batch normalization and dropout can be used at the same time for
improving the accuracy in the validation dataset. The batch normalized model
consistently achieves higher validation accuracy. Whereas it adds computational
complexity that can be handled by keeping higher learning rate. It is recommended
to keep the batch normalization between convolution and activation layers for
getting best results. Also, the dropout layer introduced after dense layer reduces the
over fitting issues. Figure 10.10 shows the accuracy improvement from 79.99 to
83.23% in first 25 epochs with the inclusion of dropout and batch normalization in
the deep CNN for cifar-10 dataset.

Further, the performance of the classification system can be improved by
changing the structure of architecture and tuning its parameters. Besides the number
of layers and the layer density of the architecture, all tunable factors such as the
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filter size, pooling method, number of epochs and layer patterns can improve the
accuracy further. The architecture of CNN goes deeper and deeper, the network
needs to learn tens of thousands to millions of parameters. A large amount of
training data is required to train these parameters properly. Overfitting problem can
be caused by poor quality training data and it can be avoided by training the
network with noise free training data. Also overfitting due to the small dataset can
be reduced with data augmentation, which can increase the training data by per-
forming various transformations.

10.5 Conclusion

A new deep convolution neural network model is proposed in this chapter for image
classification in cifar-10 dataset. The proposed model is analyzed with various
optimization strategies, the inclusion of dropout and batch normalization. The
Adam optimizer reduces the entropy loss over time as compared to other optimizers
such as momentum, Adadelta and Rmsprop in this model. The Adam optimizer
achieves a maximum validation accuracy of 78% in the first 25 epochs to classify
the images in cifar-10 dataset. İntroducing dropout after dense layer prevents the
model from learning too detail with the training data and achieves an accuracy of
81.32%. The CNN model with dropout and batch normalization ensures an
improved performance in the validation phase with an accuracy of 83.42%.
Since CNN model with batch normalization and dropout avoids model deviation, it
is recommended to use with higher learning rates. Experimental results show that
the proposed model exhibits significant improvement in the performance on clas-
sifying the images in the cifar-10 dataset.
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Chapter 11
A Novel Underwater Image
Enhancement Approach with Wavelet
Transform Supported by Differential
Evolution Algorithm

Gur Emre Guraksin, Omer Deperlioglu and Utku Kose

Abstract In this paper, a novel underwater image enhancement approach was
proposed. This approach includes use of a method formed by the wavelet transform
and the differential evolution algorithm. In the method, the contrast adjustment
function was applied to the original underwater image first. Then, the homomorphic
filtering technique was used to normalize the brightness in the image. After these
steps, the underwater image was separated into its R, G, and B components. Then
wavelet transform function was performed on each of the R, G, and B channels with
Haar wavelet decomposition. Thus, detailed images were obtained for each of the
color channels by wavelet transform low-pass approximation (cA), horizontal (cH),
vertical (cV) and diagonal (cD) coefficients. Four parameters of weights (w) of each
component cA, cH, cV, and cD situated in the R, G, and B color channels were
optimized using differential evolution algorithm. In the proposed method, differ-
ential evolution algorithm was employed to find the optimum w parameters for
Entropy and PSNR in separate approaches. Finally, unsharp mask filter was used to
enhance the edges in the image. As an evaluation approach, performance of the
proposed method was tested by using the criteria of entropy, PSNR, and MSE. The
obtained results showed that the effectiveness of the proposed method was better
than the existing techniques. Likewise, the visual quality of the image was also
improved more thanks to the proposed method.
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11.1 Introduction

The physical properties of water have the disruptive effects on taking an underwater
image such as the attenuation of light, absorption and scattering of light, and the
foggy environment. For this reason, underwater images have poor color quality and
low visibility, and also one color dominates on underwater image. To overcome
these problems, underwater image enhancement has an important role for under-
water scientists. There are several proposed methods or approaches in the literature
such as contrast enhancement, the optical priors, fusion, and dehazing etc. for
overcoming the problems related to underwater imaging [1–5].

The underwater image processing generally contains two different methods
which are the image restoration and the image enhancement methods. The image
restoration method aims to recover a row image using a model of reduction and
model of original image configuration. These methods are meticulous and very
powerful. But, these methods comprise a plurality of variables and parameters [6].
The image enhancement methods use the qualitative subjective criteria of image.
But to achieve a more visually pleasing image, they do not need any physical model
for image formation. In this context, such methods are usually faster and simpler
deconvolution approaches [7]. When we take a look at the related literature, it can
be seen that there are many different methods employed in order to achieve
enhancement of underwater images [8–15].

Preprocessing techniques have a great importance for the underwater image
enhancement methods. Therefore, many researchers developed several prepro-
cessing methods for underwater image enhancement. Sometimes, the filter methods
were used alone or with different methods and also sometimes a few filters were
used together with other filters [16–19]. For example, Bazeille et al. proposed an
automatic method to pre-process underwater images. It reduced underwater per-
turbations and improved image quality. This method did not require any parameter
setting. The method proposed by Bazeille et al. was used as a first process of edge
detection. The robustness of the method was analyzed using an edge detection
robustness criterion [20].

One of the most supportive improvement activities of the underwater image
improvement is artificial intelligence or optimization algorithms such as fuzzy
logic, Vortex Optimization Algorithm and Constancy Deskewing Algorithm etc. [3,
4, 21, 22]. Ratna Babu and Sunitha proposed an image enhancement approach
based on Cuckoo Search Algorithm with Morphological Operations. First, they
selected the best contrast value of an image with Cuckoo Search algorithm. Then,
they carried out morphological operations. From the obtained results, they said that
“the proposed approach is converted into original color image without noise and
adaptive process enhance the quality of images” [23].
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Nowadays, the wavelet transform is a very popular method of underwater pro-
cessing. Usually, it is used in very different ways for image compression and
removing noise [2, 24]. Discrete Wavelet Transforms (Haar, Daubechies, etc.) are
orthogonal wavelet, and their forward and inverse transforms require only additions
and subtractions. Therefore, implementing these functions on the computer are very
easy. Today, one of the most favorable techniques is the Discrete Wavelet
Transform which uses the Haar functions in image coding, edge extraction and
binary logic design [25].

In this paper, a new approach for the underwater images enhancement was
proposed. This method contain wavelet transform and differential evolution algo-
rithm. Differential evolution algorithm is one of the most powerful optimization
algorithms as having the advantages of evolutionary approaches, requiring less
parameter setting, and being efficient on complex optimization problems even
though it has a simple structure [26–28]. On the other hand, wavelet transform is a
powerful, multidisciplinary technique used widely for solving difficult problems in
different fields like mathematics, physics, and engineering by focusing on appli-
cations such as signal processing, image processing, data compression, and pattern
recognition [29, 30]. Wavelet transform is better than the traditional Fourier
methods with its advantages on employing localized basis functions and achieving
faster computation [31]. Because of remarkable advantages of these techniques, the
authors decided to combine them for the research problem of this study.

Regarding the subject of the paper and the performed research, remaining
content was organized as follows: In the second section, wavelet transform, dif-
ferential evolution algorithm, contrast adjustment, homomorphic filter, and unsharp
mask filter were described in details. Following to that, findings obtained from the
performed applications on underwater image enhancement and also a general dis-
cussion on them were given in the third section. Then, the paper was ended with the
last section providing explanations on conclusions and some possible future works.

11.2 Theoretical Background

Just before focusing on the applications on underwater image enhancement, it is
important to give brief information about theoretical background regarding the
followed enhancement approach. The following subtitled were devoted to that
purpose.

11.2.1 Wavelet Transform

When X represents an indexed image, X as well as the output arrays cA, cH, cV,
and cD are m-by-n matrices. When X represents a true color image, it is an
m-by-n-by-3 array, where each m-by-n matrix represents a red, green, or blue color
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plane concatenated along the third dimension. The size of vector C and the size of
matrix S depend on the type of analyzed image. For a true color image, the
decomposition vector C and the corresponding bookkeeping matrix S can be rep-
resented as in Fig. 11.1 [32].

For images, the wavelet representation can be computed with a pyramidal
algorithm similar to the one-dimensional algorithm for two-dimensional wavelets
and scaling functions. A two-dimensional wavelet transform can be computed with
a separable extension of the one-dimensional decomposition algorithm. At each
step, we decompose Ad

2jþ 1 f into Ad
2 j f , D1

2 j f , D2
2 j f , and D3

2 j f . This algorithm is shown
as a block diagram in Fig. 11.2. Firstly, the rows of Ad

2jþ 1 f are convolved with a
one-dimensional filter, retain every other row. Then the columns of the resulting
signals are convolved with another one-dimensional filter and retain every other
column. The filters used in this decomposition are the quadrature mirror filters Ĥ
and Ĝ. The structure of application of the filters for computing Ad

2 j , D1
2 j , D2

2 j , and
D3

2 j are shown in Fig. 11.2 [32]. The wavelet transform of an image is computed
Ad
1 f by repeating this process for −1 � j � −J. This corresponds to a separable

conjugate mirror filter decomposition [32, 33].
Let us use an orthogonal wavelet for the computation scheme which becomes

easy. We start with the two filters of length 2N, denoted h(n) and g(n) and corre-
sponding to the wavelet. Now by induction, let us define the following sequence of
functions (Wn (x), n = 0, 1, 2, 3, …) as Eqs. 11.1 and 11.2:

W2nðxÞ ¼
ffiffiffi
2

p X
k¼0; : :

:
;2N�1

hðkÞWnð2x� kÞ ð11:1Þ

W2nþ 1ðxÞ ¼
ffiffiffi
2

p X
k¼0; : :

:
;2N�1

gðkÞWnð2x� kÞ ð11:2Þ

Fig. 11.1 The decomposition vector C and the corresponding bookkeeping matrix S [32]
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where W0(x) = /(x) is the scaling function and W1(x) = w(x) is the wavelet
function [32].

The original Haar definition is as Eq. 11.3:

haarð0; tÞ ¼ 1; for t 2 ½0; 1Þ; haarð1; tÞ ¼ 1; for t 2 0; 12
� �

;
�1; for t 2 1

2 ; 1
� ��

ð11:3Þ

and haarðk; 0Þ ¼ limt!0 þ haarðk; tÞ, haarðk; 1Þ ¼ limt!1 þ haarðk; tÞ and at the
points of discontinuity within the interior (0, 1) haarðk; tÞ ¼ 1

2 ðhaarðk; t �
0Þþ haarðk; tþ 0ÞÞ [25].

For the Haar wavelet, Eqs. 11.1 and 11.2 are transformed into Eqs. 11.6 and
11.7, respectively:

N ¼ 1; hð0Þ ¼ hð1Þ ¼ 1ffiffiffi
2

p ð11:4Þ

gð0Þ ¼ gð1Þ ¼ 1ffiffiffi
2

p ð11:5Þ

Fig. 11.2 Two-dimensional decomposition of an image [32]
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W2nðxÞ ¼ Wnð2xÞþWnð2x� 1Þ ð11:6Þ

W2nþ 1ðxÞ ¼ Wnð2xÞ �Wnð2x� 1Þ ð11:7Þ

W0(x) = /(x) is the haar scaling function and W1(x) = w(x) is the Haar wavelet,
both supported in [0, 1]. So W2n can be obtained by adding two 1/2-scaled versions
of Wn with distinct support intervals. W2n+1 can be obtained by subtracting the
same versions of Wn. Starting from more regular original wavelets, using a similar
construction, the smoothed version of this system of W-functions is obtained all
with support in the interval [0, 2N − 1] [32].

11.2.2 Differential Evolution Algorithm

The Differential Evolution Algorithm (DEA) is an artificial intelligence based on
optimization algorithm introduced by Storn and Price in 1997 [28, 34, 35].
The DEA is a stochastic search technique based on population for solving global
optimization problems. This algorithm is very simple but powerful, and the algo-
rithm efficiency and effectiveness have been proven in many different applications
[26, 36–42].

At first, the DEA starts with the population of Np, and D-dimension vectors with
parameter values, which are randomly and uniformly distributed between the
pre-specified lower initial parameter bound xj, low and the upper initial parameter
bound xj, high:

xj;i;G ¼ xj;low þ randð0; 1Þ:ðxj;high � xj;lowÞ; j ¼ 1; 2; . . .;D; i ¼ 1; 2; . . .;Np;

G ¼ 0

ð11:8Þ

In Eq. 11.8, G is the generation index to which the population belongs, index i
represents the ith solution of population index, and j indicates the parameter index.

The DEA has three main solution mechanisms as mutation, crossover, and
selection. Thanks to these mechanisms, the DEA is known as an evolutionary
solution approach (So, it also has the word “evolution” in its name) [43–45]. In
detail, Khan et al. expressed pseudo code of the DEA as in Fig. 11.3 [46]. For more
examples of pseudo code, readers are referred to [47, 48].

Figure 11.4 provides a brief flow chart of the DAE [49].
With its wide use, the DAE has also had many different modified versions in the

related literature and in this way, it has been used along a wide scope of research
problems [50–56].
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11.2.3 Contrast Adjustment

The most primary way of image processing is point transform. It means that this
transform maps the values at individual pixels in the input image into corresponding
pixels in an output image. In the mathematical concept, this is a one-to-one func-
tional mapping from input to output, arithmetic or logical operations on images.
These operations can be applied between two images, IA and IB, or can be applied
between an image IA and a constant C. For example, Iout = IA + IB or
Iout = IA + C.

Contrast adjustment is a method obtained by adding or multiplying a positive
constant value C to each pixel location. This operation increases pixel’s value and
pixel’s brightness. In general, it is a multiplier. For the color image, firstly, the color
image is separated into its R, G, and B components. Then, contrast adjustment is
applied for each R, G, and B components separately [57].

11.2.4 Homomorphic Filter

When the illumination-reflectance model is considered, it is supposed that an image
is a function of the product of the illumination and the reflectance as described in
Eq. 11.9:

f ðx; yÞ ¼ iðx; yÞ � rðx; yÞ ð11:9Þ

Fig. 11.3 A pseudo code of the DEA [46]
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where f(x, y) is the input image, i(x, y) is the illumination multiplicative factor, and
r(x, y) is the reflectance function. In this context, the illumination factor changes
slowly through the view field, therefore it represents low frequencies in the Fourier
transform of the image. On the contrary, reflectance is associated with high fre-
quency components. The low frequencies can be suppressed with a high-pass filter

Fig. 11.4 A brief flow chart of the DAE [49]
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by multiplying these components. Processes of the algorithm can be discussed step
by step as follows:

• As seen in Eq. 11.10, the logarithm is taken to separate components of the
illumination and reflectance. Thus, the multiplicative effect is converted into an
additive one by the logarithm.

gðx; yÞ ¼ lnðf ðx; yÞÞ ¼ lnðiðx; yÞ:rðx; yÞÞþ lnðrðx; yÞÞ ð11:10Þ

• Equation 11.11 shows that the computation of the Fourier transform of the
log-image.

Gðwx;wyÞ ¼ Iðwx;wyÞþRðwx;wyÞ ð11:11Þ

• Equation 11.12 shows that the high-pass filter applied to the Fourier transform
decreases the contribution of illumination and also amplifies the contribution of
reflectance. Thus, the edges of the objects in the image is sharpened.

Sðwx;wyÞ ¼ Hðwx;wyÞ � Iðwx;wyÞþHðwx;wyÞ � Rðwx;wyÞ

with; Hðwx;wyÞ ¼ ðrH � rLÞ � ð1� expð�ðw
2
x þw2

y

2d2w
ÞÞÞþ rL

ð11:12Þ

where rH = 2.5 and rL = 0.5 are the maximum and minimum coefficients values
respectively, and dw is the factor controlling the cutoff frequency. These
parameters are selected empirically [20].

Computation of the inverse Fourier transform is used to come back in the spatial
domain and then taking the exponent to obtain the filtered image [20].

11.2.5 Unsharp Masking

The unsharp mask filter is an edge enhancement filter and it is also called as boost
filtering. Unsharp filtering works by taking a smoothed version of an image
obtained from the original image in order to improve the high-frequency infor-
mation in the image. Firstly, this function generates an edge image from the original
image using Eq. 11.13:

Iedgesðc; rÞ ¼ Ioriginalðc; rÞ � Ismoothedðc; rÞ ð11:13Þ

The smoothed version of the image is generally obtained from filtering the
original image with a kernel of a mean or a Gaussian filter. Then, the resulting
difference image is added on to the original image to carry out some degree of
sharpening as given in Eq. 11.14:
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Ienhancedðc; rÞ ¼ Ioriginalðc; rÞþ kðIedgesðc; rÞÞ ð11:14Þ

where the constant scaling factor k is used to ensure the resulting image to be within
the proper range. Generally, k can be selected between 0.2 and 0.7 depending on
the level of required sharpening. The operation here is called sometimes as boost
filtering [57].

11.3 Solution of the Proposed Image Enhancement
Approach

In this paper, we proposed a new approach to enhance the underwater images using
wavelet transform and differential evolution algorithm. In the first stage of the
proposed technique, contrast adjustment procedure was applied to the original
underwater image. By the help of this procedure, we adjusted the contrast in the
image with the limits of 0.01 and 0.99, so the contrast of the output image was
increased. After the contrast adjustment procedure, homomorphic filtering proce-
dure was used to normalize the brightness in the image which is a generalized
technique for nonlinear image enhancement and correction. In the next stage the
underwater image was separated into its R, G, and B components. Then wavelet
transform operation was performed to each R, G, and B channels. For this purpose,
the Haar wavelet decomposition was used. Thus, by the help of wavelet transform,
lowpass approximation (cA), horizontal (cH), vertical (cV) and diagonal
(cD) detailed images were obtained for each color channels. In this part of the
algorithm, a weight value for each of the components (totally four weight value)
obtained by wavelet transform was assigned by the help of the differential evalu-
ation algorithm. Using the differential evolution algorithm, we optimized these four
weight (w) parameters of each component cA, cH, cV and cD residing in the R, G
and B color channels.

In the proposed approach, the differential evolution algorithm was employed to
find the optimum w parameter maximizing the sum of the entropy of the recon-
structed image. Besides, the entropy of the improved image, PSNR, and sum of
Entropy and PSNR were also used as fitness function to find the optimum w
parameter in the differential evolution algorithm. While using the differential
evolution algorithm, there are some parameters like population size (N), length of
the chromosome (D), the mutation factor (F), the crossover rate (C), and the
maximum generations number (g) in the algorithm which must be initialized at first.
These are the main parameters of the differential evolution algorithm. In this study,
we supposed that N = 40, F = 0.8, C = 0.8, and g = 1000. Also, as we had four
parameters for optimization, the length of a chromosome (D) was four. During the
initialization of the population, the w parameters were randomly selected between 0
and 1. The fitness function was employed as the entropy (also we tried PSNR and
sum of the entropy and PSNR) of the generated image pointing the richness of
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information in the image. After the weighting procedure of the wavelet components
finished, the new R, G, and B components were obtained by reconstructing the
wavelet coefficients. In the next stage of the algorithm, unsharp masking procedure
was used to enhance the edges in the image. By the help of unsharp masking, an
enhanced version of the image (in which some features such as edges were
sharpened) was obtained. A detailed solution flow of the proposed enhancement
approach is given in Fig. 11.5.

In Fig. 11.6, an example process for an image by the proposed enhancement
approach is given. Briefly, the first image (a) represents the original underwater
image. In the second stage: (b), contrast adjustment procedure was applied to the
original underwater image. After contrast adjustment procedure, homomorphic
filtering operation (c) applied version of the image is given in the third image. In the
fourth step of the system (d) filtered image was separated into its R, G and B color
components. After that, by the help of wavelet transform lowpass approximation
(cA), horizontal (cH), vertical (cV) and diagonal (cD) detailed images were
obtained for each color channels and weighting procedure was applied to these
color channels. So the new R, G and B color components (e) was obtained. In the
sixth image (f), weighting R, G and B components was fused and the new color
image was obtained. At the last step (g) unsharp masking procedure was applied to
the new colored image and the enhanced version of the underwater image was
obtained.

Fig. 11.5 A detailed solution flow of the proposed enhancement approach
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Fig. 11.6 An example process for an image by the proposed enhancement approach
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11.4 Applications with the Proposed Approach

In Figs. 11.7, 11.8 and 11.9, there are some examples of the original underwater
images and the enhanced underwater images using the proposed methods with the
histograms. The underwater images which are image 2, image 6, image 7 and
image 8 were collected from Antalya city in Turkey. Image 9 was taken from the
publication written by Celebi and Erturk [58]. Image 1, image 3, image 4 and
image 5 were taken from the publication written by Ghani and Isa [59].

Fig. 11.7 Examples of original underwater images and enhanced underwater images with
histograms (image 1, image 2, and image 3)

11 A Novel Underwater Image Enhancement Approach … 267



11.5 Evaluation

As we mentioned before, the proposed method was carried out in three different
ways (in terms of comparison with the other studies in the literature) with the
entropy value of the reconstructed image, PSNR value of the reconstructed image,
and the sum of entropy and the PSNR value of the reconstructed image used for the
information about the clarity of the image. The PSNR (Peak Signal to Noise Ratio)
is known as the ratio between maximum possible power and corrupting noise that

Fig. 11.8 Examples of original underwater images and enhanced underwater images with
histograms (image 4, image 5, and image 6)
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affect representation of an image [60]. Both PSNR and MSE are commonly used for
the reconstructed or enhanced image quality measurement [60–65].

During the evaluation process, six images shown as application examples in
Fig. 11.5 were considered. Regarding the evaluation, the results are given in
Table 11.1 for proposed methods with PSNR, entropy, and the sum of both of them
respectively. As seen in Table 11.1, proposed method with PSNR gives the best
results in terms of PSNR and MSE. On the other hand, the proposed method with
entropy gives the best results in terms of entropy of the final enhanced images, and

Fig. 11.9 Examples of original underwater images and enhanced underwater images with
histograms (image 7, image 8, and image 9)
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the third method with the sum of the entropy and PSNR give the best result in term
of the sum of the entropy and PSNR values of the final enhanced images.

For image 6, the entropy, average gradient, and PSNR values for the proposed
method and previous study performed by Guraksin et al. [66] are given in
Table 11.2. Beside this, the final enhanced images mentioned in Table 11.2 are
given in Fig. 11.10.

As shown in Table 11.2, there are three results of the proposed method. In the
first approach, we used the proposed method considering only the entropy while
calculating the weights with the differential evaluation algorithm. In the second
approach, we used the proposed method with considering the PSNR value while
calculating the weights with the differential evaluation algorithm. Finally, in the
third approach, we used the proposed method with considering the sum of the
entropy and the PSNR together while calculating the weights with the differential
evaluation algorithm.

As seen from Table 11.2, all the entropy values of proposed approaches are
higher than the method performed by Guraksin et al. [66]. Only the average gra-
dient value in the approach of [66] is higher. On the other hand, the PSNR and MSE
values of the proposed approaches are higher than the approach of [66]. So it can be
said that the proposed approaches are more efficient than the approach performed
by Guraksin et al. [66]. The differences can be seen in Fig. 11.10 (final enhanced
images for image 11.6).

As seen in Fig. 11.10, all details are more distinguishable in the proposed
method besides the original image and the enhanced image performed by Guraksin
et al. [66]. If we examine the results of its own among the three methods performed
in this study, we can see that the luminosity of the entropy based approach was
higher than the PSNR and the sum of the entropy and the PSNR based approaches.
Besides this, we can see that the luminosity of the PSNR based approach was lower
than the entropy based and the sum of the entropy and the PSNR based approaches.
The sum of the entropy and the PSNR based approaches had the luminosity
between these two approaches.

It is possible to focus on more comparisons for other images. For image 11.9,
the comparison of entropy values for the proposed method and previous studies
performed by Celebi and Erturk [58] and Bazeille et al. [20] are given in
Table 11.3. As seen from the Table 11.3, the proposed approach provides the best
performance while considering the entropy value.

For images 1, 3, 4, and 5, the comparison of Entropy, PSNR, and MSE values
for the proposed methods and previous studies performed by Ghani and Isa [59] are
given in Table 11.4. As seen from Table 11.4, the proposed approach with entropy
provides the best performance while considering the entropy values except image 5.
As in image 5, the entropy value of the proposed method is close to the proposed
method performed by Ghani and Isa [59]. Again, the proposed approaches with
PSNR and the sum of the entropy and the PSNR together provide the best per-
formance while considering the PSNR and MSE values of the enhanced images.
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Table 11.2 The entropy, average gradient, PSNR and MSE values for image 11.6

Entropy Average gradient PSNR MSE

Original Image 7.694 7.236 –

Guraksin et al. [66] 6.897 19.258 12.569 3599.183

Proposed approach with entropy 7.899 16.109 14.484 2315.596

Proposed approach with PSNR 7.614 13.694 16.613 1418.243
Proposed approach with PSNR + Ent 7.635 13.835 16.601 1422.414

Best values in bold

Fig. 11.10 The final enhanced images for image 6

Table 11.3 The entropy and average gradient values of other studies and entropy based proposed
approach for image 11.9

Celebi and Erturk [58] Bazeille et al. [20] Proposed approach with
entropy

Entropy of the original
image = 6.19

Entropy of the original
image = 6.19

Entropy of the original
image = 6.81

Entropy of the enhanced
image = 6.66

Entropy of the enhanced
image = 6.98

Entropy of the enhanced
image = 7.86

Entropy of the enhanced
image/entropy of the
original image = 1.100

Entropy of enhanced the
image/entropy of the
original image = 1.128

Entropy of the enhanced
image/entropy of the
original image = 1.154

Average grad. of the orig.
image = 0.96

Average grad. of the orig.
image = 0.96

Average grad. of the orig.
image = 0.71

Average gradient of the
enhanced image = 5.84

Average gradient of the
enhanced image = 1.62

Average gradient of the
enhanced image = 2.96

Average gradient of the
enhanced image/average
gradient of the original
image = 6.08

Average gradient of the
enhanced image/average
gradient of the original
image = 1.69

Average gradient of the
enhanced image/average
gradient of the original
image = 4.17
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11.6 Conclusions and Future Work

Underwater images have poor contrast and resolution. So enhancement of under-
water images has a significant role due to the absorption and scattering of light in
underwater environment. In this paper, we proposed a new approach to enhance
underwater images using the wavelet transform and differential evolution algorithm.
At first, some preprocessing operations like contrast adjustment and homomorphic
filtering operations were performed to the raw underwater images. Then image was

Table 11.4 Entropy, PSNR, and MSE values for the image 1, image 3, image 4 and image 5

Entropy
(original)

Entropy
(enhanced)

PSNR MSE Ent.
Enh./Ent
Org.

PSNR + Ent
Enh./Ent.
Org.

Image 1 Ghani and Isa
[59]

6.902 7.702 12.33 3801 1.116 2.902

Prop.App
(Ent.)

6.877 7.813 12.32 3808 1.136 2.928

Prop.App
(PSNR)

6.877 7.509 13.35 3007 1.092 3.033

Prop.App
(PSNR + Ent)

6.877 7.565 13.32 3026 1.100 3.037

Image 3 Ghani and Isa
[59]

7.341 7.764 12.79 3424 1.058 2.800

Prop.App
(Ent.)

7.295 7.857 11.85 4248 1.077 2.701

Prop.App
(PSNR)

7.295 7.535 12.96 3291 1.033 2.809

Prop.App
(PSNR + Ent)

7.295 7.590 12.93 3311 1.040 2.813

Image 4 Ghani and Isa
[59]

6.341 7.866 10.87 5317 1.240 2.955

Prop.App
(Ent.)

6.341 7.868 10.69 5552 1.241 2.926

Prop.App
(PSNR)

6.341 7.486 11.79 4308 1.181 3.040

Prop.App
(PSNR + Ent)

6.341 7.575 11.75 4347 1.195 3.047

Image 5 Ghani and Isa
[59]

6.218 7.857 13.15 3149 1.264 3.378

Prop.App
(Ent.)

6.216 7.770 11.52 4586 1.250 3.103

Prop.App
(PSNR)

6.216 7.277 14.95 2081 1.171 3.576

Prop.App
(PSNR + Ent)

6.216 7.315 14.93 2090 1.177 3.579

Best values in bold
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separated into its R, G, and B color components. After that, by the help of wavelet
transform, lowpass approximation (cA), horizontal (cH), vertical (cV) and diagonal
(cD) detailed images were obtained for each color channels, and weighting pro-
cedure was applied to these color channels obtained using the differential evaluation
algorithm. After that, weighted R, G, and B components was fused, and the new
color image was obtained. At the last step, unsharp masking procedure was applied
to the new color image and the enhanced version of the underwater image was
obtained. During the weighting procedure, the proposed method was carried out in
three different ways with the entropy value of the reconstructed image, PSNR value
of the reconstructed image and the sum of entropy and the PSNR value of the
reconstructed image. First of all, the enhanced images were examined using the
proposed method with these three attributes used for the information about the
clarity of the image.

According to the results obtained, all details were more distinguishable in the
proposed method besides the original image and the enhanced image. If we
examine the results of its own among the three methods performed in this study, we
can see that the luminosity of the entropy based approach was higher than the
PSNR and the sum of the entropy and the PSNR based approaches. Therefore, some
details in the image could not be seen properly. Besides this, we can see that the
luminosity of PSNR based approach was lower than the entropy based and the sum
of the entropy and the PSNR based approaches. So this caused the image to be a
little darker which was an unwanted situation. The sum of the entropy and the
PSNR based approaches had the luminosity between these two approaches.
Consequently, in our opinion, the sum of the entropy and the PSNR based
approaches was more efficient than the entropy based and PSNR based approaches.
In this study, the proposed method was used on different underwater images, and
the results were compared with the other studies in the related literature in terms of
entropy and PSNR. According to the obtained results, it can be said that the
proposed approach effectively improved the visibility of underwater images.

In addition to the performed studies, the authors are also focused on some future
researches. In this context, there will be some researches on applying the proposed
approach in different underwater conditions and different places to have more and
more ideas about success of the approach. On the other hand, different variations of
the approach, which are formed with the support of different optimization algo-
rithms, will be applied to the same research problem to see if it is possible to have
alternative solution ways for the related literature.
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Chapter 12
Feature Selection in Fetal Biometrics
for Abnormality Detection
in Ultrasound Images

R. Ramya, K. Srinivasan, B. Sharmila and K. Priya Dharshini

Abstract Feature selection is a processing step that gives a subset of features
required for analyzing an image. The process flow of medical image processing
includes pre-processing, image segmentation, feature extraction and feature selec-
tion. Medical imaging has been developed predominantly nowadays. It assists the
physicians to diagnose the diseases through various medical modalities. Fetal
defects are the most common congenital abnormality found at birth. Fetal features
are selected and extracted to determine fetal biometrics such as Amniotic Fluid
Volume, Bi-parietal Diameter, Head Circumference, Abdominal Circumference,
Femur Length and Gestational Age. IntraUterine Growth Restriction remains a
challenging problem for both the obstetrician and the pediatrician. The vital role of
this approach is to detect abnormalities non-invasively and reduce the risk factors in
early stages of pregnancy.

Keywords IntraUterine growth restriction � Fetal parameters � Feature selection
Ultrasound image

12.1 Introduction

The feature selection technique is an emerging research topic used in machine
learning. This helps to remove the unwanted features in the images and also in
enhancing the quality of the system. The feature selection is that the information
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contains numerous highlights that are either excess or inconsequential, would thus
be able to be evacuated without bringing about much loss of data. Obstetric
Ultrasonography is a non-invasive tool used to analyze the growth of the fetus
across gestation. Development of a fetus in its growth is an important factor of
prenatal medical care. Analysis of fetal development on ultrasound images is widely
performed compared to other modalities such as Computed Tomography (CT) or
Magnetic Resonance Imaging (MRI).

The common purpose of the ultrasound investigation is to determine the position
of the fetus and the placenta, the number of fetuses, Estimated Fetal Weight (EFW),
Amniotic Fluid Volume (AFV) Gestational Age (GA) and to detect abnormalities
present in fetus. In [1] Support Vector Machine (SVM) is used to detect the out-
come of IntraUterine Growth Restriction.

Wang et al. [2] proposed phase based feature selection process exploiting the
boundaries of fetal head for the measurement of Bi-Parietal Diameter and Head
Circumference. In [3] Haar-like feature is used to extract features from fetal head
for the application of Adaboost classifier and the Bi-Parietal Diameter is measured.
Yaqub et al. [4] describes Random forest classification framework for segmenting
femur and the classification is improved based on selecting strong features. The
modified new method gives notable improvement compared to traditional Random
Forest. Rahmatullah et al. [5] proposed an automatic method for selecting standard
plane for the measurement of fetal biometrics from fetal ultrasound volume. The
features are derived from Haar wavelets and feature selection is executed during
training process by Adaboost algorithm. Results show that the recall rate is 91.29%.

In [6] innumerable techniques are explained for feature extraction, classification
and retrieval and Content-Based Image Retrieval (CBIR). Also analyzed that the
features are optimized using Particle Swarm Optimization (PSO). Dorigo et al.
proposed Ant colony optimization (ACO) method which can be used for system
fault detecting, network load balancing, robotics and other optimization problems
[7]. The BPD is measured on a horizontal plane that traverses the thalami and
cavum septum pellucidum. An automatic method is implemented that measures
Bi-Parietal Diameter of fetal head and length of the femur from ultrasound images.
Active contour model is used in measuring the fetal parameters [8]. In [9] mor-
phological watershed segmentation is proposed for estimating the fetal femur length
and growth patterns (Fig. 12.1).

Segmentation

Feature
Selection

Feature  
Extraction

Analyzed
Image

Pre-processingAcquire
Image

Fig. 12.1 General block diagram of fetal ultrasound images
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12.2 Steps Involved in Processing of Fetal Image

The following stages are used for processing a fetal ultrasound image [10].

• Pre-processing
• Segmentation
• Feature Extraction
• Feature selection.

12.2.1 Pre-processing

Image Pre-processing is defined as removing noises from images. The main dis-
advantage of Obstetric Ultrasonography is poor quality of images due to speckle
noise. Speckle is a granular noise that constitutionally exists and degrades the
quality of the medical ultrasound images.

Speckle is primarily due to the interference patterns of the returning wave at the
transducer aperture. Speckle noise in medical images generally serious, causing
difficulties for image interpretation. It is a multiplicative noise that reduces the
visual interpretation in fetal ultrasound images. Hence there are many attempts
made in researching field to de-noise ultrasound images by developing de-speckling
methods. Median filter is widely used to remove speckle noise in fetal ultrasound
images.

12.2.2 Segmentation

Segmentation is one of the tedious processes in image processing. Image seg-
mentation is the process that split an image into its constituent parts or segments.
The image partitioning process continuous to a level when a particular problem
being solved, i.e., the segmentation will end when the objects of interest have been
detached in an application. Segmentation algorithms mainly based on discontinuity
and similarity. Consequently, the automatic segmentation of anatomical structures
in ultrasound imagery is a real challenge due to acoustic interference in these
images.

Segmentation in ultrasound images is the process of dividing the structures or
organs of fetus such as head, limbs, abdomen, femur, etc. It is carried out by means
of many segmentation techniques like thresholding technique, canny segmentation
algorithm, etc.
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12.2.3 Feature Extraction

Features are quantities which distinctively describe a target such as size, shape,
composition, location etc. Quantitative measurement of feature extraction and
selection provides comprehensive description of an image. Feature selection and
extraction plays a significant role in fetal ultrasound images to evaluate parameters
such as Bi-Parietal Diameter, Head Circumference, Abdominal Circumference,
Femur Length, Amniotic Fluid Volume and Gestational Age.

12.2.3.1 Estimated Fetal Weight

The fetal weight is an essential component that needs to be estimated for recog-
nition of fetal growth. Fetal weight measurement should be carried out to reduce
perinatal morbidity and mortality. IntraUterine Growth Restriction or prematurity is
allied with low fetal weight. The fetus will be too small due to uteroplacental
insufficiency. Fetal macrosomia refers to a fetus with larger weight and it is due to
maternal diabetes. Estimated Fetal Weight is determined using parameters such as
Bi-Parietal Diameter, Head Circumference, Abdominal Circumference and Femur
Length. Hadlock IV formula can be used to calculate fetal weight.

Bi-Parietal Diameter
The Bi-Parietal Diameter is one of the biometric parameters used to estimate fetal
weight. Anisotropic diffusion, otherwise called as Perona–Malik diffusion is a
technique used to remove noise in ultrasound images. This technique does not affect
the significant parts of the image content mainly edges, lines or other details that are
important for the analysis of the image. Anisotropic diffusion is a generalization of
diffusion process and it produces a family of parameterized images. Each resulting
image is a consolidation between the input image and a filter, based on the local
content of the input image. As a result, anisotropic diffusion is a non-linear and
space-variant transformation of the input image.

Dilation is one of the two basic operations performed in the sector of mathe-
matical morphology, the other being erosion. It is mostly applied to binary images,
but there are versions that work on gray scale images. The basic effect of the
dilation operator on a binary image is to gradually expand the boundaries of white
pixel regions. Thus enlargement of areas of foreground pixels takes place while
holes become smaller within the regions.

The Canny edge detector is an edge detection technique containing algorithm to
detect edges in images without loss of information. Canny edge detection is a
technique to extract significant structural data for further processing of images from
different vision objects. The Blob Analysis technique is used to calculate quantities
for labelled regions in a binary image. The blob analysis block provides mea-
surements such as the centroid, bounding box, label matrix and blob count.
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Algorithm for Bi-Parietal Diameter Calculation

Step 1: Get fetal head image.
Step 2: Smoothing of image is done by Anisotropic diffusion technique and it is

defined as,

@I@t ¼ rc � rIþ c x; y; tð ÞDI ð12:1Þ

Diffusion coefficient is given by,

c k rI kð Þ ¼ e� k rI k =Kð Þ ð12:2Þ

Step 3: Morphological operation (Dilation) is applied to filtered image and it is
defined by,

A� B ¼ [ b 2 BAb ð12:3Þ

Step 4: Apply canny edge algorithm to the dilated image.
Step 5: Apply Bounding box by means of blob analysis technique.
Step 6: Bi-parietal diameter is calculated by Euclidean distance formula mea-

suring central axis of fetal head.

Head Circumference
The Head Circumference is evaluated from fetal head image. The circumference of
head is calculated by fitting an ellipse model. This method gives quantities such as
elliptic equation parameter, angle and major and minor axis of an ellipse. From the
parameters, head circumference can be calculated. Li et al. [11] developed a
learning based framework for the measurement of Head Circumference. A fast
ellipse fitting (ElliFit) method is employed and Random Forest classifier is utilized
to detect fetal head.
Algorithm for Head Circumference Calculation

Step 1: Acquire fetal head image.
Step 2: Image pre-processing is done by Median filter.
Step 3: Apply Binary thresholding to the filtered image.
Step 4: Head circumference is calculated by Ellipse fitting process.

Eccentricity is given by,

e ¼ sqrt 1� b2
� �

= a2
� �� �� � ð12:4Þ

Circumference of ellipse is given by,

h ¼ a� bð Þ2= aþ bð Þ2
� �

ð12:5Þ
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cir ¼ pi � aþ bð Þ � 1þ 3 � h

10þ 4� 3 � hð Þ0:5
 ! ! !

ð12:6Þ

Abdominal Circumference
Abdominal Circumference is measured from fetal abdomen image. Circle Hough
Transform algorithm is used to measure the circumference of abdomen. Circle
Hough Transform (CHT) is a feature extraction technique for detecting circles. It is
a specialization of Hough Transform. The aim of this technique is to find circles in
imperfect input images. The circle parameters are produced in the Hough parameter
space and then the local maxima called accumulator matrix is selected. By mea-
suring the centre of the abdomen, concentric circles are made and the circle
appropriate to the outer surface of abdomen is selected. The circumference of the
circle gives the measurement of abdomen.

Algorithm for Abdominal Circumference Calculation

Step 1: Acquire fetal abdomen image.
Step 2: Image pre-processing is done by Median filter.
Step 3: Morphological operation (Dilation) is applied to filtered image.
Step 4: Canny edge detection algorithm is applied to the dilated image.
Step 5: After edge detection, Circle Hough transform algorithm is used to

measure abdominal circumference of fetus.
In a two-dimensional space, a circle can be described by,

x� að Þ2 þ y� bð Þ2¼ r2 ð12:7Þ

Coordinates of centre of a circle and radius is determined using Circle Hough
peaks.

Femur Length
Femur is the thigh bone of a fetus. The measurement of length of the femur plays an
important role in evaluating fetal growth. The femur length can be measured by
means of clustering process namely, K-means clustering technique. The K-means
algorithm is an iterative technique that is used to partition an image into K clusters.
In [12] entropy based segmentation approach is proposed to segment femur for the
evaluation of femur length. Based on the density and height-width ratio of the
femur, slim and long object selection is designed.

Algorithm for Femur Length Calculation

Step 1: Acquire fetal femur image.
Step 2: Image pre-processing is done by Median filter.
Step 3: Morphological operation (Dilation) is applied to filtered image.
Step 4: Adaptive K means clustering algorithm is applied to the dilated image.
Step 5: Apply Bounding box by means of blob analysis technique.
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Step 6: Femur length is calculated by measuring the maximum length of the
clusters.

The gender is detected depending on the white intensity values of the processed
image and fetal weight is estimated [13]. Cheng et al. [14] estimated the fetal
weight using Artificial Neural Network model and accuracy is increased compared
to other methods. The Fetal Ultrasonographic parameters are determined and fetal
size is classified by K-means algorithm. The BPD is helpful for dating a pregnancy
and in estimating intrauterine fetal weight in weight Eqs. (12.1, 12.2, 12.3), other
than that its esteem is constrained and can at times be deluding in the assessment of
growth in the fetus. Head circumference value is calculated by ellipse fitting
algorithm Eq. (12.6). Sharma et al. [15] formulated a method that shows the results
of ultrasound and clinical methods. By Dare’s Formula, clinical estimation results
in low average absolute error for fetal birth weight below 3500 grams and by
Johnson’s Formula, it gives the least average absolute error for birth weight above
3500 grams. Fetal weight using six formulae (Shepard, Campbell, Hadlock I, II, III,
and IV) is estimated [16, 17]. Hadlock IV formula gives the best positive corre-
lation results between actual birth weight and estimated fetal weight. The com-
monly used formulae to estimate fetal weight are Shepard, Campbell, Hadlock I, II,
III and IV. The formula of Hadlock IV had the highest positive correlation with
Actual birth weight among six formulae. Hadlock IV formula to manipulate esti-
mated fetal weight is given by,

Log10 weightð Þ ¼ 1:3596� 0:00386 � AC � FLþ 0:0064 � HC

þ 0:00061 � BPD � ACþ 0:0424 � ACþ 0:174 � FL

ð12:8Þ

12.2.3.2 Amniotic Fluid Volume

Amniotic fluid is a liquid constituting nutrients, water and biochemical products
that surrounds the fetus in a uterus sac. The amniotic fluid is used to control
infection, temperature, develop lung and digestive system and support umbilical
cord. A low amniotic fluid volume is one of the factors that indicate the presence of
IUGR problem. So measurement of Amniotic Fluid Volume becomes an essential
part of fetal ultrasound evaluating fetal well-being. Perinatal death and several
perinatal outcomes such as abnormal birth weight, premature rupture of mem-
branes, fetal abnormalities and increased risk of obstetric interventions are allied
with abnormal AFV. Fetal Weight is associated with Amniotic Fluid Volume
during the first half of gestational period. At first, the ratio of amniotic fluid volume
to fetal weight increases till 30 weeks of gestation and then appears to drop. The
Amniotic Fluid Volume of a fetus is measured from the evaluation of Amniotic

12 Feature Selection in Fetal Biometrics for Abnormality … 285



Fluid Index (AFI) and it is one of the components of biophysical profile. When the
amniotic fluid index estimation is less than 5 cm, then presence of anomaly is
certain. The largest vertical pocket in each of the four quadrants depleted of fetal
parts and umbilical cord of a uterus is detected. The sum of all amniotic fluid
indices in four quadrants gives Amniotic Fluid Volume. Normal scale of Amniotic
Fluid Index values range from 8 to 25 cm. Rashid [18] proposed Single Deepest
Pocket (SDP) to determine AFV. SDP is the largest vertical measurement of
amniotic fluid which is free from umbilical cord and other fetal parts.

Algorithm for Estimation of Amniotic Fluid Volume

Step 1: Acquire four quadrant images of amniotic fluid.
Step 2: The input image is subjected to morphological operation (Opening).

Opening is the dilation of the erosion of a set A by a structuring element
B,

A � B ¼ A�Bð Þ � B ð12:9Þ

where,
⊖ and ⊕ denote erosion and dilation.

Step 3: Apply binary thresholding to the image.
Step 4: The maximum vertical pocket is segmented by means of black and white

boundary feature.
Step 5: Amniotic fluid index is measured for each of 4 quadrants. Total amniotic

volume is given by summation of all index value for 4 quadrants.

12.2.3.3 Gestational Age

Gestational age is the common term used to detect the period of pregnancy. It is
measured in weeks. For first trimester, Crown Rump Length is the best predictor of
gestational age. For second and third trimester, the fetal parameters such as
Bi-parietal Diameter, Head Circumference, Abdominal Circumference and Femur
Length are used for the calculation of gestational age.

Steps involved in Measurement of Gestational Age

Step 1: Acquire fetal image.
Step 2: Image pre-processing is done by Median filter.
Step 3: Histogram Equalization is applied to pre-processed image.

The general histogram equalization formula is given by,

h vð Þ ¼ round cdf vð Þ � cdfmin� M� Nð Þ�1ð Þ � L� 1ð Þð Þ ð12:10Þ
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Step 4: The input image is subjected to morphological operation (Opening).
Opening is the dilation of the erosion of a set A by a structuring element B.

A � B ¼ A�Bð Þ � B ð12:11Þ

Step 5: The image is subjected to binary thresholding.
Step 6: The boundary of fetus is segmented by means of black and white

boundary feature.
Step 7: Gestational age is calculated by,

GA ¼ CRL� 1:04ð Þ0:5� 8:05þ 23:7 ð12:12Þ

GA for BPD is given by,

GA ¼ 2 � bpdð Þþ 44:2ð Þ ð12:13Þ

During routine examinations, the sonographer manually plots minor and major
ellipse axes on the ultrasound image and estimates the parameters for automatic
detection and measurement of biometric parameters to estimate gestational age. The
formula is an approximation that can be used up to 14 weeks of gestational age.

12.2.4 Feature Selection

Image Feature Selection (FS) is a predominant task which affects the performance
of image classification and recognition. Feature selection technique increases the
classification accuracy by selecting subset of relevant features from the data set. The
feature extraction from an image can be accomplished using a numerous image
processing techniques. Feature selection aid to minimize the feature space which
increases the assessment accuracy and reduces the computation time. This can be
attained by removing irrelevant, redundant and noisy features. The feature selection
method implemented on three steps which includes screening, ranking and select-
ing. The screening process removes unwanted predictors having large missing
values. Ranking sorts the necessary predictors based on ranks. Selecting process
recognize the subset of features by conserving significant predictors [19].

The feature selection techniques for classification process include

• Information Gain
• Relief
• Fisher Score
• Lasso.

Classification is the problem of recognizing to which of a set of group, a new
feature belongs based on the training set of data. The images are analysed into a set
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of features based on a particular model in training phase. The extracted features and
label information are utilized by the learning algorithm to learn a classifier. In the
testing phase, the classifier will perform on the extracted feature set with the input
data and predict the labels.

The classification methods are broadly classified into,

• Linear Classifiers
• Support Vector Machines
• Decision trees and
• Neural Networks (Fig. 12.2).

Features are selected by search algorithms such as Sequential forward Selection,
Sequential Backward selection, Genetic Algorithm and Particle Swarm
Optimization. For measuring Bi-Parietal Diameter and Head Circumference from
fetal head, the outer region of head part should have proper boundaries. This is
achieved by phase-based feature selection process. This method is used to detect
symmetric (ridge-like) and asymmetric (step edge-like) features. This is achieved
by exploiting local phase-based measures computed from a 2D isotropic analytic
signal: monogenic signal. Thus the method is used to extract the skeleton of the
skull which aids to measure BPD and HC. This can be accomplished with the
Multi-Scale Feature Asymmetry (MSFA) and the Multi-Scale Feature Symmetry
(MSFS) measure. Good selection of feature will lead to better result of process. For
the detection of fetal head in Bi-Parietal diameter measurement, Haar-like feature is
used to extract feature from cropping image object and AdaBoost classifier can be
used for object detection while Randomized Hough Transform can be applied for
biometry measurement [3].

Traditional Random Forest (RF) technique can also be implemented on seg-
menting femur for the measurement of femur length. The high redundancy of
feature selection process is motivated in the traditional RF framework. In the first
stage, methods are involved to improve classification by having strong features and

Label
Information

Training 
Data Set 

Features

Feature 
Selection

Feature 
Generation

Classifier

Learning 
Algorithm

Fig. 12.2 General block diagram of feature selection for classification
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neglecting weak ones. Weighting each tree in the forest can be implemented during
the testing stage to yield accurate result [4].

Optimization techniques reduce the feature dimensionality by using evolutionary
algorithms which includes Genetic Algorithm (GA), Genetic Programming,
Evolution Strategy, Evolutionary Programming and Differential Evolution. These
algorithms are used for choosing optimal features from the extracted feature set of
medical images to diagnose diseases. Genetic algorithm is an optimization tech-
nique based on natural selection. It provides solutions to optimization problems
depending on operators such as mutation, crossover and selection. GA provides less
computational load to classification algorithm. A more important difference
between genetic algorithms and other traditional optimization techniques is that
population of points at one time is used by GA compared to single point access by
traditional optimization methods.

A genetic algorithm needs,

• A genetic depiction of the solution
• A fitness function

Analyse classification process for many diseases with association of GA and
SVM techniques for feature selection and classification. Results show that
GA-SVM is robust for different medical data set [20]. In prenatal diagnosis
application, GA has been used. Fetal macrosomia is one of the complicated fetal
features. To differentiate Appropriate Gestational Age (AGA) and Large for
Gestational Age (LGA) infants, capillary electrophoresis is used to evaluate
amniotic fluid. GA was used for selecting features required for the Bayesian
statistics [21]. Fetal weight can also be predicted with the help of GA.

GA is used for reducing the number for features of fetal ultrasound images and
these reduced features are further used for classification process that provides better
results for abnormality detection.

12.3 Experimental Results and Discussion

The proposed automatic methods were able to measure Amniotic Fluid Volume,
Estimated Fetal Weight and Gestational Age. The automatic measurement of fetal
biometrics such as Bi-Parietal Diameter, Head Circumference, Abdominal
Circumference and Femur Length leads to automatic detection of Estimated Fetal
Weight. Automatic detection of Amniotic Fluid Volume shows the fetus suffering
with Oligohydramnios or Polyhydramnios. Figure 12.3 shows the processing steps
of Amniotic Fluid Volume.

Table 12.1 shows the manual and automatic measurement of Amniotic fluid
volume. Presence of abnormality in volume is also shown (Fig. 12.4).

Table 12.2 shows the results of Bi-Parietal Diameter with manual and automatic
measurements. Figure 12.5 shows the correlation plot between manual BPD and
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Automatic BPD. The correlation coefficient is 0.98. Mean value for automatic
measurements is 60.67 and error is 1.72 mm and standard error is 60.67 ± 1.7 mm.

The results of Head Circumference with manual and automatic measurements
are shown in Table 12.3. Figure 12.6 shows the processing steps for the mea-
surement of Head Circumference.

Fig. 12.3 Measurement of amniotic fluid volume a input image (I quadrant); b boundary
segmentation

Table 12.1 Measurement of amniotic fluid volume

Manual measurement (in cm) Proposed method (in cm) Status

8.05 8.47 Normal

4.21 4.84 Oligohydramnios

6.75 6.77 Low

24.2 24.7 Polyhydramnios

8.92 8.0 Normal

Fig. 12.4 Measurement of Bi-parietal diameter a input image; b canny edge detection; c bounding
box image
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Figure 12.7 shows the correlation plot between manual HC and Automatic HC.
The correlation coefficient is 0.97. Mean value for automatic measurements is
127.87 mm and error is 2.03 mm and standard error is 127.87 ± 2.03 mm
(Fig. 12.8).

Table 12.2 Measurement of Bi-parietal diameter

Patient Manual measurement (in cm) Proposed method (in cm)

1 7.2 7.4

2 5.0 5.2

3 6.4 6.4

4 7.8 7.6

5 6.5 6.6

Fig. 12.5 Correlation plot for Bi-parietal diameter

Table 12.3 Measurement of head circumference

Patient Manual measurement (in cm) Proposed method (in cm)

1 50.0 54.6

2 24.0 24.5

3 25.0 26.1

4 23.5 23.9

5 24.0 28.6
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Fig. 12.6 Measurement of head circumference a input image; b binary thresholding c result of
ellipse fitting method

Fig. 12.7 Correlation plot for head circumference

Fig. 12.8 Measurement of abdominal circumference a input image; b canny edge detection;
c circle hough transform
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Table 12.4 Measurement of abdominal circumference

Patient Manual measurement (in cm) Proposed method (in cm)

1 18.5 18.6

2 11.7 11.6

3 17.0 16.9

4 12.6 12.8

5 18.6 18.8

Fig. 12.9 Correlation plot for abdominal circumference

Fig. 12.10 Measurement of femur length a input image; b adaptive clustering and binary
thresholding; c bounding box
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Table 12.4 shows the results of Abdominal Circumference with manual and
automatic measurements.

Figure 12.9 shows the correlation plot between manual AC and Automatic AC.
The correlation coefficient is 0.98. Mean value for automatic measurements is
156.86 mm and error is 2.3 mm and standard deviation error is 156.86 ± 2.03 mm
(Fig. 12.10).

Table 12.5 shows the results of Femur Length with manual and automatic
measurements. Figure 12.11 shows the correlation plot between manual FL and
Automatic FL. The correlation coefficient is 0.94. Mean value for automatic
measurements is 31.88 mm and error is 2.2 mm and standard deviation error is
31.88 ± 2.2 mm.

Figure 12.12 shows the correlation plot between manual EFW and
Automatic EFW. The correlation coefficient is 0.98. Mean value for automatic
measurements is 272 mm and error is 2.8 mm and standard deviation error is
272 ± 2.8 mm. Table 12.6 shows the results of estimated fetal weight with manual
and automatic measurements.

Table 12.5 Measurement of femur length

Patient Manual measurement (in cm) Proposed method (in cm)

1 2.4 2.6

2 2.2 2.3

3 3.7 3.3

4 3.2 3.3

5 3.8 4.0

Fig. 12.11 Correlation plot for femur length
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Fig. 12.12 Correlation plot for estimated fetal weight

Table 12.6 Measurement of estimated fetal weight

Gestational age (in
days)

Manual measurements (in
g)

Proposed method (in
g)

Normal/
IUGR

193 590.0 612.0 IUGR

149 525.0 511.0 IUGR

174 594.0 600.0 Normal

197 900.0 875.0 IUGR

177 970.0 935.0 Normal

Fig. 12.13 Processing steps of estimating gestational age a input CRL image; b Histogram
equalization and morphological opening; c boundary segmentation
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Figure 12.13 shows the processing steps of Gestational Age. The manual and
automatic measurement of gestational age is shown in Table 12.7.

12.4 Conclusion

Fetal biometrics for fetal defects were analyzed. A measurement technique for the
fetal parameters has been developed and implemented. The evaluation of fetal
parameters gives better results for diagnosing the anomalies. Presence of abnor-
mality of Amniotic Fluid Volume such as oligohydramnios and polyhydramnios
can also be detected. Prediction of Intra-Uterine growth restricted fetus will be
helpful for the obstetricians to take decision regarding the treatment of fetus and this
reduces the risk for fetal delivery. This approach can easily identify the child
growth restriction, fetal weight, gestational age, whether the fetal is normal or
abnormal. For further development of this case having large datasets, optimization
techniques can be implemented for optimal solutions using Graphical Processor
Unit.
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