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Chapter 2
Principles of Transcranial Direct Current 
Stimulation (tDCS): Introduction 
to the Biophysics of tDCS

Davide Reato, Ricardo Salvador, Marom Bikson, Alexander Opitz, 
Jacek Dmochowski, and Pedro C. Miranda

Human research on transcranial electrical stimulation provides direct evidence that 
weak electric currents can affect brain function in health and disease. However, 
limitations on both the control of stimulation delivery (including, e.g., dose/repeti-
tion and anatomical variations), factors known to influence modulation (e.g., brain 
state) and variability of outcome measures make it difficult to delineate a general 
framework to explain the effects of the stimulation based solely on human research. 
In this regard, computational models of tDCS and animal studies, either in vivo or 
in vitro, can help to develop a specific biophysical framework while being informed 
by results from humans.

The biophysics of tDCS, and more broadly neuromodulation, is based on spe-
cific and quantitative (equation-based) models of brain stimulation with explicit 
parameters (preferably based on measurable physical quantities such as field 
strength, membrane potential) and well-defined brain signals whose neuronal sub-
strates are known. This is required to guarantee testable and refutable hypothesis. 
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Each biophysical model of tDCS must support an incremental establishment of a 
comprehensive theory for tDCS. This is in contrast to more heuristic or qualitative 
descriptions of tDCS (e.g. “anodal stimulation makes the brain more excitable 
which increases function.”) – such theories are typically a priori used to justify trials 
(e.g. “anode over dorsolateral prefrontal cortex [dLPFC] to boost mood”) rather 
than test refutable mechanistic hypothesis.

In this chapter we describe the biophysics of tDCS. In the first section we review 
the basic physical principles that describe how computational models relate the 
electric current applied at the electrodes to electric field generated inside the brain. 
In the second part, we illustrate how such electric fields affect neuronal activity, 
focusing on results from animal studies because they allow a direct link between 
stimulation parameters and neuronal substrate.

�Physical Principles

Transcranial direct current stimulation (tDCS) is a non-invasive technique which 
has been shown to modulate cortical excitability (Nitsche and Paulus 2000, 2001) 
and is currently envisioned as a promising tool in several neurological and psychi-
atric disorders, as well as stroke recovery and chronic pain (Fregni et al. 2006; 
Nitsche et al. 2009; Nitsche and Paulus 2009; Schlaug et al. 2008). The neuro-
modulatory effects elicited by tDCS depend on the electric field (E-field, mea-
sured in Volts per meter, V/m) induced in the nervous system. This field is induced 
by two or more electrodes placed in contact with the scalp and connected to a 
stimulation device. The electrodes consist of conductive materials, such as metal 
or conductive rubber, connected to stimulator leads. This material is in contact 
with a conductive solution, the electrolyte, which is usually a conductive fluid or 
a gel. Examples of the latter include large (25 or 35 cm2) “sponge-sock” elec-
trodes soaked in physiological saline solution, with a conductive rubber pad, 
which is connected to the stimulator wires, located inside (Minhas et al. 2010; 
Nitsche et al. 2008; Ruffini et al. 2013; Saturnino et al. 2015). Smaller electrodes 
usually use gel as an electrolyte (Ruffini et al. 2014; Sehm et al. 2013). In modern 
current-controlled stimulators, the current (I measured in Amperes, A) that enters 
the volume (via the electrodes) is controlled during the stimulation (Peterchev 
et al. 2012). In these stimulators, the voltage difference between the electrodes is 
controlled by the device so that the current reaches the intensity specified by the 
user regardless of the time-varying impedance at the electrode-skin interface. The 
current flows from the anode to the cathode and the voltage difference between 
these two electrodes is always positive in tDCS (although not constant [Minhas 
et al. 2010]).

A weak, 1–2 mA, and long lasting, 1–30 min, current is usually chosen in tDCS 
(Nitsche et al. 2008). The current is kept constant throughout the protocol, except at 
the beginning/end, where it increases/decreases linearly in time: ramp-up/down 
period. The duration of these ramp periods is usually 10  s (Minhas et  al. 2010; 
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Nitsche et al. 2008). For purely resistive tissues, a valid approximation for DC sig-
nals (as discussed below), the E-field induced in the head during tDCS is propor-
tional to the applied current (Peterchev et al. 2012). The spatial distribution of the 
E-field and its direction depend on several other parameters, like the shape and 
positions of the electrodes (Saturnino et al. 2015), the current injected by each elec-
trode, the geometry of the head tissues (Opitz et al. 2015) and their electrical con-
ductivity properties (Datta et al. 2009; Miranda et al. 2006; Miranda et al. 2013). 
The way neurons are affected by the E-field depends on its magnitude and direction, 
as will be discussed in more detail later in this chapter, as well as on the duration of 
stimulation. The calculation of the E-field in the head volume for a given electrode 
montage is deemed the “forward problem” in tDCS. The mathematical formulation 
of the forward problem in tDCS is well known from electrostatics: the E-field 
induced in the head can be obtained from the gradient of a scalar function (the elec-
tric potential, V measured in Volts) which is a solution of the Laplace equation 
(Rush and Driscoll 1968, 1969). However, analytical solutions of the resulting 
equations can usually only be obtained in simple approximations for the head geom-
etry (such as a spherical geometry (Dmochowski et al. 2012) and hence numerical 
methods are commonly employed to obtain the E-field (Datta et al. 2009; Miranda 
et al. 2013).

�Electric Properties of Tissues

In general, for electrical stimulation using arbitrary waveforms, the current 
induced in the head can be divided into an ohmic (resistive) component and a 
displacement (capacitive) current. The first component arises from the movement 
of the free ions that exist in the intra and extracellular fluids of the head tissues. 
The property of materials that describes how well they can conduct electricity by 
means of free charges is called electrical conductivity (σ in Siemens per meter, 
S/m). The second component of the current results from the polarization of local-
ized charge distributions in the cellular membrane (Pethig and Kell 1987). The 
permittivity (ε in Farads per meter, F/m) of a medium is a measure of how easy 
this polarization is induced by an applied E-field. The values of these dielectric 
properties (σ and ε) depend on the frequency of the currents: permittivity values 
decrease with frequency, whereas conductivity values increase with it (Pethig and 
Kell 1987).

For purely ohmic materials, the waveform of the E-field follows that of the cur-
rent. When capacitive currents exist, this is no longer the case and strong distortions 
of the current’s waveform can occur (Wagner et al. 2014a). The latter exist only 
when the current varies with time. Since, the current in tDCS is mostly constant 
during stimulation, the displacement current can be considered zero. Even during 
the ramp-up/down period, when the current changes in time, the relatively low rate 
of change with time will not give rise to a strong displacement current (Opitz et al. 
2016).
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Knowledge about the conductivity of biological tissues is therefore crucial in 
tDCS. Several studies have appeared reporting measurements of these properties in 
biological tissues in a wide range of frequencies (Baumann et al. 1997; Gabriel 
et  al. 1996a, b; Geddes and Baker 1967; Koessler et  al. 2016; Logothetis et  al. 
2007; Oostendorp et al. 2000). The disparity between recording methods, tissue 
preparation and types (in vivo vs ex vivo) however, has led to the appearance of 
inconsistent data among studies (Gabriel et al. 1996a; Wagner et al. 2014a). This is 
especially true in the DC to low frequency range because measuring the dielectric 
properties in that region is technically more challenging (Schwan 1966; Wagner 
et al. 2014a). These uncertainties are a major cause for concern regarding compu-
tational predictions of E-field distributions during tDCS since changes in tissue 
conductivity values have been shown to significantly affect the E-field peak values 
and distribution (Laakso et al. 2015; Salvador et al. 2012).

Another important aspect concerning the conductivity and permittivity values is 
the fact that they are anisotropic in some tissues, i.e. the dielectric properties of the 
tissues are different depending on direction. This is typically due to the presence of 
structures that limit the flow of ions along specific directions. In the white matter 
(WM) the limiting structures are the axons of the neurons that constitute this tissue. 
These typically constrain the movement of ions in a direction parallel to the fiber 
(Geddes and Baker 1967). In the skull, anisotropy results from the presence of three 
layers of different tissues: a layer of cancellous bone between two layers of more 
insulating compact bone in the top part of the skull (Akhtari et  al. 2002). This 
arrangement results in a higher effective conductivity in a direction tangential to the 
skull surface compared to the effective conductivity perpendicular to it (e.g. Opitz 
et al. 2015; Rampersad et al. 2011; Wagner et al. 2014b).

For anisotropic media, the conductivity is described as a symmetric tensor. In the 
WM, the conductivity tensor can be estimated via diffusion tensor imaging (DTI) 
(Basser et al. 1994). DTI allows for the estimation of the water molecules’ diffusion 
tensor by acquiring diffusion weighted images (DWI) along several directions 
(Huisman 2010). Since the flow of ions and water molecules is thought to be con-
strained by the same structures, the conductivity tensor can then be obtained from 
the diffusion tensor (Tuch et al. 2001). This method, however, is limited by the fact 
that the scaling of the diffusion tensor components can be done in a variety of image 
processing ways and each produce very different conductivity values which highly 
affects the E-field calculations (Opitz et al. 2011; Tuch et al. 2001).

�The Spatial Distribution of the Electric Field: Insights 
from Modelling Studies

The E-field induced in the head during tDCS is a vector whose magnitude and 
direction changes from tissue to tissue but also within each individual tissue. Since 
most computational studies model the tissues as connected volumes bounded by 
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smooth surfaces (Datta et  al. 2009; Miranda et  al. 2006, 2013), discontinuities 
arise in the E-field’s magnitude and direction at these surfaces, provided the two 
tissues that are separated by them have different conductivities (Miranda et  al. 
2003). The discontinuities are such that the magnitude of the E-field’s component 
in the direction perpendicular to the surface (the normal component) is always 
higher in the side of the surface belonging to the tissue with the lowest conductiv-
ity. This discontinuity is proportional to the ratio between the difference and the 
sum of the conductivities of the two tissues (Miranda et al. 2003). No such effect 
occurs for the component of the E-field parallel to the surface (the tangential com-
ponent), which is continuous across these interfaces (Tofts 1990). This also means 
that the E-field’s principal direction tends to be perpendicular to the interfaces in 
the tissues with very low bulk conductivities (like the skull) and parallel to them 
in tissues with comparatively high conductivities (like the cerebrospinal fluid). In 
many modelling studies, the current density (J in Ampere per squared meter, A/m2) 
is reported instead of the E-field (Sadleir et al. 2010). The latter is also a vector 
which, in isotropic media, is proportional to the E-field: J is the product of the 
electric conductivity and the E-field. For anisotropic media, since the conductivity 
can no longer be described by a scalar but by a matrix instead (conductivity ten-
sor), the current’s density direction is no longer the same as that of the E-field 
(Miranda et al. 2003).

Most of what is presently known about the E-field distribution comes from 
computational modelling studies. The results obtained in these models can some-
times be counterintuitive. An example of one of such result is the fact that the 
E-field magnitude on the scalp under each electrode is not homogeneous. This 
can be seen in Fig. 2.1a, where the maxima of the E-field’s magnitude are seen to 
be located at the electrode’s edges. This also shows that the metric reported in 
many different studies, the ratio of the current to the electrode’s area, cannot be 
used to estimate the current density under the electrode since the latter, like the 
E-field, is not uniformly distributed under the electrodes (see also Miranda et al. 
2009). The maxima on the scalp are also much higher than those attained in the 
brain.

Another counterintuitive aspect of the E-field’s distribution in tDCS arises 
when one analyses it in the brain. The E-field shown in Fig. 2.1b, e displays prop-
erties in line with results from spherical head models (Datta et al. 2008; Miranda 
et al. 2006): a stronger field at the top of the gyri beneath the electrodes and with 
a direction perpendicular to the local cortical sheet and tangential to it in the region 
in between the electrodes. These results, however, were obtained for a fully homo-
geneous model (all tissues represented with the same conductivity value). A more 
realistic model for the conductivities of the tissues results in the E-field distribu-
tions shown in Fig. 2.1d, g. These results, which have been shown in a number of 
modelling studies (Datta et al. 2009; Miranda et al. 2013), arise from the effects of 
the low conductivity of the skull, which reduce the magnitude of the E-field in the 
brain (compare Fig. 2.1b with c). Another contribution comes from the combina-
tion of the high conductivity of the CSF, and the convoluted geometry of the corti-

2  Principles of Transcranial Direct Current Stimulation (tDCS)



50

cal surface. This reduces the E-field’s magnitude in the brain, due to the shunting 
effect of the CSF, but creates localized maxima at the bottom of the sulci under the 
electrodes. The latter arise because the shunted current enters the GM perpendicu-
larly at the bottom of the sulci (Miranda et al. 2013). The presence of the CSF 
therefore boosts the field at the bottom of the sulci in a direction perpendicular to 
the GM’s outer surface, as shown in Fig. 2.1f. Finally, the inclusion of the WM as 
a tissue with different conductivities than the GM (Fig. 2.1g), introduces a discon-
tinuity at the GM-WM interface which tends to increase the E-field in the WM 
(which has a lower isotropic conductivity) as compared to the one induced in a 
homogenous brain model (Fig. 2.1f). The inclusion of an anisotropic WM pro-
duces subtler changes in the results (compare Fig. 2.1g with h). In this case, the 
E-field tends to decrease along the main direction of the fibers since the latter cor-
responds to higher conductivity values compared to those of the isotropic case. 
The E-field in the direction perpendicular to the fibers tends to increase its value 
since the conductivity is much smaller than the ones in the isotropic model (see 
also Opitz et al. 2011).
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Fig. 2.1  Impact of the electrical conductivities of the tissues in E-field distribution in a realistic 
head model. The model contains two homogeneous electrodes (σelectrodes = 2 S/m) located over the 
left hemisphere’s hand-knob region (anode) and the right supra-orbital region (cathode). A cur-
rent of 1 mA was injected at the anode. (a, b) E-fields distribution in the scalp (a) and the brain 
(b) in a homogeneous model where all tissues have an isotropic conductivity of 0.33 S/m. (c) 
Same as B but with the skull’s conductivity set to 0.008 S/m. (d) Same as C but with the CSF’s 
conductivity set to 1.79 S/m. (e) Same as B but now showing the direction of the E-field and its 
magnitude in a sagittal slice passing through the middle of the cathode and a coronal one passing 
through the middle of the anode. (f) Same as E but with the skull’s and CSF’s conductivities set 
to 0.008 S/m and 1.79 S/m, respectively. (g) Same as F but with the WM’s conductivity set to 
0.15 S/m. (h) Same as G but for an anisotropic conductivity for the GM and WM. False color: 
electric field (V/m)
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�Comparisons with Other Brain Stimulation Techniques

There are several other techniques which are used to induce an E-field in the brain 
non-invasively and thus affect the state of neurons. Two of them are closely related 
to tDCS because they use the same method to induce the E-field: transcranial 
alternating current stimulation (tACS) and random noise current stimulation 
(tRNS). tACS has been shown to interfere with ongoing brain waves or rhythms 
(Herrmann et al. 2013; Kanai et al. 2008; Zaehle et al. 2010), whereas high fre-
quency tRNS has been shown to increase cortical excitability in the motor cortex 
(Moliadze et al. 2010; Terney et al. 2008). The difference is essentially related to 
the waveform of the current. The current remains constant in tDCS (apart from the 
ramp-up/down periods at the beginning and the end), whereas in tACS it varies 
sinusoidally in time with a low frequency (1–45  Hz) and in tRNS it follows a 
white-noise band-limited waveform (0.1 – 640 Hz). For these low frequencies, the 
capacitive component of the current in the tissues is still much smaller than the 
resistive current, so the E-field waveform is in phase with that of the current as 
well (Plonsey and Heppner 1967). Since the current varies between a negative and 
a positive maximum value, the direction of the E-field will change in time, which 
does not occur in tDCS.

Another technique of interest is transcranial magnetic stimulation (TMS), which 
has been shown to be able to elicit motor responses when used over the primary 
motor cortex (Barker and Jalinous 1985; Hallett 2007). TMS produces a time-
varying magnetic field which will induce a time-varying E-field, a processed 
described by Faraday’s law of electromagnetic induction (Eaton 1992). The mag-
netic field is generated by the passage of a very high magnitude (~1 – 3 kA) and 
short lasting (<1 ms) time-varying current through a coil located close to the target 
region in the head. The current is generated by a high-powered stimulator device 
connected to the coil (Peterchev et  al. 2008). The E-field induced in the head 
depends not only on the coil’s geometry and its position but also on the head geom-
etry. Besides, it has very different properties than the one induced in tDCS, as 
shown in Fig. 2.2 for the field induced by a figure-8 coil in an orientation tradition-
ally used to achieve stimulation of the motor cortex (Di Lazzaro et al. 1998). See 
also (Salvador et al. 2015) for a more detailed description. One of these differences 
is the induced E-field’s magnitude, which is much higher in TMS (~100 V/m) than 
in tDCS (~0.4 V/m). The orientation of the field and the location of the maxima is 
also substantially different (compare Fig. 2.2c with d). The maxima in TMS are 
predominantly located at the top of the gyri under the coil and the E-field there is 
oriented tangentially to the cortical surface. In tDCS the orientation of the field is 
predominantly radial to this surface at the top of the gyri, and local maxima also 
appear at the bottom of the sulci where the E-field induced in TMS is already very 
low. The temporal variation of the induced E-field in TMS follows that of the rate 
of change of the current in the coil (Roth et al. 1991) which depends on stimulator 
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type (Peterchev et al. 2008). This has been disputed by recent studies which seem 
to indicate that at the frequency of variation of the E-field in TMS, the capacitive 
component of the induced current might be significant which could alter signifi-
cantly the E-field waveform (Wagner et al. 2014a).

�Effects of Weak Direct Current Stimulation on Neuronal 
Activity in Animal Models

The main advantage of using animal models is the possibility of directly measuring 
the effects of weak currents at multiple scales, from distinct compartments of single 
cells all the way to full populations responsible for measurable behaviors. At the 
same time, the stimulation parameters can be controlled usually with higher preci-
sion than human studies, pharmacological and genetic manipulations can be easily 
applied (in a manner dangerous or impossible in humans) and electrophysiology 
and imaging can be performed routinely (including small network, synapse, and 
single cell measurements).This section provides a review of the current experimen-
tal evidence on the effects of weak electrical direct current (DC) on neuronal activ-
ity and highlights the biophysical models that emerge from this data. Human 
literature on this matter, mainly coming from pharmacological interventions, is not 
explicitly considered here since this has been already discussed elsewhere in this 
book and in previous reviews (for example see Stagg and Nitsche 2011; Woods 
et al. 2016).

Animal research on the biophysics of DC stimulation started over a century ago. 
While studying the origin of voltage gradients in the brain, Fritsch and Hitzig in 
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Fig. 2.2  E-field distribution in TMS (a, c) and tDCS (b, d). The first two figures show the geom-
etry and position of the figure-8 coil (a) and 7 × 5 cm2electrodes (b). (c, d) show the E-field distri-
bution in a sagittal slice passing through the hand-knob cortical representation for TMS and tDCS 
respectively. The field induced in TMS was obtained for a value of dI/dt of 67 A/μs, whereas the 
current injected by the tDCS electrodes was set to 1 mA. The tissues in the head were given isotro-
pic electrical conductivities based on values found in the literature, except the WM and GM which 
were modelled as anisotropic (for more details see Salvador et al. (2015). False color: electric field 
(V/m)
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1870 noticed that anodal stimulation increased the excitability of the brain while 
cathodal decreased it (Fritsch and Hitzig 1870). However, a first wave of quantita-
tive research on the use of transcranial electrical stimulation to study brain function 
did not begin until the second half of the twentieth century. Studies using different 
animal preparations characterized in great details the effects of weak electric fields, 
such as those induced by transcranial stimulation, on neuronal activity. In the major-
ity of these studies, however, the stimulation was used more as a tool to understand 
the origin of electric events/oscillations in the brain, not with the aim to validate a 
tool for neuromodulation (Bindman et al. 1964; Creutzfeldt et al. 1962; Terzuolo 
and Bullock 1956). A second wave of basic animal research on transcranial electri-
cal stimulation started after seminal papers in humans showed that weak currents 
could modulate cortical excitability (Priori et  al. 1998) and these changes could 
persist after the stimulation period (Nitsche and Paulus 2000). This second wave of 
animal research, that is still very active, does not aim at simply reproducing the 
results of human studies in animal models but, more importantly, at finding generic 
principles that explain how weak electric currents affect neurons and neuronal 
circuits.

The previous section of this chapter illustrated how computational current-flow 
models of transcranial electrical stimulation provide precise estimations of current 
densities (and electric fields) generated inside the brain. These estimates provide the 
numbers needed in animal studies to set the stimulation amplitudes and directions. 
However, knowing current flow by itself is not enough to predict the effects of such 
currents on neurons. Ultimately, the way a weak current affect brain function is 
determined by its interaction with neurons.

Brain function is evidently complex and determined by the concerted activity of 
large number of neurons and interconnected brain areas. These areas are composed 
of neuronal circuits made of different types of neurons and other non-neuronal cell 
types. To properly estimate the effects of weak electric currents on the brain it is 
therefore necessary to consider different scales: single neurons, how they are con-
nected and interact, how they communicate with other neuronal and non-neuronal 
populations and how these populations ultimately support behavior usually in con-
cert with other brain areas. As previously mentioned, animal research allows this 
type of multi-scale approach to study the temporal and spatial effects the 
stimulation.

This section describes the literature on the effects of weak direct currents on 
neuronal activity at these different scales in animal models. Building on prior 
reviews that addressed a selection of these aspects (Bikson et al. 2012; Krause et al. 
2013; Márquez-Ruiz et al. 2014; Pelletier and Cicchetti 2015; Reato et al. 2013b; 
Woods et al. 2016), here the emphasis is on the different scales at which electric 
currents can affect neuronal activity. Moreover, apart for reviewing the known lit-
erature on this topic, new frontiers in this field of research and open questions are 
highlighted. The hope is that this may help guiding future research and that the list 
of open questions will look obsolete in a few years from now.

2  Principles of Transcranial Direct Current Stimulation (tDCS)
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�Effects of Weak Direct Current Stimulation on Membrane 
Potential, Firing Rate and Spike Timing

Whether neurons are passive or active affects how weak electrical stimulation 
affects their function. “Passive” here refers to those neurons whose membrane volt-
age is not close to the threshold for action potential generation (10–20 mV over 
resting membrane potential). In the literature, the effects of weak electric fields on 
this neuron would be called sub-threshold. “Active” neurons are those that receive 
massive synaptic inputs and are so depolarized that they occasionally (or often) 
generate action potentials.

�Passive Neurons

The most widely accepted notion regarding the effects of DC currents on brain 
activity is that neurons under the anode are excited while neurons under the cath-
ode are inhibited. This simple explanation of tDCS effects (anode: excitatory, cath-
ode: inhibitory) is supported by seminal work of Jefferys (Jefferys 1981). By 
stimulating electrically granule cells in quiescent guinea-pig hippocampal slices, 
Jefferys showed that extracellular voltage fluctuations across a cell are able to 
modulate the membrane potential. This induced polarization is depolarizing 
(higher membrane potential) for the soma during anodal stimulation and hyperpo-
larizing (lower membrane potential) for cathodal, whenever neurons are aligned 
with their apical dendrite pointing towards the electrode. The membrane polariza-
tion at the soma affects the size of monosynaptic evoked potentials, with anodal 
stimulation increasing the response size while cathodal decreasing. Interestingly, 
Jefferys also found that the induced extracellular voltages are not uniform across 
neurons but changed depending on the cellular compartment. Similar results were 
found by Chan et al. for Purkinje cells in turtle cerebellar slices (Chan et al. 1988).

A later study by Bikson et al. (2004) further characterized Jefferys’ hippocampal 
preparation by directly measuring the membrane polarization of hippocampal CA1 
neurons and determining that the membrane potential at the soma changes linearly 
with the electric field magnitude in a polarity specific manner. The deflection of the 
membrane voltage at the soma is in the order of 0.1 mV of polarization per V/m 
electric field applied for pyramidal CA1 neurons. Moreover, using voltage sensitive 
dyes, the authors found that the polarization of neurons is compartment specific: 
soma depolarizing fields (anodal) hyperpolarize the dendrites and, vice-versa, soma 
hyperpolarizing fields (cathodal) depolarize the dendrites (Fig.  2.3a, b). These 
results were all consistent with the earlier findings of Jefferys (1981) and Chan et al. 
(1988). In addition, Bikson et al. showed that weak electric fields perpendicular to 
the main orientation of a neuron do not polarize the somatic membrane significantly 
(though may still influence function).

D. Reato et al.



55

The sensitivity of neurons to extracellular electric fields as measured in Bikson 
et al. is called the coupling constant (how many millivolts the somatic voltage of a 
neuron changes per V/m electric field applied). The estimation provided by Bikson 
et  al. (0.1–0.2  mV/V/m) was confirmed for pyramidal cortical neurons in ferret 
slices by Fröhlich and McCormick (Frohlich and Mccormick 2010) and for CA3 
pyramidal neurons in hippocampus by Deans et al. (2007). In the latter study, the 
coupling constant was directly measured varying the frequency of the field applied. 
Because of the membrane capacitative and resistive properties, the response of a 
neuron to an electric field is low-pass filtered: high frequency stimulation induces a 
small polarization compared to low frequencies. Therefore, the study by Deans 
et al. confirmed that the coupling constant depends on the frequency of the stimula-
tion applied (Fig. 2.3c). A couple of years later, Radman et al. added another key 
element to consider when evaluating the effects of electric fields on neurons 
(Radman et al. 2009). By performing a morphologic reconstruction of biocytin-filled 
neurons, the authors found that the coupling constant strongly depends on neuronal 
morphology. Neurons with a symmetric dendritic arbor, like fast spiking interneu-
rons, were polarized by external electric fields much less than neurons with a more 
asymmetric morphology, such as pyramidal neurons. Similar results were also 
reported in another study for hippocampal neurons (Berzhanskaya et al. 2013).
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To summarize, the biophysical model that emerges from these studies is that the 
voltage fluctuations (ΔV, units: V or mV) at the soma induced by spatially uniform 
DC electric fields (E, units: V/m or mV/mm) oriented along the primary dendritic 
axis can be described by.

	
D = ( )V c M EE ,

	

where cE is the coupling constant (units: m or mm). The coupling constant is in 
general a complex function of neuronal morphology (M). A field that is oriented 
perpendicularly to the primary dendritic axis has no effect on the voltage at the 
soma, while its effect is maximum for parallel orientations.

The effect of an external applied electric field on the membrane potential can be 
determined by a formulation known as cable theory (for a recent review see (Rahman 
et al. 2015)). The generic equation that describes how the membrane potential of a 
neuron (Vm) is linked to the extracellular potential (Ve) as a function of time (t) and 
space (x) is the following:
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where the right side of the equation is called the activating function. Here, λ is the 
membrane length constant, which depends only on the electrophysiological proper-
ties of the membrane. This relatively complex equation can be simplified in particu-
lar conditions and solved analytically. In general, however, numerical methods can 
be used to solve it for multi-compartment neuronal models. There is a large amount 
of theoretical work in which cable theory was used to estimate polarization profiles 
of neurons subjected to an extracellular electric field (Ve) (Basser and Roth 2000; 
Chan and Nicholson 1986; Hause 1975; Joucla and Yvert 2009; Mcintyre and Grill 
1999; Miranda et  al. 2007; Plonsey and Barr 1998; Rahman et  al. 2013; Ranck 
1975; Svirskis et al. 1997; Tranchina and Nicholson 1986). However, one inevitable 
outcome of this classic theory is that the polarization profile produced by extracel-
lular fields is not simple, even for tDCS.  In the specific case in which a neuron 
compartment can be approximated as a very long (>5λ) straight cylindrical segment, 
as in the case of long dendrite or axon (terminal) processes of cortical or hippocam-
pal neurons, the coupling constant cE can be expressed directly as a function of the 
polarization length and the angle between the main neuronal axis and the electric 
field (θ):

	 cE = l qcos 	

While the estimation of somatic membrane polarization is robust across brain 
regions and species, a sophisticated analysis of tDCS effects must account for the 
distributed profile of polarization (Fig. 2.3a). Though it is correct that an “anodal” 
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direct field will depolarize the soma of cortical pyramidal neurons in a hippocampal 
slice, it will inevitable hyper-polarize their dendrites (Bikson et al. 2004), which can 
change dendritic processing (Fig. 2.3b). In addition, in tDCS, cortical folding will 
cause local changes in the orientation of neurons relative to the electric field such 
that neurons in adjacent cortical regions may be polarized in opposite direction 
(Rahman et al. 2013; Reato et al. 2013a). This was also anticipated by Terzuolo and 
Bullock as early as 1956, who wrote “Finally, current flowing along the surface of 
the grey matter (tangential directed flow as opposed to inward/outward radial flow) 
may influence brain function by polarizing structures oriented along the surface, 
namely afferent axons.” (Terzuolo and Bullock 1956).

The effects of stimulation on neuronal physiology can be understood by using 
computational models of single neurons. These models are based on a set of equa-
tions that describes how the membrane potential of a compartment of a neuron, V, 
evolves in time. The best-known is the Hodgkin-Huxley model (Hodgkin and 
Huxley 1952). The general formulation of a Hodgkin-Huxley-like model is:

	
C
dV

dt
I I

x
x= - +å ,

	

where C is the membrane capacitance, I an applied current and Ix describes in gen-
eral all the possible currents, either ionic, synaptic, due to input currents from other 
compartments, etc.

In their original formulation, Hodgkin and Huxley considered current contribu-
tions from sodium, potassium and a leakage current, such that the equation is:

	
C
dV

dt
g m h V E g n V E g V E INa Na K K L L= - -( ) - -( ) - -( ) +3 4 ,

	

where gNa,K,L are the maximum conductances for sodium and potassium and leakage 
currents, m and h describe the probability that sodium channels are open or inacti-
vated, n the probability that potassium channels are open and ENa,K,L the reversal 
potential for sodium, potassium and leakage channels respectively, and I is an 
applied current. Importantly for tDCS, the driving force terms (V − EX) are directly 
affected by changes in membrane potential, such that, for example if an externally 
applied electric field increases the voltage by ΔV (i.e. polarizes the membrane), then 
the driving force for all the conductances will be altered to  (V  +  ΔV  −  EX). 
Additionally, all the probabilities for channels to be open or inactivated are also 
time and voltage dependent. Therefore, changes in membrane potential affect 
directly ionic currents in two ways.

Synaptic conductances are also voltage dependent because their magnitude can 
be expressed as:

	
I g V Esyn syn syn= -( ),
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where the values of the parameters depends on the type of synaptic current (AMPA, 
NMDA, GABAa, GABAb, etc.). Current through gap-junctions connecting neurons 
or electrotonic coupling of neuronal compartments also depend on voltage differ-
ences. Finally the release on synaptic vesicles depends also on voltage changes.

In summary, any effect on membrane voltage affects potentially every aspect of 
neuronal, electrical and synaptic activity (Fig. 2.4). Therefore, the notion that tDCS 
affects neuronal function by inducing a membrane polarization must be extended by 
considering how that voltage fluctuation modulates the neuronal activity of interest. 
For example, depolarization of the somatic compartment is usually associated with 
hyperpolarization of the dendrites. Depolarization of the soma increases the excit-
ability of the neuron and hyperpolarization of the dendrites increases the driving 
force for excitatory synaptic inputs, while reducing the one for inhibitory inputs. 
How this dichotomy may be solved is an intense area of research (see next 
sections).

�Active Neurons

Assuming no synaptic inputs (as in many in vitro models) the polarization induced 
by electric fields generated during tDCS is too small (0.1–0.5 mV) to increase the 
membrane voltage of a neuron from rest sufficiently to generate an action potential 
(10–20 mV over resting membrane voltage). How does tDCS therefore affect neu-
ronal activity at all?

In contrast to typical in vitro conditions, neurons in the brain are often spontane-
ously active even when animals do not receive any specific sensory stimulus or are 
engaged in any specific task. The general level of activity depends strongly on the 
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behavioral state of the animal and specific patterns of neuronal firing are determined 
by intrinsic cellular and network properties (ion channel expression, number, type 
and strength of synaptic inputs, etc.). When animals are explicitly engaged in a task, 
neurons are usually highly depolarized, exhibit spiking activity and are in a high 
conductance state (Destexhe et  al. 2003). Therefore, when a neuron is already 
active, it seems more appropriate to consider the effects of the stimulation on the 
firing activity. This intuitive idea was already proposed and demonstrated a long 
time ago. In fact, Terzuolo and Bullock in 1956 (Terzuolo and Bullock 1956) already 
pushed forward ideas that are nowadays at the core of our understanding of the 
biophysics of transcranial electrical stimulation. In their study, they used crayfish 
and lobsters to test the effects of weak currents applied extracellularly on neurons 
while keeping the synaptic inputs under tight control. They used electric fields of 
the order of 1 V/m, a value completely reasonable for transcranial electrical stimu-
lation applied with common stimulation protocols. Interestingly, some of the sen-
tences from that paper contain already the majority of key concepts for describing 
the effects of electric fields on neurons. Here we report a few of those. “We have not 
seen in the literature, however, a quantitative evaluation of the sensitivity of nerve 
cells to electric fields in terms of voltage gradient across some appropriate dimen-
sion of the neuron. We have undertaken to estimate the threshold value as being the 
unique value of greatest interest and have found this to be far lower for modulation 
of the frequency of an already active neuron than for the excitation of a silent one.” 
Already then, it was recognized that: “it will be realized that there will be no char-
acteristic value for this membrane potential change, since in an equatorial region of 
the cell, with respect to the axis of polarization, the potential across the membrane 
will not be changed at all during polarization, and on one side of this line it will be 
increased and on the other side decreased.” Finally, “These values of voltage gradi-
ent were all obtained in the best axis of polarization of the neuron. When the field 
was rotated, a significant increase of the applied current was necessary in order to 
reproduce the same effect as that obtained in the axono-dendritic axis” It is quite 
astonishing that as early as 60 years ago the biophysics of DCS was already quite 
understood. The findings of Terzuolo and Bullock were then confirmed in vivo in 
anesthetized rats and in cat encéphale isolé. Bindman et al. (1964) applied electrical 
stimulation transcranially and found that firing rates are increased/decreased by 
anodal/cathodal stimulation (Fig. 2.5a). They also found that evoked potentials are 
similarly affected in a polarity-specific manner by the stimulation. Importantly, the 
authors found that stimulation applied for longer than 5 min induces long-lasting 
changes in firing rates. Purpura and Mcmurtry (1965) also reported changes in firing 
rates induced in a polarity specific-manner and linked the results to the orientation 
of neurons and induced polarization (even if the currents applied were high enough 
to directly generate action potentials). Similar results were also found a few years 
before by Creutzfeldt et al. (1962) by recording from motor and visual cortex of cat 
encéphale isolé while applying currents of the order of 1  mA transcortically. In 
particular, they also found that the relationship between firing rate changes and cur-
rent applied is approximately linear. Consistently with previous studies, they also 
found that electrically evoked activity is modulated by weak electrical stimulation. 
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The work of Gartside added more key elements to the after-stimulation effects of 
electric fields on neuronal firing (Gartside 1968). After inducing lasting effects as in 
Bindman’s work, the author cooled the whole body of rats to completely abolish 
neuronal activity. After the temperature was left free to rise again to normal levels, 
the changes in firing rate induced by the electrical stimulation were still present. The 
author therefore suggested that these persisting changes are not driven by reverbera-
tion of the activity but “The underlying mechanism must involve some type of syn-
aptic modification.”

Years later, Chan and Nicholson (1986) found that the firing rate of Purkinje cells 
in the cerebellum is very sensitive to weak electric fields (even though the stimula-
tion was alternating current). Firing rate increases by about 6 spikes per second per 
millivolt depolarization applied, a value that is consistent with results in cat visual 
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cortex (but no electrical stimulation was applied (Carandini and Ferster 2000) and 
rat hippocampal slices (Reato et al. 2010)).

Apart from changes in firing rate, weak electric fields can also affect spike tim-
ing. Changes in spike timing do not necessary imply changes in rate, such that even 
if the average rate is the same, the timing of these events can be altered by electrical 
stimulation. A clear evidence of this phenomenon was provided by Radman et al. 
(2007). They patched hippocampal neurons and then linearly drove the membrane 
towards the threshold for action potential generation. In some trials, they applied a 
spatially uniform electric field on the top of that depolarization. They found that 
somatic anodal stimulation sped up the threshold crossing, while cathodal slowed it 
down (Fig. 2.5b, c). Furthermore, Radman et al. also showed that AC stimulation 
can entrain the spiking activity of single neurons, a key result for explaining how 
weak electric currents can entrain full neuronal populations (Deans et  al. 2007; 
Frohlich and Mccormick 2010; Ozen et al. 2010; Reato et al. 2010).

Changes in firing rate and spike timing produced by weak electric stimulation 
have been modeled throughout the years often using single-neuron descriptions that 
are simplified compared to the Hodgkin-Huxley formalism. These models assume 
that neurons can be described as a single compartment (the soma) and are particu-
larly suited for implementation in large populations of synaptically connected 
neurons.

Parra and Bikson (Parra and Bikson 2004) used an integrate-and-fire (IF) neuron 
model to show that the spike coherence in a neuronal population increased when 
small polarizations where applied to the whole network. Their model was described 
by:

	
t
dV

dt
V RI= - + ,

	

where R is the membrane resistance, τ the time constant, V the membrane voltage, 
and the term I includes both the synaptic currents from other neurons and the con-
tribution from an external electric field. We can refer to this as “RI” formalism, with 
direct analogy to how compartment-based biophysical models of electrical stimula-
tion incorporate the effects of electric fields as equivalent intracellular current injec-
tion (Lafon et al. 2016; Park et al. 2005). Expanding on this formalism to describe 
the effects of weak electric fields, Reato et  al. (2010) implemented Izhikevich’s 
single neuron model (Izhikevich 2003, 2007) to reproduce the effects of electric 
fields on a network of excitatory and inhibitory neurons (see following section). The 
differential equation that describes the voltage is

	

dV

dt
f V u V I Isyn E= ( ) - ( ) + +

	

where Isyn is the sum of the synaptic inputs from other neurons, u(V) an adapta-
tion variable and f(V) is a combination of a linear and quadratic function of the 
voltage that also give rise to the action potential generation (a reset of the voltage 
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is then necessary). Electrical stimulation can be implemented as a current term 
IE, such that

	 I k EE E= , 	

where kE is the conversion factor that must be set to reproduce the correct polariza-
tion levels expected by the application of the electric field. In other words, if the 
value of the somatic membrane potential is V without stimulation and V + ΔV when 
the electric field is applied, the parameter kE must be tuned such that the current IE 
induces a change equal to ΔV. This type of simple modeling formalism has been 
broadly adopted including in simulate the effects of gamma oscillations in  vitro 
(Reato et al. 2010, 2015) as well as slow-waves in humans (Reato et al. 2013a) and 
in ferrets (Ali et al. 2013).

A similar simplified approach has been recently used to simulate the effects of 
electric fields on neuronal populations underlying decision-making processes 
(Bonaiuto and Bestmann 2015; Hammerer et al. 2016). Bonaiuto and colleagues 
used the exponential leaky integrate-and-fire (LIF) (Brette and Gerstner 2005), 
where the voltage dynamics is described by:

	
C
dV

dt
g V I Isyn E= ( ) + +

	

The function g(V) is a combination of linear and exponential functions. Similarly 
to Reato et al.’s approach using Izhikevich’s model, the effects of electric fields can 
be implemented by directly adding an external current input IE.

The use of simplified single-neuron models allows for the simulation of large 
neuronal populations. However, when full populations of neurons are stimulated, 
the average synaptic inputs in the network must be considered to estimate or predict 
the effects of weak currents on single neurons. In fact, as suggested in a recent 
review (Paulus and Rothwell 2016), if a neuron receives multiple synaptic inputs, 
the membrane becomes leakier. This translates to lower input resistance and there-
fore a smaller direct polarization induced by electric fields. Thus, while population 
activity can amplify the small effects of weak currents on neurons (Reato et  al. 
2010), strong synaptic tone decreases the polarization induced on single neurons. 
None-the-less, since active neurons are often near firing threshold, active systems 
are expected to be significantly more sensitive to polarization. This is turn leads to 
the notion of “functional targeting” discussed in the next sections.

�Summary of the Effects of Weak Direct Current Stimulation on Membrane 
Potential, Firing Rate and Spike Timing and Open Questions

The summarized literature delineates a precise view on the effects of weak electric 
fields, such those induced by tDCS, on single neurons. When neurons are not active, 
weak stimulation induces a small polarization of the membrane. When neurons are 
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active, the effects of fields are on firing rate and spike timing. Somatic anodal stimu-
lation increases firing rate and shorten the time required to reach the threshold for 
action potential generation. Somatic cathodal stimulation has the opposite effect. 
However, many open questions and debates remain on the effects of tDCS on single 
neurons:

	1.	 The dichotomy anodal/excitatory vs cathodal/inhibitory is not precise. 
Modulation of membrane potential does not directly translate to increased/
decreased excitability, since these concepts are linked to the desired effect of the 
stimulation. For example, depolarization of the soma may lead to easier genera-
tion of action potential, an effect that may be considered excitatory. Depolarization 
of the dendrites however may not be beneficial for post-synaptic neurons. An 
increase in membrane potential decreases the synaptic response of post-synaptic 
neurons because it reduces the driving force. Considering that neurons con-
stantly experience compartment-specific polarizations, it cannot be assumed that 
electric fields always have a net excitatory or inhibitory effect.

	2.	 The polarization of dendrites and axons has been predicted by modelling studies 
but never measured experimentally. A common assumption, for example, is that 
stimulation does not affect morphologically symmetric neurons. However, this 
assumption is mainly based on somatic polarization (the so-called somatic doc-
trine [Bikson et al. 2012]). It cannot be excluded that polarization of axons and 
dendrites may be very effective in modulating cellular functions ([Rahman et al. 
2013], see next paragraph).

	3.	 The coupling constant has not been measured directly in vivo. This experiment 
is quite critical to assure that the results from the in vitro literature can really be 
used to guide and support human research. Moreover, whether brain state and 
therefore high or low conductance neuronal states affect coupling constant is not 
known.

	4.	 Effects of weak electric fields on non-neuronal type of cells have not been 
exhaustively studied yet (Monai et al. 2016). For example, coupling constant for 
glial cells has never been measured before. These types of cells are critical for 
neuronal function and seem to mediate some of the lasting effects of electric 
fields (see next section).

�Effects of Weak Direct Current Stimulation on Synapses 
and Neuronal Populations

Ultimately, to affect brain function weak electric fields must exert significant effects 
on whole neuronal populations. A priori, the effects of stimulation on single neurons 
could be altered, amplified or damped (or completely disappear) at the population 
level. It is therefore not surprising that many studies on the biophysics of tDCS have 
now focused on neuronal populations and the effects of weak electric fields on syn-
apses. The majority of animal studies in  vitro on this topic involved the use of 
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evoked responses or analyzed the effects of the stimulation on neuronal oscillations. 
In some of these studies, plastic effects were reported. In vivo studies on the other 
hand, provide great opportunities to study the effects of electrical stimulation on 
behavior.

�Evoked Responses In Vitro

The most commonly studied animal model of transcranial stimulation is the modu-
lation by applied electric fields of evoked population responses, which, to a first 
approximation, provide a measurement of synaptic currents on post-synaptic neu-
rons. A stimulating electrode, usually bipolar, is placed close to fibers tract in vitro 
or in vivo. A very short (<1 ms) current pulse is then applied to generate action 
potentials in axons. An extracellular recording electrode is used to record the popu-
lation response (local field potential, LFP) around the dendrites or somas of the 
post-synaptic neurons. A weak electric field is then applied to modulate the popula-
tion response. Many of the studies mentioned in the previous paragraph reported 
modulation of evoked responses by weak electric currents. In particular, electric 
fields whose orientation is parallel to the somatodendritic axis of a neuron and 
pointing towards the soma (anodal stimulation for cortical cells) increase the evoked 
response, while fields with opposite orientation (cathodal for cortical cells) decrease 
the response (Fig. 2.6a). These results were found consistently for cortical (Bindman 
et al. 1964; Creutzfeldt et al. 1962; Purpura and Mcmurtry 1965) and hippocampal 
CA1 neurons (Bikson et al. 2004; Jefferys 1981). In recent years, new studies helped 
deepening our understanding on the effects of weak currents in this preparation.
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Rahman and colleagues used evoked responses in rat motor cortex to test the 
effects of weak DC stimulation (Rahman et al. 2013). The authors stimulated differ-
ent cortical pathways and applied electric fields of different polarities, amplitudes 
and orientations relative to the stimulated neurons. They confirmed that when elec-
tric fields are oriented parallel to the dendrosomatic axis, the response is modulated 
in the same way as for hippocampal slices. They then tried to stimulate pathways 
perpendicular to the applied field. From what was previously known, such fields 
should induce no net polarization at the soma and therefore no effects on evoked 
responses. However, the authors reported a modulation of the responses comparable 
in magnitude to that found for the pathways parallel to the electric field. To under-
stand this surprising result, Rahman et al. used a computational model of a single 
neuron in a spatially uniform electric field and found that terminal polarization 
could explain the experimental results. While these findings were not tested experi-
mentally, they suggest that, at least in some cases, somatic polarization does not 
fully explain the effects of weak electrical stimulation. Importantly, these findings 
are consistent with a previous study in hippocampus (Kabakov et al. 2012).

Additional animal studies aimed at understanding how weak electrical stimula-
tion can induce lasting effects on neuronal excitability as found in human studies. 
Fritsch and colleagues (Fritsch et  al. 2010) combined electrophysiology, 
pharmacology and genetic tools to elucidate the cellular mechanisms underlying the 
lasting effects induced by tDCS. They evoked population responses in mouse motor 
cortex slices and applied weak DC stimulation extracellularly. They found that 
application of prolonged stimulation (15 min) induces a potentiation of the response 
(Fig. 2.6b). The change starts minutes after the stimulation onset and the magnitude 
of the responses continues to increase even after the cessation of the stimulation. 
Importantly, the effects are NMDA-dependent, and the lasting changes critically 
depend on whether or not synaptic co-activation is applied (and its frequency), sug-
gesting that the state of the cortical network may dictate the susceptibility to the 
stimulation. Finally, by using genetic tools, the authors found that DC stimulation 
enhances the release of BDNF and that BDNF receptors are required for plasticity 
induction. In fact, when the authors repeated the same experiments using mice 
where these receptors were knocked down, they found that the effects of DC stimu-
lation vanished.

Ranieri and colleagues, using evoked responses in hippocampal slices, critically 
improved our understanding on tDCS lasting effects (Ranieri et  al. 2012). They 
applied a standard stimulation protocol to induce plasticity at the CA3 to CA1 syn-
apse (Schaffer collateral) and found that anodal stimulation increased long-term 
potentiation (LTP) while cathodal decreased it. They further showed evidence that 
these effects may be due to an increased expression of zif268 protein (an early 
gene). The findings of this work suggested that weak electrical stimulation, while 
not inducing plasticity per se, may strongly modulate ongoing plasticity in a bi-
directional manner (Fig. 2.6c).

Confirming and expanding this hypothesis, a study by Kronberg et  al. (2016) 
showed that weak DC stimulation effectively modulates LTP and depression (LTD). 
Kronberg et al. used a typical experimental model of hippocampal plasticity in brain 
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slices (as in Ranieri et al. study, (2012) in which stimulation of axonal afferents 
(Schaffer collaterals) can lead to post-synaptic potentiation or depression depending 
on the frequency of pre-synaptic activation (Cooper and Bear 2012). The authors 
found that DC stimulation biases plasticity towards potentiation, such that LTP is 
enhanced and LTD is reduced. Importantly, the authors found that similar effects 
could be induced using either anodal or cathodal stimulation, but with the effects 
localized in different dendritic compartments (apical/basal dendrites). Finally, 
Kronberg et al. clearly showed that DC stimulation alone or applied when plasticity 
was blocked did not lead to any synaptic changes.

Taken together, these studies on the lasting effects induced by weak electric cur-
rents suggest that stimulation alone does not produce significant persisting synaptic 
effects if not paired with activity or ongoing plasticity. This underlies the concept of 
“functional targeting”, in which stimulation paradigms can be targeted to specific 
neuronal populations depending on their activity and plasticity-permissive states 
(Jackson et al. 2016).

Finally, in the previous section we pointed out the possible issue that arises 
from compartment-specific polarization of the neuronal membrane. The polarity 
of somatic polarization (depolarization/hyperpolarization) is opposite than den-
dritic. A study by Lafon et al. (2016) shed light on this issue. By combining elec-
trophysiology in hippocampal rat brain slices and computational models based on 
previous research (Park et al. 2005; Prescott et al. 2008; Yi et al. 2014), Lafon 
et al. found that weak constant electric fields affect neuronal input/output func-
tion, i.e. the relationship between strength of synaptic inputs and the firing they 
induce on the post-synaptic neuron. Moreover, the authors found that somatic and 
dendritic polarization may have a synergistic effect for anodal stimulation: soma-
depolarizing electric fields increase the likelihood of neuronal firing while also 
increasing the driving force for synaptic input at the dendrites. However, the 
effects of electric fields of opposite polarity (cathodal) tend to cancel out. This 
result suggests how an asymmetry between the effects of anodal and cathodal 
stimulation may arise directly at the single neuron level.

�Oscillations In Vitro

Another in vitro experimental model commonly used to study the effects of weak 
electric fields is pharmacologically-induced oscillations or seizure-like population 
activity. However, in almost all the studies in the field, alternating currents (Ali 
et al. 2013; Berenyi et al. 2012; Deans et al. 2007; Frohlich and Mccormick 2010; 
Ozen et al. 2010; Reato et al. 2010) or Gaussian waveforms (Francis et al. 2003) 
were applied. Reviews on tACS are already present in the literature (Herrmann 
et al. 2013; Reato et al. 2013b) and so here the focus is just on DC stimulation 
studies.

Using high extracellular concentration of potassium in hippocampal slices to 
generate seizure-like activity, Gluckman and colleagues (Gluckman et  al. 1996) 
tested whether relatively weak electric fields could reduce epileptic activity. They 
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found that when fields were hyperpolarizing for the soma (cathodal stimulation), the 
seizure was temporarily stopped.

Pharmacologically induced beta/gamma oscillations in the hippocampus have 
been used to study the effects of AC stimulation (Deans et  al. 2007). However, 
Reato and colleagues characterized in more detail the effects of the stimulation 
(Reato et al. 2010). By using many frequencies (AC) and amplitudes in brain slices 
and a computational model they found that the effects of stimulation on the oscilla-
tions presumably depend on the interplay between excitation and inhibition 
(Fig. 2.7a), whose balance is a critical feature of this type of rhythm (Atallah and 
Scanziani 2009). In particular, when using DC stimulation, Reato et al. found that 
soma depolarizing (anodal) stimulation increases the power of the oscillations while 
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Fig. 2.7  Schematics of the effects of weak DC stimulation on gamma oscillations induced in vitro. 
(a) Gamma oscillations in vitro are generated by the interplay between excitatory and inhibitory 
neurons. (b) Anodal/cathodal (blue/red) stimulation increases/decreases the power of the oscilla-
tions compared to control experiments (green). (c) The modulation of the firing activity of single 
neurons by weak DC stimulation is amplified by the population. (d) When stimulation is applied 
for a prolonged time (10 min) the power of the oscillations and multi-unit activity modulation 
outlast the stimulation period for about 10 min. (a–c are based on data from Reato et al. 2010. d is 
based on Reato et al. 2015)
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cathodal decreases it (Fig. 2.7b). They explained the results as evidence of altered 
excitation and inhibition. When the firing rate of excitatory neurons is increased, 
inhibition compensates. Because the inhibition is fed by excitation and sets the tone 
of the oscillations, the result at the population level is an increase in oscillatory 
power. The opposite is true for cathodal stimulation. Lower firing rates of excitatory 
neurons lead to lower balanced inhibition and decreased gamma power. Using a 
computational model (see previous section), the authors showed that the weak 
effects of DC stimulation on single neurons (for example firing rate modulation) are 
amplified by the population dynamics (Fig.  2.7c). Importantly, the same authors 
found a similar amplification at the population level when implementing a compu-
tational model of slow-wave activity (Reato et al. 2013a).

The same group used the same in vitro preparation in a later study in which DC 
stimulation was applied not just for few seconds but for 10  min (Reato et  al. 
2015). Monitoring power and frequency of the oscillations as well as multi-unit 
activity (a proxy for population firing rate), they found that the stimulation induces 
lasting effects on the neuronal population in a polarity-dependent manner 
(Fig. 2.7d). Anodal stimulation increases the power of the oscillations and multi-
unit activity, while cathodal decreases both. Based on the hypothesis of balanced 
excitation and inhibition during gamma oscillations and the same computational 
model they used in their previous study, the authors suggested that the results 
could be explained by balanced synaptic changes of both excitatory and inhibitory 
synapses. While intriguing, however, this hypothesis has not been directly tested 
experimentally.

�Plasticity and Behavioral Effects In Vivo

A decade ago, Liebetanz et al. found that tDCS applied in rats is able to modulate 
pathological states. In a first study, cortical spreading depression (CSD) was induced 
in anesthetized rats using a high potassium chloride solution (Liebetanz et  al. 
2006a). Neither sham nor cathodal stimulation have any effect of the CSD while 
anodal stimulation significantly increases the propagation speed of the CSD.  In 
another study, the authors showed that tDCS is effective in modulating the threshold 
for epileptic seizure generation (Liebetanz et al. 2006b). The threshold was deter-
mined by applying a biphasic pulse train to the cortex to induce seizures. When 
anodal stimulation was applied, there were no changes on the threshold. However, 
cathodal stimulation applied for 60 min or 30 min at double intensity decreased the 
threshold for more than 2 h (Fig. 2.8a).

Another group also found that prolonged DC stimulation over the motor cortex 
of anesthetized mice induces an increase (anodal) or decrease (cathodal) of motor 
evoked responses (MEPs) that outlasts the stimulation period (Cambiaghi et  al. 
2010). The same group also later found, using anesthetized mice, that the amplitude 
of visually evoked potentials can be modulated with DC stimulation in a 
polarity-dependent manner (Cambiaghi et al. 2011). Anodal stimulation increases 
the amplitude of the evoked potential and cathodal decreases. The effects of the 
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stimulation also persist for the 10  min following the termination of the current 
application.

An important study on tDCS effects on neuronal population in vivo came from 
Marquez-Ruiz and colleagues (Marquez-Ruiz et  al. 2012). Instead of using 
electrically evoked responses (as usually done in in  vitro models), the authors 
induced sensory responses in awake rabbits by delivering air puff to the whisker 
pad. When DC stimulation was applied over the somatosensory cortex, the LFP 
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Fig. 2.8  Schematics of the effects of weak DC stimulation on in vivo animal models. (a) Cathodal 
stimulation increases the threshold for seizure generation (anticonvulsant effect). (b) Anodal tDCS 
improves performances in a Morris water maze test (lower latency) compared to non-stimulated 
animals. (c) Anodal tDCS improves performances in a novel object recognition task. (d) Anodal 
tDCS induces high amplitude and frequency calcium events in cortical populations that are driven 
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induced by the sensory stimulus was increased in magnitude during anodal and 
decreased during cathodal stimulation. The effect of cathodal stimulation persists 
after the cessation of the stimulation and the effects were abolished after blocking 
adenosine A1 receptors. Importantly, stimulation was able to directionally modulate 
eye blink conditioning. Using paired-pulse stimuli, the authors further found that 
the effects of tDCS are mediated by the modulation of thalamo-cortical synapses at 
presynaptic sites.

Two recent studies reported effects of tDCS on hippocampal plasticity. 
Application of anodal tDCS in freely moving mice boosts the amount of LTP that 
can be induced in slices ex-vivo by stimulating the Shaffer collateral pathway 
(Rohan et al. 2015). The authors also reported an increase in pair-pulse facilitation 
(PPF). The effects are NMDA receptor-dependent for LTP but not for PPF. The 
modulation depends on the stimulation amplitude and significant LTP enhance-
ment can be found also 1 week after the stimulation. Interestingly, there authors 
did not find any effects on evoked responses before LTP induction. Using a similar 
approach, a different group stimulated mice with tDCS for 20 min (Podda et al. 
2016). They confirmed that anodal stimulation leads to stronger LTP induction 
while cathodal decreases the amount of LTP without affecting basal synaptic 
transmission. To test whether the stimulation had an effect on hippocampal learn-
ing, mice were then tested on two different behavioral tasks (Morris water maze 
test and novel object recognition test) a day after receiving anodal stimulation. In 
both cases, mice performed better than mice subjected to sham stimulation 
(Fig. 2.8b, c). To confirm the lasting effects of the stimulation, the same tests were 
then performed a week after the stimulation. The authors reported very similar 
effects on electrophysiological tests and behavior. The authors then tried to eluci-
date the molecular pathway by which tDCS affected hippocampal plasticity. They 
found that tDCS induces differential regulation of exon-specific BDNF mRNAs 
and BDNF expression is higher after tDCS due to increased histone acetylation 
promoting BDNF transcription.

While the results of all the previous studies are broadly consistent with each 
other, a new study just expanded the view on how tDCS may affect brain function. 
Using a transgenic mouse line expressing G-CaMP7 in astrocytes and a subpopu-
lation of excitatory neurons, Monai and colleagues (Monai et al. 2016) found that 
DC stimulation over the visual cortex induces large calcium transients across the 
whole cortex (Fig. 2.8d). The transients are larger and longer than the spontane-
ous ones. Notably, the effects vanish when mice that lack the receptor responsible 
for calcium elevations in astrocytes (IP3R2) are used (Fig. 2.8e). When the authors 
used a cranial to image the target area at single-cell resolution, they found that the 
modulation of transients is due to effects mainly on astrocytes. With further 
experiments, the authors found that the effects on calcium surges are mediated by 
noradrenergic activation of adenosine A1 receptors. The authors further reported 
that lasting enhancements of sensory responses (either visual or somatosensory) 
by transcranial stimulation vanish when calcium transients are blocked in 
astrocytes.
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�Summary of the Effects of Weak Direct Current Stimulation on Synapses 
and Neuronal Populations and Open Questions

While the effects of weak electric fields on single neurons are well characterized, 
both experimentally and theoretically, a general framework for neuronal popula-
tions is still lacking. Evoked responses can be modulated bi-directionally by weak 
electric fields both in vitro and in vivo. The effects appear to depend not just on 
somatic but possibly also on terminal polarization. DC stimulation increases or 
decreases the power of gamma oscillations presumably by affecting firing rate of 
single neurons. When applying stimulation on large neuronal populations, the 
effects on single neurons seem to be amplified by the network endogenous 
dynamics.

Until a few years ago, it was not clear how weak currents could induce lasting 
effects on neuronal activity. The literature presented here clarified the mechanisms. 
BDNF has been consistently linked to the lasting effects of DC stimulation, and 
NMDA receptors also play a major role in plasticity induction. Glial cells may also 
mediate the lasting effects of DC stimulation. Electrical stimulation can induce 
behavioral effects, including boosting learning and modulating sensory responses 
and pathological states. However, many questions remain open:

	1.	 Experimental and modeling results suggest that the weak effects of electric fields 
on single neurons are amplified by the network. Under which conditions this is 
true is not clear. Does it apply for all or only specific types of oscillations? What 
is the role of brain state in determining the effects of the DC stimulation? (for AC 
stimulation, see Alagapan et al. 2016).

	2.	 The modulation of gamma oscillations seems to depend on the interplay between 
excitatory and inhibitory neurons. A common assumption is that the effects on 
inhibition are indirect, through modulations of the excitatory population. What 
are the direct effects on inhibitory neurons at the population level? If inhibitory 
neurons are affected by DC stimulation, do the effects outlast the stimulation 
period?

	3.	 Current flow during tDCS is such that neurons are depolarized or hyperpolar-
ized depending on their orientation relative to the electric field. The mixed 
effects across a population pose a critical problem to understand tDCS effects: 
do the effects just cancel out such that there is no net effect on brain activity? 
Human studies show that this is not the case. Supported by a computational 
model, it was previously hypothesized that population activity may rectify the 
effects of mixed polarizations in the case of slow-wave oscillations and mono-
phasic quasi-DC stimulation (Reato et al. 2013a). However, the results may be 
specific to the specific oscillatory rhythm and may not apply to others. 
Understanding how to interfere with neuronal population dynamic with spe-
cific stimulation parameters is crucial to improve the specificity of the 
stimulation.

	4.	 The brain is always spontaneously active but often without showing any clear 
oscillatory activity. There is a full line of research on the dynamics of neuronal 
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networks and the computations they can perform even without synchronous 
activity (Renart et al. 2010; Vogels et al. 2005). How DC stimulation may affect 
non-oscillatory brain activity remains unknown.

	5.	 Until now, all the animal research on tDCS has focused almost exclusively on the 
temporal aspects of the stimulation (but see Xu et al. 2014) without considering 
in detail the possible spatial aspects. For example, oscillatory activity can be 
generated in localized positions in a brain area and so the general effects of DC 
stimulation may depend on the distribution of fields across the brain relative to 
the pools of neurons that generate the activity within the network.

	6.	 Cortical and hippocampal networks have been the main subject of studies on the 
effects of weak electric fields on neuronal populations. However, many networks 
in the brain do not show the same architecture. For example, the cerebellum, an 
area that can be easily stimulated transcranially (Galea et al. 2009; Grimaldi 
et al. 2016; Jayaram et al. 2012), has a very different neuronal organization. The 
lack of recurrent connections across Purkinje cells, presumably the most polariz-
able cells in the cerebellar cortex, implies that weak electric fields may easily 
regulate the output of the cerebellar cortex without unexpected non-linearities.

	7.	 Glial cells and neurons form what has been called a tri-partite synapse (Araque 
et al. 1999). Their role in synaptic transmission and plasticity is now well-estab-
lished (Di Castro et al. 2011; Panatier et al. 2011). Glial cells are electrotonically 
connected through gap-junctions and can feedback into neuronal activity through 
calcium-dependent glutamate release (Haydon and Carmignoto 2006). This 
feedback can strongly affect the dynamics of neuronal activity, including in path-
ological conditions like epileptic seizures (Gomez-Gonzalo et al. 2010; Reato 
et al. 2012). The effects of weak electric fields on the glial cells’ potassium buff-
ering activity has been studied in only one work (Gardner-Medwin and Nicholson 
1983). It is certain that any direct effect of stimulation on glial cells may affect 
the dynamics of neuronal populations.

	8.	 What is the relationship between BDNF and glial cells-mediated lasting effects 
of transcranial electrical stimulation? Are there many plasticity mechanisms that 
are induced/affected by DC stimulation?

�Emerging Framework: Functional Targeting by tDCS

In the last few years, our understanding of the mechanisms of interaction between 
electric fields and cells in the brain has been boosted by detailed animal studies. The 
body of literature reviewed in this chapter converges to suggest that tDCS may func-
tionally target neuronal function (Jackson et al. 2016) (Rahman et al. 2017) – the 
cellular concept of “functional targeting” provide an important substrate for how 
tDCS may boost specific tasks/learning. For acute effects, DCS modulations depend 
on the specific targeted neuronal population and its own ongoing dynamics, usually 
determined by the interplay between different cell types. At the same time, lasting 
effects of DCS are also mediated by modulation of ongoing neuronal activity and 
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plasticity. In this view, it seems that the effects of tDCS alone are not sufficient to 
generate lasting changes if not coupled with ongoing activity and/or plasticity. Thus, 
the cellular framework of “functional targeting” may provide the foundation for 
explaining at the single neuron/population/synapse levels why tDCS seems to be 
effective in humans mainly when applied during tasks/training paradigms.

However, to better define this framework and take full advantage of its predictive 
power, it is necessary to define a clear link between functional targeting and basic 
biophysical principles. Ideally, the notion of functional targeting should emerge spon-
taneously by basic biophysical principles. If this was the case, findings about specific 
tDCS studies could become more easily generalizable to other stimulation applica-
tions. In the future, a single multi-scale biophysical model could be used to guide 
human research by providing the best stimulation parameters (electrode montage, 
applied current, waveform, etc.) to stimulate specific neuronal activity in brain areas 
of interest. This model should take into consideration not only single cells but also 
how they work together as populations to support behavior. The computational neuro-
stimulation approach (Bestmann et al. 2015) aims exactly at providing a multi-scale 
approach that bridges effects on single neurons directly to behavioral consequences of 
stimulation. This may represent a first step to fully unravel how tDCS affects brain 
function and take full advantage of this powerful technique.
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