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Preface

The 18th event of the Industrial Conference on Data Mining ICDM was held in
New York again (www.data-mining-forum.de) under the umbrella of the World
Congress on Frontiers in Intelligent Data and Signal Analysis, DSA 2018
(www.worldcongressdsa.com).

After the peer-review process, we accepted 25 high-quality papers for oral pre-
sentation. The topics range from theoretical aspects of data mining to applications of
data mining, such as in multimedia data, in marketing, in medicine and agriculture, and
in process control, industry, and society. Extended versions of selected papers will
appear in the international journal Transactions on Machine Learning and Data Mining
(www.ibai-publishing.org/journal/mldm).

In all, 20 papers were selected for poster presentations and six for industry paper
presentations, which are published in the ICDM Poster and Industry Proceedings by
ibai-publishing (www.ibai-publishing.org).

The tutorial days rounded up the high quality of the conference. Researchers and
practitioners got an excellent insight in the research and technology of the respective
fields, the new trends, and the open research problems that we would like to study
further.

A tutorial on Data Mining, a tutorial on Case-Based Reasoning, a tutorial on
Intelligent Image Interpretation and Computer Vision in Medicine, Biotechnology,
Chemistry and Food Industry, and a tutorial on Standardization in Immunofluorescence
were held before and in between the conferences of DSA 2018.

We would like to thank all reviewers for their highly professional work and their
effort in reviewing the papers.

We also thank the members of the Institute of Applied Computer Sciences, Leipzig,
Germany (www.ibai-institut.de), who handled the conference as secretariat. We
appreciate the help and understanding of the editorial staff at Springer, and in particular
Alfred Hofmann, who supported the publication of these proceedings in the LNAI
series.

Last, but not least, we wish to thank all the speakers and participants who contributed
to the success of the conference. We hope to see you in 2019 in New York at the next
World Congress on Frontiers in Intelligent Data and Signal Analysis, DSA 2019
(www.worldcongressdsa.com), which combines under its roof the following three
events: International Conferences Machine Learning and Data Mining, MLDM (www.
mldm.de), the Industrial Conference on Data Mining, ICDM (www.data-mining-forum.
de), and the International Conference on Mass Data Analysis of Signals and Images in
Medicine, Biotechnology, Chemistry, Biometry, Security, Agriculture, Drug Discovery
and Food Industry, MDA (www.mda-signals.de), as well as the workshops, and
tutorials.

July 2018 Petra Perner

http://www.data-mining-forum.de
http://www.worldcongressdsa.com
http://www.ibai-publishing.org/journal/mldm
http://www.ibai-publishing.org
http://www.ibai-institut.de
http://www.worldcongressdsa.com
http://www.mldm.de
http://www.mldm.de
http://www.data-mining-forum.de
http://www.data-mining-forum.de
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An Adaptive Oversampling Technique
for Imbalanced Datasets

Shaukat Ali Shahee and Usha Ananthakumar(B)

Indian Institute of Technology Bombay, Mumbai 400076, India
shaukatali.shahee@iitb.ac.in, usha@som.iitb.ac.in

Abstract. Class imbalance is one of the challenging problems in classifi-
cation domain of data mining. This is particularly so because of the inabil-
ity of the classifiers in classifying minority examples correctly when data
is imbalanced. Further, the performance of the classifiers gets deteriorated
due to the presence of imbalance within class in addition to between class
imbalance. Though class imbalance has been well addressed in literature,
not enough attention has been given to within class imbalance. In this
paper, we propose a method that can adaptively handle both between-
class and within-class imbalance simultaneously and also that can take
into account the spread of the data in the feature space. We validate
our approach using 12 publicly available datasets and compare the clas-
sification performance with other existing oversampling techniques. The
experimental results demonstrate that the proposed method is statisti-
cally superior to other methods in terms of various accuracy measures.

Keywords: Classification · Imbalanced dataset · Oversampling
Model based clustering · Lowner John ellipsoid

1 Introduction

In data mining literature, class imbalance problem is considered to be quite
challenging. The problem arises when the class of interest contains a relatively
lower number of examples compared to other class examples. In this study, the
minority class, the class of interest is considered positive and the majority class
is considered negative. Recently, several authors have addressed this problem
in various real life domains including customer churn prediction [6], financial
distress prediction [10], employee churn prediction [39], gene regulatory network
reconstruction [7] and information retrieval and filtering [35]. Previous studies
have shown that applying classifiers directly to imbalance dataset results in poor
performance [34,41,43]. One of the possible reasons for the poor performance is
skewed class distribution because of which the classification error gets dominated
by the majority class. Another kind of imbalance is referred to as within-class
imbalance which pertains to the state where a class composes of different number
of sub-clusters (sub-concepts) and these sub-clusters in turn, containing different
number of examples.
c© Springer International Publishing AG, part of Springer Nature 2018
P. Perner (Ed.): ICDM 2018, LNAI 10933, pp. 1–16, 2018.
https://doi.org/10.1007/978-3-319-95786-9_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95786-9_1&domain=pdf


2 S. A. Shahee and U. Ananthakumar

In addition to class imbalance, small disjuncts, lack of density, overlapping
between classes and noisy examples also deteriorate the performance of the clas-
sifiers [2,28–30,36]. The between-class imbalance along with within-class imbal-
ance is an instance of problem of small disjuncts [26]. Literature presents dif-
ferent ways of handling class imbalance such as data preprocessing, algorithmic
based, cost-based methods and ensemble of classifier sampling methods [12,17].
Though no method is superior in handling all imbalanced problems, sampling
based methods have shown great capability as they attempt to improve data
distribution rather than the classifier [3,8,23,42]. Sampling method is a prepro-
cessing technique that modifies the imbalanced data to a balanced data using
some mechanism. This is generally carried out by either increasing the minority
class examples called as oversampling or by decreasing the majority examples,
referred to as undersampling [4,13]. It is not advisable to undersample the major-
ity class examples if minority class has complete rarity [40]. The current literature
available on simultaneous between-class imbalance and within-class imbalance is
limited.

In this paper, an adaptive method for handling between class imbalance and
within class imbalance simultaneously based on an oversampling technique is
proposed. It also factors in the scatter of data for improving the accuracy of
both the classes on the test set. Removing between class imbalance and within
class imbalance simultaneously helps the classifier to give equal importance to
all the sub-clusters, and adaptively increasing the size of sub-clusters handles the
randomness in the dataset. Generally, classifier minimizes the total error, and
removal of between class imbalance and within class imbalance helps the classifier
in giving equal weight to all the sub-clusters irrespective of the classes thus
resulting in increased accuracy of both the classes. Neural network is one such
classifier and is being used in this study. The proposed method is validated on
publicly available data sets and compared with well known existing oversampling
techniques. Section 2 discusses the proposed method and analysis on publicly
available data sets is presented in Sect. 3. Finally, Sect. 4 concludes the paper
with future work.

2 An Adaptive Oversampling Technique

The approach in this proposed method is to oversample the examples in such
a way that it helps the classifier in increasing the classification accuracy on the
test set.

The proposed method is based on two challenging aspects faced by the clas-
sifiers in case of imbalanced data sets. First one is the case of the loss function,
where the majority class dominates the minority class and thus eventually, min-
imization of the loss function is largely due to minimization of the majority
class. Because of this, the decision boundary between the classes does not get
shifted towards the minority class. Removing the between class and within class
imbalance helps in removing the dominance of the majority class.

Another challenge faced by the classifiers is the accuracy of the classifiers
on the test set. Due to the randomness of data, if the test example lies in the
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Fig. 1. Synthetic minority class examples generation on the peripheral of Lowner John
ellipsoids

outskirts of the sub-clusters, there is a need to adjust the decision boundary
to minimize misclassification. This is achieved by expanding the size of the sub-
cluster in order to cope with such test examples. Now the question is, what is the
surface of the sub-clusters and how far the sub-clusters should be expanded. To
answer this, we use minimum volume ellipsoid that contains the dataset known
as Lowner John ellipsoid [33]. We adaptively increase the size of the ellipsoid
and synthetic examples are generated on the surface of the ellipsoid. One such
instance is shown in Fig. 1 where minority class examples are denoted by stars
and majority class examples by circle.

In the proposed method, the first step is data cleaning where the noisy exam-
ples are removed from the dataset as this helps in reducing the oversampling of
noisy examples. After data cleaning, the concept is detected by using model
based clustering and the boundary of each of the clusters is determined by
Lowner John ellipsoid. Subsequently, the number of examples to be oversam-
pled is determined based on the complexity of sub-clusters and synthetic data
are generated on the peripheral of the ellipsoid. Following section elaborates the
proposed method in detail.

2.1 Data Cleaning

In data cleaning process, the proposed method removes the noisy examples in
the dataset. An example is considered as noisy if it is surrounded by all the
examples of other class as defined in [3]. The number of examples is taken to be
5 in this study as also being considered in other studies including [3,32].
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2.2 Locating Sub-clusters

Model based clustering [16] is used with respect to minority class to identify the
sub-clusters (or sub-concepts) present in the dataset. We have used MCLUST
[15] for implementing the model based clustering. MCLUST is a R package that
implements the combination of hierarchical agglomerative clustering, Expecta-
tion Maximization (EM) and Bayesian Information criterion (BIC) for compre-
hensive cluster analysis.

2.3 Structure of Sub-clusters

The structure of sub-clusters can be obtained using eigenvalues and eigenvector.
Eigenvectors gives the shape of sub-cluster and size is given by eigenvalues. Let
X = {x1, x2, . . . , xm} be a dataset having m examples and n features. Let the
mean vector of X be μ and the covariance matrix computed by Σ = E[(X −
μ)(X − μ)T ]. The eigenvalues (λ) and eigenvectors v of the covariance matrix Σ
are found such that Σv = λv.

2.4 Identifying the Boundary of Sub-clusters

For each of the sub-clusters, Lowner-John ellipsoid is obtained as given by
[33]. This is a minimum volume ellipsoid that contains the convex hull of
C = {x1, x2, . . . , xm} ⊆ Rn. The general equation of ellipsoid is

ε = {v|||Av + b||2 ≤ 1} (1)

We assume that A ∈ Sn
++ is a positive definite matrix where the volume of

ε is proportional to detA−1. The problem of computing the minimum volume
ellipsoid containing C can be expressed as

minimize logdetA−1

subject to ||Axi + b||2 ≤ 1, i = 1, . . . ,m.
(2)

We use CVX [21], a Matlab-based modeling system for solving this optimization
problem.

2.5 Synthetic Data Generation

The synthetic data generation is based on the following three steps

1. In the first step, the proposed method determines the number of examples
to be oversampled per cluster. The number of minority class examples to be
oversampled is computed using Eq. (3).

N = TC0 − TC1 (3)

where N is the number of minority class examples to be oversampled, TC0 is
the total number of examples of majority class class 0 and TC1 is the total
number of examples of class 1.
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It then computes the complexity of sub-clusters based on the number of dan-
ger zone examples. An example is called a danger zone example or a borderline
example if an example under consideration is surrounded by more than 50%
examples of other class as also being considered in other studies including
[23]. That is, if k is the number of nearest neighbors under consideration, an
example being a danger zone example implies k/2 ≤ z < k where z is the
number of other class examples among the k nearest neighbor examples. For
example, Fig. 2 shows two sub-clusters of minority class having 4 and 2 danger
zone examples. In this study, we consider k = 5 as in [3]. Let c1, c2, c3, . . . , cq
be the number of danger zone examples present in the sub-clusters 1, 2, . . . , q
respectively. The number of examples to be oversampled in the sub-cluster i
is given by

ni =
ci ∗ N

∑q
i=1 ci

(4)

2. Having determined the number of examples to be oversampled, the next task
is to weigh the danger zone examples in accordance with the direction of the
ellipsoid and its distance from the centroid. These weights are computed with
respect to the eigenvectors of the variance-covariance matrix of the dataset.
For example, consider Fig. 3 where A and B denote the danger zone examples.
Here we compute the inner product between danger zone examples A and
B with the eigenvectors Evec1 and EVec2 that form acute angles with the
danger zone examples. The weight of A, W (A) is computed as

W (A) = 〈A,EV ec1〉 + 〈A,Evec2〉 (5)

Similarly the weight of B, W (B) is computed as

W (B) = 〈B,EV ec1〉 + 〈B,Evec2〉 (6)

Thus, when data is n dimensional, the total weight of the bthk danger zone
example wk is

wk =
n∑

i=1

〈 bk, ei〉 (7)

where ei is the eigenvector.
3. In each of the sub-clusters, synthetic examples are generated on the Lowner

John ellipsoid by linear extrapolation of the selected danger zone example
where the selection of danger zone example is carried out with respect to the
weights obtained in step 2. Here

P (bk) =
wk∑ci
i=1 wi

(8)

where P (bk) is the probability of selecting danger zone example bk and
wk is the weight of kth danger zone example present in the sub-cluster ci.
The selected danger zone example is extrapolated and a synthetic example
is generated on the Lowner John ellipsoid at the point of intersection of the
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Fig. 2. Illustration of danger zone examples of minority class sub-clusters

extrapolated vector with Lowner John ellipsoid. Let the centroid of the ellip-
soid be center = −A−1 ∗b and if bk is the danger zone example selected based
on the probability distribution given by Eq. (8), the vector v = bk − center
is extrapolated by ‘r’ units to intersect with the ellipsoid and the synthetic
example st thus generated is given by

st = center +
(r + C) ∗ v

‖v‖ (9)

where C controls the expansion of the ellipsoid.

Fig. 3. Illustration of danger zone examples A & B of minority class forming acute
angle with eigenvector in bold line
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The whole procedure of the algorithm is explained in Algorithm1.

Algorithm 1. An Adaptive Oversampling Technique for Imbalanced Data sets
Input: Training dataset: S = {Xi, yi}, i = 1, ..., m; Xi ∈ Rn and yi ∈ {0, 1} Positive

class: S+ = {X+
i , y+

i }, i = 1, .., m+; Negative class: S− = {X−
i , y−

i }, i = 1, ..., m−;
S = S+∪S−; m = m++m− and No. of examples to be oversampled: N = m−−m+

Output: Oversampled Dataset
1: Clean the training set
2: Apply Model-Based clustering on S+, return {smin1, .....sminq} sub-clusters.
3: for each minority sub-cluster smini, 1 ≤ i ≤ q do
4: Bi ← DangerzoneExample(smini) //Return list of danger zone examples
5: end for
6: for each minority sub-cluster smini, 1 ≤ i ≤ q do
7: ni =

length(Bi)∗N∑q
n=1 length(Bi)

for i = 1, ..., q // No of examples to oversample in sub-

cluster i
8: end for
9: for i = 1 to q do
10: μi ← mean(smini)
11: Σi ← cov(smini)
12: Compute the Lowner John ellipsoids of smini as given in Subsect. 2.4 gives A

and b
13: The eigenvectors v1, ..., vn and eigenvalues λ1, ...λn of the covariance matrix Σi

of dataset in sub-clusters smini is computed by Σvi = λiv
14: for j = 1 to length(Bi) do
15: bj ← Bi[j]
16: wj = 0
17: for t = 1 to n do
18: weight = 〈 bj , vt〉
19: if weight ≥ 0 then
20: wj = wj + weight
21: end if
22: end for
23: end for
24: p(bj) =

wj
∑length(Bi)

n=1 wn

// Compute the prob. dist of danger zone examples

25: NewSyntheticExample = Φ
26: for t = 1 to ni do
27: Select the danger zone example based bi based on step 24
28: Synthetic example st has been generated as given in equation (9)
29: NewSyntheticExample = NewSyntheticExample ∪ {st}
30: end for
31: oversamplei = smini ∪ NewSyntheticExample
32: end for

33: Oversampled Dataset =
q⋃

i=1

oversamplei
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3 Experiments

3.1 Data Sets

We evaluate the proposed method on 12 publicly available datasets which have
skewed class distribution available on the KEEL dataset [1] repository. As yeast
and pageblocks data sets have multiple classes, we have suitably transformed the
data sets to two classes to meet our needs of binary class problem. In case of
yeast dataset, it has 1484 examples and 10 classes {MIT, NUC, CYT, ME1,
ME2, ME3, EXC, VAC, POX, ERL}. We choose ME3 as the minority class
and the remaining are combined to form the majority class. In case of pageblocks
dataset, it has 548 examples and 5 classes {1, 2, 3, 4, 5}. We choose 1 as majority
class and the rest as the minority class. Minority class is chosen in both the data
sets in such a way that it contains reasonable number of examples to identify
the presence of sub-concepts and also to maintain the imbalance with respect
to the majority class. The rest of the data sets were taken as they are. Table 1
represents the characteristics of various data sets used in the analysis.

Table 1. The data sets

Data sets Total exp Minority exp Majority exp No. attribute

glass1 214 76 138 9

pima 768 268 500 8

glass0 214 70 144 9

yeast1 1484 429 1055 8

vehicle2 846 218 628 18

ecoli1 336 77 259 7

yeast 1484 163 1321 8

glass6 214 29 185 9

yeast3 1484 163 1321 8

yeast-0-5-6-7-9 vs 4 528 51 477 8

yeast-0-2-5-7-9 vs 3-6-8 1004 99 905 8

pageblocks 548 56 492 10

3.2 Assessment Metrics

Traditionally, performance of classifiers is evaluated based on the accuracy and
error rate as defined in (10). However, in case of the imbalanced dataset, the
accuracy measure is not appropriate as it does not differentiate misclassification
between the classes. Many studies address this shortcoming of accuracy measure
with regard to imbalanced dataset [9,14,20,31,37]. To deal with class imbalance,
various metric measures have been proposed in the literature that is based on
the confusion matrix shown in Table 2.
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Table 2. Confusion matrix

True class

Classifier output p n

P TP FP

N FN TN

Accuracy =
TP + TN

TP + FN + FP + TN

Error rate = 1 − Accuracy

(10)

These confusion matrix based measures described by [25] for imbalanced
learning problem are precision, recall, F-measure and G-mean. These measures
are defined as

Precision =
TP

TP + FP
(11)

Recall =
TP

TP + FN
(12)

F -Measure =
(1 + β2)Recall ∗ Precision

β2 ∗ Recall + Precision
(13)

Here β is a non-negative parameter that controls the influence of precision
and recall. In this study, we set β = 1 implying that precision and recall are
equally important.

G-Mean =

√
TP

TP + FN

TN

TN + FP
(14)

Another popular technique for evaluation of classifiers under imbalance
domain is the Receiving Operating Characteristic (ROC) curve [37]. ROC curve
is a graphical representation of the performance of the classifier by plotting TP
rates versus FP rates over possible threshold values. The TP rates and FP rates
are defined as

TP rate =
TP

TP + FN
(15)

FP rate =
FP

FP + TN
(16)

The quantitative representation of a ROC curve is the area under this curve
and is called AUC [5,27]. For the purpose of evaluation, we use AUC measure as
it is independent of the distribution of positive class and negative class examples
and hence this metric is not overwhelmed by the majority class examples. Apart
from this, we have also considered F -Measure for both minority and majority
class and G-Mean for comparative purposes.
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Fig. 4. Results of F-measure of majority class for various methods with the best one
being highlighted.

3.3 Experimental Settings

In this work, we have used the feed-forward neural network with backpropa-
gation. The structure of the network is such that it has input layers with the
number of neurons being equal to the number of features. The number of neurons
in the output layer is one as it is a binary classification problem. The number of
neurons in the hidden layer is the average of the number of features and num-
ber of classes [22]. The activation function used at each neuron is the sigmoid
function with learning rate 0.3.

We compare our proposed method with well known existing oversampling
methods such as SMOTE [8], ADASYN [24], MWMOTE [3] and CBO [30].
We use default parameter settings for these oversampling techniques. In case of
SMOTE [8], the number of nearest neighbor k is set to 5. In case of ADASYN
[24], the number of nearest neighbor k is 5 and desired level of balance is 1.
In case of MWMOTE [3], the number of neighbors used for predicting noisy
minority class examples is k1 = 5, the number of nearest neighbors used to
find majority class examples is k2 = 3, the percentage of original minority class
examples used in generating synthetic examples is k3 = |Smin|/2, the number of
clusters in the method is Cp = 3 and smoothing and rescaling values of different
scaling factors are Cf(th) = 5 and CMAX = 2 respectively.

3.4 Results

The results of 12 data sets for metric measures F-measure of majority and minor-
ity class, G-mean and AUC are shown in Figs. 4, 5, 6 and 7. It is enough to
show F-measure rather than explicitly showing Precision and Recall because
F-measure integrates Precision and Recall. We used 5-fold stratified cross-
validation technique that runs 5 independent times and average of this is pre-
sented in Figs. 4, 5, 6 and 7. In 5-fold stratified cross-validation technique, a
dataset is divided into 5 folds having an equal proportion of the classes. Among
the 5 folds, one fold is considered as the test set and the remaining 4 folds are
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Fig. 5. Results of F-measure of minority class for various methods with the best one
being highlighted.

Fig. 6. Results of G-mean for various methods with the best one being highlighted.

combined and considered as the training set. Oversampling is carried out only
on the training set and not on the test set in order to obtain unbiased estimates
of the model for future prediction.

Figure 4 shows the results of F-measure of majority class. It is clear from the
figure that the proposed method outperforms the other oversampling methods
for different values of C. In this study, we consider C ∈ {0, 2, 4, 6} where C
controls the expansion of the ellipsoid. C = 0 gives the minimum volume Lowner-
John ellipsoid and C = 2 means the size of ellipsoid increases by 2 units. The
results of Fmeasure1 is shown in Fig. 5. From the figure it is clear that the
proposed method outperforms the other methods except in case of data sets
glass1, glass0 and yeast1 where CBO, SMOTE and MWMOTE perform slightly
better. Similarly, the results in case of G-mean and AUC are shown in Figs. 6
and 7 respectively. The method yielding the best result is highlighted in all the
figures.

To compare the proposed method with other oversampling methods, we car-
ried out non-parametric tests as suggested in the literature [11,18,19]. Wilcoxon
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Fig. 7. Results of AUC for various methods with the best one being highlighted.

Table 3. Summary of Wilcoxon signed rank test between our proposed method and
other methods

Methods Proposed method Metric measure Hypothesis

Prior
oversampling

p value = 0.003204 F-measure of majority H0 rejected

p value = 0.002516 F-measure of minority H0 rejected

p value = 0.0004883 G-mean H0 rejected

p value = 0.003857 AUC H0 rejected

SMOTE p value = 0.002516 F-measure of majority H0 rejected

p value = 0.02061 F-measure of minority H0 rejected

p value = 0.07733 G-mean Fail to reject H0

p value = 0.0004883 AUC H0 rejected

ADASYN p value = 0.0004883 F-measure of majority H0 rejected

p value = 0.009766 F-measure of minority H0 rejected

p value = 0.2298 G-mean Fail to reject H0

p value = 0.004164 AUC H0 rejected

MWMOTE p value = 0.002478 F-measure of majority H0 rejected

p value = 0.01344 F-measure of minority H0 rejected

p value = 0.02531 G-mean H0 rejected

p value = 0.003857 AUC H0 rejected

CBO p value = 0.0004883 F-measure of majority H0 rejected

p value = 0.0009766 F-measure of minority H0 rejected

p value = 0.01669 G-mean H0 rejected

p value = 0.001465 AUC H0 rejected
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signed-rank non-parametric test [38] is carried out on F-measure of majority
class, F-measure of minority class, G-Mean and AUC. The null and alternative
hypothesis are as follows:

H0: The median difference is zero
H1: The median difference is positive.

This test computes the difference in the respective measure between the
proposed method and the method compared with it and ranks the absolute
differences. Let W+ be the sum of the ranks with positive differences and W−
be the sum of the ranks with negative differences. The test statistic is defined as
W = min(W+,W−). Since there are 12 data sets, the W value should be less
than 17 (critical value) at a significance level of 0.05 to reject H0 [38]. Table 3
shows the p-values of test statistics of Wilcoxon signed-rank test.

The statistical tests indicate that the proposed method statistically outper-
forms the other methods in terms of AUC and F-measure of both minority and
majority class, although in case of G-mean measure, the proposed method does
not seem to outperform SMOTE and ADASYN. Since we use AUC for compar-
ison purpose, it can be inferred that our proposed method is superior to other
oversampling methods.

4 Conclusion

In this paper, we propose an oversampling method that adaptively handles
between class imbalance and within class imbalance simultaneously. The method
identifies the concepts present in the data set using model based clustering and
then eliminates the between class and within class imbalance simultaneously by
oversampling the sub-clusters where the number of examples to be oversampled
is determined based on the complexity of the sub-clusters. The method focuses
on improving the test accuracy by adaptively expanding the size of sub-clusters
in order to cope with unseen test data. 12 publicly available data sets were ana-
lyzed and the results show that the proposed method outperforms the other
methods in terms of different performance measures such as F-measure of both
the majority and minority class and AUC.

The work could be extended by testing the performance of the proposed
method on highly imbalanced data sets. Further, in our current study, we have
expanded the size of clusters uniformly. This could be extended by incorporating
the complexity of the surrounding sub-clusters in order to adaptively expand the
size of various sub-clusters. This may reduce the possibility of overlapping with
other class sub-clusters resulting in increase of classification accuracy.
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10. Cleofas-Sánchez, L., Garćıa, V., Marqués, A., Sánchez, J.S.: Financial distress pre-
diction using the hybrid associative memory with translation. Appl. Soft Comput.
44, 144–152 (2016)
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Abstract. The purpose of this study was to develop an innovative
supervisor system to assist the operators in an industrial manufactur-
ing process to help discover new alternative solutions for improving both
the products and the manufacturing process.

This paper presents a solution for integrating different types of sta-
tistical modelling methods for a usable industrial application in quality
monitoring. The two case studies demonstrating the usability of the tool
were selected from a steel industry with different needs for knowledge
presentation. The usability of the quality monitoring tool was tested in
both case studies, both offline and online.

Keywords: Data mining · Smart manufacturing · Online monitoring
Quality prediction · Knowledge representation · Machine learning

1 Introduction

Knowledge can be considered to be the most valuable asset of a manufacturing
enterprise, when defining itself in the market and competing with others. The
competitiveness of today’s industry is built on quality management, delivery
reliability and resource efficiency, which are dependent on the effective usage of
the data collected from all possible sources. The risk is that the operators with
the limited capacity to process the incessant information flow miss the essential
knowledge within the data. Recent advances in statistical modelling, machine
learning and IT technologies create new opportunities to utilize the industrial
data efficiently and to distribute the refined knowledge to end users in right time
and convenient format.

Manufacturing has benefited from the field of data mining in several areas,
including engineering design, manufacturing systems, decision support systems,
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shop floor control and layout, fault detection, quality improvement, maintenance,
and customer relationship management [1]. While the amount of data expands
rapidly, there is a need for automated and intelligent tools for data mining. Statis-
tical regression and classification methods have been utilized for steel plate moni-
toring [2]. Decision support systems (DSS), for example, become intelligent when
combined with AI tools such as fuzzy logic, case-based reasoning, evolutionary
computing, artificial neural networks (ANN), and intelligent agents [3,4].

Knowledge engineering and data mining have enabled the development of
new types of manufacturing systems. Future manufacturing is able to adapt to
demands of agile manufacturing, including a rapid response to changing customer
requirements, concurrent design and engineering, lower cost of small volume pro-
duction, outsourcing of supply, distributed manufacturing, just-in-time delivery,
real-time planning and scheduling, increased demands for precision and quality,
reduced tolerance for errors, in-process measurements and feedback control [5].
Smart manufacturing will bring solutions to existing challenges, but the cur-
rent industry utilizes generally the information from its environment and in best
cases only the first level of knowledge (Fig. 1). The progress in industrial data
utilization is enabled with novel intelligent data processing methods.

Fig. 1. The evolution of data to knowledge requires novel methods for intelligent data
processing that enable the shift to smart manufacturing.

Bi et al. state that every major shifting of manufacturing paradigm has been
supported by the advancement of IT. Internet of Things (IoT) may change the
operation and role of many existing industrial systems in manufacturing. The
integration of sensors, RFID tags and communication technologies into the pro-
duction facilities enables the cooperation and communication between different
physical objects and devices [6]. One of the technical challenges in IoT research
is the question how to integrate IoT with existing IT systems. When the mas-
sive amount of real-time data flow is to be analysed, currently strong big data
analytics skills are needed from the end user [7]. However, the employment of
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experts concentrate on the core area of the industry, which in its turn, generate
a demand for intelligent tools for decision support.

Information presentation is a complex task in manufacturing, as the amount
of quality parameters that need to be linked with even a larger number of pro-
cess parameters is difficult to process with capabilities of a human being. Akram
et al. show how statistical process control (SPC) and automatic process control
(APC) can be integrated for process monitoring and adjustment [8]. Statistical
models bring wider possibility to produce information with their capability to
predict the future outcome, which enables the process and production planning.
The challenge is how to enable the communication between people, how to get
information that they need from the process or the product, if the information
transfer is enabled between the work posts or manufacturing facilities, or how
to provide information about the malfunction or decreased quality of the prod-
ucts. The information should be presented clearly, solutions for the problem,
also warnings if automatic corrective actions are enabled. As a whole, the infor-
mation chain should be supported with a tool that enables the knowledge based
conversation within the company.

When product quality improvement is pursued, Kano and Nakagawa suggest
that the process monitoring system should have at least the following functions:
it should be able to predict product quality from operating conditions, to derive
better operating conditions that can improve the product quality, and to detect
faults or malfunctions for preventing undesirable operation. They have used soft
sensors for quality prediction, optimization for operating conditions improve-
ment, and multivariate statistical process control (MSPC) for fault detection
in steel industry application [9]. From these objectives, the derivation of better
operating conditions may be the most difficult one to reach; even the definition
for better conditions can be challenging to draw, as the conditions are often a
compromise of least harmful and cost efficient practices.

In this article, we propose a method for online quality monitoring during
a manufacturing process with two application cases in steel industry. Our tool
links together the statistical models for prediction of quality properties based
on the process settings and variables, and presents the results with easily inter-
pretable visualisations. This paper is organized as follows. Section 2 describes the
requirements and specifications for online quality monitoring tool for industrial
use. Section 3 presents the choice of the modelling method for quality moni-
toring purposes. The quality prediction based tools for decision support in two
case studies are presented in Sect. 4. Section 5 concludes the quality monitoring
development.

2 Developing a Quality Monitoring
Tool for Industrial Use

2.1 The Domain Requirements and Requests

We launched the development of the quality monitoring tool (QMT) by sur-
veying the requirements set by business, end users and IT environment of the
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process industry. We arranged a series of workshops with participating compa-
nies, development partners and other stakeholders.

When specifying the requirements of the QMT, we selected the key user
groups for the first development step. This way, the tool could be demonstrated
with users having different needs. The selection had the highest impact on the
user interface and information presentation.

Technical specifications of the quality tool were stable and reliable applica-
tions, performance, maintainability, scalability: adding new modules, features,
methods or algorithms should be easy, security, authentication, recoverability,
standards and tools (programming languages) and accessibility (web applica-
tion) are also needed.

The QMT prototype is illustrated in Fig. 2. The transfer of the information
from the manufacturing process to the end users is presented in the following
four steps that are (1) data acquisition, (2) data storage, (3) information analysis
and (4) information delivery. In most advanced visualizations in our tool, the
information has been refined to knowledge with automatic interpretation of the
results.

Fig. 2. The prototype of QMT.

2.2 The Specifications for the Tool

The quality information in the QMT is based on the statistical prediction
models implemented in R language and equations and rules implemented in
C++Mathematical ExpressionToolkit Library (ExprTk). R is a free and open
source language for statistical computing. R is integrated into QMT with RServe
module, which allows other programs to use facilities of R. R scripts can be writ-
ten standalone and integration into QMT is straightforward. ExprTk is a math-
ematical expression parsing and evaluation engine. It is integrated into QMT by
including it directly to the source code.

QMT server side is implemented in C++ language. Server side functionality
of QMT includes data access and integration into models. Online data access
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for QMT is accomplished by reading data from a database. Typically, selected
database views are created for accessing data from a database. Some data pre-
processing is needed before data can be used for model calculation. For example,
a valid range for all model input variables has been defined, and if these limits
were violated, model result may not be reliable which is shown with a question
mark in the QMT user interface.

The QMT user interface is web based, and in typical use, it provides an
overview of process quality as a starting point. In the quality overview, colour
coded bars present the quality status of different process phases for each product
during the selected time span. Typically, red colour indicates process failure or
malfunction, yellow a warning for a process failure and green normal operation.
Additionally, white colour indicates that quality information could not be calcu-
lated for some reason. Figure 3 illustrates a screen shot from the user interface.
The overview to the process shows the predicted quality based on several quality
models at different process steps. It hides mathematical models and all process
variables from which the quality information is composed. The user can define
the relevant quality models to be presented, and if any specific product looks
interesting, the tool provides a possibility to analyse it further just by clicking
the corresponding bar. Naturally, different user groups require different kinds of
views to QMT based on their needs.

Fig. 3. The user interface of QMT. (Color figure online)

3 Statistical Quality Models

In industrial applications, high nonlinearity and many interactions between pro-
cess settings challenge the performance of the models. Furthermore, the infor-
mation about the relations between the predicted variable and the explanatory
variables should be available, as for the user, the prediction itself is as valuable as
the information about the effects of the process variables to the predicted quality
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property. With an online system, the functionality of the tool would suffer, if
the models were not capable of processing observations with missing data.

During the last two decades, neural networks have been a popular method for
modelling data with complex relations between variables [10–12]. Lately, ensem-
ble algorithms have risen to challenge them with equal accuracy, faster learning,
tendency to reduce bias and variance, and they are more likely to over-fit. Seni
and Elder state that ensemble methods have been called the most influential
development in data mining and machine learning in the past decade [13]. Gra-
dient boosting machines are a family of powerful machine learning techniques
that has been successfully applied to a wide range of practical applications [14].
Boosted regression trees are capable of handling different types of predictors
and accommodating missing data, there is no need for prior transformation of
variables, they can fit complex nonlinear relationships, and automatically handle
interactions between predictors [15]. For QMT, the generalized boosted regres-
sion models (GBM) were selected, and details of this model can be found in [16].
Juutilainen et al. presents in detail how to build models for rejection probability
calculation in industrial applications [17].

4 Quality Monitoring in Manufacturing

Two case studies from steel industry were selected to demonstrate the use of
the QMT. In case 1, a typical end user is a process engineer with an interest
in detailed information about the process and with a need to find root causes
for decreased quality. In case 2, a typical end user is an operator with a need
for simple and easy-to-interpret presentations about the possibilities of how to
improve the quality online.

4.1 Case 1: Strip Profile

A steel strip profile is a quality property for which the product development and
the customer set a target value. This information is also essential for the follow-
ing process steps; especially a negative profile can be very harmful during cold
rolling. The target for profile locates typically between 0.03–0.08 mm. Because
during the rolling schedule, the target can vary from product to product and
strip to strip, profile adaptation is not possible, it is more difficult to hit the
target every time. With prediction models, it is possible to design products that
more likely fulfil the requirements, as well as to find root causes for the failure.
In our QMT, the user can select between the profile and the deviation from the
target profile models, depending on the needs.

A typical user could be a process engineer, who wants to learn more about
the process and improve it by designing new process practices or product types.
The user would expect to have the following outputs that would assist him/her
in decision making:

– colour-coded predicted quality during a selected time span for each product
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– for a selected product, details about the related process parameters
– information if the model is extrapolating, e.g. some parameter values exceed

the training data, and thus, the prediction may be less reliable
– details and visual information about the parameters in the model; what are

the most important factors affecting the quality and how do they affect it
– if the product is predicted to have lower quality, how does it differ from the

good ones and what could be done differently.

The information flow can get easily overwhelming, and the customization of
the result presentation becomes crucial. It is important that the user can find the
preferred analysis tools easily and the automated interpretation of the results is
provided to speed up the decision making.

By observing the quality prediction model, the user can learn more about
the quality property itself and how different process parameters affect it. The
strength of the influence for each variable in the model correlates with the actual
impact on the quality, and when the quality needs to be improved, the strongest
variables are the first candidates to be considered. Figure 4 presents the relative
influence of the variables in the profile deviation model. For example, process
factors that relate to strength of the steel have a high impact on the profile
deviation risk.

Fig. 4. The visualized variable importance in the GBM model for quality prediction.

The GBM model enables the visual inspection of the effect of each vari-
able in the model. Thus, the user can learn to understand the manufacturing
process better. Figure 5 presents two variables from a profile deviation model.
The desired value for the property would be zero, and it can be seen that
changes in strip width from product to product will increase the risk of profile
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deviation to both directions, whereas the large positive values of roll position
(S2 ACT C V C POSITION) will increase the risk of negative profile deviation.

Fig. 5. The visualized effects of two variables in the GBM model for profile deviation
prediction.

While analysing the prediction results of a product with a risk of a failure,
the user typically asks what the difference between the observed one and good
products is. Visually the difference can be effectively presented with parallel
coordinates [18]. The comparison is not simple though, because, the determina-
tion of a similar good products is a complex procedure. There is not only one
way of making each product, but it is always a compromise forced by the status
of the production line. Furthermore, there can be hundreds of different products
with small modifications depending on the customer. In this application, the
weight and height of a strip were used as similarity measures when fetching the
best products from a pool of good products that can be used as examples of good
production practices. Figure 6 presents two examples of products with negative
predicted deviation from the profile target (black) and their comparison with
similar good products (green). In the upper case, the observed product seems
to have a bit higher value for parameters 2 and 7, but no clear candidates for
quality improvement cannot be determined. In the lower case, variables 2, 3, 4
and 7 have a significant difference to the good products, and thus, the user will
learn that those settings possess a higher risk for failure.

The comparison can be done also by calculating the distances between the
curves. This way, a threshold can be set for showing high enough deviations from
the good products. In Fig. 7, the distances of an observed product are visually
compared with the good ones. The customisation of the QMT has been made
possible by offering several visualisation tool choices for the user.

4.2 Case 2: Strip Roughness

The central roughness of a stainless steel strip is a defect that appear after
cold-rolling and surface treatments. The tendency to suffer from this defect type
depends on the chemical composition and mechanical properties of the product,
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Fig. 6. The parallel coordinates visualize the difference between the good products
(green) and the observed product (black) having an increased predicted risk for a
failure. (Color figure online)

Fig. 7. The deviations of the model variables from the good products for a selected
observation.
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but also cold-rolling process parameters have a high impact on the surface. The
QMT provides the user an easy to follow overall view to the process, and the
user gets simple suggestions for improving the process, if an increased risk of
defect occurred.

A typical user could be a process operator, who needs to concentrate on
various information sources simultaneously. The presentation of the predicted
quality have to be simple and it should support decision making when there is a
limited time to react. The user would expect to have the following outputs that
would assist him/her in decision making:

– colour-coded predicted quality during a selected time span for each product
– clear visualization of recommended actions for a product with defect risk.

It is important that only relevant information is presented, or the user might
start to neglect it. The chemical composition may have a high influence on the
product quality, but at this point, the process operator have no possibility to
modify it, and thus, the information is meaningless for the user. Instead, the
process engineer is responsible for the improvement of the whole manufacturing
process.

Figure 8 presents the information provided for the process operator, when the
observed product has a risk of surface defect. It is easy to select which parameter
should be adjusted, when no distracting information is present.

Fig. 8. Recommendations for process improvement.

5 Conclusion and Perspectives

This paper presented an online quality monitoring tool for information acquisi-
tion and sharing in manufacturing. The web based tool provides decision support
for users in different roles in manufacturing. Furthermore, the user can find root-
causes for the reduced quality and learn how to improve the process.
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Statistical quality models predict the quality of each product during the
manufacturing, and the results are colour-coded to easily interpreted visual pre-
sentations. When the user notices a deviant product or a period of defected
products, it is easy to fetch more information about the product by selecting
suitable actions. The provided visualizations will help to understand the model
and factors that affect the prediction, and thus, the predicted quality as well.
More advanced methods link the observed products with successful similar prod-
ucts and highlight the differences in production. It can also recommend actions
for quality improvement.

The QMT is having an online test period at both participating factories.
The user feedback will provide us valuable information for further development
of the tool. New user groups with different needs for information presentation
will be included in the tool later. In its current version, the selected product
can be compared with good ones fetched from a saved data set that has a large
presentation of different product types. Later, the dynamicity will be improved
by allowing the QMT to fetch an up to date comparison data from the online
data base. As a result, it will be faster to find process settings that may be
causing quality issues in constantly changing environment.
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Abstract. Being one of the most useful fields of data mining, sequential
pattern mining is a very popular and much researched domain. However,
simply pattern mining is often not enough to understand the intricate
relationships that exist between data objects or items. A correlation mea-
sure can uplift the task of mining interesting information that is useful
to the end user. In this paper, we propose a new correlation measure,
SequentialCorrelation, for sequential patterns. Along with that, we pro-
pose a complete method called SCMine and design its efficient trie-based
implementation. We use the measure to define a one or two way relation-
ship between data objects and subsequently classify patterns into two
subsets based on order dependency. Our performance study shows that a
number of insignificant patterns can be pruned and it can give valuable
insight into the datasets. SequentialCorrelation along with SCMine
can be very useful in many real life applications, especially because con-
ventional correlation measures are not applicable in sequential datasets.

Keywords: Sequential pattern · Sequential correlation
Data mining · Sequential dependency

1 Introduction

Data mining is a field of science that deals with obtaining information (possibly
unknown, interesting) from a huge amount of raw, unstructured data or repos-
itories. One of the recently popular fields of data mining is sequential pattern
mining. Sequential pattern mining [5] is quite similar to the classic data min-
ing domain of frequent itemset mining. The main difference between the two
is that, the order of items or data objects are not relevant in frequent itemset
mining whereas sequential pattern mining specifically deals with data sequences
where items are ordered. Sequential pattern mining methods are popularly used
to identify patterns which are usually used in making recommendation systems,
text predictions, improving system usability, making informative product choice
decisions.

Many a times, even mining the frequent patterns or sequences are not enough.
We would get a huge amount of patterns in lower support thresholds and only
c© Springer International Publishing AG, part of Springer Nature 2018
P. Perner (Ed.): ICDM 2018, LNAI 10933, pp. 29–43, 2018.
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the obvious information from high thresholds. Correlation analysis is a useful
tool here. Correlation analysis basically means finding out or measuring the
strength of relationship among items, itemsets or data objects. The main moti-
vation behind our work lies in the fact that there are not many widely known or
standard correlation measures for sequential patterns.

For example, let’s suppose laptops and portable hard drives are frequently
bought from a tech shop. Furthermore, there are 8 occurrences of Laptop =⇒
Hard Drive and 2 occurrences of Hard Drive =⇒ Laptop. In the total dataset
there are 10 occurrences of each. In lower support thresholds, both these patterns
are frequent but obviously we can decipher more about their relationship from
the frequencies. There’s a 80% possibility that a laptop purchase will be followed
by a purchase of hard drive, which means hard drives are generally bought after
laptops.

Because we are working with sequential patterns, it is important that we
retain information about the order in which they appeared while mining. If the
sale of hard drives is found to be followed by the sale of laptop to a significant
degree, this can be used in the real life application to boost sales or improve
service. Otherwise if the order is not significant enough, advertising can be done
in any form irrespective of order.

Our main contributions have been finding a null invariant correlation mea-
sure for sequential patterns and constructing a complete method of using this
measure, while keeping in mind the overhead for correlation analysis and per-
formance benefits.

In the next section, some overview of previous works related to our field of
application has been given. Section 3 contains the approach and algorithm with a
short demonstration towards the end. Section 4 discusses the performance study
and results obtained from it. Finally, we conclude with a small discussion about
the future scope of our proposed methodology in Sect. 5.

2 Related Work

There are multiple sequential pattern mining algorithms. The most widely used
one is PrefixSpan [1]. Given a sequence database and the minimum sup-
port threshold, PrefixSpan finds the complete set of sequential patterns in the
database. It adopts a divide-and-conquer, pattern-growth principle by recur-
sively projecting sequence databases into a set of smaller projected databases
based on the current sequential pattern(s). Projected database is a collection of
suffixes with respect to a specific prefix. Then sequential patterns are grown in
each projected databases by exploring only locally frequent fragments. Physical
projection of a sequence can also be replaced by registering a sequence identifier.

PSBSpan [7] is an algorithm based on pattern growth methodology for
mining frequent correlated sequences. The basic idea is that, a frequent sequence
is correlated if the items in the sequence are more probable to appearing together
as a sequence rather than appearing separately. Using this ratio of probability, a
prefix and suffix upperbound can be calculated for each sequence. The algorithm
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works basically like PrefixSpan, the only addition being that a frequent sequence
is only selected at each step if its prefix/suffix upperbound crosses a correlation
threshold.

S2MP [10] is a similarity measure to compute the similarity of sequential
patterns, which takes the characteristics and the semantics of sequential patterns
into account. It considers the position of items as well as the number of common
and non-common items in a sequence. A mapping score is given based on the
resemblance of two sequences and an order score is given based the order and
position of items in the sequences. Finally, S2MP is an aggregation of the two
scores.

The CMRules [3] is an association rule mining algorithm, which is based
on the fact if we ignore or remove the time information of a sequence database,
we obtain a transaction database. The algorithm ignores sequential information
and mines the transaction database based on a minimum support and confidence
threshold and generates the association rules. After that, sequential support and
confidence of each rule is calculated by the sequential database and rules that
do not meet the thresholds are eliminated. Since it uses general association rule
mining, the execution time for CMRules grows proportionally to the number of
association rules.

3 Our Proposed Approach

In this section, we will discuss:

– Our proposed measure SequentialCorrelation
– A complete algorithm for pattern categorization, SCMine, along with its

pseudo-code
– A suitable example for better understanding.

3.1 Terminologies

Itemset and Sequence: An itemset is denoted as (x1, x2, . . . , xk), where xk is
an item. A sequence is an ordered list of itemsets. A sequence S is denoted by
〈s1s2, . . . , sl〉, where sj is an itemset or an element of the sequence.

Reverse Sequence: If a multi-itemset sequence is frequent, all of its sub pat-
terns will be frequent also. So we consider each of the itemset to be atomic
because an itemset is present in frequent pattern when the items in the itemset
occur frequently, so it is significant as a whole.

So if S = 〈A(AB)CD〉, then reverse sequence of S, S′ = 〈DC(AB)A〉.

Order Dependent or One Way Sequences: An order dependent sequence
is formally defined as a sequence whose items maintain a dominant order of
appearance in the sequential database. If A and B are items or itemsets in a
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sequential dataset then the sequence AB will be order dependent if the event,
eA, containing A mostly comes before the event, eB , which contains B.

It is also denoted as a one way sequence because AB will be frequent in the
dataset while BA falls below the user defined support threshold i.e. the reverse
sequence is infrequent.

Order Independent Sequences: An order independent sequence is defined
as a sequence whose items have flexible order of appearance in the sequential
database. For example, the sequence AB will be order independent if the event,
eA, containing A and the event eB , which contains B have no dominant order. In
other words, eA can occur before and after eB in similar frequency in the total
dataset.

SequentialCorrelation: Our measure, SequentialCorrelation, works by tak-
ing the ratio of a certain pattern and its reverse with respect to their total
occurrence. This gives us an estimate about the percentage or amount of pat-
terns that follow a certain direction. We do not consider the total number of
transactions because we wanted the measure to be null invariant.

Let F(A) be such a function that generates the frequency or total count of
sequence A in the dataset. Here, A can be a sequence of itemsets. A’ will be the
reverse sequence. For Example, if A = 〈A(AB)CD〉, then A′ = 〈DC(AB)A〉. So
the Sequential Correlation becomes:

SequentialCorrelation, SC(A) =
F (A) − F (A′)
F (A) + F (A′)

(1)

The sequential correlation score will always have a value in the range
[−1, 1] as all the itemsets in A will be frequent items or itemsets. |SC| = 0 will
mean items are independent and |SC| = 1 will mean items have a very strong
order dependency. A negative score represents that the reverse sequence is more
significant. The score is also null-invariant as it doesn’t take null transactions
into consideration.

SequentialCorrelation Threshold (SC. Threshold): SequentialCorrelation
Threshold denotes the tolerance or benchmark level for order dependency. Using
a high threshold means that highly order dependent sequences are taken as
interesting. A low threshold means that patterns or sequences can have flexibil-
ity in ordering items. It is denoted as SC.Threshold. Like support-confidence
threshold, there is no universal SC.Threshold value that is used. The threshold
depends on the type of database, the data it carries and the particular objectives
of the user.

3.2 Trie Architecture

For the purpose of efficient storing and retrieving of patterns, the trie data
structure has been used. It is also known as prefix tree. The trie is efficient in
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memory usage because a lot of patterns or sequences will same the prefix or a
partially similar prefix. It is essentially a tree with each node representing an
element of the sequence. Each prefix is also stored only once.

Suppose, the dataset contains the sequences {ABC:2, AD:3, BD:2}. The trie
will have a root which contains links to the start of each sequence. The endpoint
flags if the sequence upto that node is actually found in the dataset or it is just
an intermediate node. The trie will look similar to Fig. 1.

Fig. 1. Structure of the trie

3.3 Algorithm: SCMine

Given a sequential database and the set of frequent sequences based on a user-
defined support threshold, we need to find the sets of order dependent sequences
and order independent sequences by using SequentialCorrelation measure. The
SC.Threshold is also user-defined.

Step by Step Procedure: The prerequisite of our algorithm is a frequent
pattern mining step. SCMine assumes that any acceptable sequential pattern
mining algorithm has been used to generate the list of frequent sequential pat-
terns and their frequency count. Then the following steps are taken:

– Build trie from frequent patterns: For each frequent pattern, the pattern
along with its frequency or count is stored into the trie. At the end of this
step, the trie will contain the complete set of frequent patterns.
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– Calculate SequentialCorrelation score: At this step, the correlation score
for each frequent pattern is calculated from Eq. (1). To calculate the score,
the reverse pattern frequency is also looked up from the trie.

– Categorize patterns: After calculating the SequentialCorrelation score for
each pattern, they can now be categorized into order dependent or order inde-
pendent sequences based on SC.Threshold. If the score of a pattern crosses
the threshold it is categorized as order dependent.

3.4 Pseudocode

The SCMine algorithm starts from line 4, by calling the SCMINE() procedure
with the list of frequent patterns or sequences generated by PrefixSpan and
the user defined SC.Threshold. In line 5–7, the trie is prepared with all the
frequent patterns and their frequencies. From line 8, each pattern is processed.
Line 11 provides the first condition of classification or partitioning. In line 14, the
procedure SEQUENTIALCORRELATION() is called. The procedure is defined
in line 1–3. It performs a lookup on the trie to get the frequencies needed and
uses simple mathematics to calculate the return value. In line 15 and 17, the
score is compared and based on the comparison, different partitioning decisions

Algorithm 1. Calculating sequential correlation
1: procedure SequentialCorrelation(A)
2: F ← frequency of A
3: F’ ← frequency of A′

score:= F-F’
F+F’

return score
4: procedure SCMine(List of all frequent patterns, SC.Threshold)
5: Trie T =⇒ ∅
6: for (all frequent patterns) do
7: Insert into T
8: for (all frequent patterns) do
9: A ← pattern S

10: A’ ← reverse of pattern S
11: if A′ is not frequent
12: then A is an order dependent sequence
13: else begin
14: score:= SEQUENTIALCORRELATION(A)
15: if(|score| < SC.Threshold)
16: then A and A’ are order independent sequences
17: else if(score ≥ 0 and |score| ≥ SC.Threshold)
18: then A is an order dependent sequence and dominant in order
19: else
20: A′ is an order dependent sequence and dominant in order
21: end
22: end
23:
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are taken. If the absolute value of the score is less than the threshold, then it is
put into the order independent subset.

3.5 Demonstration

We use a minimized dataset containing 10 distinct items and 10 sequences for
demonstration purpose here (Table 1):

Table 1. Sequences of the custom dataset (minimized)

Code Item
C Cooler
D Desktop
E Earphone
K Keyboard
L Laptop
M Mouse
P Pen Drive
R Router
S Smartphone
U UPS

Sequences
L M S E R
D U S L E
L M S R E
L E S P M
L M S P E
L E C S M P
S E R L
L S E
S L E R P
S E M R K L

Single-Item Sequences: L:10, S:10, E:10, R:5, M:5, P:4, D:1, K:1, C:1, U:1.
At 20% minimum support threshold, we get 6 items: L, S, E, R, M, P.

Generating Sequential Patterns: Calculating sequences prefixed with S:

– Set of Suffixes with prefix S in dataset:

〈ER,LE,RE,PM,PE,MP,ERL,E,LERP,EMRKL〉

From this, we calculate the frequent items in this set E:8, R:5, L:4, P:4, M:3.
– Set of suffixes with prefix SE in dataset:

〈R,RL,RP,MRKL〉

From this we calculate the frequent items in this set: R:4, L:2.
– Set of suffixes with prefix SER in dataset:

〈L,P,KL〉

From this we calculate the frequent items in this set: L:2.
– Set of suffixes with prefix SERL in dataset is empty. So this pattern will not

get any longer.
The sequential patterns with prefix S are listed in Table 2.
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Table 2. Sequential patterns with prefix S

Prefix Projected (suffix) database Sequential pattern

<S> <ER>, <LE>, <RE>, <PM>, <PE>,
<MP>, <ERL>, <E>, <LERP>,
<EMRKL>

<S>, <SL>, <SE>,<SR>,
<SM>, <SK>, <SP>

<SL> <E>, <ERP> <SLE>

<SE> <R>, <RL>, <RP>, <MRKL> <SEL>, <SER>, <SERL>

<SR> <E>, <L>, <P>, <KL> <SRL>

<SM> <P>, <RKL> -

<SK> <L> -

<SP> <M>, <E> -

As this is a recursive process, similarly we generate the projected databases
for all other frequent prefixes such as - L, E, R, M, P.

We get 20 sequences with 2 items, 21 sequences with 3 items and 5 sequences
with 4 items. Let us calculate sequential correlation for the sequence 〈E-S〉.
Here, F(E-S) = 2, F(S-E) = 8

SequentialCorrelation, SC(E-S) =
2 − 8
2 + 8

= −0.6

As the SC is negative, the dominant order of the items is the reverse order and
as the value is higher than 0.5, these two items are moderately dependent and
the order of dependency is S =⇒ E.

Similarly for 〈L-R〉, F(L-R) = 2, F(R-L) = 2

SequentialCorrelation, SC(L-R) =
2 − 2
2 + 2

= 0

As the SC is 0, these two items are completely independent. They don’t have
any specific order.

Again, for 〈M -S-E〉, F(M-S-E) = 3, F(E-S-M) = 2,

SequentialCorrelation, SC(M -S-E) =
3 − 2
3 + 2

= 0.2

As the SC is less than 0.5, these items are order independent.
To avoid redundancy, we have only listed the frequent sequences with positive

SC score in Table 3 because the reverse of these sequences will have the same
value, only in negative magnitude. Based on the results from Table 3, we can
notice a number of interesting facts. Some of which are listed in Table 4. Such
as, Laptop-Earphone, Laptop-Mouse, Smartphone-Earphone have high sequen-
tial correlation scores and show significant sequential dependency. On the other
hand, Laptop-Router have a relatively low sequential score and presents the fact
that they do not have an well established dependency on order. The overall table
reflects situation that is generally found in real life.
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Table 3. Sequential correlations for 2 itemset sequences

Itemset sequence (A-B) Freq(A-B) Freq(B-A) Total freq. SC(A-B)

Laptop - Smartphone 6 4 10 0.2

Laptop - Earphone 8 2 10 0.6

Laptop - Router 3 2 5 0.2

Laptop - Mouse 4 0 4 1

Laptop - Pen Drive 4 0 4 1

Smartphone - Earphone 8 2 10 0.6

Smartphone - Router 5 0 5 1

Smartphone - Mouse 3 3 6 0

Smartphone - Pen Drive 4 0 4 1

Earphone - Router 4 0 4 1

Earphone Mouse 3 3 6 0

Earphone - Pen Drive 3 0 3 1

Mouse - Router 2 0 2 1

Mouse - Pen Drive 2 0 2 1

Table 4. Observation based on SequentialCorrelation value

Sequence(A) SC(A) Observation Explanation

Laptop-
Smartphone

0.2 0 ≤ |SC| < 0.5
& SC positive

Weak sequential dependency, items do
not always maintain this order

Earphone-
Smartphone

−0.6 0.5 ≤ |SC| ≤
0.75 & SC
negative

Negative sequential dependency,
smartphone is mostly bought before
earphone

Laptop-
Pendrive

1.0 |SC| > 0.75 &
SC positive

Strong sequential dependency, pen drive
is always bought after laptop

Earphone-
Mouse

0.0 |SC| = 0 No sequential dependency. These are
completely independent

Similarly we can calculate sequential correlation for larger itemsets. Based on
the correlation score we can classify the sequences based on the level of sequential
dependency. For example, if we set the SC.Threshold at 0.6, the two-length
patterns could be classified into two classes- order independent patterns (SC <
0.6) and order dependent patterns (SC ≥ 0.6). Let us consider X = (A(BC)D)
and Y = (D(BC)A), if SC(X) = 0.6, then it is order dependent and if SC(Y) = 0.2,
then that is order independent.
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4 Evaluation Results

In this section, we present the overall performance of our proposed measure
SequentialCorrelation across several real life datasets. At first, we present the
relationship between the data objects found through SequentialCorrelation in
different datasets at different minimum support thresholds. We also analyze the
effect of SC.Threshold in different datasets on the ratio of the number of order
dependent and independent patterns. Lastly, we analyze runtime and memory
consumption.

4.1 Experimental Environment

We have run our experiments on a computer with 1.70 GHz Intel Core i5 PC with
6 GB RAM, running windows 10 operating system. 9 real datasets were used in
our experiment and all the datasets were collected from the UCI Machine Learn-
ing Repository but some datasets were preprocessed to suit our requirements of
ordered sequence. We compare performance between PrefixSpan and our algo-
rithm SCMine, both of which were implemented in Java. We also normalize the
comparisons to better illustrate the advantages of SCMine and the usefulness
of SequentialCorrelation. Several performance metrics have been considered to
observe the performance of SCMine, in comparison to PrefixSpan. They are
shortly described below.

4.2 Performance Analysis

Number of Order-Dependent Patterns. Our SequentialCorrelation can
be used to classify which of the patterns have strong order dependency and
which of the patterns do not. The lower the SC.Threshold, the higher number
of patterns will be classified as order dependent patterns. These are illustrated
through the results shown below, in different real life datasets.

Dataset 1: Activites of Daily Living (ADL). This dataset is comprised of
the activities of daily living [9]. As the items were actual daily life events like
showering, grooming, sleeping, we could clearly understand what the relationship
between the objects meant. As expected, most of the sequences from this dataset
were order dependent while very few sequences were order independent. For
example, people watch TV before sleeping but almost none watches TV after
they wake up from sleep. As shown in Fig. 2a, even at SC.Threshold= 0.5,
almost 90% of the sequences were order dependent. We can observe there are a
significant number of patterns with SC = 0.1 and 0.2.

Dataset 2: UK-Retail. This is a transactional data set which contains all the
transactions occurring between December 1, 2010 and December 09, 2011 for a
UK-based online retail store [2]. When we set the SC.Threshold at 0.1, among
the patterns found, 50419 patterns were order dependent while others were order
independent. So there was almost a fifty-fifty split between order dependent and
order independent patterns, which is shown in Fig. 2b.
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(a) Dependent patterns in ADL (b) Dependent patterns in UKRetail

Fig. 2. Order dependent patterns in ADL and UKRetail

Dataset 3: MSNBC. The data comes from the logs for msnbc.com and news-
related portions of msn.com for the entire day of September, 28, 1999 [6]. Each
sequence in the dataset is the sequence of cateogories a user visited on that
day. When SC.Threshold was set at 0.1, more than 40% of the patterns were
classified as order-dependent at different minimum support thresholds. But this
ratio drops to below 30% when the SC.Threshold was set at 0.3 or above as
observed in Fig. 3a. The patterns which were order dependent were mostly closely
related topics.

(a) Dependent patterns in MSNBC (b) Dependent patterns in Snake

Fig. 3. Order dependent patterns in MSNBC and Snake

Dataset 4: Snake. This dataset is about a family of eukaryotic and viral DNA
binding proteins [8]. Is it a very dense dataset, majority of the sequences were
order dependent. When minimum support threshold is set at 60%, 89% patterns
were order dependent even at SC.Threshold set at 0.5. The ratio doesn’t change
much depending on the SC.Threshold, which means most of the sequences either

http://msnbc.com/
http://msn.com/
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occur only in one order or occur in both orders equally which results in a very
low SC Score as observed in Fig. 3b.

We had similar results in other Real life datasets such as Bible, Fifa,
Leviathan and Sign. Fifa is a dataset of click stream data while Leviathan is
a conversion of the novel Leviathan by Thomas Hobbes. The Sign dataset com-
prises of sign language utterance [4].

4.3 Distribution of Classified Patterns

SCMine classifies the frequent patterns into two classes: order-dependent pat-
terns and order-independent patterns. The ratio of number of order-dependent
patterns and number of order-independent patterns differ based on three vari-
ables - nature of dataset, minimum support threshold and SC.Threshold. To
normalize the comparison, we took the minimum support thresholds in such
a way that there are around 10,000 frequent sequential patterns with length
more than 1. Then we measured the ratio of order dependent and independent
patterns in different datasets at different SC.Threshold.

Fig. 4. Percentage of order-dependent patterns in different datasets

Figure 4 illustrate the distribution of classified patterns in different datasets.
We can analyze the relationship between the items of a dataset by observing
this distribution. For example, there is strict ordering between the items of Sign
dataset because almost all the sequences are order-dependent patterns. Similarly
there is strong ordering in the ADL dataset because 93% of the patterns are
order-dependent. This is a reflection of the real life scenario because the items
are daily activities and most of the activities are order dependent.

MSNBC and UKRetail have more order-dependent patterns because the
items correspond to webpage categories and retail store items respectively, that’s
why most of the sequences don’t maintain strict ordering between items. Snake is
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a biological dataset of protein sequences, so majority of the patterns are order-
dependent. Bible is the conversion of the sentences of the bible, so logically
majority of the sequences are order-dependent. Some words form different mean-
ings when placed in different order, that’s why there is a significant portion of
the sequences which are order-independent.

As we can see in Fig. 4, number of order independent patterns increase as we
increase the SC.Threshold, this is evident in all the datasets. But the change in
the distribution varies across datasets because the distribution is dependent on
the nature of the dataset. So different datasets will have different distribution
at different support threshold and different SC.Threshold.

4.4 Runtime Analysis

For calculating the SequentialCorrelation, we took a trie based approach for
better efficiency. The frequency of each frequent sequential pattern was stored
in a trie. The lookup time required for finding the frequency of an N-length
sequence is O(N) and the calculation of SequentialCorrelation is done in O(1).

As we mine the SequentialCorrelation after mining the frequent patterns
using PrefixSpan, we can compare our runtimes with the runtime of running only
PrefixSpan to measure the overhead of our algorithm. We present the runtime
increase in different datasets at different minimum support thresholds because
both of these variables affect the runtime.

Fig. 5. Runtime comparison across different datasets

There is a close relationship between the number of patterns generated and
the runtime because the higher the number of patterns, the more time consumed
to mine the SequentialCorrelation. Figure 5 represents the relationship between
the number of patterns generated and the runtime overhead for SCMine in
UKRetail, MSNBC and Leviathan dataset. We compare the relationships in
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different datasets to highlight the fact that the nature of the dataset has a
significant impact on the result because the average length of the patterns also
affects the runtime.

4.5 Memory Analysis

The memory overhead for SCMine is primarily for the trie structure to store
the frequency of the frequent patterns. So the memory usage will increase as
the number of frequent patterns increases. The value of the memory overhead
depends on two factors- number of frequent patterns generated by the current
support threshold and the average length of the frequent patterns, which means
the memory overhead will vary depending on the nature of the dataset and the
specified minimum support threshold (Fig. 6).

Fig. 6. Memory usage comparison across different datasets

To understand the impact of the datasets on the memory overhead occured
by SCMine, we present a comparison of overhead in the datasets MSNBC,
UKRetail and Fifa. We compare the relationship between number of patterns
generated and memory usage in different datasets. This variation is caused by
the length of the patterns because longer patterns take up more space. Another
factor was the number of distinct items because the more number of distinct
items, the wider the tree will be and so less number of common prefixes.

From the above analysis, SequentialCorrelation has been found to work
well in multifarious datasets. It can be efficaciously used to trim the number of
patterns based on user needs and objectives while adding very limited overhead.

5 Conclusion

Our objective was to define a new correlation measure for sequential patterns
and subsequently use the measure to filter interesting rules from the uninterest-
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ing ones. We have also analyzed the performance and work-ability of our mea-
sure with various datasets and performance metrics. We mainly focused on two-
itemset sequences because these are the most primitive ones and are most useful
to illustrate the order dependency. Our measure SequentialCorrelation eval-
uates sequential patterns based on order dependency of items and our method
SCMine shows the complete process of partitioning or classifying patterns. Per-
formance analysis shows that it is satisfactory as it sufficiently reduced frequent
patterns to lesser number of interesting patterns, depending on the specified
SC.Threshold. Time and memory consumption is well within an acceptable
limit as trie has been used. However, there is also scope for fine-tuning in order
to optimize performance further. This can be developed further to build Asso-
ciative Classifiers which is a well-known domain of data mining.
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Abstract. With the revolution of science and technology, we can accu-
mulate huge amount of data which requires to be manipulated efficiently
since the amount of data is expanding hence scarcity of knowledge is also
increasing. Therefore analysis for more useful and interesting knowledge
is on demand. Representative patterns can be a solution to represent
data in a more concise way. Different efficient methods for mining fre-
quent and erasable patterns exist in representative pattern mining field
that are regarded as significant. We have proposed a new type of pat-
tern called decaying pattern. These patterns are characterized as those
patterns that were frequent for a time being and then decayed with
time. These patterns of declining nature can give us the opportunity to
analyze reasons behind items’ decrease such as extinct animals, finding
unsolved accidental news, analysis of buying behavior of customers etc.
that require further inspection.

Keywords: Frequent pattern · Erasable pattern
Representative pattern · Pattern tree · Decaying pattern

1 Introduction

Data mining is the process of analyzing large amount data to discover knowledge
and finding patterns and relationship among them. By means of data mining we
can renovate huge amount of information into useful knowledge. This knowledge
is immensely important on various applications and research field. Frequent pat-
tern mining is one of the most significant field of data mining. Another important
domain of data mining is mining representative patterns. Different kind of fre-
quent patterns can be formed in itemsets, sequences, episodes and substructures
and so on. Representative frequent pattern mining refers to finding precise, dis-
tinctive and explicable set of patterns of each class that represent their key
characteristics among other classes. Representative patterns represent a dataset
and extract the significant knowledge from huge amount of data. This represen-
tation can be done in many criteria. Many efficient and noble works are already
done on these e.g. some patterns are most significant in the database, that are
mined as representative frequent patterns, some patterns are so insignificant that
c© Springer International Publishing AG, part of Springer Nature 2018
P. Perner (Ed.): ICDM 2018, LNAI 10933, pp. 44–58, 2018.
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they are better to be pruned, these type of patterns are mined as representative
erasable patterns [7,9,10]. Again maximal, closed, top rank-k, top-k frequent
regular [1,2,6] are also developed for representative pattern mining.

There are some patterns which are frequent in a database for some time being,
then they are lost. These patterns could be a part of representative frequent
pattern set but due to their decaying nature, they fail to get a place there. This
type of patterns are ignored but have importance in various research fields. We
focus on this decaying representative patterns which can be a means of mining
important knowledge from huge amount of data. Erasable closed pattern set
consists of the least frequent patterns and subsets of these patterns are also
erasable. On the other hand, decaying pattern has two attributes- at first it
needs to be highly frequent for a span of time, secondly its frequency will decay
and so the resulting pattern becomes infrequent.

1.1 Motivation

With the existing algorithms we can only find the patterns which were most
frequent or too scarce. Patterns having both characteristics- that were frequent
for a while but have become infrequent with time are not mined yet. This type
of patterns are not observed but have importance in various research fields.

Motivating Example

Suppose a large electronics company sells various types of products like laptops,
smartphones, smartwatches, tablets etc. Laptops and smartphones are very pop-
ular among the buyers of that company. These two products were sold through-
out the year. On the other hand, smartwatches are not greatly welcomed by the
customers, so the sale of smartwatches remained below the expectation. How-
ever, in case of tablet situation was slightly disparate. Notwithstanding, when
company released it first, it was a very welcoming product, after there second
release the sale suddenly decreased.

After two or three years when a data analyst of that company mined the
most remunerative products, he got laptop and smartphone as the number of
sale was higher and so the profit. Contrarily, as least profitable product, he got
smartwatch. So company will take action for further development of it. As tablets
do not fit in any of the two categories, company will never know the problem why
the sale of tablets decreased and it will not take any necessary step. If analyst
would observe decaying nature in the trade, this tablet will come to light for
finding the reason behind consumers’ sudden displeasure toward this product.

There are more important applications of decaying patterns. Everyday acci-
dents or unusual occurrences are happening that appear in newspaper and social
media so frequently for some days and then perish of being heedless. In most
cases, they remain unresolved. Mining those patterns can help correspondents
write follow-ups. Again, we can find this pattern in species data of animals and
plants which have become extinct such as Sea Mink, Tasmanian Tiger, West
African Black Rhinoceros and so on. In many cases this decaying nature is pre-
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vailing but does not come to light. This gradual going off detection is our main
purpose of proposing new type of pattern.

1.2 Contributions

– We have proposed a concept of new type of representative patterns named
“Decaying patterns” which represents those which were once in frequent pat-
tern set but decayed with time. This could be put into representative pattern
set but due to fall off nature, they fail to remain there.

– We have developed an algorithm to mine this type of patterns from real life
large datasets which are collected from famous data mining repositories FIMI
and SPMF.

– Data that we have used to test are considered as data stream so we have
divided it into set of windows and for any current window we have observed
whether it is frequent or erasable which assures getting recent result always.

– We have run our algorithm on six real life datasets and two synthetic datasets.
Further our own web service to collect news from prominent online newspa-
pers provided us with floods of daily news. We have pre-processed that huge
data and applied our algorithm. From all of these real life large datasets,
significant number of decaying patterns have been observed.

The rest of the paper is organized as follows. In Sect. 2, some overview of
related works on representative pattern has been given. Section 3 consists of our
proposed approach, algorithm and a small simulation to exemplify it. Section 4
contains the experimental analysis based on different performance metrics using
the algorithm on many real life and synthetic datasets. Finally, in Sect. 5, we
concluded with discussion on the future scope of robustness of our algorithm.

2 Related Work

Maximal Frequent Itemsets [3]: Low min sup generates large number of pat-
terns. Bayardo [3] proposed for storing long patterns (maximal frequent item-
sets) in roughly linear scale. If a pattern is X is frequent, all Y where Y ⊂ X is
frequent.

FPclose [4]: Implements another distinction of FP-tree known as CFI-tree
(Closed Frequent Itemset Tree). Four fields are necessary for this tree struc-
ture - item name, count, node link and level. Subset test of maximality is done
with level. Count works for checking if the support count is equal to it’s superset
and if it is not, both superset and subset are stored in memory. FP-close is the
fastest among the algorithms of that time when minimum support is low but
when minimum support is high it becomes slow than Apriori.

TFP [12]: For mining top-k frequent closed items, TFP is an efficient algorithm.
The common factor among all approaches of frequent pattern mining is the

usage of min sup threshold which ensures generation of accurate and entire set
of frequent item sets which leads to two problems stated below -

http://fimi.ua.ac.be
http://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
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First, an appropriate min sup is taken as input but this requires detailed knowl-
edge on mining query. Again setting min support is quite problematic in the sense
that a too small threshold may produce thousands of itemsets on the other hand
a too big threshold may generate no answers.
Second, Due to the downward closure property, when a long itemset is mined,
it may generate an exponential number of itemsets.

To solve these problems they proposed a new approach of mining top-k fre-
quent closed itemsets of minimum length min l, where k is user given number
of frequent closed itemset that they want to be mined. k is easy to specify and
top-k means k most frequent closed itemsets. min l helps to mine long itemset
without mining the short ones first.

ECP (Erasable Closed Pattern) [11]: In factories, for the optimization of pro-
duction plans erasable pattern (EP) mining plays an important role. For efficient
mining of these patterns various algorithms have been proposed. Nevertheless,
number of EPs becomes numerous because of large threshold values which cause
memory usage overhead. Hence it becomes requisite to mine compressed EPs
representation. This paper first came up with the concept of erasable closed pat-
terns (ECPs). These ECPs can be represented without losing information. They
at first gave a theory to detect ECPs based on a structure name dPidset and
proved it. Then two efficient algorithms, ECPat and dNC-ECPM are proposed.
Their result of experiment on these two algorithm shows that for sparse datasets
ECPat performs the best but ECPM algorithm is more efficient in the case of
memory usage and runtime for rest of the datasets.

DSTree (Data Stream Tree) [8]: In this paper, Leung et. al. proposed the
concept of data stream tree. Transactions are sorted in any canonical order
chosen by user. Each node keeps a list for frequency count. With the appearance
of a new batch of transaction, it is appended to the list to each of the node and
frequency count of that node in the current batch. The last entry of a certain
node N is the frequency count of that node in the current batch. When the next
batch of transactions arrives after fulfilling the batches in a window, the list is
shifted to left to place the newest batch to be added as the most recent one. In
DSTree costly deletion is not required, only shifting and updating the frequency
list will suffice to update tree.

3 Our Proposed Approach

Decaying patterns are important and useful for analysis and many other purposes
in many data repository. To the best of our knowledge, it is the first approach
for mining decaying pattern. By observing the enormous application in many
sectors, we hope these patterns will be effective and useful for gaining knowledge.

As we proposed our algorithm to work on stream of data, we used DSTree
based algorithm which serves pretty well for the data stream. Again we have
proposed a pattern tree approach to mine decaying patterns and sub patterns
of different length, which is also a significant part of our algorithm. We consider
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sliding window technique for capturing data effectively. We also thought about
including dynamic future of window and batch which we’ll adopt as our future
contribution.

3.1 Preliminaries

A window is comprised of a set of batches and a batch consists of a set of
transactions.

– win F (Frequent window length in decaying pattern) The number of consec-
utive windows where a pattern has to be frequent.

– win IF The number of consecutive windows where a pattern needs to be
infrequent. (Difference between total window size & win F ).

– min WT (Minimum window support threshold) A threshold that is to be
crossed by a pattern by occurrence to be frequent in a window.

– ET (Error threshold in win F ) The maximum number of batches in win F
where a pattern can be infrequent.

– ET ′ (Error threshold in win IF ) The maximum number of batches in win IF
where pattern can be frequent.

Definition 1 (Decaying pattern). Consider a set of batches B =
{b1, b2, b3, . . . , bn} where each batch consists of a number of transactions T =
{t1, t2, t3, . . . , tm}. If a pattern is frequent (meets min WT ) in frequent win-
dows (each window of win F ) and then becomes infrequent in decay windows
(each window of win IF ), it is called decaying pattern.

e.g. a pattern with a window length 9 and the frequency list of the pattern in
these windows is [9, 5, 10, 4, 3, 3, 2, 0, 0]. Let the min WT is 4, frequent window
length win F is 4. Here the for first four window [9, 5, 10, 4] the pattern meets
min WT (4). The pattern remains infrequent for last five windows win IF [3, 3,
2, 0, 0]. So this pattern is our desired decaying pattern.

– Batch size and window size generation
The size of batch and windows will be based on the number of transaction in
a database. In a database with small transactions this value should be kept
as small as possible. If user wants to observe the decaying characteristics
intensely then he should keep batch size small because the window will move
slowly in that case. In general case, as the batch size increases, number of
decaying patterns also increases. For sparse dataset, batch size should be as
large as possible for this reason.

– win F and win IF generation
For dense dataset

win F =
Total window size

2
or

win F =
2 × Total window size

3
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For sparse dataset

win F =
Total window size

3
win IF = Total window size − win F

But this can be tuned by user according to his demand.
– Minimum window support min WT

We represent the minimum window support as a percentage value. A mini-
mum window support threshold of 60% means a pattern has to appear in at
least 60% of all the transactions in current window of the data stream. The
min WT value is calculated as follows:

min WT = min sup % × number of transactions in current window

– ET and ET ′ generation
The error threshold in win F and win IF should be 1% for dense dataset
which refers that a pattern which remains frequent in at least 99% windows of
win F and remains infrequent in at least 99% windows of win IF , patterns
will be accepted as decaying pattern. For sparse dataset ET and ET ′ can
vary from 10% to 20%.

3.2 Tree Construction and Mining

We have used FP-Growth [5] for mining frequent patterns in each window, addi-
tionally, as data is considered as stream, mechanism of DSTree [8] is followed for
sliding window formation which has been modified according to our purpose.

The transactions in the tree are sorted in frequency descending order for
static database. In case of data stream any canonical order can be followed such
as alphabetic order or order based on any specific property. With every node in
the tree a frequency list is added which contains the frequency of current batches
of that item. A batch of transactions is inserted at a time and frequency of each
item is appended to the frequency list of each node. When new batch is added,
the list is shifted to left and the oldest batch frequency is removed. This has the
same effect as deleting the transactions from the oldest batch in a window.

Frequent patterns from each window are added to a new pattern tree. Each
node in a pattern tree also consists of a frequency list. Frequent patterns gener-
ated from each window of data stream tree are considered as a batch of transac-
tions for the pattern tree. The frequency list of each node contains the frequency
of that node in a particular batch. Each batch of frequent patterns are inserted
at a time into tree.

When a complete pattern tree is generated, we extract the patterns of our
interest by checking only the leaf node. If a leaf node meets the condition of being
a decaying pattern the whole branch and the sub-branch of a path including the
leaf node will be considered as decaying pattern.
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Example Workout

– In Table 1 a small transaction dataset is shown. There are seven items {a, b,
c, d, e, f, g} and fifteen transactions. We have divided the transactions into
five batches.
Each batch consists of three transactions, batch length BS is 3. Each window
consists of 2 batches, window size WS is 2. We consider our minimum window
support threshold min WT 3 which means a pattern will be frequent in a
window if the total frequency of a pattern in the batches of that window is
at least 3.
Here, frequent window length in decaying pattern, win F is 2. So a decaying
pattern will be frequent in consecutive 2 frequent windows.

– Now we have to construct a DSTree with these batches. In Fig. 1a the tree is
constructed with batch-1 and batch-2. The frequency of each batch is inserted
in the frequency list with each node. e.g. ‘a’ has value 3 and 2 in its list which
refers to the frequency of ‘a’ in first batch is 3 and in second batch is 2. In each
window, we mine frequent pattern from the tree with FP-growth algorithm.
The total frequency of ‘a’ in window 1 is 5 which is greater than min WT ,
so ‘a’ is a frequent pattern for window 1.
In this window, we have found {a}, {b}, {d}, {a, b}, {b, d}, {a, d}, {a, b, d}
as frequent patterns.

Table 1. Transactions are arranged in frequency descending order

Batch Transactions Contents

First t1 {a, b, d, e}
t2 {a, b, f, d}
t3 {a, b}

Second t4 {a, b, d, f}
t5 {b, f}
t6 {a, b, d}

Third t7 {a, b, d, e, f}
t8 {d, e}
t9 {a, f}

Fourth t10 {a, d, f}
t11 {d, e, g}
t12 {a, e, f, g}

Fifth t13 {a, d}
t14 {a, d, f}
t15 {d, e, g}
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(a) Tree after including first two batch (b) Tree after inserting 3rd batch

Fig. 1. Window 1 & 2

– For second window, we have to insert third batch by removing the oldest
batch from the tree. We shifted the frequency list of each node to left and
added the frequency of new batch to the right. Again by mining frequent
patterns we got {a}, {b}, {d}, {f}, {a, b}, {a, d}, {b, d}, {a, b, d} (Fig. 1b).

(a) Tree after inserting 4th batch (b) Tree after inserting 5th batch

Fig. 2. Window 3 & 4

– For third window (Fig. 2a), after inserting fourth batch we got {a}, {e} as
frequent patterns.

– On fourth window (Fig. 2b) we got {a} and {g} as frequent patterns.

Fig. 3. Pattern tree with the frequent patterns from all windows
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– We have built a pattern tree with all the patterns found above, considering
the patterns from each window as a batch of transactions to insert in the tree.
Each node also consists of a frequency list (Fig. 3).

– Now from this pattern tree, we can easily find out desired pattern only by
checking the leaf nodes. The decaying patters are - {a, b, d}, {b, d}, {a, d}
(Fig. 3).

Algorithm 1: Algorithm for Mining Decaying Patterns
Input : transactions[] where each transaction consists of items, min sup,

win F and win IF , ET and ET ′

Output: List of decaying patterns in structure named Decay Patterns

1 Sort transactions[] in lexicographic order
2 root←Add Batch to Tree(Batch0,...,Batchm)
3 PatternSet ←FPgrowth(tree)
4 foreach Remaining batch Batchi do
5 Add batch to tree(Batch i,root)
6 Pattern set[window++] ← FP growth(tree)
7 Pattern tree(pattern set, root)

8 end
9 Decay Patterns ← Extract Pattern(root)

10 Function Extract Pattern(root)
11 foreach leaf node in tree do
12 if ItemFreq in win F ≥ min WT and ItemFreq in each batch of win IF

== 0 then
13 keep the node in tree
14 Decay Patterns[count++] = β ∪ leaf node
15 Prune the leaf node upto root;

16 else

17 end
18 return Decay Patterns

4 Experimental Results

We tested our algorithm on six real life and two synthetic datasets- chess, mush-
room, pumsb, accidents, connect, c73d10k, c20d10k. Also we have a web service
where we fetch data from some prominent online news portal of Bangladesh. We
collected around 59,033 news in 4 months (August to November). We processed
the data and applying our algorithm, got our desired result. The algorithm is
implemented in JAVA and experiments are performed in Linux environment
(Ubuntu 16.04), on a PC with Intel(R) Core-i3-4005U 1.70 GHz processor 4 GB
main memory. As there is no literature on finding decaying pattern, we could
not compare our result with any other algorithm. For this reason we have shown
our result on five metrics.
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Algorithm 2: Algorithm for Mining Decaying Patterns
19 Function Add Batch to Tree(batch[], root)
20 if root is NULL then
21 foreach batchi in batch[] and transaction t in batchi do
22 add t to tree and nodeFrequency to list
23 end

24 else
25 Shift left each node in tree
26 foreach batchi in batch[] and each transaction t in batch0 do
27 add t to tree
28 add frequency of node to list

29 end

30 end
31 if frequency of each window is 0 of any node in tree then
32 delete node and its successors
33 end
34 return root

35 Function Pattern Tree(patterns[])
36 foreach patterni in patterns[] do
37 Add patterni to tree
38 insert frequency of node to freq list

39 end

– Number of patterns with varying minimum window support
– Number of patterns with varying window size
– Number of patterns with varying batch size
– Runtime with varying minimum support
– Maximum memory usage with varying minimum support.

4.1 Pattern Count w.r.t. Minimum Window Support

With varying minimum support value, number of decaying patterns also varies.
Number of patterns and minimum support change proportionally to each other
but in case of decaying pattern this trend does not hold always. Plausibly because
when minimum support is low, the patterns tend to be frequent in the decaying
window (win IF ) and those patterns are rejected as per the definition of decay-
ing pattern. When minimum support is higher those rejected patterns are added
in decaying pattern list. From Fig. 4, result of two dense datasets (Fig. 4b and a)
connect and mushroom are shown where pattern number decreases with increas-
ing min WT while results of sparse dataset accident and c20d10k (Fig. 5b and
a respectively) are different. Number of patterns tends to increase with increas-
ing min WT for accidents. Nearly reverse nature is noticed for c20d10k. So this
variation actually depends on dataset.

Our news dataset was highly sparse as we got news of four months only.
For better output we splitted the dataset by taking two months’ news in a
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(a) Mushroom dataset (b) Connect dataset

Fig. 4. Pattern number vs Minimum window support (min WT )

(a) c20d10k dataset (b) Accident dataset

Fig. 5. Pattern number vs Minimum window support (min WT )

group. From the news of August and September, we observed several decaying
patterns (Fig. 6a). Most of them are murder incidents including 16th amendments
of Bangladesh constitution, floods in northern part of Bangladesh. From August
to November (Fig. 6b), the important decaying news mostly are rape and murder
case including some international matters like Rohinga issue, issue of mosque Al-
Aqsa in Palestine etc.

4.2 Pattern Count w.r.t. Window Size

In case of dense dataset generally pattern number tends to increase with increas-
ing window size (Fig. 7a) because in larger window, longer decaying pattern can
be generated and in that case there will be lot of sub patterns. But in case of
sparse dataset the opposite tendency is noticed (Fig. 7b) because sparse dataset
contains small number of decaying patterns and with increase of window size
possibility of being frequent in a large set of transaction decreases. For this rea-
son, many patterns are rejected as they are infrequent in the frequent windows.
This characteristic varies with dataset.
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(a) News dataset
(August and Semptember)

(b) News dataset
(August to November)

Fig. 6. Pattern number vs Minimum window support (min WT )

(a) Chess dataset (b) C20d10k dataset

Fig. 7. Pattern number vs Window size

4.3 Pattern Count w.r.t. Batch Size

The next metric is number of patterns w.r.t batch size. Similar characteristic
is observed as to previous metric. In case of dense dataset (Fig. 8a) number of
patterns increase with increasing batch size because of longer pattern generation
and when batch size increases total number of window decreases. So a pattern
has to be frequent and infrequent in small number of windows. This increases
the probability of getting decaying pattern with increasing batch size. Again, for
sparse dataset (Fig. 8b) number of patterns tends to decrease because with batch
size is larger window slides faster. In case of sparse dataset, frequent patterns in
one window tend to become infrequent in subsequent windows which result in
small number of patterns. This characteristic also varies with dataset as depicted
in the figures. So we cannot conclude a rigid relationship between pattern count
and batch size in mining decaying patterns.
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(a) Chess dataset (b) C20d10k dataset

Fig. 8. Pattern number vs Batch size

4.4 Runtime Evaluation

Runtime graphs are shown with varying min WT on three batches for a dense
[Chess] (Fig. 9a) and a sparse dataset [c20d10k] (Fig. 9b). Run time depends on
the number of patterns generated and total number of windows to calculate.
From the graph, it is comprehensible that run time increases with decreasing
minimum support and batch size. For sparse dataset, result is a bit different.
With increasing batch size, number of patterns decreases as before which requires
greater runtime. In case of sparse dataset, pattern number changes differently
with varying win WT so as the runtime.

(a) Chess dataset (b) C20d10k dataset

Fig. 9. Runtime (in second) vs win WT

4.5 Maximum Memory Usage Evaluation

Memory usage also depends on the number of patterns generated. With varying
minimum support, the variation of maximum memory usage during run time is
shown. We determined maximum memory usage for any instance. During the
execution of the code, we have kept the maximum value of memory usage. If at
any instance more memory is used than the value, we have updated it. Here we
have shown memory consumption of two dataset- chess (Fig. 10a), the dense one
and c23d10k (Fig. 10b), the sparse one.
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(a) Chess dataset (b) C20d10k dataset

Fig. 10. Maximum memory usage (in MB) vs win WT

5 Conclusions

Many significant patterns are stale with time which should be in representative
pattern and need proper attention. This type of patterns are important because
if we only focus on those which are always in representative set, some promising
patterns that suddenly started decaying will remain neglected. For this, mining
this type of patterns are important for different contexts. We have developed an
algorithm for mining decaying patterns and applied it by merging the concept
of data stream. We have constructed pattern tree structure which speeds up the
mining process. As we are dealing with data stream, more interesting knowledge
can be found at any instance of time from the patterns.

The application field of this algorithm is huge beginning from market basket
data to find new characteristics in dataset. We applied the work on many real life
dataset and have got expected results. Our work is highly applicable for mining
decaying news and we have depicted significant result from our own processed
news data. As a future work, we are planning to develop more compressed struc-
ture of tree, applying more efficient mining methodology. We will also carry out
more research for generalizing the algorithm so that it can be performed with
dynamic window adjusting feature to get the best result without user’s input.
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Abstract. In the field of Data Mining, classification and regression plays
a vital role as they are useful in various real-life domains. Most of the
real-life data suffer from data imbalance problem. The performances of
the standard algorithms are hindered for the data imbalance problem.
A number of methods have been introduced for imbalance data classifi-
cation. However, most of them are designed for binary class imbalance
problems. Furthermore, they suffer from various problems like loss of
useful information, likelihood of overfitting, unexpected mistakes etc.
On the other hand, data imbalance problem exists in regression analysis
also, although very few existing methods consider this problem. Hence,
we propose an effective recursive based ensemble method for multi-class
imbalance data classification. We also extend our method to propose an
effective recursive based method for solving the data imbalance problem
in regression. Extensive performance analyses show that our proposed
approach achieves high performance in multi-class classification on class
imbalance data and regression analysis on skewed or imbalance data.
The experimental results also show that our method outperforms vari-
ous existing methods for imbalance classification and regression.

Keywords: Classification · Multi-class classification · Regression
Imbalance problem

1 Introduction

Classification [11,16] is a two-step process. In the first step, a classifier is built
using a predetermined set of data classes. This is the learning step or training
phase, where a classification algorithm builds the classifier by learning from a
training set made up of database tuples and their associated class labels. The
class label attribute is discrete-valued and unordered. It is categorical where each
value serves as a category or class. In the second step, new data or test data,
whose class label are unknown, are classified using the classification model [10].
c© Springer International Publishing AG, part of Springer Nature 2018
P. Perner (Ed.): ICDM 2018, LNAI 10933, pp. 59–74, 2018.
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Predicting numeric values is known as regression. Suppose, we want to have
a system that predicts the price of a car. Inputs are the car attributes brand,
year, engine capacity, mileage etc. that affect a car’s price. The output is the
price of the car. Surveying the past transactions, we can collect a training data
and the machine learning program fits a function to this data to learn new test
data [6].

When at least one of the classes is outnumbered by the other classes, then
it is called class imbalance data. In multi-class imbalance problem one or some
of the classes have much more samples in comparison to the others. Various real
life data suffers from multiclass imbalance problem. For example, in a medical
diagnosis center the number of Cancer patients is outnumbered by the number
of Flu or Hepatitis B patients. Most of the traditional classification algorithms
assume that the sample distribution among various classes is balanced. However,
data imbalance problem occurs in regression analysis also. Naturally, all real-
life data follows the normal distribution. The lower and upper range data are
often outnumbered by the middle range data. For example, if we consider the
sugar level of diabetes patients, the number of patients with significantly higher
or lower sugar level will be lower than the number of patients having normal
sugar level. Therefore, if we want to learn from these data then it is vital to
solve the imbalance problem in both cases. However, very few existing works
address this problem. Therefore, We have proposed an effective ensemble method
for addressing multi-class imbalanced problem which converts the multi-class
imbalance problem into a number of balanced problems using effective recursive
based data partitioning techniques. We have also extended our algorithm in a
recursive approach for regression of imbalance data. To the best of our knowledge
no such recursive based approach has been proposed for solving the imbalance
problem in regression. We have also proposed two new measures for imbalance
multi-class classification.

In summary the contributions of this paper are as follows:

– An effective ensemble method for addressing multi-class imbalanced problem
has been proposed.

– The data imbalance problem in regression analysis has been addressed.
– We introduce new measures for calculating the recall and precision of multiple

minority classes.
– Real-life applications of such approach indicate the suitability of the research

work.
– Extensive experimental analyses prove the supremacy of proposed approach.

The remaining part of this paper is organized as follows. In Sect. 2, we present
some of the most related works to get insight of our proposed work. The pro-
posed method with the procedures and examples is provided in Sect. 3. We have
extensively analyzed our work experimentally to prove its supremacy and Sect. 4
is devoted for this purpose. Finally, in Sect. 5 we make our concluding remarks
with some discussions and future plan.
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2 Related Works

The approaches to deal with imbalanced data recognition can be summarized
into the following two categories: External Methods or Data Level Approaches
and Internal Methods or Algorithmic Level Approaches. External methods resize
the training datasets in order to balance all the classes. The external methods
have the advantage of independence on the underlying classification algorithms.
External methods include sampling methods, bagging, SMOTE etc. As our pro-
posed method is also external, we will focus more on the external methods.

Several variations of sampling methods have been proposed for imbal-
ance classification. Japkowicz [11] discussed two strategies: under-sampling and
resampling stating that both the sampling approaches were effective. She also
observed that for solving the class imbalance problem, using the sophisticated
sampling techniques does not provide any advantage. Mani [16] also observed
that complicated under-sampling strategies are outperformed by the random
under-sampling strategy. A heuristic under-sampling strategy named One-Sided
Selection is proposed by Kubat [13] which eliminates the majority class instances
that are either borderline or noisy. In addition to the under-sampling strategies,
the over-sampling strategies are also used for dealing with the class imbalance
problem. SMOTE [4] is a popular method of over-sampling which generates syn-
thetic instances of the minority class. The borderline-SMOTE [9] proposed by
Han oversamples the minority class instances near the borderline.

Wang and Yao [19] combined some special sampling methods with Bagging
including UnderBagging, OverBagging and SMOTEBagging. Sun [17] proposed
novel ensemble methods called SplitBal and ClusterBal for class imbalance data,
which are different from Sampling, Bagging or any other external methods, but
it only works for binary class data.

Internal or algorithmic level approaches focus on carrying out modification
on existing algorithms to strengthen their ability of learning from minority class
[7,14]. Haixiang proposed an ensemble algorithm called BPSO-Adaboost-KNN
[8] where the main idea is to integrate feature selection and boosting into ensem-
ble. Chawla [5] proposed a novel approach SMOTEBoost for learning from
imbalanced datasets on the basis of the SMOTE algorithm and the boosting
procedure. EasyEnsemble [15] is also based on sampling and boosting technolo-
gies. EasyEnsemble employ random under-sampling method on majority class.
The ensemble algorithm proposed by Krawczyk [12] is based on a cost-sensitive
basic classifier and also uses stochastic evolutionary algorithm to fusion basic
classifiers. Most of the existing methods suffer from the problems associated
with sampling as most of them use sampling for balancing data. Boosting based
ensemble methods may alter the original data class distribution as they use sam-
pling methods to increase the minority instances or eliminate the majority class
instances.

There are many algorithms for regression analysis [1,3] but very few address
the imbalance problem. Linear Regression is the simplest form of regression.
For a response variable y, and a single predictor variable x, it models y as a
linear function of x [10]. Another popular method is CART [2] or Classification
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and Regression Tree. The representation for the CART model is a binary tree.
An algorithm called Piecewise Regression has been proposed for the situation
where independent variables, clustered into different groups, exhibit different
relationships. But this algorithm does not solve the data imbalance problem.

Another method for regression analysis is Locally Weighted Regression. It is
a memory-based method that performs a regression around a point of interest
using only training data that are ‘local’ to that point. Torgo [18] used sampling
methods for solving the imbalance problem in regression but sampling techniques
causes problems like over-fitting.

We have proposed an effective ensemble method for addressing multi-class
imbalanced problem which converts the multi-class imbalance problem into a
number of balanced problem using effective recursive based data partitioning
techniques. We have also extended our algorithm in a recursive approach for
regression of imbalance data. To the best of our knowledge no such recursive
based approach has been proposed for solving the imbalance problem in regres-
sion. We have also proposed two new measures for imbalance multi-class classi-
fication.

3 Proposed Method

In this section we have presented our proposed algorithms for multi-class imbal-
ance classification and data imbalance regression. We have described the proce-
dures along with examples to better describe our algorithms.

3.1 Method for Multi-class Imbalance Classification

Our method for multi-class imbalance classification converts the multi-class
imbalance problem into a number of balanced problems. The process is repeated
recursively, bounded by a specified threshold. Our proposed method is different
from other data balancing methods like sampling, Underbagging etc. because
of different data balancing techniques. Moreover, our unique recursive based
approach effectively partitions the imbalanced data into balanced data. Our
algorithm is described below:

1. Data Partitioning
In multi-class imbalance data, there can be more than one majority classes
and minority classes. But for better understanding we will refer the class
with the most number of records(nmaj) as majority class, Cmaj and class
with the minimum number of records(nmin) as minority class Cmin. In this
step we will partition all the classes except Cmin, so that each partition
contains nmin number of records. Here, the total number of partitions for a
class Ci containing nci records will be nci/nmin if nci %nmin = 0, else it will
be nci/nmin + 1. For data partitioning we have used two methods. They are
described below:
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Fig. 1. Multi-class imbalance dataset. (Color figure online)

– Partition using Balanced Distribution
For partitioning using balanced distribution the data of a class are par-
titioned in such a way so that the distribution of the data in the parti-
tions remain the same as the distribution in the class. A record is ran-
domly selected and its nci/nmin − 1 nearest record are selected. These
1+(nci/nmin−1) = nci/nmin records are assigned to the nci/nmin parti-
tions (one record per each partition). This process is repeated nci times.
This ensures that each of the partitions holds all types of data of the
class. In other words, each partition represents the class other than rep-
resenting a part of the class only. After that, if any more records are left
then they are assigned to a different partition.

– Random Partitioning
In case of random partitioning data are randomly partitioned into
nci/nmin or nci/nmin + 1 partitions.

2. Create Balanced Data
The data partitions for each class are used for creating a number of balanced
data bins. The number of data bins is equal to the number of partitions of
the majority class. The partitions of the majority class are assigned to the
bins, one partition per each bin. The data partitions of the other classes are
sequentially assigned to the balanced data bins and repeated if necessary.

3. Building Ensemble Classifier
Each of the balanced data bins are used for building a classifier. All these
classification models are used for building an ensemble classifier.

4. Classifying Test Data Using Ensemble Rule
In this step for a new test data, a class label is assigned using the ensemble
model. We have used Majority Voting as our ensemble rule.

5. Recursive Approach
In the first step as the rest of the nci % nmin records are assigned to a new
partition, so there may still exist class imbalance problem in these data bins.
If so, then the bins are again partitioned into balanced bins by recursive call.
Our method is different from other methods for effective data partitioning
and unique recursive approach.
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Fig. 2. Partitioning using balanced distribution. (Color figure online)

Fig. 3. Partitions of the classes. (Color figure online)

Let us see our proposed method with an example. In Fig. 1, we have three
classes indicated by three different colors. Class imbalance problem exists in
the data, where the Blue class is the minority class. Hence we do not need
to partition the Blue class. But, we need to partition the Red and the Green
classes. For the Green class, number of partition, P = 12 ÷ 4 = 3, as 12%4 = 0.
For Partition using Balanced Distribution, each time we will select (3 − 1) = 2
nearest neighbours for a randomly selected data instance. On the other hand for
the Red class, number of partition, P = 8 ÷ 4 = 2, as 8%4 = 0. Each time we
will select (2 − 1) = 1 nearest neighbors for a randomly selected data instance.
Suppose, for the Green class, we randomly select the data instance indicated with
i in Fig. 2. Then we select its two nearest neighbors (indicated by ii and iii).
These three data instances are assigned to the three different data partitions,
one at each. This will continue until all the three partition size is equal to the
size of the minority class, that is the Blue class. Following the same procedures,
the Red class is divided into two partitions. In Fig. 3, we can see the partitions
of all the classes.
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Fig. 4. Balanced data bins. (Color figure online)

Fig. 5. Building ensemble classifier and classifying new data using ensemble rules.
(Color figure online)

In the second step we create a number of balanced data bins using the par-
titions. The number of balanced data bins is equal to the number of partitions
of the majority class. We take the partitions of the majority classes and assign
them to the balanced data bins, one at each time. Then we assign the partitions
of the other classes sequentially and repeat if necessary. In Fig. 4, we assign the
partitions of the Green class to the balanced data bins, one at each. Then we
assign the partitions of the Red class (partition 1 and 2) and then repeat parti-
tion 1 again. Similarly we assign the only partition of the Blue class to all the
bins. Finally we get three balanced data bins. If the data imbalance problem
still existed in any of the data bins, then we would have again recursively called
the data partitioning and balancing method for the imbalanced bin. However,
here all the data bins are balanced. In the third step these balanced data bins
are used for creating an ensemble classifier. This ensemble classifier is used for
classifying new data using ensemble rule as shown in Fig. 5.
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3.2 Method for Solving Data Imbalance Problem for Regression

We have introduced a recursive approach for solving the data imbalance prob-
lem of regression. Our proposed recursive approach for solving data imbalance
problem for regression is described below:

1. Identifying Data Imbalance
The data imbalance problem is identified by repeatedly dividing the range of
values into smaller ranges of equal size and calculating the records of each
smaller range. At first, the range is divided into three equal size ranges. If
the ratio of the number of records of two smaller ranges is greater than or
equal to 1.5, then it is identified that data imbalance problem exists in the
data. In that case the data belonging to each range is assigned a group.
For further steps, these groups are treated as class labels of the data. If the
ration is smaller than 1.5 than the number of smaller range is increased by
one and again data imbalanced is checked. The threshold for imbalance ratio
is set to 1.5 as the popular data respiratories like Keel classifies a dataset as
imbalance if the imbalance ratio among the classes is more than or equal 1.5.
It is repeated till a user specified threshold.

2. Building Ensemble Classifier
This step is the same as steps 1–4 of multi-class imbalance data classification.
The groups of the data are treated as their class. At the end of this step a
group/class label is found. The steps are briefly described below:

– Data Partitioning
Let us suppose, the group with the most number of records(Groupmaj)
is the majority group, Gmaj and group with the minimum number of
records(Groupmin) as minority class Gmin. In this step we will par-
tition all the groups except Gmin, so that each partition contains
Groupmin number of records. Here, the total number of partitions for
a group Gi containing Groupci records will be Groupci/Groupmin if
Groupci %Groupmin = 0, else it will be Groupci/Groupmin + 1.
The data of a group are partitioned in such a way so that the
distribution of the data in the partitions remains the same as
their distribution in the group. A record is randomly selected and
its Groupci/Groupmin − 1 nearest record are selected. These 1 +
(Groupci/Groupmin − 1) = Groupci/Groupmin records are assigned to
the Groupci/Groupmin partitions(one record per each partition). This
process is repeated Groupci times. This ensures that each of the parti-
tions holds all types of data of the class. In other words, each partition
represents the class other than representing a part of the class only. After
that, if any more records are left then they are assigned to a different
partition.

– Create Balanced Data
The data partitions for each group are used for creating a number of
balanced data bins. The number of data bins is equal to the number of
partitions of the group having the most number of tuples. The partitions
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of that group are assigned to the bins, one partition per each bin. The data
partitions of the other groups are sequentially assigned to the balanced
data bins and repeated if necessary.

– Building Ensemble Classifier
Each of the balanced data bins are used for building a classifier. The group
labels of the data are used as their class label. All these classification
models are used for building an ensemble classifier.

– Classifying Test Data Using Ensemble Rule
In this step for a new test data, a class or group label is assigned using the
ensemble model. Here also we have used Majority Voting as the ensemble
rule.

3. Predicting the Value
In this step a prediction value is found by applying a algorithm for regression
analysis on the data of the selected group/class from the previous step.

4. Recursive Technique
As the predicted value is continuous in case of regression analysis, the data
in the selected group can again suffer from data imbalance problem. This
problem is solved by repeating the same process on the data of the selected
group. This recursive process is repeated for a specified threshold. This recur-
sive based approach makes our method unique and remarkably increases the
effectiveness of the algorithm.

Let us see our proposed method with an example. Figure 6 shows a regression
dataset where the predicted values are people’s ages. The range of the predicted
value is 1 to 60. So we divide the range in three equal smaller ranges and count
the number of data instances for each range. The ratio of the smallest and largest
number of data is (9÷ 3) = 3, which is greater than 1.5. So, it is identified that
data imbalance problem exists in the data. Now, each range of data instances is
given a group or class label as shown in Fig. 7.

The next step is like the four steps of our method for multi-class imbalance
classification. The groups or classes are partitioned so that the size of each parti-

Fig. 6. Identifying data imbalance problem in regression problem.
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Fig. 7. Partitioning the data for regression into groups.

Fig. 8. Balanced regression.

tion is equal to the size of the minority class or group. These partitions are used
for creating a number of balanced data bins. As shown in Fig. 8, these balanced
data bins are used for building an ensemble classifier. A new data instance is
assigned a class or group label. But since this is a regression problem, we need to
predict a numeric value. So a standard regression algorithm is applied, but only
on the data instances of the group or class that is selected by the ensemble clas-
sifier. Suppose, for a new test data, if the ensemble classifier selects the class C3,
then a standard regression algorithm will be applied on the data instances of C3
only. As the predicted values are continuous values, so data imbalance problem
may still occur in the selected group. For solving this problem, we repeat the
process of selecting the group recursively till a user specified threshold. In that
case C3 will be further divided into a number of smaller ranges and if there is
data imbalance problem, then the whole process will be repeated again. In our
experiments we have set the threshold to two.
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3.3 Min Average Recall and Min Average Precision

We have also proposed two performance measures for multi-class classification
problem. Min Average Recall is the average of the recalls of the minority classes.
A threshold (1.5) is set for imbalance ratio for identifying minority classes. Min
Average Precision is the average of the precisions of the minority classes calcu-
lated in the same way. These measures represents the recalls and precisions of
all the minority classes.

4 Experimental Results

In this section we show the experimental results achieved by our proposed
algorithms.

4.1 Performance Analysis for Multi-class Imbalance Classification

For evaluating the performance of our algorithm for multi-class imbalance data,
we have performed experiments on 7 real life datasets, found the datasets from
Keel Dataset Respiratory. They are all multi-class data with class imbalance
problem. The datasets are: Balance (Total number of classes: 3, Imbalance
Ration: 5.88), Dermatology (Total number of classes: 6, Imbalance Ration: 5.55),
New Thyroid (Total number of classes: 3, Imbalance Ration: 4.84), Wine (Total
number of classes: 3, Imbalance Ration: 1.5), Splice (Total number of classes:
3, Imbalance Ration: 2.16), Led7digit (Total number of classes: 10, Imbalance
Ration: 1.54), Zoo (Total number of classes: 7, Imbalance Ration: 10.25). Here,
the imbalance ration refers to the ratio of the majority and minority class size.

We have compared our algorithm for multi-class imbalance classification with
two popular external methods: SMOTEBagging and SplitBal. SMOTEBagging
is a combination of SMOTE and Bagging. It is designed for multiclass imbal-
ance classification problem. On the other hand, SplitBal is designed for binary
class imbalance problem. So, we used All Versus All (AVA) method for making
it suitable for multi-class problems. The performance measures used for eval-
uating their performance are Average Recall (average of the Recalls of all the
classes), Min Average Recall, Average Precision (average of the Precisions of all
the classes), Min Average Precision and F measure. Min Average Recall and
Min Average Precision are our proposed performance measure which described
in Sect. 3. We have used cross-validation for all the experiments. j48 is used as
the base classifier and for ensemble rule, we have used majority voting. The
recursion limit is set to 2 and the threshold for checking imbalance is set to 1.5.

Table 1 shows the comparison results for Average Recall on the seven
datasets. We can see that our algorithms performs better than the other two
algorithms as our algorithm effectively partitions the majority classes so that
there is no loss of data or overfitting.

Table 2 shows the comparison results for Min Average Recall on the seven
datasets. We can see that our algorithms performs better than the other two algo-
rithms as our algorithm uses effective recursive based data balancing method.
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Table 1. Average recall comparison (Base classifier: J48)

Dataset PBD RP SMOTEBagging SplitBal(AVA)

Balance 74.89 75.17 61.56 69.8

Dermatology 96.89 97.17 96.78 95.03

New thyroid 95.48 95.19 92.67 93.09

Wine 97.59 98.15 93.33 95.47

Splice 95.20 95.24 92.13 92.12

Led7digit 71.76 71.52 70.59 66.23

Zoo 89.05 87.99 85.89 88.19

Table 3 shows the comparison results for Average Precision on the seven
datasets. We can see that our algorithms performs better than the other two algo-
rithms as our algorithm uses effective recursive based data balancing method.

Table 4 shows the comparison results for Min Average Precision on the seven
datasets. We can see that our algorithms performs better than the other two
algorithms as our algorithm effectively partitions the majority classes so that
there is no loss of data or overfitting.

Table 2. Min average recall comparison (Base classifier: J48)

Dataset PBD RP SMOTEBagging SplitBal(AVA)

Balance 91 80.67 14 68.9

Dermatology 96.33 96.73 96.27 94.44

New thyroid 94.67 94.44 92 92.53

Wine 100 100 94.17 97.58

Splice 95.03 95.12 93 91.97

Led7digit 79.64 78.06 76.03 73.71

Zoo 86.94 86.63 86.66 82.78

Table 3. Average precision comparison (Base classifier: J48)

Dataset PBD RP SMOTEBagging SplitBal(AVA)

Balance 82.69 79.98 55.63 73.85

Dermatology 97.40 97.56 97.09 95.39

New thyroid 95.91 95.72 93.53 93.04

Wine 98.08 98.13 94.03 95.94

Splice 95.25 95.24 93.16 92.25

Led7digit 73.30 73.15 71.86 67.51

Zoo 91.34 92.74 88.45 91.27
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Table 4. Min average precision comparison (Base classifier: J48)

Dataset PBD RP SMOTEBagging SplitBal(AVA)

Balance 58.31 60.05 33.46 56.09

Dermatology 96.79 97.08 96.64 94.92

New thyroid 98.68 98.44 97.11 96.21

Wine 97.68 97.68 98.43 97.59

Splice 95.21 95.26 90.25 90.71

Led7digit 78.18 79.16 74.23 68.90

Zoo 90.12 89.73 87.64 90.04

Table 5. F measure comparison (Base classifier: J48)

Dataset PBD RP SMOTEBagging SplitBal(AVA)

Balance 78.60 77.50 58.44 71.77

Dermatology 97.14 97.36 96.93 95.21

New thyroid 95.69 95.45 93.10 93.06

Wine 97.93 98.02 93.68 95.70

Splice 95.22 95.24 92.64 92.18

Led7digit 72.52 72.33 71.22 66.86

Zoo 90.18 90.30 87.15 89.70

Table 6. Mean square error for regression analysis

Dataset Linear reg. REPTree LWR Piecewise reg. Balanced reg.

compactiv 0.30118 0.03388 0.07098 0.1368 0.02042

concrete 0.11539 0.08307 0.16525 0.09991 0.06705

delta-ail 0.13082 0.14135 0.16409 0.12699 0.08484

delta-elv 0.12855 0.13193 0.16865 0.12704 0.09753

diabetes 0.19487 0.21942 0.19293 0.18675 0.18019

ele-1 0.06014 0.06714 0.08328 0.06824 0.05496

elevators 0.09513 0.09264 0.19109 0.0771 0.06897

friedman 0.10596 0.10597 0.21149 0.06444 0.08095

laser 0.09539 0.05235 0.12432 0.0698 0.041

plastic 0.4283 0.17345 0.31458 0.18267 0.14362

tic 0.64137 0.6429 0.65574 0.63984 0.53042



72 T. Alam et al.

Table 7. Mean absolute error for regression analysis

Dataset Linear reg. REPTree LWR Piecewise reg. Balanced reg.

compactiv 0.21557 0.01328 0.0344 0.0943 0.01043

concrete 0.09239 0.06342 0.1308 0.07975 0.04634

delta-ail 0.09035 0.09486 0.11322 0.08734 0.05661

delta-elv 0.09472 0.09558 0.12043 0.09368 0.06501

diabetes 0.16342 0.18281 0.16108 0.15747 0.14822

ele-1 0.04105 0.04564 0.06458 0.04986 0.03629

elevators 0.0647 0.06763 0.14434 0.04849 0.04934

friedman 0.08642 0.08828 0.19836 0.05223 0.06089

laser 0.06157 0.02838 0.09381 0.02586 0.01933

plastic 0.40027 0.13906 0.28402 0.1316 0.07763

tic 0.47868 0.47589 0.48749 0.47613 0.30613

Table 5 shows the comparison results for F measure on the seven datasets.
We can see that our algorithms performs better than the other two algorithms
as our algorithm do not suffer from loss of data or overfitting.

4.2 Performance Analysis for Data Imbalance Regression

The performance measures used for evaluating the performance are Mean Abso-
lute Error and Mean Square Error. For all the experiments, the recursion limit
is set to 2 and the threshold for checking imbalance is set to 1.5. We have com-
pared our results with four algorithms (Linear Regression, REPTree, Piecewise
Regression, Locally Weighted Regression) to indicate the effectiveness of our
algorithm.

Tables 6 and 7 shows the results of our algorithm with respect to Mean Square
Error and Mean Absolute Error respectively. For the final prediction algorithm,
we have used REPTree. We can see that our algorithm performed better that
the other four algorithms as our algorithm handles the data imbalance problem
by balancing the data.

5 Conclusions

Most algorithms proposed for solving the class imbalance problem are well-suited
for binary classification. Moreover they suffer from various problems, like sam-
pling methods alter the original data class distribution of imbalanced data and
then lead to some unexpected mistakes. For example, over-sampling might lead
to overfitting and under-sampling may drop some potentially useful informa-
tion. Bagging and Boosting algorithms, for each iteration it may still suffer from
the class imbalance problem as the sampled subset in a given iteration has the
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similar class distribution with the original data set. Again, the data imbalance
problem has not been addressed in most of the algorithms for regression analy-
sis. We propose an recursive based ensemble method for classifying multi-class
imbalance data and also a recursive based method for regression analysis for
imbalanced data.

We wish to further improve our method. We wish to introduce an efficient
ensemble rule suitable for multi-class classification and regression. Our proposed
method is external, that is we do not alter the base algorithms. In future we wish
to propose an internal algorithm as well which can handle multi-class imbalance
problem and regression problem with imbalance data.
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Abstract. The construction of repositories with curated information
about gene essentiality for organisms of interest in Biotechnology is a
very relevant task, mainly in the design of cell factories for the enhanced
production of added-value products. However, it requires retrieval and
extraction of relevant information from literature, leading to high costs
regarding manual curation. Text mining tools implementing methods
addressing tasks as information retrieval, named entity recognition and
event extraction have been developed to automate and reduce the time
required to obtain relevant information from literature in many biomed-
ical fields. However, current tools are not designed or optimized for the
purpose of identifying mentions to essential genes in scientific texts.

In this work, we propose a pipeline to automatically extract mentions
to genes and to classify them accordingly to their essentiality for a spe-
cific organism. This pipeline implements a machine learning approach
that is trained using a manually curated set of documents related with
gene essentiality in yeast. This corpus is provided as a resource for the
community, as a benchmark for the development of new methods. Our
pipeline was evaluated performing resampling and cross validation over
this curated dataset, presenting an accuracy of over 80%, and an f1-score
over 75%.

1 Introduction

In recent years, organisms modified genetically have been used as hosts in the
production of compounds of interest (e.g. biofuels or drugs) through Biotechnol-
ogy [1,2]. In many cases, these hosts are subjected to specific genetic modifica-
tions to design strains that are able to improve productivity or yield in these
bio-processes. The identification of essential genes for these microbial hosts is an
important task within this effort.

In this context, several repositories with manually curated information of
organism oriented gene essentiality (e.g. OGEE [3], SGD [4]) emerged to identify
which genes can be removed maintaining the modified organism viability, given
some experimental conditions (e.g. media). The construction of such repositories
requires a large amount of information that is spread in different sources, mainly
scientific literature [3,4]. The extraction of relevant information from literature
c© Springer International Publishing AG, part of Springer Nature 2018
P. Perner (Ed.): ICDM 2018, LNAI 10933, pp. 75–87, 2018.
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about essential genes is a time consuming task, requiring a huge amount of
manual curation from researchers.

The Text Mining (TM) field has emerged from the efforts to automate and
reduce the required time to retrieve and extract relevant information from litera-
ture. This field combines computational approaches applied for several linguistic
challenges, as the identification of relevant documents for a specific theme, the
recognition of name entities with biological meaning from texts, or the extraction
of semantic information of these named entities or relationships/ events relating
them [5].

The identification of gene mentions in literature, with a correct association to
a specific organism, is a difficult task even when we have a selected set of relevant
documents. Named entity recognition (NER) is a TM field that has been used
for the identification of biological entities assigned to a class of interest (e.g.
proteins, compounds, genes or cell lines) [5–8].

Dictionaries and ontologies have been used as resources for NER, being
used as data structures supporting search and matching algorithms (e.g. binary
search algorithm), used to annotate free text with specific entries from biological
databases and other repositories [6]. This approach has some limitations, being
one of them the need to have complete databases for a specific biological context
that usually are not enough to match all possible entities (e.g. lack of all possible
gene synonyms on a gene dictionary).

NER approaches based on expression rules have been used to match named
entity variants, which are not present on dictionaries and ontologies [7]. However,
this requires the definition of complex rules created from name patterns for a
specific biological context.

Supervised Machine Learning (ML) models, such as Support Vector Machines
(SVMs) or Conditional Random Fields (CRFs) have been applied for NER with
fast and reliable results [8]. These methods work by training ML models from
a large set of data, typically manually curated, which may then be applied to
predict the classes of new examples. ML methods have also been used for many
other applications in TM.

In the case of NER for genes, we will opt here for the use of dictionaries,
since in this particular case they have shown good performance. Indeed, dictio-
naries for gene names and synonyms for well studied organisms, such as yeast or
humans, can achieve good performance in NER tasks. Also, applying a curated
dictionary with gene names for a determined organism improves the specificity
of the dictionary based NER systems.

When trying to assess gene essentiality from text, a first step of NER to
find gene mentions is needed. Then, a second level of information extraction is
required to identify if the identified genes are essential or not, given the semantics
of the sentence where the gene is mentioned. This will be handled as a problem of
Event extraction (EE), another major TM task, which tries to identify semantic
interactions between previously annotated entities [3,5,9].

We will consider here that the presence of certain keywords, like “essen-
tial”, “nonessential” or “viability”, can be important to define the sentence’s
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semantics. We will call these keywords as triggers and identify those in sentences
also using NER, matching the tokens in the sentence with a set of pre-defined
keywords.

Pairing mentions to triggers and genes can give us information on the seman-
tics of the sentence regarding the gene’s essentiality. Here, for each pair, we will
provide a classification task seeking to decide if the pair is an essentiality event
or not. An event can be defined as a relation between a set of entities with bio-
logical interest. In our case, this relationship will be established between a gene
and a trigger, and will represent an event of gene essentiality.

As an example, in the sentence “Disruption of gene A compromises the viabil-
ity of organism D”, the entity “gene A” and the trigger “viability” are associated
as a pair, which is classified as an essentiality event “gene A - viability” due to
the meaning of the whole sentence (the verb “compromises” implies that the
“gene A” is essential for “organism D”).

Shallow parsing and dependency parsing methods have been applied to dif-
ferent EE tasks, identifying semantic patterns on sentences that denote the inter-
action of annotated entities in a sentence [10,11]. Those methods require a set
of rules, defined as grammars, that try to represent the structure of a sentence
computationally. Those grammars are difficult to obtain because they require
large amounts of written text for a specific theme, being normally trained and
curated from large text repositories as journal news.

Co-occurrence based methods are able to identify events from associations
of entities present in each sentence [12]. Those associations are then classified as
event or not regarding a arbitrary rule, a statistical or an ML model. Similarly to
ML models applied for NER, ML models applied for EE based on co-occurrences
require a large amount of documents manually annotated with events to allow
for ML model training.

Training ML models on an EE co-occurrence based system using literature
with curated gene essentiality evidences would enable the prediction of novel
gene essentiality evidences in unannotated literature. However, previously pro-
posed NER and EE systems lack specificity to extract genes with an essentiality
context, since they are designed to identify biological entities and events within a
more generic context. Also, there is a lack of adequate manually curated datasets
to enable training ML models for this task.

In this work, we aim to help researchers to identify essential gene evidences
from literature in an automated way, by proposing a gene essentiality extraction
method, which is implemented by a TM pipeline including NER and EE sub-
systems. Our method firstly identifies gene names for a specific organism and
triggers related to gene essentiality, and then provides ML-based models for the
classification of the essentiality gene context present in the sentences where gene-
trigger pairs are identified. We have also created a large manually curated corpus
for yeast genes essentiality with over 6000 sentences, which allows to train our
ML models and provide a benchmark for their validation, as well as a resource
for the research community.
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In this article, we provide a detailed description of the gene essentiality
extraction method proposed in this work. Afterwards, the system performance
is evaluated in terms of precision, recall and f1 score using our novel curated
dataset. Finally, we discuss the advantages and further improvements of the
proposed system.

2 Algorithms and Implementation

2.1 Proposed Algorithm

Our system contains two main steps to extract essential genes: (i) identification
of triggers and gene names with a dictionary-based NER approach, and (ii)
classification of essential genes with an EE based ML approach. Figure 1 shows
the overall pipeline with the two main steps of our system.

The NER for gene identification is performed using a dictionary-based app-
roach that requires a dictionary built with a set of gene names for a specific
organism (e.g. S. cerevisiae or E. coli). The system matches and annotates all
dictionary names against the free text using a binary search algorithm.

On the other hand, the triggers are recognized following a similar approach,
using a dictionary built from a curated set of names like “essentiality”, “essen-
tial”, “nonessential”, “non-essential”, “unessential gene” or other variation key-
words that define the essentiality context of gene names in the sentence.

In the second step of the pipeline, an EE sub-system is used to annotate
events between the previously identified genes and triggers. Those events are
classified as essential, not essential or not related taking into account the sen-
tence meaning. For EE, we use an algorithm designed for general-purpose tasks,
which takes pairs of annotated entities and classifies those accordingly to a set
of features.

The EE sub-system is separated in two main pipelines: training and predic-
tion. In both pipelines, there is a common step, the feature matrix generation
which requires the MALLET framework [13]. This step processes the corpus and
converts it into a matrix of features characterizing pairs of entities (which can
be labelled as possible events).

The set of features used in our method is provided and briefly described in
Table 1. These features can be divided, regarding the information extracted from
texts, into two main groups: sentence morphology and event morphology.

Sentence morphology features are extracted from the sentences’ structure,
including any information not directly related with the annotated pairs (e.g.
sentence length, verbs present in the sentence, etc). On the other hand, event
morphology features are related directly with the pair of entity annotations (e.g.
words of the possible event, positions of those words in the sentence, etc.).

Entity annotations present in each sentence are paired and treated as possi-
ble event instances. For example, consider the sentence “In contrast to gene A,
the gene B is essential for growth.” (Fig. 2), in which “gene A”, “gene B” and
“essential” are the annotated entities obtained from the NER module. These
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Fig. 1. Overall event extraction pipeline.

annotations are converted into three instances of the matrix considering all pos-
sible pairs: “gene A - gene B”, “gene A - essentiality” and “gene B - essentiality”
(as observed, the system considers “gene A - gene B” as equal to “gene B - gene
A”).

The EE pipeline contains a filtering approach to select which entity pairs will
be used to train ML models. The filtering approach selects which possible pairs
of entity classes are allowed in the model (e.g. only pairs that have a trigger and
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Table 1. Features used in event classification organized by groups

Feature group Feature name Feature description

Sentence
morphology

Count tokens
between

Counts the number of tokens between two
annotations on the event

Count tokens
outside

Counts the number of tokens outside two
annotations on the event

Event annotation
between commas

Tests if the annotation event is between
commas

Event annotation
between
parenthesis

Tests if the annotation event is between
parenthesis

Keyword between
event entities

Tests if “not”, “for”, “by”, “in” or “from”
keywords exist between event entity tokens

Lemmas between
event annotations

For each lemma, tests if it is present
between event token annotations

Lemmas after
keyword until
sentence end

For each lemma, tests if it is present in the
sentence from keywords “not”, “for”, “by”,
“in” or “from” until the end of the sentence.

Verb between
event entities

For each verb, tests if it exists between
event annotation tokens

Verb outside
event entities

For each verb, tests if it exists outside event
annotation tokens

Last verb before
event

For each verb, tests if it exists before event
annotation tokens

Event
morphology

Annotation
tokens

For each pair of token annotations, checks if
it is in the event

Positions in
sentence

For each pair of token annotations, gives the
(position/size tokens) in sentence

Contains token
annotations that
starts with
negative evidence

Tests if annotation starts with “non” or
“un” or “in”

Annotation
lemmas

For each pair of lemmas from token
annotations, tests if it is in the event

Annotation part
of speech

For each pair of part-of-speech from token
annotations, tests if it is in the event

Event part of
speech
representative

For each sequence of part-of-speech from all
annotations using dependency parsing label
nodes, tests if it is in the event

Event entity
annotation type

For each pair of possible entity types, tests
if it is in the event

Dependency tree
distance

Minimum distance in number of arcs to get
from one entity to other entity in the event
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Fig. 2. Sentence example with annotated entities, filtering, feature generation and ML
training steps.

gene will be considered in this case). Using the example above, only “gene A -
essentiality” and “gene B - essentiality” are used for the next step.

For each pair selected from the filtering module, a set of features are generated
by all modules based on sentence morphology and syntax (Table 1). On the
training pipeline, the annotated events are used to label the matrix instances as
a binary classification problem:

– “B” for an entity pair that is an event, labelled with the target class of the
model;

– “O” for an entity pair that is not an event, or is an event with a type not
equal to the target class of the model.

Note that if there are three or more classes in the task, a model for each class
is defined. In our case, three models will be trained, for essential, non essential
and not related classes.
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On the prediction pipeline, each of the ML trained models are applied to a
sentence, labeling all pairs of annotations with “B” or “O”, as shown on Fig. 2.
Each prediction assigns a score to each possible outcome.

When there are three or more classes, the system allows the combination of
several trained ML models that are able to predict events with different classes
for the same pair. This leads to an overlap from predictions of two or more
models which is solved by selecting the event with the highest prediction score.

The ML algorithm in this work uses Support Vector Machines (SVM), as pro-
vided by the LibSVM software library [14]. Default LibSVM parameters are used
on training (C-SVC with linear kernel, cost equal to 1 and activated estimation
of probabilities).

Evaluation of EE ML trained models can be performed by two evaluation
methods: cross-validation or resampling. The evaluation system encompasses a
pipeline for dataset processing. The processing pipeline requires the MALLET
framework, that produces the event matrix described above, in which the cross-
validation or the resampling evaluations are applied to the event instances.

For cross-validation evaluations, the matrix is split into k folds (k is defined
by the user). Each fold is used to predict event annotations from ML model
trained on the remaing folds.

For resampling evaluations, the holdout procedure is applied on the matrix.
In each evaluation, a percentage of random instances from the matrix is used as
the test dataset. The remaining instances are used to train the ML model.

The event extraction system was integrated into the BioTML framework
[15] that is available in @Note2 [16], a general-purpose biomedical TM plat-
form http://anote-project.org/. This system is accessible through a Java appli-
cation programming interface (API) that is available at https://github.com/
biotextmining/machinelearning.

2.2 Manually Curated Corpus for Yeast

An essentiality corpus was created in this work containing 5240 documents
related with S. cerevisiae randomly selected from PubMed. The corpus was
annotated with a dictionary of genes created from the SGD database. Sentences
with at least one annotated gene and a trigger like “essentiality”, “essential”,
“nonessential”, “non-essential”, “unessential gene” or other gene essential varia-
tion keywords were extracted from those documents. Each sentence of the corpus
was manually annotated with one of three classes: “essential”, “not essential” or
“not related with essentiality” for each pair of gene-trigger annotations.

As a result, 6339 sentences with 6912 gene and trigger annotations were
obtained. Those annotations allowed to create 4412 pairs of trigger-gene anno-
tations, which were then classified and separated in 3 main groups (Table 2).

The corpus is also made available at https://github.com/biotextmining/
machinelearning with annotations in the BioNLP 2011 format (A1/A2 format),
allowing to fully reproduce the results of this paper, and to benchmark other
methods against the same data.

http://anote-project.org/
https://github.com/biotextmining/machinelearning
https://github.com/biotextmining/machinelearning
https://github.com/biotextmining/machinelearning
https://github.com/biotextmining/machinelearning
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Table 2. Number of event annotations present in the curated corpus

Event group Number of annotations

Essential gene 1424

Non essential gene 439

Not related essential gene 2549

3 Results

3.1 Event Extraction System Evaluation

The corpus presented in the previous section was used to validate our EE method.
We performed the two possible types of evaluation: cross-validation and resam-
pling.

For cross-validation, events from the whole set of documents were randomly
split into k folds. In the results presented in this paper, the value of k = 10
was used. The cases in each fold were predicted by an ML model trained using
the examples in the remaining folds. The predictions were compared against the
manually curated event classes using three metrics: precision, recall and f-score,
computed for each of the classes.

For resampling tests, 10 runs of holdout were executed. In each run, 2/3 of
the examples (events) in the corpus were randomly selected to train the ML
model. The remaining events (1/3) were predicted and compared against the
manually curated event classes using the metrics mentioned above. This process
was repeated 10 times.

The mean scores obtained from evaluations over the full corpus are described
in Tables 3 and 4, for the resampling and cross-validation validations. A confusion
matrix from one resampling evaluation run on the full corpus is presented in
Table 5.

Table 3. Event extraction resampling evaluation mean scores using the full corpus

Essential gene event group Recall Precision F1

Positive 56.9 ± 3.3% 68.9 ± 2.7% 62.3 ± 2.6%

Negative 36.5 ± 8.25% 61.2 ± 6.4% 45.5 ± 5.9%

Not related 84.2 ± 2.1% 72.2 ± 1.7% 77.8 ± 1.4%

As observed, the trained SVM models performed with similar results in both
evaluation methods. The values of f1-scores show better results in the classes
with more examples (not related and positive), but a low value on the class with
less examples (negative). This is probably due to the original unbalance of the
dataset.
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Table 4. Event extraction cross-validation evaluation mean scores using the full corpus

Essential gene event group Recall Precision F1

Positive 57.7 ± 3.5% 68.8 ± 7.3% 62.6 ± 7.50%

Negative 40.7 ± 7.7% 61.3 ± 18.2% 48.7 ± 11.4%

Not related 83.8 ± 3.5% 72.9 ± 4.4% 78.0 ± 3.2%

Table 5. Confusion matrix of one run of resampling of full corpus

Predicted event instances
by group event class

Not Related
Essentiality

Negative
Essentiality

Positive
Essentiality

C
or
re
ct

ev
en

t
in
st
an

ce
s

by
gr
ou

p
of

ev
en

t
cl
as
s

Not Related
Essentiality

728 27 100

Negative
Essentiality

68 59 18

Positive
Essentiality

203 4 255

Model
Accuracy 71.2%

Overall, these models achieved 71% of accuraccy, confirming these suspitions.
ML algorithms are highly influenced by the dataset in which they are trained.
The results shown that the SVM model was able to predict with high recall and
precision on events not related with essentially, because those instances were
more frequent than the other two types of events. The ML model predicted
negative events with low recall, because the number of examples present in the
training corpus was low.

To try to test the results in a balanced dataset, we merged the classes of
non-related and negative events. Also, we removed part of the examples in the
non related class. As a result, a filtered dataset was created, with 1596 sentences,
3941 entities, 1424 positive events and 1468 not-related/ negative events.

The mean scores obtained in evaluations performed on the filtered corpus are
described in Tables 6 and 7. A confusion matrix from one resampling evaluation
run on the filtered corpus is described on Table 8.

Table 6. Event extraction resampling evaluation mean scores using the filtered corpus

Essential gene event group Recall Precision F1

Positive 84.8 ± 4.3% 76.7 ± 3.7% 71.7 ± 2.3%

Not related 68.3 ± 4.2% 77.1 ± 6.1% 71.7 ± 4.5%
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Table 7. Event extraction cross-validation evaluation mean scores using the filtered
corpus

Essential gene event group Recall Precision F1

Positive 82.4 ± 14.5% 76.8 ± 6.9% 79.5 ± 7.9%

Not related 68.0 ± 14, 2% 76.3 ± 10.3% 71.6 ± 8.7%

Table 8. Confusion matrix of a run of resampling of the filtered corpus

Predicted event instances
by group event class

Not Related
Essentiality

Positive
Essentiality

C
or
re
ct

ev
en

t
in
st
an

ce
s

by
gr
ou

p
of

ev
en

t
cl
as
s

Not Related
Essentiality

265 95

Positive
Essentiality

71 406

Model
Accuracy 80.2%

Results show that the corpus balancing resulted in a improvement of overall
prediction scores of the ML models, since the algorithm and the parameters used
were the same of the previous evaluations.

Positive essentiality events achieved better recall and precision results. This
means that our models can, with a high confidence, find sentences that mention
essential genes, with precision, recall and accuracy all with values around 80%.
This means that ML models can be used to greatly reduce manual curation
efforts for this task.

On the other hand, the negative events are harder to discover and to dis-
tinguish from non related events. The ability to discover negative events, i.e.
sentences were genes are considered non essential, needs trained models with a
larger number of examples.

4 Conclusions and Further Work

In this work, we developed an event extraction method, and its implementation
in a computational pipeline, that is designed to identify gene annotations and
classify them in terms of essentiality for a specific organism. This system is
made available in the BioTML plugin, part of @Note2 text mining framework.
A manually curated corpus with gene essentiality data was created and made
available in this work, allowing to benchmark our method, but also to validate
methods proposed by the research community.

The results show that the ML algorithm is highly dependent of the train-
ing dataset, because training a ML model with an unbalanced dataset lead to
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relatively poor prediction results, mainly in the negative class (events mention-
ing non essential genes). Balancing the dataset, and considering two classes, an
ML model is able to predict with 80% of accuracy and with more than 75% of
precision and recall for the positive events.

Deep learning algorithms applied for text mining approaches are emerging
with better results than conventional supervised machine learning methods. Fur-
ther event extraction system improvements could be lead by implementation of
deep learning algorithms like long short-term memory networks to automate the
feature selection or to identify sentence patterns specific for essential gene iden-
tification. Still, the scenario of data scarcity for this task makes this approach
more difficult.
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Abstract. Capping the number of licenses and granting exclusive right to street
hailing passengers, the New York City (NYC) medallion system manipulated
the demand and supply of taxicab services and created a medallion market. The
lasting system turned the right to operate taxis in NYC into a private property of
scarcity and an investment vehicle with disguised risks. Integrating data pub-
lished by the NYC Taxi and Limousine Commission (TLC), this research
identified four phases of the medallion market and argued that (1) the market
collapsed because technology and ride-sharing economy have materially
weakened the assumptions underlying the market; (2) Yellow Cab is fighting a
lost battle against players of ride-sharing economy; and (3) the deregulation of
the NYC taxicab industry will adapt and continue despite its adverse impact on
the medallion interest groups.

Keywords: App-based � Boro Taxis � For-Hire Vehicle (FHV)
Green Cab � Haas Act � Medallion � New York City (NYC)
Street Hail Livery (SHL) � Ride-sharing � Taxicab
Taxi and Limousine Commission (TLC) � Uber � Yellow Cab

1 Introduction

1.1 NYC Taxicab Market

The NYC taxicab market is one of the largest in the world, with about one million
passengers per day and annual revenue of two billion US dollars. By the local gov-
ernment regulations, summarized in Table 1. Classification of NYC Taxicab Services
and Providers, the market consists of two sectors of service demand (street hailing and
pre-arranged pick-up) and three major classes of service suppliers: Yellow Taxi Cab
(Yellow Cab), For-Hire Vehicles (FHVs), and Street Hail Livery (SHL).

Street hailing services are provided by taxicabs in response to hails by passengers
on the streets. Pre-arranged pick-up services are provided by taxicabs in response to
requests made to a taxicab’s affiliated service dispatching base.

Identifiable by the color of canary yellow, Yellow Cab taxis are providers of street
hailing services. They are permitted to pick up passengers anywhere in all the five NYC
boroughs. More, they are granted exclusive right to street hailers in Manhattan,
LaGuardia Airport, and John F. Kennedy International Airport [1], where most of the
traditional NYC taxi traffic is originated or destined. Customers access this mode of
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transportation by standing in the street and hailing with hands. A medallion, the metal
plate attached to a car’s hood, is the proof of legal license, i.e., the right for a car to
provide street hailing services. There is a cap on the number of available licenses.

FHVs include Community Cars (aka Liveries), Black Cars, and Luxury Limou-
sines. Those taxicabs can pick up passengers throughout the five NYC boroughs, but
only by appointments [2]. Customers access this mode of transportation by submitting
a request, via phone, mobile apps, website, or other methods, to a TLC-licensed base or
a TLC-licensed dispatch service provider who then direct FHV taxicabs to the cus-
tomers. Important to note, app-based service providers such as Uber and Lyft are
classified as FHVs. They were not permitted to enter the NYC taxicab market until the
middle 2011. However, once permitted, they became disruptive against street hailing
service providers as smart phones made FHVs as convenient (if not more so) as
traditional taxicabs.

SHL, painted apple green and known as “Boro Taxis” or “Green Cabs”, is a hybrid
between Yellow Cab taxis and FHVs. They are permitted to accept pre-arranged rides
in all the five NYC boroughs, and, beginning in June 2013, are permitted to pick up
hailing passengers from the street in northern Manhattan (north of West 110th street
and East 96th street) and the outer-boroughs: the Bronx and Queens (excluding the
airports), areas historically underserved by Yellow Cab [3].

1.2 Medallion System

Licenses for both drivers and vehicles are required to operate taxicabs in NYC.
However, regulations vary on Yellow Cabs, Green Cabs, and FHVs. Yellow Cabs have
the strictest licensing. The right to serve street hailers had been exclusively assigned to
Yellow Cabs until 2013 – the year Green Cab was created. The number of Yellow Cab
Taxis permitted on streets is controlled via medallion licensing, by which the New
York state’s legislative body approves additional medallions and the NYC TLC holds
auctions to sell them to public.

Introduced in 1937, the medallion system added only limited number of Yellow
Cabs with only three legislative approvals in year 1996, 2004, and 2013. Today, only
13,587 Yellow Cab taxis are permitted on the NYC streets, corresponding to the same
number of medallions.

Table 1. Classification of NYC taxicab services and providers

Right to street hailing passengers Right to
pre-arranged
pick-ups

Yellow Cab All NYC Not permitted
FHVs Not permitted All NYC
Green Cab Northern Manhattan (north of West 110th street and East

96th street) and outer-boroughs (Bronx and Queens
excluding the airports)

All NYC
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2 Evolution of NYC Medallion Market

Based on the data integrated from the TLC websites, annual transfer volumes and
average prices for Yellow Cab medallion transactions are graphed in Fig. 1. NYC
Yellow Cab Medallion Annual Transfers and Average Sales Prices. According to the
price and volume movements, the market can be described in four different phases,

• Born but no value (1937–1946)
• Formed and established (1947–1986)
• Investment tool and booming (1987–2013)
• Collapsed and falling (2014 – Present).

Data details are in Table 2. NYC Yellow Cab Medallion Annual Issuance and Sales
Transfer.

2.1 Born But No Value (1937–1946)

The first phase of nine years from 1937 through 1946 carried no market values for the
medallions. After the great depressions in early 1930s, NYC was flooded with 30,000
drivers. Sometimes there were more taxi cabs than passengers on the streets. Out of
concerns about congestion, pollution, and crimes, the Haas Act was legislated in 1937
and official taxis were introduced with medallions attached. The law limited the number
of cab licenses to the existing 16,900, but only 13,595 were in active use due to
registration lapses [4]. The active licenses dwindled to 11,787 in 1947 due to reduced
renewals and stood the same for 50 years until 1996 when 266 more were issued.

Fig. 1. NYC Yellow Cab medallion annual transfers and average sales prices
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Table 2. NYC Yellow Cab medallion annual issuance and sales transfer

Medallion
market

Year Total medallions Independent
medallions

Corporate medallions

Approved Issued Active Sales
transfer

Average
price ($)

Numbers
traded

Average
price ($)

Numbers
traded

Phase I 1937–1946 16,900 13,595 13,595 0 0 0 0 0

Phase II
(1947–
1986)

1947 2,500 2,500

1950 5,000 5,000

1952 7,500 7,500

1959 19,500 20,000

1960 20,825 19,450

1962 22,000 23,400

1963 25,000 28,773

1964 11,787 290 26,000 290 34,145

1965 11,787 610 26,000 610 30,000

1966 11,787 390 25,000 390 19,000

1968 11,787 490 27,000 490 16,000

1969 11,787 650 24,500 650 15,000

1970 11,787 670 28,000 670 14,000

1971 11,787 430 25,000 430 10,000

1972 11,787 580 26,000 580 12,000

1973 11,787 600 30,000 600 17,000

1974 11,787 590 30,000 590 17,000

1975 11,787 570 35,000 570 22,000

1976 11,787 800 42,000 800 24,000

1977 11,787 680 55,000 680 33,000

1978 11,787 810 63,000 810 52,000

1979 11,787 830 67,000 830 53,000

1980 11,787 700 60,000 700 50,000

1981 11,787 699 60,000 699 50,000

1982 11,787 1,334 57,500 697 49,300 637

1983 11,787 1,371 68,600 723 57,900 648

1984 11,787 1,591 75,900 795 66,200 796

1985 11,787 1,344 84,900 641 79,000 703

1986 11,787 1,438 101,600 660 92,900 778

Phase III
(1987–
2013)

1987 11,787 1,094 108,700 527 94,600 567

1988 11,787 1,178 129,700 532 121,500 646

1989 11,787 826 139,100 418 141,400 408

1990 11,787 646 128,400 374 135,700 272

1991 11,787 800 126,067 357 130,360 443

1992 11,787 688 128,577 281 143,199 407

1993 11,787 504 137,196 256 170,200 248

1994 11,787 396 155,633 232 214,221 164

1995 11,787 381 169,750 194 219,958 187

1996 400 266 12,053 531 176,333 264 207,292 267

1997 134 12,187 408 199,875 205 236,500 203

1998 12,187 370 229,000 155 277,318 215

1999 12,187 289 212,917 178 269,500 111

(continued)
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The number-capped medallion system had little impact on the NYC taxi industry
during this initial phase. Due to the World War II and lack of demand for taxi services,
many medallion owners valued a medallion not worth the annual $10 renewal fee and
chose not to renew. No evidences suggest that, in capping the number of taxis, the law
makers of Haas Act intended to turn the right to operate taxicabs on the NYC streets
into a property with tradable market value. The establishment of medallion was not
much different from other Depression-era legislative efforts: to stabilize and revive the
taxicab industry diagnosed suffering from excessive competition [5].

However, the Haas Act did have an ordinance allowing transfer of licenses between
owners, conditionally upon the NYC’s approval of new owners’ qualifications. This
transferability was critical to establish medallion values and trade in future when
economic conditions improved and demand for taxicabs rose.

2.2 Formed and Established

A medallion market was formed and stabilized during the second phase of almost four
decades from 1947 through 1986. Until 1947 had there been no demand adequate to
utilize the existing medallions from individuals seeking to drive a taxi. Rationing of
fuel and car parts during World War II turned more people to taxis for transportation
and the post-World War II prosperity created more business, which led to more drivers
than the medallions available [6]. Medallions started to assume value and a medallion
market formed in response to the need of medallion trading.

Table 2. (continued)

Medallion
market

Year Total medallions Independent
medallions

Corporate medallions

Approved Issued Active Sales
transfer

Average
price ($)

Numbers
traded

Average
price ($)

Numbers
traded

2000 12,187 327 217,125 208 253,864 119

2001 12,187 368 188,958 210 209,458 158

2002 12,187 529 200,333 262 232,250 267

2003 12,187 611 224,958 266 260,917 345

2004 1,050 554 12,741 440 277,583 191 315,636 249

2005 38 12,779 263 335,583 199 378,556 64

2006 249 13,028 259 379,000 182 476,000 77

2007 120 13,148 308 420,964 204 573,489 104

2008 89 13,237 383 550,000 293 747,000 90

2009 13,237 150 566,732 87 746,746 63

2010 13,237 274 595,118 169 736,200 105

2011 13,237 222 657,665 157 895,462 65

2012 13,237 164 709,643 105 1,007,203 59

2013 2,000 200 13,437 90 870,059 69 1,162,381 21

Phase IV
(2014-)

2014 150 13,587 84 977,729 49 1,127,371 35

2015 13,587 24 736,667 6 852,500 18

2016 13,587 17 479,191 9 600,266 8

2017 13,587 78 285,168 57 249,891 21
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In 1947, the New York Times reported that taxicab owners received bonuses
averaging $1,500 or $2,500 from selling their medallions with used cabs [7]. In 1950,
the “bonus” rose to $5,000. The “bonus”, on the top of the sales price for a cab,
effectively put a price tag on a medallion and indicated the birth of a standalone market.
In early 1960s, a medallion was traded around $25,000.

In 1971, the NYC TLC was created pursuant to Local Law 12 of 1971 to license
taxicab vehicles and drivers by establishing and enforcing standards and criteria [8].
The creation and functioning of the TLC brought regulation transparency and con-
sistency, which contributed to the health and stability of the NYC taxicab industry. It
also led to legitimatization of “gypsy cabs” into what known today as livery cars,
community cars, car services or for-hire vehicles [9]. In its annual reports, the TLC
stated “taxicab licenses are transferable, and may be pledged as security for loans. …,
the license has a considerable value” [10]. Explicitly, the TLC pointed to the tradable
value of the medallion and existence of a medallion market.

In addition to purchasing that requires a large amount of payment up front, drivers
can pay medallion owners for the right of use by operation shift or certain hours, i.e.,
leasing. The Haas Act mandated that 60% of the medallions go to fleets who hold two
or more licenses and can rent them to drivers. In 1979, TLC legalized leasing. Through
waves of conversion to lessee-driving from owner-driving - fleet leasing in 1980s and
independent owner leasing in 1990s, nearly all fleet drivers and most independent
drivers were lessees [11]. Medallion ownerships were effectively separated from their
right of use, which made it easy to price and trade medallions. Independent agencies
were founded to broker and manage leasing on behalf of medallion owners.

During the second phase, demand for taxicabs rose due to a growing NYC pop-
ulation – residents and tourists, most of whom did not drive, while the number of
medallions was capped the same for the whole period. Sales transfer of medallions
increased at steadily higher prices. In 1984, the trading volumes went as high as 1,591,
or 13.5% of the medallions in circulation. In 1986, 1,438 medallions or 12.2% of
existing medallions changed hands. Thereafter both the number of medallions traded
and its percentage in the total continued to decrease. As such, year 1986 was deemed
the end of this forming phase. In the same year the average sales price for a medallion
crossed $100,000 for the first time, forty times the price at the beginning of this phase
(inflation was not adjusted). Without new supply, this phase of the NYC medallion
market was characteristic of more transactions, rising prices, and establishment of a
regulation agency, the NYC TLC.

2.3 Investment Tool and Booming

During the third phase of 1987 through 2013 (or quarter 2 of 2014 concisely), the
medallion price continuously rose, but trading volumes were thin, and thinner. This
trend continued despite additional 1,650 or 14% more licenses were issued between
1996 and 2013. Both private sales transfers and official auctions kept recording prices
historically high. Medallions were bought and held in anticipation for value appreci-
ation. The license became an investment vehicle, no longer limited to the way gaining
the right to drive to make a living in the city. Medallion-owner drivers populously
counted on selling their medallions later to make comfortable retirements.
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The annually averaged prices peaked at $1.16 million for a corporate medallion in
2013 and $0.98 million for an independent one in 2014. Only 90 medallions were
transacted in 2013, 21 corporate and 69 independent, less than 0.67% of the total in
use. The price was so high that fractions of a medallion were recorded in sales transfer.
Except temporary setbacks from the economic recessions in early 1990s and following
the terrorist attack on September 11 of 2001, the price trend line was straight up,
projecting the medallion as a safe investment risking nothing; the volume trend line
was straight down, telling few owners would like to sell. The two lines crossed and
formed the shape like a pair of scissors in Fig. 1.

Rising price and known entry control made the NYC medallion a safe bet and gave
it many attributes of the bundle of right as a private property [12]. It has been routinely
bought and sold, leased, and used as collateral for loans and counted as assets in estate,
bankruptcy, divorce, and inheritance settlements. Purchases were financed through
credit unions, banks, and other financial institutes. In 1995, Medallion Financial was
founded as a firm specialized in originating, acquiring, and servicing loans that finance
taxicab medallions and various derivatives. It was listed and actively traded one year
later in NASDAQ stock exchange [13]. Taking the Schaller Consulting’s estimate that
15% of a medallion’s total revenues went to its owners [14], the annual return was
computed between 3% and 9% during this period, better than investment in gold and
oil in the comparable years. Calculated according to the rate rules in the TLC Pro-
mulgation of Rules issued in 2012 [15], a medallion owner can earn $30,000 to
$80,000 annually by leasing out one medallion. It was commonly believed that buying,
holding, and leasing out medallions was a wise business decision. The environment of
low interest rate following 2008 financial crisis provided widely accessible, low-cost
loans and contributed to the medallion hype as well.

Medallion auctions administrated by the TLC also enforced the perception that
investing in the medallion was safe. “Strong medallion sale prices have historically
been used to judge the overall health and viability of the industry” [16] was frequently
presented in the TLC annual reports. It was no coincidence that TLC auctions always
set price records.

2.4 Collapsed and Falling

The good time peaked and started to end in the second half of 2014. Viewed quarterly,
the average sales price for a corporate medallion peaked at $1.26 million in quarter 2 of
2014 and then fell straight to $208,411 in quarter 4 of 2017, a drop of 83.5%; the
average sales price for an independent medallion peaked at $1.0 million in quarter 3 of
2014 and then fell straight to $191,749 in Quarter 3 of 2017, a drop of 80.8% (Fig. 2.
NYC Yellow Cab Medallion Quarterly Sales Prices). The fall was steep and fast. It
took almost twenty years to rise to $1 million for a medallion in 2013, but less than
three years to fall back where it was: around $200,000. Quarterly data details for
individual years are in Table 3. NYC Yellow Cab Medallion Quarterly Sales and
Prices.
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Fig. 2. NYC Yellow Cab medallion quarterly sales prices

Table 3. NYC Yellow Cab medallion quarterly sales and prices
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Not only were the prices low, but also the transaction volumes were light. Unlike
the third phase with few sellers due to appreciation expectations, the fourth phase had
fewer sellers because of no buyers when no retainable floor prices were in sight.
Corporate and independent medallions combined, only 24 changed hands in 2015 and
17 in 2016, out of the total 13,587. Together, those transactions made a sale of only $20
million in 2015 and less than $9 million in 2016. The market, valued over $14 billion
prior to quarter 4 of 2014, collapsed.

Without buyers, many owners were unable to pay back their loans and filed for
bankruptcy. Between quarter 3 of 2014 and quarter 4 of 2017, 15 corporate medallions
were foreclosed, defaulting loans valued over $16.3 million, averaged $1.09 million per
piece; 72 independent medallions were foreclosed, defaulting $35.8 million, averaged
about $0.5 million each. In contrast, there was only one foreclosure recorded (in 2011)
prior to quarter 3 of 2014 (Table 4 NYC Yellow Cab Medallion Foreclosures). Not a
surprise, impact on independent medallions owned by drivers is far more severe than
that on those medallions owned by corporates.

Many medallions are now in possession of credit unions and banks who financed
the purchases. In the middle September of 2017, for a total of $8.56 million, or
$186,000 per medallion, a hedge fund company won the auction sale of 45 medallions
foreclosed from an owner who once owned 800 medallions [17]. More foreclosures are
likely to follow. Aware of the market distress, the TLC had to hold off auctioning the
remaining 1,650 of the 2,000 Yellow Cab medallions authorized in 2013.

Table 4. NYC Yellow Cab medallion foreclosures

Year Quarter Corporate Independent

Foreclosures Medallions Recorded unit value (’000
US dollars)

Foreclosures Medallions Recorded unit value (’000
US doallars)

Foreclosed Highest Lowest Average Foreclosed Highest Lowest Average

2011 3 1 1 635 635 635

2014 3 1 1 900 900 900

2014 4 1 1 1,925 1,925 1,925 3 3 905 840 873

2015 1 1 1 800 800 800

2015 2 3 3 777 700 745

2015 3 3 3 725 603 681

2015 4 3 3 725 326 585

2016 1

2016 2 7 7 615 540 574

2016 3 10 10 1,500 1,250 1,325 5 5 620 550 602

2016 4 3 3 600 550 583

2017 1 1 1 550 550 550

2017 2 1 2 738 738 369 7 9 500 220 348

2017 3 1 2 202 202 202 17 20 581 185 420

2017 4 8 13 450 200 354
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3 The Uber Disruption

Blames have been quickly played against Uber for the meltdown of the NYC medallion
market – less regulated than Yellow Cab and thus gained an edge in competition.

Uber and Lyft have been winning both market shares and revenues. Beginning for
year 2015, the TLC published trip data for all the providers - Yellow Cab, Green Cab,
and FHVs, which made it possible to view individual providers’ market shares (Table 5
NYC Taxicab Ridership and Market Share by Provider). By quarter 2 of 2016 Yellow
Cab had retreated to take less than 50% of the NYC taxicab service market. While the
quarterly market size increased to 75.6 million trips in the first quarter of 2017 with a
growth of 43% over the same period two years ago, Yellow Cab’s trips dropped to 29.2
million, a loss of 9.4 million or 24%; and its market share dropped to 38.6% from 73%.
Not only failed Yellow Cab in grabbing a share from the market growth but also it
failed in customer retention – many riders who used to hail a Yellow Cab taxi now
turned to Uber, Lyft, or other small FHVs. In the first quarter of 2017, FHVs as one
group served 57.1% of the NYC taxicab trips and became NYC riders’ first choice.
Uber alone captured 31.6%, up from 12.5% two years ago. Figure 3 Market Share of
NYC Taxicab Ridership by Provider illustrated the wining stride of Uber and Lyft, in
contrast with Yellow Cab’s drastic retreat, quarter after quarter.

Table 5. NYC taxicab ridership and market share by provider

Year-quarter Total market trips
(million)

Share of total market trips (%)

Yellow
Cab

Green
Cab

FHVs
Uber Lyft Other FHVs

2015-1 52.8 73.01 9.10 12.51 0.02 5.37
2015-2 55.1 69.99 9.24 12.69 0.54 7.54
2015-3 55.3 61.39 8.27 18.65 1.75 9.95
2015-4 64.7 54.26 7.38 19.16 2.09 17.11
Year total 227.8 64.14 8.44 15.93 1.15 10.34
2016-1 67.1 50.85 6.68 21.57 2.96 17.94
2016-2 71.2 49.04 6.30 22.23 4.05 18.37
2016-3 67.9 44.71 5.51 26.77 4.55 18.46
2016-4 73.7 42.65 4.92 29.33 4.69 18.41
Year total 279.8 46.74 5.84 25.04 4.08 18.30
2017-1 75.6 38.59 4.30 31.62 6.48 19.01
2017-2 53.5 37.64 4.00 32.94 7.18 18.24
Year to date 129.1 38.19 4.17 32.17 6.77 18.69
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Trips and revenues per medallion also dropped. Between 2013 and 2016, Yellow
Cab’s annual trips per medallion dropped 25%, to less than 10 thousand from around
13 thousand, and annual revenues per medallion dropped 19%, to $140 thousand from
over $170 thousand (Table 6 NYC Yellow Cab Trips and Revenues). Taking 15% as
medallion owner’s share, an average Yellow Cab medallion earned a return of only
$21,000 in 2016, compared to $25,900 just three years earlier, and $30,000 to $80,000
during its booming period.

4 Economic and Regulation Implications

4.1 Breakdown of Market Assumptions

Market functioning and values of the NYC medallions have been relying on one supply
policy - restricting issuance of medallions and thus controlling the number of taxicabs
on streets and one demand assumption - street hailing and pre-arrangement are two

Fig. 3. Market share of NYC taxicab ridership by provider

Table 6. NYC Yellow Cab annual trips and revenues

Year Medallions Trips Revenues

Total Per
medallion

Year over
year change %

Total ($) Per
medallion ($)

Year over
year change %

2010 13,237 168,983,489 12,766 1,789,049,841 135,155

2011 13,237 176,866,900 13,362 4.67 1,992,549,043 150,529 11.37

2012 13,237 177,996,949 13,447 0.64 2,134,910,742 161,284 7.14

2013 13,437 173,136,240 12,885 −4.18 2,322,802,868 172,866 7.18

2014 13,587 165,104,282 12,152 −5.69 2,268,307,017 166,947 −3.42

2015 13,587 146,107,068 10,753 −11.51 2,097,292,315 154,360 −7.54

2016 13,587 130,789,390 9,626 −10.48 1,906,905,626 140,348 −9.08
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different demand for taxicab services and can be met with two different service
products. Thus, it goes that government can segment the market and designate different
service providers accordingly and exclusively. It was further assumed there be growing
number of street hailers out of growing economy, visitors, and residents who prefer not
to drive or conscious of traffic congestion, air pollution, and inconvenience in driving,
which has been mostly true. As such, the supply holds flat while the demand grows,
medallion values and driver revenues are assured to rise – law of economics 101.

However, those assumptions, even if used to be true, have been disrupted by
emergence and advance in technology-enabled ride-sharing economy. By 2015, 96% of
NYC residents had owned mobile phones and 79% of those were smart phones [18].
Almost all taxicab riders can tap mobile apps or dial up from handset devices to
pre-arrange a cab, anywhere and anytime, on streets or off streets. The lagging time
between hailing and pre-arranging became no longer significant and meaningful. When
there are enough taxicabs nearby waiting for the calls, callers can get the benefit of
immediacy and convenience, almost no different (if not better off) from that of hailing
Yellow Cab taxis. Even more, people would prefer to call their cabs prior to getting off
flights, leaving restaurants and coffee shops, and from places of comfort instead of
hailing in cold weather or in the rains. App-based on-demand pre-arrangement offers
the benefits of instant planning and predictability. The demand for pre-arranged taxi-
cabs has become hardly differentiable from street hailing, or at least the attributes used
to enable riders to differentiate the two have diminished or blurred in riders’ eyes. The
two have become two units of one product that transports people, substitutable to each
other, and should be regulated as one product [19]. The primary assumptions, upon
which the NYC medallion market and government regulations have been based and
functioning, have been fundamentally uprooted.

4.2 Ride-Sharing Economy

When demand for app-based riding rose and the number of Yellow Cab taxis on the
NYC streets were restricted, FHVs responded by adding more vehicles and drivers.
There were no FHVs legally permitted on NYC streets when the medallion system was
born. But the number of FHVs was more than doubled to 80,881 and the FHV drivers
increased by 120% to 122,997 between 2011 (the year Uber entered NYC) and 2016. For
the same period, only 300 Yellow Cab taxis were added (Table 7 NYC Active Taxicabs
and Drivers). More, 19,463 Yellow Cab drivers quit and most of them switched to
FHVs. The net result is that FHVs outnumbered Yellow Cab taxis by 6:1; FHV drivers
outnumbered Yellow Cab drivers by 4:1; and up to four drivers had to share driving one
Yellow Cab vehicle by shift due to the medallion restriction. Uncapped licensing
seemingly did give FHVs advantages over Yellow Cabs under the existing regulations.

Successes in business models like Uber’s are not uncommon in the era of digital
economy – eBay, Amazon, Facebook, Google, etc. Leveraging Internet and smart
phones, they built platforms to connect and assemble buyers and sellers directly to
create a market ecosystem, economy of scale, and even monopolies via “Size begets
size” [20]. Different for Uber, a pioneer in sharing economy, it explores and exploits
resources idle prior to the Internet economy – private cars at the times not being driven
and personnel at the times outside regular jobs, which makes it theoretically possible
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for almost everyone to become an Uber driver and thus provides options and flexi-
bilities in offering, scheduling, and pricing to compete. As it evolves and adapts to
market demand and regulations, new features can be expected to address public con-
cerns the medallion system initially intended to address – traffic congestion, air pol-
lution, and safety. For example, dynamic pricing with surcharges can be explored to
contain traffic through crowded areas; access to driver and passenger information and
their mutual rating can be explored to improve safety. There are advantages over
Yellow taxicab drivers who must earn or lease a medallion up front and adhere to
stricter licensing criteria and regulated pricing.

Globalization and market size matters too. An estimated online advertising market
of $1 trillion has created the legendary Google and Facebook. The global market for
personal mobility is as much as 10 times that [21]. Appealing to investors with the
ambition to be another Google or Facebook, Uber has attracted $18 billion in funding
since its setup in 2010 and now carries a valuation closed to $70 billion, the largest
startup in history that raised the most money even before going public. The large
capital enabled Uber to extend its platform and business model to more than 450 cities
in 78 countries [22] and to build its fleets of autonomous driving for future. In contrast,
the medallion system in NYC or the similar ones in other cities confine their taxicab
service providers to a geographic locale, potentially blocking their riders from not only
the benefits of sharing economy but also the prospects for Uber or any of its existing or
potential competitors to replicate those legendary successes in an era of digital age.

4.3 Deregulation Trend

Consumers are standing to benefit from the ride-sharing economy. In the era of mass
intelligence and digital economy, the new service mode of ride-sharing has made taxi
riding more accessible and affordable, which helps grow the market. In 2016, total
NYC taxicab ridership has got bigger, to 280 million, up 23% from one year ago.
Meanwhile Uber and Lyft gained not only from the market incremental but also from
what Yellow Cab lost: 5.3 million trips and 17.4% market share during the same
period. If not lost to Uber, it would have lost to someone else who can materialize the

Table 7. NYC active taxicabs and drivers

Year Drivers Vehicles Vehicle driver ratio

Yellow Cab divers FHV drivers Yellow Cab medallions FHVs Yellow Cab FHVs

1937 13,595 0
1964 11,787 2,513
1992 11,787 27,613
2000 35,160 48,271 12,187 41,813 2.9 1.2
2005 42,512 51,060 12,779 40,449 3.3 1.3
2010 49,129 53,755 13,237 37,782 3.7 1.4
2015 55,390 90,284 13,587 66,604 4.1 1.4
2016 30,488 122,997 13,587 80,881 2.2 1.5
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benefit. Technology is there, demand is there, and consumers are ready to make moves
in their riding and opinions on taxicab regulations. Uber and the likes are in right places
at right times. But nothing is assured who will be the eventual winner, facing evolving
technology, increasing market competition, and regulations that certainly will adapt.

Though the perpetuation of the medallion system was the result of political process
subject to more influence from interested supplier groups – owners, drivers, agencies,
and creditors than from consumers, political winds seem to shift toward deregulations
favoring Uber and the likes who run their business on national and global scale beyond
localized monopolies. The advantage of financial power, easily identified common
interest, and ease of organizing the medallion interest groups over insufficiency in
funding and difficulty in organizing consumers (whose individual interests in taxicab
market are scattered and ambiguous), is among the main reasons why the medallion
system was perpetuated and lasting [23]. Now Uber, with sufficient funding, concen-
trated investor interest, and organization power in influencing law makers and public
opinion, is up to the task to challenge the traditional order and medallion interest
groups. It mobilized public support and launched political campaigns to change reg-
ulations. It started “principled confrontation” program in 2015, searching for com-
promises with local municipalities for entry into their markets. In the summer of 2015,
Uber won against NYC and foiled the city’s efforts to cap the number of Uber vehicles
on the grounds of traffic congestion [24]; in September of 2015, the New York City
won a legal victory against three lawsuits brought by Melrose Credit Union, the largest
lender who made almost $2.5 billion in loans for 5,331 city-issued medallions and
claimed it was illegal for Uber and other app companies to operate in New York City
[25]; In May of 2016, the New York state senate passed bill to legalize Uber statewide
[26]. Similar efforts and successes in other places have produced ordinances favorable
to app-based services in more than 23 states in the United States.

The deregulation process of the taxicab industry has started and hardly can that be
turned back by any foreseeable political winds. After all, the New York medallion is a
“problematic private property” - created in the past, controversial in the present, and
potentially burdensome in the future [27]. Instead of patching and reviving the
medallion system, local and federal regulations should adapt and, progressively but
decisively, catch up with technological innovations and changes in consumer demand.
The essence is to let the free market play freely and let the once protected medallion
monopoly adapt or die. Instead of holding Uber and the likes back, regulations will
foster their growth, monitor their expansions, and intervene timely to prevent them
from propelling into monopoly powers like Google, Facebook, and Amazon.

Source Data

1. TLC Annual Reports (2002–2016). http://www.nyc.gov/html/tlc/html/archive/
annual.shtml. Summarized the TLC work, including licensing and regulation
updates.

2. Medallion Transfer Reports (2009–2017). http://www.nyc.gov/html/tlc/html/
archive/archive.shtml. Click on a link for a year, then the link of Medallion
Transfers.
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Abstract. Given the potentially high impact of accurate financial mar-
ket forecasting, there has been considerable research on time series
analysis for financial markets. We present a new Intelligent Hybrid
Weighted Fuzzy (IHWF) time series model to improve forecasting accu-
racy in financial markets, which are complex nonlinear time-sensitive
systems, influenced by many factors. The IHWF model uniquely com-
bines Empirical Mode Decomposition (EMD) with a novel weighted fuzzy
time series method. The model is enhanced by an Adaptive Sine-Cosine
Human Learning Optimization (ASCHLO) algorithm to help find opti-
mal parameters that further improve forecasting performance. EMD is a
time series processing technique to extract the possible modes of various
kinds of institutional and individual investors and traders, embedded in a
given time series. Subsequently, the proposed weighted fuzzy time series
method with chronological order based frequency and Neighborhood
Volatility Direction (NVD) is analyzed and integrated with ASCHLO
to determine the effective universe discourse, intervals and weights. In
order to evaluate the performance of proposed model, we evaluate actual
trading data of Taiwan Capitalization Weighted Stock Index (TAIEX)
from 1990 to 2004 and the findings are compared with other well-known
forecasting models. The results show that the proposed method outper-
forms the listing models in terms of accuracy.

Keywords: EMD · Weighted fuzzy time series
Human learning optimization algorithm · Financial markets forecasting

1 Introduction

Modeling and forecasting financial markets provide key information for risk man-
agement, portfolio construction and financial decision making. However, financial
markets are notoriously complex, dynamic, nonlinear, non-stationary, nonpara-
metric, noisy and chaotic systems [1], which can be influenced by many fac-
tors including economic cycle, government policies, and investor psychology [40].
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Therefore, forecasting such systems is extremely challenging, and this area has
attracted considerable worldwide attention both in research and financial com-
munities. Although many techniques [9,19] have been developed for forecasting
financial markets, building an efficient model is still an attractive proposition
since even a tiny improvement in forecasting accuracy may have a huge impact
on decision making for portfolio and risk managers. Therefore, researchers con-
tinue to strive to discover ways to maximize the accuracy of financial market
forecasting.

From a conventional statistical point of view, Box and Jenkins [5] estab-
lished the Auto-Regressive Moving Average (ARMA) model, which combines
a moving average with a linear difference equation. Although ARMA can make
preliminary forecasts, it is restricted by certain requirements on the data, such as
linear stationarity. To handle non-stationary datasets, the Auto-Regressive Inte-
grated Moving Average (ARIMA) model [5], was proposed under the assumption
of linearity between variables. However, conventional time series methods only
deal with linear forecasting models and variables must obey a statistical normal
distribution. In order to overcome this limitation, computational intelligence
techniques, from a non-statistical perspective, have been applied to forecasting
financial markets. However, since the native financial markets include both non-
linear and vague data [24], fuzzy logic is utilized to describe daily observations
and has recently been standing out as an important approach [25].

Thus, researchers are now showing an increasing interest in using Fuzzy Time
Series (FTS) models for financial market forecasting [8,23] as well as many real-
word financial applications [2,22]. The concept of FTS was first proposed by
Song and Chissom to forecast university enrollment. In a financial context, Teoh
et al. [26] presented a model incorporating trend-weighting into the FTS models
and applied their model to the forecasting of empirical stock markets. Chen and
Chang [10] handled fuzzy rules by clustering algorithms and assigned different
weights to clusters and applied their model to forecast the Taiwan Stock Index
(TAIEX). Zhou et al. [41] developed a portfolio optimization model combining
information entropy and FTS to forecast stock exchange in Chinese financial
market. Chen and Chang [10] introduced the probabilities of trends and proposed
a modified fuzzy forecasting model with fuzzy-trend logical relationship. Rubio
et al. [23] proposed weighted FTS model based on the weights of chronological-
order and trend-order to forecast the future performance of stock market indices.
In the lately financial markets with high volatility, accurate forecasting tends to
be more and more difficult and challenging due to the rapid changes of trading
rules and management systems.

Previous research has shown that the volatility of financial market is often
influenced by different investment behaviors between various institutions and/or
individual investors [38] such as investment experiences [21], short and long-term
expectations [15], and even different interpretation of government policies [3].
Therefore, although the observation of the financial market is a single time series,
it can be a mixture of several sub-series generated by different institutions or
individuals. Thus, creating forecasting models based only on a single observed
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series is not enough and may lead to bottlenecks. On the other hand, most
models only depend on the historical trend indicated by the fuzzy logic group
but ignore the big influence of the volatility direction indicated by neighborhood.
In addition, many existing models are very sensitive to parameters settings such
as the length of interval and thus forecast accuracy will be much reduced with
inappropriate parameter settings in various real-world applications [12].

Therefore, to address the above weakness of existing FTS models, a novel
Intelligent and Hybrid Weighted Fuzzy (IHWF) time series model is proposed in
this paper. We first adopt Empirical Mode Decomposition (EMD) [16] to extract
the possible modes of various kinds of institutional and individual investors
embedded in an observed time series. Then, we propose a New Weighted FTS
(NWF) that considers both chronological-order based frequency and the neigh-
borhood volatility direction (NVD). The NWF will perform the proper fore-
casting according to various sub-series extracted by EMD and all the predicted
results are aggregated as the final forecast. Finally, to optimize the NWF auto-
matically and globally, a novel evolutionary algorithm, Adaptive Sine-Cosine
Human Learning Optimization (ASCHLO), is developed and deployed. To the
best of our knowledge, no existing FTS models decompose the financial time
series to analyze the inner forecast process. The solution framework designed in
this research is unique and significantly improves the forecast accuracy.

2 Preliminaries

This section briefly reviews the relevant studies on empirical mode decomposi-
tion, fuzzy sets and fuzzy time series.

2.1 Empirical Mode Decomposition

Empirical Mode Decomposition, introduced by Huang et al. [16] is an adaptive
decomposition method for nonlinear and non-stationary time series data using

Fig. 1. The IMFs and residual of TAIEX from 2004 decomposed by EMD
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the Hilbert-Huang transform (HHT). The EMD is based on the simple assump-
tion that any signal consists of different components, thus any data may have
different coexisting modes of oscillations at the same time. Given this, the time
series can be decomposed into a group of zero mean and quasi-periodic signals.
Each component is called an intrinsic mode function (IMF), and this is added
to a residue series that represents the different scales of the original time series.
Together, these form the adaptive and physical basis of the data as given in
Eq. (1):

x(t) =
m∑

i=1

ci(t) + r(t) (1)

where x(t) is the original time series data, each ci(t) represents the ith IMF,
and r(t) is the residual component. The detailed procedure of EMD is briefly
explained in Algorithm1.

Algorithm 1. Empirical Mode Decomposition
1: Identify all extrema (local maxima xmax[n] and minima xmin[n]) of the time series

x(t)
2: Connect xmax[n] by a cubic spline to define the upper envelope, U(t), and xmin[n]

by a second cubic spline to define the lower envelope, L(t)
3: Calculate mean of the envelope m(t), i.e., m(t) = (U(t) + L(t))/2
4: Compute the difference to obtain an IMF candidate h(t) = x(t) −m(t).
5: Check if h(t) satisfies the condition of an IMF property, i.e., the envelopes are

symmetric with respect to zero mean under certain criteria
6: if h(t) is an IMF, take h(t) as the ith IMF, and replace x(t) with the residual

Ri(t) = x(t) − h(t). Otherwise, repeat Steps 2 to 5 until a valid IMF function
h(t)isfound.

The EMD components (IMFs and residue signal) represent different charac-
teristics of the original signal. Figure 1, an example of the decomposed TAIEX
from 2004, demonstrates this difference. As can be seen from the figure, each
component has different characteristics which implies that the market is driven
by different investment modes at same time. For example, IMF1 may repre-
sent High-Frequency Trading mode while residual could represent a Long-Term
Investment mode.

2.2 Fuzzy Time Series

Song and Chissom [24] first introduced the concept of a fuzzy time series, based
on the fuzzy set theory [37].

Definition 1 [37]. Let U = {u1, u2, . . . , un} be the universe of discourse. The
fuzzy set A in the universe of discourse U can be defined as follows:

A = fA(u1)/u1 + fA(u2)/u2 + . . . + fA(un)/un (2)
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where fA is the membership function of the fuzzy set A, fA : U → [0, 1], and
fA(ui) denotes the degree of membership of ui belonging to the fuzzy set A, with
fA(ui) ∈ [0, 1] and 1 ≤ i ≤ n.

Definition 2 [24]. Let Y (t)(t = . . . , 0, 1, 2, . . .), a subset of R (set of real num-
bers) be the universe of discourse in which fuzzy sets fi(t)(i = 1, 2, . . .) are
defined. If F(t) is a collection of fi(t)(i = 1, 2, . . .), then F(t) is called a fuzzy
time series on Y (t)(t = . . . , 0, 1, 2, . . .).

Definition 3 [24]. Let F (t− 1) = Ai and F (t) = Aj. The fuzzy logical relation-
ship between F (t − 1) and F (t) is referred by Ai → Aj, where Ai is called the
left-hand side and Aj is the right-hand side of the fuzzy logical relationship.

Definition 4 [9]. Suppose there are fuzzy logical relationships with the same
left-hand side Ai such that Ai → Aj1, Ai → Aj2, . . . , Ai → Ajn. These fuzzy
logical relationships can be grouped into a fuzzy logical relationship group, shown
as Ai → Aj1, Aj2, . . . , Ajn.

Definition 5 [23]. Let F (t − 1) = Ai and F (t) = Aj, for i, j = 1, 2, . . . ,m,
which is denoted as Ai → Aj. Then k = j − i is the jump associated to this fuzzy
logical relationship.

3 Adaptive Sine-Cosine Human Learning Optimization
Algorithm

Evolutionary algorithms now have been successfully applied to a wide range of
real-world problems of significant complexity [20,28,30,32,33]. Human Learning
Optimization (HLO), which was presented recently by [27], is an evolutionary
computation method inspired by the human learning mechanisms, and has been
successfully used to resolve optimization problems in different applications [7,
29,31,35]. Due to the simple but effective structure of HLO, it does not need the
gradient information in its optimization procedure, which is very suitable for the
FTS optimization. In this section, we first briefly introduce the basic techniques
of HLO and then propose the adaptive sine-cosine mechanism to further improve
the performance of HLO.

In HLO, three learning operators - a random learning operator, an individ-
ual learning operator, and a social learning operator - are used to yield new
candidates to search for the optima. These attempt to mimic human learning
processes, as described in more detail in [27]. The learning operators are based
on the knowledge stored in the individual knowledge data (IKD) and social
knowledge data (SKD), and can be further integrated and operated to improve
learning as shown in Eq. (3).

xij =

⎧
⎨

⎩

Rand(0, 1), 0 ≤ rand() ≤ pr
ikpj , pr < rand() ≤ pi
skqj , else

(3)
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where ik and sk are individuals in IKD and SKD. pr is the probability of ran-
dom learning, and the values of (pi−pr) and (1−pi) represents the probabilities
of performing individual learning and social learning, respectively.

Adaptive Sine-Cosine Mechanism. Based on our observation, the parame-
ters pi and pr are extremely important. Since the search balance between the
exploration and exploitation are directly determined by these two parameters,
they consequently influence the performance of the algorithm. However, in basic
HLO, the value of the two parameters are set with fixed value by trial and error
which may have a big impact on performance, especially for various types of
complex optimization problems. Therefore, we propose a new adaptive mecha-
nism based on sine-cosine to dynamically strengthen the search efficiency and
relieve the effort of the parameter setting as Eqs. (4 and 5),

pr = prmid + prmid × sin(Ite) (4)

pi = pimid + prmid × cos(Ite + 1) (5)

where prmid and pimid are the mid-points of fluctuation of pr and pi, respectively,
and Ite is the current iteration number. In this way, various combinations of pr
and pi are generated, so that ASCHLO is able to intelligently handle complex
optimization cases.

4 The Intelligent and Hybrid Weighted Fuzzy Time
Series Model Based on ASCHLO

We propose a novel intelligent and hybrid weighted fuzzy time series model
(IHWF) based on ASCHLO. We first apply the EMD technique to decompose
the original financial time series into several sub-series and then introduce a
concept of the neighborhood volatility direction (NV D). By integrating two
types of weights, we modify and improve the basic FTS model. These weights
not only consider the chronological-order based frequency but also take NV D
into consideration. Subsequently, we use this weighted FTS to develop a fore-
casting model for each sub-series, and to make the corresponding prediction for
possible modes extracted from original observations. In this process, ASCHLO
is globally utilized to optimize the associated parameters such as the partition
of intervals, the weight factors both in NV D and forecast process. Finally, the
final forecasting result of the original time series is calculated by aggregating all
the forecasting results of extracted modes obtained through appropriate IHWF
model.

4.1 The Proposed Weighted FTS Model

In our model, the trapezoidal fuzzy numbers [37] with midpoints of intervals [9]
are used to analyze and derive the forecast values.
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Definition 6. A fuzzy number A is said to be a trapezoidal fuzzy number, A =
(a, b, c, d), if its membership function has the following form:

μ
˜A(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, x < a
x−a
b−a , a ≤ x ≤ b

1, b ≤ x ≤ c
d−x
d−c , c ≤ x ≤ d

0, x > d

(6)

Definition 7. Let A = (a1, b1, c1, d1) and B = (a2, b2, c2, d2) be trapezoidal
fuzzy numbers, and let λ be a real number. Then,

A ⊕ B = (a1 + a2, b1 + b2, c1 + c2, d1 + d2) (7)

λA =
{

(λa1, λb1, λc1, λd1) λ ≥ 0
(λd1, λc1, λb1, λa1) λ ≤ 0 (8)

Assume there are m intervals, which are u1 = [d1, d2], u2 =
[d2, d3], . . . , um−1 = [dm−1, dm−2], um = [dm, dm+1]. The fuzzification process
is as shown in Eq. (9) and the standard FLRs and FLRGs are determined
according to Definitions 2.3 and 2.4.

fuzzify(F (t)) = Ai if u(Ai) = max[u(Az)] for all z (9)

where z = F (1), F (2), . . . , F (t) is the datum at time t; and u(Az) is the degree
of membership of F (t) under Az.

Following the above background on FTS, we introduce the proposed weight-
ing rules considering the neighborhood volatility direction and chronological-
order based frequency. In our model, all forecasts are based on two aspects of
FTS: one is neighborhood volatility direction (NV D), and the other is long-term
trend (LT ) analysis.

Neighborhood Volatility Direction. Suppose we have observed stock data
F (t) = st for t = 1, 2, . . . , N and they are all assigned to a fuzzified number
Ai (e.g., fuzzify(F (N)) = An), let F (t0) → Ap and F (t0 + 1) → Aq. When
predicting F (N + 1), traditional fuzzy logical groups (FLRs) only consider the
historical trend based on An. For example, if An constitutes several FLRs in a
historical time series, i.e., An → Ak1, An → Ak2, . . . , An → Akp, the output of
the forecast will be either the mean or the median of these intervals. However,
this inference has two deficiencies which may negatively impact the forecast per-
formance: firstly, if An does not belong to any FLRs (e.g., the index reaches
record highs or lows), this inference will be invalid; secondly, the model ignores
short-term trends at the current point. To illustrate this, consider the time series
in Fig. 2 - we now have F (N) (labeled as point O) and need to forecast F (N +1).
Assume there are four historical points (i.e., P1, P2, P3, P4 in Fig. 2), which have
the same fuzzified number as O - traditional methods will then take all four
points into consideration. However, financial markets usually have their own



An Intelligent and Hybrid Weighted Fuzzy Time Series Model 111

inertial trend [4] and from Fig. 2, O is currently in an up-trend, indicated by its
neighborhood. So it is not appropriate to take P2 and P4, which could have neg-
ative impact, into account. Therefore, to address these deficiencies, we propose
the concept of neighborhood volatility direction.

Fuzzified 
Number

Ak

Timet2 t3 t4t1

P1

P2

P3

P4 O

Fig. 2. Illustration of NVD

Definition 8. Let F (t) = Ak1, F (t − 1) = Ak2, . . . , F (t − n) = Akn, where Akn

is fuzzified number and n is a small positive integer. The neighborhood volatility
direction for F (t) is denoted as NV D(t) = [Ak1, Ak2, . . . , Akn].

Definition 9. Suppose i, j are two data points in a certain time series, let
NV D(i) = [Ak1, Ak2, . . . , Akn] and NV D(j) = [A

′
k1, A

′
k2, . . . , A

′
kn]. The NVD

distance (DNV D) is defined as follows:

DNV D = |Ak1 − A
′
k1| + . . . + |Akn − A

′
kn| (10)

In the proposed method, the top-N historical points with the shortest distance
will be determined and weighted for the current forecast by DNV D. The weight
associated with these points is chronological-order, as follows:

wk
NVD =

tk∑
n t

(11)

where tk means the time stamp of kth point selected.

Long-Term Trend. Inspired by jump theory in [23], here we also use jump
metric together with chronological-order to measure the long-term trend:

Definition 10 [23]. Let F (t−1) = Ai and F (t) = Aj, for i, j = 1, 2, 3 . . ., which
is denoted as Ai → Aj. Then k = j − i is the jump associated to this fuzzy logical
relationship.
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Let Δ be the jump between a FLR. Obviously, Δ can be negative, zero and
positive (represents rise, square and fall in stock context). Similar to NV D, the
total weight associated with Δ is calculated as:

wΔ =
∑

m
t (12)

where m is the number of data combinations constitute the same jump. Accord-
ingly, the LT weight is calculated as:

wq
LT =

wq
Δ∑

p wΔ
(13)

where p is the number of jumps in time series.

4.2 Fuzzy Forecast Outputs

In the forecasting step, for each IMF, we propose to use a linear combination of
the above weight strategies as shown in Eq. (14).

Ãt+1 = αÃNV D + βÃLT (α + β = 1) (14)

where
ÃNV D = w1

NV DAk1 ⊕ w2
NV DAk2 ⊕ .... ⊕ wo

NV DAkn (15)

ÃLT = w1
LT At+Δ1 ⊕ w2

LT At+Δ2 ⊕ .... ⊕ wq
LT At+Δp (16)

and where t is the time stamp of most recently observed data. Similar as IMFs,
the final forecast is calculated as Eq. (17).

F̃t+1 = γF̃aggr + (1 − γ)F̃LT (17)

where F̃aggr is aggregated results of all IMFs and F̃LT is calculated similar as
ÃLT based on actual observed data.

4.3 Algorithm for IHWF Based on ASCHLO

In this section, ASCHLO is globally utilized to find the optimal partitions of
intervals in the universe of discourse and the optimal weight factors including
the number of top-N points selected (NTP ), NV D weights and LT weights
simultaneously. The proposed model is now presented as follows:

Step 1: Apply EMD to decompose the original time series x(t) to IMF compo-
nents ci(t)(i = 1, 2, 3, . . . ,m) and one residual component r(t).

Step 2: For each IMF and residual component, let the universe of discourse U
be [Dmin − D1,Dmax + D2], where Dmax and Dmin are the maximum
and the minimum values of the historical training data; D1 and D2 are
two positive real values to allow the universe of discourse U to cover the
noise of the testing data.
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Step 3: Specify the control parameters of ASCHLO, such as population size,
prmid, and pimid. Randomly initialize the population, including interval
length l and three weights, i.e., NTP , α, β and γ for optimization. The
fitness values are calculated and initial IKDs and SKD are generated.
Each individual performs the following sub-steps to calculate the fitness
value:
(a) Based on the generated interval length, define the fuzzy sets on U

and fuzzify the historical data as Eq. (9).
(b) Establish FLRs from the fuzzy time series, and FLRs and FLRGs

according to Definitions 2.3 and 2.4.
(c) Defuzzify and calculate the forecast outputs. Specifically, the algo-

rithm first calculates NV D and LT weight factors and derives the
ÃNV D and ÃLT according to Eqs. (15) and (16), respectively. Based
on the obtained ÃNV D and ÃLT , as well as NTP , α, β and γ gen-
erated by ASCHLO. The model can calculate Ãt+1 according to
Eq. (14). Finally, the one-step forecast will be the middle point of
the interval-valued mean of Ãt+1.

(d) Calculate the fitness value, i.e. the root mean square error (RMSE),
as follows:

RMSE =

√∑tmax
t=1 (Ft − Rt)

2

tmax
(18)

where tmax denotes the number of trading days of the historical
training data, Ft, denotes the forecast value of the validation datum
on trading day t, and Rt is the actual value of the historical valida-
tion datum on trading day t.

Step 4: Improvise new individuals. New solutions are yielded by performing the
adaptive pr and pi rule and the learning operators shown in Eqs. (4
and 5).

Step 5: Calculate the fitness of new candidates. The fitness value of new indi-
viduals is computed as steps 3(a)–3(d).

Step 6: Update the IKDs and SKD according to the fitness of the new indi-
viduals.

Step 7: Check the termination criterion. If the termination criterion is not met,
steps 3–6 will be repeated to keep searching for the optimal parameters,
otherwise go to the next step.

Step 8: Based on the obtained optimal parameters, the model performs steps
3(a)–3(d) to calculate the final forecast on the test datasets.

Step 9: Ultimately, the forecasting results of all extracted IMFs and residual
component obtained by appropriate IHWF model are aggregated as the
final forecast for the original financial time series using Eqs. (1) and (17).
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Table 1. The comparison of per-year RMSE and average RMSE for different models
when forecasting the TAIEX from November to December (1990 to 2004). Overall, our
model (IHWF) obtains the lowest average RMSE, and is the highest ranked model.

Year Models IHWF

Chen

[9]

Yu

[36]

Lee

[18]

Huarng

[17]

Egrioglu

[14]

Cai

[6]

Chen

[11]

Cheng

[13]

Wang

[34]

Zhang

[39]

1990 249.31 227.15 278.94 199.65 182.42 187.10 172.89 168.77 232.58 176.25 173.12

1991 80.49 61.27 91.62 54.96 49.43 39.58 72.87 46.63 75.12 43.70 42.58

1992 60.05 67.75 78.59 61.03 50.61 39.37 43.44 45.53 64.30 40.35 39.10

1993 110.84 105.39 122.48 117.62 104.34 101.26 103.21 105.30 121.07 102.94 101.78

1994 112.07 135.29 141.13 88.34 78.50 76.32 78.63 77.17 128.96 69.38 67.83

1995 79.85 70.22 77.75 64.20 62.29 56.05 66.66 50.34 74.12 52.99 47.61

1996 54.64 54.31 59.82 52.95 51.33 49.45 59.75 53.19 55.43 51.16 52.30

1997 148.29 133.04 166.70 135.99 129.51 123.98 139.68 131.45 147.62 113.54 112.16

1998 167.84 151.27 184.55 136.46 132.07 118.41 124.44 115.89 166.94 114.93 115.05

1999 149.80 142.01 165.39 131.85 125.47 102.34 115.47 100.74 152.11 102.77 109.36

2000 176.57 191.31 277.82 121.78 156.58 131.53 123.62 125.62 225.82 150.39 129.58

2001 148.66 167.79 171.02 149.97 113.20 112.59 123.85 113.04 128.01 112.33 110.25

2002 101.40 75.11 112.45 89.13 85.95 60.33 71.98 62.94 92.07 66.41 68.85

2003 74.35 66.47 128.45 53.38 65.67 51.54 58.06 51.16 132.88 52.66 51.23

2004 82.32 72.34 75.58 67.11 61.14 50.33 57.73 54.25 58.40 54.95 54.15

Average RMSE 119.76 114.71 137.11 101.62 96.56 86.67 94.15 86.80 123.69 86.98 84.99

Ranking 9 8 10 7 6 2 5 3 11 4 1

5 Real-World Experiments and Results

5.1 Stock Market Data and Experimental Settings

To evaluate the forecast accuracy of the proposed IHWF model, the actual trad-
ing data of Taiwan Capitalization Weighted Stock Index (TAIEX) is used as
benchmark. We work with daily values collected over 15 years, from January
1990 to December 2004 and also adopt the ten-month/two-month split for train-
ing/testing. That is, the historical data of the TAIEX of each year from January
to October is used as the training set and the data from November to December
is used as the test set. This is the same split used in existing fuzzy forecasting
methods [6,11,13,14,39]. We compare the performance of the proposed IHWF
model with ten well-known fuzzy time series methods using a variety of strate-
gies [6,9,11,13,14,17,18,34,36,39]. The performance is evaluated using RMSE
as in Eq. (18).

All of the parameters for the baseline models are set to those reported in
the initial publications. For our model, the population size is 30 and the NVD
length is 2. pimid and prmid are set to 0.9 and 0.1 respectively. The number of
iterations is fixed at 50. All implementations are in Python, and experiments
were run on a PC with an Intel Core CPU i7-4790 @3.60 GHz and 16 GB RAM.

5.2 Results and Analysis

Table 1 shows a comparison of per-year RMSE and the average RMSE for differ-
ent methods when forecasting the TAIEX from 1990 to 2004. We also include the
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Fig. 3. Time series of daily quotes and the forecasts provided by IHWF for TAIEX
from November to December (1999 to 2004). Time is measured in working days.

ranking of different methods in the bottom row. From the above comparisons,
we can observe that the proposed IHWF method does not always outperform
the baselines for each year, but it does best in one third of the years (5 out of
15). These kinds of mixed results are very common in the field of stock market
prediction because different drivers and forces are influencing the stock market
during a given time period (for instance, ‘bear’ and ‘bull’ markets). However,
the long time span over which we performed our experiments does provide evi-
dence for the efficacy of our proposed method, which leads to the lowest average
RMSE shown in Table 1. Finally, Fig. 3 shows time series of daily forecasts pro-
vided by IHWF alongside the actual daily observations for the year 1999–2004.
We surmise that the IHWF model is more effectively addressing the hysteresis
problem of stock index forecasting, especially when the market exhibits cycles
of boom (e.g., Year 2001) and bust (e.g., Year 2000). Although it is very hard to
do the accurate forecast in some periods with more volatile (especially in a very
short time span), our model can still capitalize the market trend which may help
investors do a better decision making.

6 Conclusion

A new intelligent hybrid weighted fuzzy time series model has been presented
for financial market forecasting. The model uniquely combines empirical mode
decomposition with a novel weighted fuzzy time series method and is enhanced
by an adaptive sine-cosine human learning parameter optimization method.
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The proposed algorithm considers chronological-order based frequency and, in
addition, a neighborhood volatility direction is analyzed and integrated with
ASCHLO in order to determine the effective universe discourse, intervals and
weights. The proposed model is evaluated against actual trading data from the
TAIEX index from 1990 to 2004. Our experimental results demonstrate that the
method addresses the hysteresis problem of stock market forecasting, and outper-
forms its counterparts over the long term, in terms of RMSE. The combination
of a relatively simple implementation and effective forecasting performance sug-
gests that our proposed model is suitable for next-generation market forecasting
applications.
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Abstract. An increasing number of reviews from the customers have been
available online. Thus, sentiment classification for such reviews has attracted
more and more attention from the natural language processing (NLP) commu-
nity. Related literature has shown that sentiment analysis can benefit from Deep
Belief Networks (DBN). However, determining the structure of the deep net-
work and improving its performance still remains an open question. In this
paper, we propose a sophisticated algorithm based on fuzzy mathematics and
genetic algorithm, called evolutionary fuzzy deep belief networks with incre-
mental rules (EFDBNI). We evaluate our proposal using empirical data sets that
are dedicated for sentiment classification. The results show that EFDBNI brings
out significant improvement over existing methods.

Keywords: Semi-supervised � Deep learning � Fuzzy set
Sentiment classification � Genetic algorithm

1 Introduction

Various smart appliances have play more and more important roles in our daily life,
such as Apple watch, smart car etc. In particular, customers can much easier express
their opinions through their smart appliances in different ways. As a result, it is not
surprising that nowadays there are tons of reviews available out there. Sentiment
classification for such reviews has attracted more and more attention from the natural
language processing (NLP) community.

Sentiment analysis refers to the use of natural language processing, text analysis
and computational linguistics to identify and extract subjective information in source
materials. Sentiment analysis aims to determine the attitude of a speaker with respect to
some topic or the overall contextual polarity of a document. such as ‘positive’ or
‘negative’, ’thumbs up’ or ‘thumbs down’ [1].

Methods for document sentiment classification are generally based on lexicon and
corpus [7, 8]. Lexicon-based approaches can derive a sentiment measure for text based
on sentiment lexicons. Corpus-based approaches involve a statistical classification
method. The latter usually outperforms the former and has been used in unsupervised
learning [9], supervised learning and semi-supervised learning.
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Early research within this field include Pang et al. [2] and Turney [3], who applied
supervised learning and unsupervised learning for classifying sentiment of movie
reviews, respectively. In particular, Pang et al. applied different methods based on
n-gram grammar and POS (including Naïve Bayes, Maximum Entropy and SVM) to
classify a review as either positive or negative. Unsupervised learning for sentiment
classification works without any labeled reviews [3]. Although these methods turn out
to have good performance, they all rely on labeled data which is normally difficult to
obtain. Unsupervised learning of sentiment is difficult, because of the prevalence of
sentimentally ambiguous reviews. SO-PMI [4] is a method for inferring the semantic
orientation of a word from its statistical association with a set of positive and negative
paradigm words. Further more, some scholars apply machine learning approaches to
derive a classifier through supervised learning [5, 6].

Several semi-supervised learning approaches have been proposed, which use a
large amount of unlabeled data together with labeled data for learning [10–12].
Sindhwani and Melville [10] propose a semi-supervised sentiment classification
algorithm, which utilizes lexical prior knowledge in conjunction with unlabeled data.
Recently, deep belief networks [11] is an effective model in semi-supervised learning
for sentiment classification. DBN(deep belief networks) performs well in
semi-supervised learning, and can be used for sentiment classification. To embedding
prior knowledge in the network structure, Zhou et al. [13] propose a semi-supervised
learning algorithm called fuzzy deep belief networks for sentiment classification, which
is based on deep learning algorithm DBN and fuzzy sets [14].

However, there are several defects in existing semi-supervised learning methods.
On one hand, they cannot deal with the data near the separating hyper-plane among
classes reasonably. On the other hand, it is difficult to determine the correlation
between the fuzzy sets and neurons. In this paper, we propose to enhance DBN with
fuzzy mathematics and genetic algorithm in order to deal with the aforementioned
challenges. In particular, our proposal maps input data to output using fuzzy rules
according to their memberships of the fuzzy sets. Specifically, we design a new fuzzy
set with special fuzzy rules for the data near the separating hyper-plane among the
classes. And we introduced genetic algorithm to determine the correlation between the
fuzzy sets and neurons. Our algorithm refers to evolutionary fuzzy deep belief net-
works with incremental rules (EFDBNI). We conclude that our proposal is able to
tackle the aforementioned challenges and brings out better performance over existing
approaches.

The remainder of this paper is organized as follows. Section 2 introduces the
related work of sentiment classification. Section 3 presents our semi-supervised
learning method EFDBNI in details. Section 4 presents the experimental results. We
conclude the paper in Sect. 5.

2 Related Work

Many works have been proposed for sentiment classification. According to the
dependence on labeled data, methods of sentiment classification fall into three cate-
gories: supervised learning, unsupervised learning and semi-supervised learning.
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The study supervised learning methods for sentiment classification has begun with
the work in [2]. These methods are widely used in analyzing the sentiments of various
topics, such as movie reviews [15], product reviews [16, 17], microblogs [18, 19] and
so on. The idea is training a domain-specific sentiment classifier for each target domain
using the labeled data in that domain. Although these methods turn out to have good
performance, they all rely on labeled data as training set which is normally difficult to
obtain even though several works use the domain adaptation approach [20–24] as the
challenge of domain-specific and annotating a large scale corpus for each domain is
very expensive.

Unsupervised learning for sentiment classification is to maximize likelihood of
observed data without any labeled reviews [25]. In [3], the classification of a review is
predicted by the average semantic orientation of the phrases in the review that contain
adjectives or adverbs. In addition, a phrase has a positive semantic orientation when it
has good associations (e.g., “subtle nuances”) and a negative semantic orientation when
it has bad associations (e.g., “very cavalier”). In [26], Read and Carroll investigate the
effectiveness of word similarity techniques when performing weakly-supervised sen-
timent classification. Because labeled data are not used by unsupervised learning
approaches, they are expected to be less accurate than those based on supervised
learning [27].

Semi-supervised learning addresses this problem by using large amount of unla-
beled data, together with the labeled data, to build better classifiers [28]. There are
many semi-supervised learning methods of sentiment classification presented. To
address the sentiment analysis task of rating inference, Goldberg and Zhu [29] present a
graph-based semi-supervised learning algorithm which infers numerical ratings based
on the perceived sentiment. In [30], a novel semi-supervised sentiment prediction
algorithm utilizes lexical prior knowledge in conjunction with unlabeled examples.
This method is based on joint sentiment analysis of documents and words based on a
bipartite graph representation of the data. Recently, deep belief networks [11] is an
effective model in semi-supervised learning for sentiment classification. DBN (deep
belief networks) performs well in semi-supervised learning, and can be used for sen-
timent classification. To embedding prior knowledge in the network structure, Zhou
et al. [13] propose a semi-supervised learning algorithm called fuzzy deep belief net-
works for sentiment classification. In [31], a novel sentiment analysis model is pro-
posed based on recurrent neural network, which takes the partial document as input and
then the next parts to predict the sentiment label distribution rather than the next word.
In this paper, we focus on document level sentiment classification.

3 Method

We describe the procedure for training an Evolutionary Fuzzy Deep Belief Network
with Incremental rules (EFDBNI). Suppose that we construct a EFDBNI with one input
layer, one output layer and N − 1 hidden layers. Firstly, we preprocess the sentiment
classification data set. Secondly, we train normal deep belief networks with one input
layer, one output layer and N − 1 hidden layers. Thirdly, we define fuzzy sets asso-
ciated with fuzzy rules. In addition, we construct special hidden layers corresponding to
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these fuzzy sets based on the deep belief networks mentioned above. Then we will get a
new fuzzy deep believe networks by applying membership functions to the deep
structure. The whole procedure is shown in Fig. 1.

3.1 Preprocess

As the sentiment classification data set is normally composed of many review docu-
ments to a bag of words, we need to preprocess them in advance in the same way as
that of [32].

3.2 Normal Deep Belief Networks

Preprocessed as mentioned above, each review is represented as a vector of binary
weight xi. If the jth word of the vocabulary is in the ith review, then we will set xij ¼ 1;

otherwise, xij ¼ 0. Then the data set is denoted by

X ¼ ½x1; x2; . . .; xRþT � ð1Þ

where

xi ¼ ½xi1; xi2; . . .; xiD�; i 2 1; 2; . . .;Rþ T ð2Þ

where R is the amount of training reviews, T is the amount of test reviews, D is the
amount of feature words in the data set.

The L training reviews to be labeled manually is denoted by XL. These reviews are
chosen randomly. The labels corresponding to L labeled training reviews are aggre-
gated into a set of labels Y. And it is denoted as

Fig. 1. The whole procedure for establishing an EFDBNI.

122 P. Yang et al.



Y ¼ ½y1; y2; . . .; yL� ð3Þwhere

yi ¼ ½yi1; yi2; . . .; yic�0 ð4Þ

yij ¼
1; x 2 jth class
0; x 62 jth class

�
ð5Þ

c is the number of classes. In sentiment classification, if a review xi is positive, yi = [1, 0]′;
otherwise yi = [0, 1]′.

We construct DBN with one input layer, one output layer and N − 1 hidden layers,
while the desired EFDBNI also has one input layer, one output layer and N − 1 hidden
layers. In both of the DBN as semi-manufacture and the EFDBNI as the made-up
article, the input layer h0 has D units and the output layer has C units. The output layer
has a linear activation function. And every hidden layer uses a sigmoid function as its
activation function.

We train the DBN using all reviews as inputs. Firstly, we build the DBN layer by
layer using RBM through the traditional algorithm [33]. Each RBM is consisted of a
binary input layer and a binary output layer [34]. Secondly, we refine the parameter
space W using L labeled reviews by back-propagation. In this task, we define the
optimization problem as

argmin
w

f ðhNðXL; YLÞÞ ð6Þ

f ðhNðXLÞ; YLÞ ¼ 1
2

XL
i¼1

XC
j¼1

ðhNj ðxiÞ � yijÞ2 ð7Þ

where C is the number of classes and it is equal to 2 in the case of sentiment
classification.

The layer hN is obtained as follows:

hNt ðxÞ ¼ cNt þ
XDN�1

s¼1

wN
sth

N�1
s ðxÞ; t ¼ 1; 2; . . .;DN ð8Þ

hkt ðxÞ ¼ sigmðckt þ
XDk�1

s¼1

wk
sth

k�1
s ðxÞÞ; t ¼ 1; 2; . . .;D; k ¼ 1; 2; . . .;N � 1 ð9Þ

where wk
st is the symmetric interaction term between unit s in the layer hk−1 and unit t in

the layer hk, k = 1, 2, … N − 1, while ckt is the tth bias of layer hk. And wN
st is the

symmetric interaction term between units in the layer hN−1 and unit t in the layer hN.
c is the tth bias of layer hN.
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3.3 Membership Function of Fuzzy Rule

Training reviews are divided into three fuzzy sets A, B and C, each of which is inferred
using the fuzzy rules.

Definition 1. For a data set X, positive fuzzy set A in X is characterized by a mem-
bership function μA(x) which associates each review x with a real number in the
interval [0, 1], representing the grade of x as positive review in A:

A ¼ fðx; lAðxÞÞ; x 2 Xg ð10Þ

where

lAðxÞ : X ! ½0; 1� ð11Þ

Definition 2. For a data set X, negative fuzzy set B in X is characterized by a mem-
bership function μB (x) which associates each review x with a real number in the
interval [0, 1], representing the grade of x as negative review in B:

B ¼ fðx; lBðxÞÞ; x 2 Xg ð12Þ

where

lBðxÞ : X ! ½0; 1� ð13Þ

The membership functions are based on the value of hN(x) from the deep belief
networks trained in Sect. 2.1. In the case of sentimental classification, the dimension of
hN(x) is 2(corresponding to positive or negative class). Thus, the class separation line is

hN1 ¼ hN2 ð14Þ

The distance between a point hN(xi) and a separation line is

dðxiÞ ¼ ðhN1 ðxiÞ � hN2 ðxiÞÞ=
ffiffiffi
2

p
ð15Þ

If d(xi) > 0, xi is positive; otherwise, xi is negative.
The two membership functions μA(x) and μB(x) are expressed as

lAðx; b; cÞ ¼ SðdðxÞ; c� b; c� b=2; cÞ; dðxÞ� c
1; dðxÞ[ c

�
ð16Þ

lBðx; b;�cÞ ¼ 1; dðxÞ\� c
1� SðdðxÞ;�c;�cþ b=2;�cþ bÞ; dðxÞ� � c

�
ð17Þ

Sðd; a; b; cÞ ¼
0; d� a
2ðd�a

c�aÞ2; a� d� b

1� 2ðd�c
c�aÞ2; b� d\c

1; d� c

8>><
>>:

ð18Þ
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If μA(x) > μB(x) as d(x) > 0, the grade of membership in A is bigger than in B. If
μA(x) < μB(x) as d(x) < 0, the grade of membership in A is smaller than in B.

To estimate two parameters β and γ, we have

c ¼ maxðdðxiÞÞ ð19Þ

b ¼ n� c; n� 2 ð20Þ

where ξ is a constant which indicates the degree of separation for the two classes.
However, it is not proper to partition the data set in this way. These fuzzy sets only

model the two sentimental polarities and their fuzzy rules. Then, the input data is
mapped to the output using the fuzzy rules according to their memberships of the fuzzy
sets. The higher degree the input data belongs to a fuzzy set, the more proper to use its
corresponding rules. In contrast, although the fuzzy sets theory allows an input data
locate at the overlapping among several fuzzy sets, there are no reasonable rules can be
applied to the input if it belongs to every set in a low degree. In another word, it leads
to inexact results to use the existing fuzzy rules for inference with the data near the
separating hyper-plane. Hence, we design a new fuzzy set with special fuzzy rules for
the data near the separating hyper-plane in this paper. This new rule could compensate
for the previous rules.

Definition 3. For a data set X, neutral fuzzy set C in X is characterized by a mem-
bership function μC(x) which associates each review x with a real number in the
interval [0, 1], representing the grade of x as neutral review in C:

C ¼ fðx; lCðxÞÞ; x 2 Xg ð21Þ

According to set theory, we reformulate the definition of fuzzy set C as follows:

C ¼ Ac \Bc ð22Þ

where Xc represents the complementary set of a set X.
On the base of fuzzy mathematics, we have

lCðxÞ ¼ minð1� lAðxÞ; 1� lBðxÞÞ ð23Þ

To be specific, the membership function μC(x) is formalized as

lCðxÞ ¼

1; d� c
1� 2½d�ðc�bÞ

b �2; c\d� c� b
2

2ðd�c
b Þ2; c� b

2\d� � cþ b
2

1� 2½dþðc�bÞ
b �2;�cþ b

2\d� c
0; c\d

8>>>>><
>>>>>:

ð24Þ

The parameters β and γ in (24) are as the same as the two parameters in (16) and
(17). Thus, the parameters β and γ in (24) can also be estimated by (19) and (20).
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3.4 Evolutionary Fuzzy Deep Belief Networks Algorithm
with Incremental Rules

After extracting fuzzy parameters, deep architecture has been constructed. The archi-
tecture is shown in Fig. 2. The top hidden layer hN−1 is divided into three parts
corresponding to each of the fuzzy rules respectively.

The label of new data is denoted by ĵ. It is determined by

ĵ ¼ argmaxhNðxÞ
j

ð25Þ

The procedure of getting final outputs of the networks using μA(x), μB(x), μC(x) and
outputs from hN−1 is formulated as

hNt ðxÞ ¼ cNt þ lAðxÞPþ lBðxÞQþ lCðxÞR; t ¼ 1; 2; . . .;DN ð26Þ

where

P ¼
XDN�1=3

s¼1

wN
sth

N�1
s ðxÞ ð27Þ

Fig. 2. Architecture of fuzzy deep belief networks.
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Q ¼
X2DN�1=3

s¼DN�1=3þ 1

wN
sth

N�1
s ðxÞ ð28Þ

R ¼
XDN�1

s¼2DN�1=3þ 1

wN
sth

N�1
s ðxÞ ð29Þ

where the description of hN−1 can be seen in (9). However, we use genetic algorithm to
determine which of units in layer hN−1 are used to represent each rule.

That is we determine the indexes of the hidden units in layer involve in the (27),
(28) and (29). In each of the equations, the index is denoted by s. We divide the units in
layer into three groups. Each of the groups is associated with one of the fuzzy rules.
According to the conclusion in [35], it is helpful to determine the units associated with
each fuzzy rule. As such, we need some principles to determine the features represented
by the units in layer hN−1 associated with each fuzzy rule. Therefore, we implement this
process by applying genetic algorithm (GA) for grouping problem. The fuzzy rules are
groups. The features are objects to be grouped.

In our work, we only need to consider the equal group-size problem. Different from
previous genetic algorithm for maximally diverse grouping problems [36, 37], our
purpose is to assign the right fuzzy rules to the features represented by the units in layer
hN−1. Thus, we design a novel genetic algorithm which tackles this particular problem
in our paper. The details are described as follows:

We divide the units in layer hN−1 into three manually disjoint groups. These groups
are numbered with one, two and three.

As the previous genetic algorithm for grouping problems, we encode the solution as
chromosome. In our work, it is suitable to use any encoding scheme which can rep-
resent the space of solutions. Thus, we adopt the most straightforward encoding
scheme, namely one gene per object. For example, the chromosome 132312 would
encode the solution where the first object is in group 1, the second in group 3, third in
2, fourth in 3, fifth in 1, sixth in 2.

Although there are various compositions of the groups, we can simplify all kinds of
diversities among the compositions into two types. We denote three objects in three
groups respectively by A, B and C. Group 1, Group 2 and Group 3 include object A,
object B and object C respectively. These relationships are described in Table 1.

Another solution to the grouping problem is to assign these three objects to dif-
ferent groups. We list all the cases in Table 2.

Table 1. Units for magnetic properties.

Group number Index of object

1 A
2 B
3 C
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If we ignore the differences caused by capital letter (for example, the pair of ABC
and BAC is equivalent to the pair of CBA and BCA), we can further simplify the cases
into three. This is described in Table 3.

The differences between these solutions are induced to the assignment (grouping)
of each object. So the differences can be classified into two types described in Table 3.
For example, a solution is represented by chromosome 123123, while another solution
is 213312. On the one hand, the diversity between the first three genes 123 of the first
chromosome and the first three genes 213 of the second chromosome is the case
described in the second row (the row includes the phase ‘group number’ is the first
row) and third row in Table 3. On the other hand, the diversity between the last three
genes 123 of the first chromosome and the last three genes 312 of the second chro-
mosome is the case described in the second row and fourth row in Table 3. So we can
break up a pair of solution according to their consistent part and inconsistent
part. Based on this fact, we design specific GA operators for our problem. The details
are described as follows.

Step 1. We denote crossover rate as φ. The parameter ranges from 0.5 to 1. And it
is determined manually.
Step 2. We classify the diversities between the parents into two types in Table 3.
And these diversities are integrated into a set. We assign a random number each
terms of the set. The number ranges from 0 to 1. If a term’s number is bigger than
φ, it is added to the list for crossover.
Step 3. We make duplication of parents.
Step 4. We take the top term out of the list. And we exchange the objects in the
duplication of the first parent. We only need to regroup the objects involved in the
diversity term. Then the assignment of the objects are as the same as that in the
second parent. At the same time, we make the assignment of the three objects in the
duplication of the second parent to be as the same as the first parent. Then we
repeat the process described above until the list is empty.

It should be note that the crossover rate φ is larger than 0.5. Because if it is too
small, the process may create springs which are the same as parents. Since small
crossover rate may lead to all of the diversities are added into the list. Then the
duplication of a parent change into the chromosome which is the same as the other
parent.

We redefine the mutation operator as follows:

Step 1. We denote mutation rate as ϕ. The parameter ranges from 0 to 0.5. And it is
determined manually.
Step 2. Generate a random number with uniform distribution. If the number is
bigger than ϕ, we will go to the next step; otherwise, quite the process.
Step 3. Pick up two groups for mutation randomly. Here, the three groups have the
same probabilities to be chosen. Then mutation occurs in each of the group at a
random position. The probability of a mutation of a bit in a group is equal to
3/DN−1, where DN−1 is the number of units in layer hN−1. After we determine the
positions, we exchange the group number of the two objects.
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It should be note that in step 3 we keep the size of each group constantly. And we
ensure that an object is only included in one group.

To evaluate the solution, we need a fitness function. Different from previous genetic
algorithm for maximally diverse grouping problems, our purpose is to assign the right
fuzzy rules to the features represented by the units in layer hN−1. So we design a new
fitness function for our problem. Further, we use the error rate of the networks that have
the structure described by a solution as the criterion for fitness. To obtain the initial
population, we select a number of solutions from whole possible solutions. To obtain
the initial population, we select a number of solutions from whole possible solutions. It
should be noted that according to the work in [35] the characteristics of a fuzzy model
depend heavily on the structures rather than on the parameters of the membership
functions. Further, they confirm that it is practical to select the structures before the
identification of the parameters of the membership functions. In our proposed GA, we
only need to determine the connections between layer hN−1 and hN. In the neural
networks, the structure from layer h0 to hN−1 represents the membership functions. And
the parameters of this structure have been well adjusted for the learning in Sect. 2.1.
Thus, for one generation, we just use gradient-descent to adjust the parameters for
symmetric interaction term between layer hN−1 and layer hN as well as the bias of layer
hN, i.e., wN and bN. The process of GA is shown in Algorithm 1. The number of a
generation is variable gen. The index of population is i.

Table 2. The composition of groups.

Group
number

Index of
object

Index of
object

Index of
object

Index of
object

Index of
object

Index of
object

1 A B A C C B
2 B A C B A C
3 C C B A B A

Table 3. The composition of groups.

Group number Index of object Index of object Index of object

1 A B C
2 B A A
3 C C B
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Algorithm 1. Genetic Algorithm. 

After we determine the structure of the whole networks using GA, we will identify
all parameters of the whole fuzzy deep belief networks. This is supervised learning.
The EFDBNI algorithm also uses gradient-descent to retrain the parameters through the
whole deep architecture. The optimization problem is the same as the one described in
(6) and (7). Hence, the whole fuzzy deep belief networks algorithm is shown in
Algorithm 2.

Algorithm 2. Algorithm of EFDBNI.

4 Results and Discussion

4.1 Experimental Setup

We use three sentiment classification data sets. The data sets includes electronics
(ELE), restaurants (RES) and movies (MOV). Each of them contains 1000 positive and
1000 negative reviews.

130 P. Yang et al.



We divide the 2000 reviews into two parts. Half of the reviews are randomly
selected as training data and the remaining reviews are used for testing. Only 10% of
the training reviews are labeled.

We set all of the neural networks consist of one input layer, one output layer and
three hidden layers. And there are 100, 100, and 200 hidden units in the three hidden
layers respectively. However, the structures of the neural networks are different among
the three data sets. Because the number of units in the input layer is the same as the
dimensions of each data set. The max number of iterations of unsupervised-learning is
set to 1000, and the supervised-learning is repeat for 10 times for each labeled data.

The parameter ξ is set by experience for different data sets. When ξ = 3, EFDBNI
can get relatively better results on all data sets. Thus, we set ξ as 3. Here, we set the
max generation of GA as 100.

4.2 Performance Comparison

We compare the classification performance of EFDBNI with two representative
semi-supervised learning classifiers, i.e., transductive SVM (TSVM) [38] and Fuzzy
deep belief networks (FDBN) [13].

The test accuracy on three data sets with three rules can be seen in Fig. 3, we can
see that the performance of the proposed method is better than the others on all three
data sets.

5 Conclusion

This paper proposes a novel semi-supervised learning algorithm EFDBNI to address
the sentiment classification problem with a small number of labeled reviews. Our
proposal inherits the advantages of previous works about deep learning for sentimental
classification, and has significantly improved the performance of existing deep learning
architecture.

Fig. 3. Test accuracy with 100 labeled reviews on three data sets for TSVM, FDBN and
EFDBNI.
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Abstract. In this paper, we propose an integration method that uses self-
organizing maps (SOM) and the analytic hierarchy process (AHP) to cluster
professional baseball players and to make decision on team reinforcement
strategy. We used data of pitchers in the Japanese professional baseball teams.
First, we collected data of 302 pitchers and clustered these pitchers using the
following fourteen features: number of games pitched, number of wins, number
of loses, number of save, number of hold, number of innings pitched, rate of
strikeout, ERA (earned run average), percentage of hits a pitcher allows, WHIP
(walks plus hits per inning pitched), K/BB (strikeout to walk ratio), FIP (fielding
independent pitching), LOB% (left on base percentage), RSAA (runs saved
above average). Second, we created pitcher maps of all teams and each team
with SOM. Third, we examined main features of each cluster. Fourth, we
considered team reinforcement strategies by using the pitcher maps. Finally, we
used AHP to determine the team reinforcement strategy.

Keywords: Clustering � Visualization � Data mining
Business intelligence � Sport industry � Baseball � Decision making
Self-organizing maps � AHP

1 Introduction

Machine learning and data mining techniques have been extensively investigated, and
various attempts have been made to apply them to baseball e.g., [1–5]. Tolbert and
Trafalis applied SVM (Support Vector Machine) to predicting MLB (Major League
Baseball) championship winners [1]. Ishii applied K-means clustering to identifying
undervalued baseball players [2]. Pane applied K-means clustering and Fisher-wise
criterion to identifying clusters of MLB pitchers [3]. Tung applied PCA (Principal
Component Analysis) and K-means clustering to analyzing a multivariate data set of
career batting performances in MLB [4]. Vazquez applied time series and clustering
algorithms to predicting baseball results [5]. In this paper, we propose an integration
method that uses Self-Organizing Maps (SOM) [6] and the analytic hierarchy process
(AHP) [7] to cluster professional baseball players and to make decision on team rein-
forcement strategy. We used data of pitchers in Japanese baseball teams. First, we col-
lected data of 302 pitchers and clustered these pitchers using fourteen features. Second,
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we created pitcher maps of all teams and each team with SOM. Third, we examined main
features of each cluster. Fourth, we considered team reinforcement strategies by using
pitcher maps. Finally, we used AHP to determine the team reinforcement strategy.

2 Clustering Professional Baseball Players with SOM

The SOM algorithm is based on unsupervised, competitive learning [6]. It provides a
topology preserving mapping from the high dimensional space to map units. Map units,
or neurons, usually form a two-dimensional lattice and thus the mapping is a mapping
from high dimensional space onto a plane.

Previously, we proposed a way of purchase decision support using SOM and
AHP. First, we provided two class boundaries, which divide the range between the max-
imum and minimum of an input feature value into three equal parts. Second, we created
self-organizing product maps using the classified inputs. We applied our way to five kinds
of products and confirmed its effectiveness [8]. When we previously compared SOMwith
the other clustering algorithms (hierarchical clustering andK-means clustering) for product
clustering, SOM were superior to the other clustering algorithms for both visibility and
clustering ability [9]. Therefore, we used SOM for baseball players clustering.

We used data of pitchers of NPB (Nippon Professional Baseball Organization) [10].
We collected data of 302 pitchers in 2015 from Japanese professional baseball database
[10, 11]. We clustered these pitchers using the following fourteen features: number of
games pitched, number of wins, number of loses, number of save, number of hold,
number of innings pitched, rate of strikeouts, ERA (earned run average), percentage of
hits a pitcher allows, WHIP (walks plus hits per inning pitched), K/BB (strikeout to
walk ratio), FIP (fielding independent pitching), LOB% (left on base percentage),
RSAA (runs saved above average).

In each feature, we provide two class boundaries, which divide the range between
the maximum and minimum of an input feature value into three equal parts. For
classifying the data of the number of games pitched, we divided the number into three
classes: under 27, over 28 to 50, and over 51. For classifying the data of the number of
wins, we divided the number into three classes: under 5, over 6 to 10, and over 11. For
classifying the data of the number of loses, we divided the number into three classes:
under 4, over 5 to 8, and over 9. For classifying the data of the number of save, we
divided the number into three classes: under 13, over 14 to 27, and over 28. For
classifying the data of the number of hold, we divided the number into three classes:
under 13, over 14 to 26, and over 27. For classifying the data of the number of innings
pitched, we divided the number into three classes: under 74, over 75 to 140, and over
141. For classifying the data of the rate of strikeouts, we divided the rate into three
classes: under 6.09, over 6.10 to 10.15, and over 10.16. For classifying the data of
ERA, we divided ERA into three classes: under 3.52, over 3.53 to 6.64, and over 6.65.
For classifying the data of the percentage of hits a pitcher allows, we divided the
percentage into three classes: under 8.35, over 8.36 to 13.08, and over 13.09. For
classifying the data of WHIP, we divided WHIP into three classes: under 1.36, over
1.37 to 2.08, and over 2.09. For classifying the data of K/BB, we divided K/BB into
three classes: under 4.70, over 4.71 to 8.85, and over 8.86. For classifying the data of
FIP, we divided FIP into three classes: under 3.20, over 3.21 to 5.27, and over 5.28.
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For classifying the data of LOB%, we divided LOB% into three classes: under 0.661,
over 0.662 to 0.814, and over 0.815. For classifying the data of RSAA, we divided
RSAA into three classes: under −2.1083, over −2.1082 to 16.65, and over 16.66.

Table 1 shows a part of the feature matrix for pitchers.

Table 1. A part of the feature matrix for pitchers.

Name Number of games pitched Number of wins
Under 27 Over 28 to 50 Over 51 Under 5 Over 6 to 10 Over 11

Makita 0 1 0 0 1 0
Hamada 1 0 0 1 0 0
Sawamura 0 0 1 0 1 0
Settu 1 0 0 0 0 1
Wakui 0 1 0 0 0 1
Arihara 1 0 0 0 1 0
Masui 0 0 1 1 0 0
Fujinami 0 1 0 0 0 1
Yamaguchi 0 0 1 1 0 0

Fig. 1. Self-organizing cluster map of pitchers of all teams.
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We inputted the data of all pitchers into SOM and created pitcher maps of all teams.
Figure 1 shows self-organizing map of pitchers of all teams. Figures 2, 3 and 4 show
examples of component maps of pitchers.

(a) under 74                      (b) over 75 to 140                       (c) over 141 

Fig. 2. Component map of pitchers of all teams: number of innings pitched. (Color figure
online)

(a) under 3.52                      (b) over 3.53 to 6.64                       (c) over 6.65 

Fig. 3. Component map of pitchers of all teams: ERA (Earned Run Average). (Color figure
online)

(a) under 13                      (b) over 14 to 27                       (c) over 28 

Fig. 4. Component map of pitchers of all teams: number of save. (Color figure online)
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There were seven clusters in Fig. 1. When inspecting component maps, the feature
of each cluster is clear. For example, red neurons correspond to over 141 innings
pitched in Fig. 2(c) and red neurons correspond to over 75 to 140 innings pitched in
Fig. 2(b). Red neurons correspond to under 3.52 ERA in Fig. 3(a) and red neurons
correspond to over 3.53 to 6.64 ERA in Fig. 3(b). Red neurons correspond to over 28
save in Fig. 4(c).

As the number of innings pitched is large (over 141) and ERA is small (under 3.52)
in cluster P1, a pitcher belonging to P1 is one of the best starting pitcher. As the
number of innings pitched is medium (over 75 to 140) and ERA is medium (over 3.53
to 6.64) in cluster P2, a pitcher belonging to P2 is one of the second best starting
pitcher. As the number of save is large (over 28) and ERA is small (under 3.52) in
cluster P3, a pitcher belonging to P3 is a closer. We inspected every component maps
and understand that features of Clusters P1 to P7 are as shown in Table 2.

3 Considering Team Reinforcement Strategies

Next, we inputted the data of pitchers belonging to Chiba Lotte Marines into SOM and
created pitcher maps. Figure 5 shows self-organizing pitcher maps of Lotte.

We inspected every component maps and understand that main feature of Clusters
L1 to L6 are as shown in Table 3.

Here, we assumed that organization of pitchers in a strong team is as follows: the
number of starting pitchers is five to six, the number of setup pitchers is one to two, the
number of closer is one to two, and the number of relief pitchers is three to five.

When comparing Lotte’s organization of pitchers with a strong team’s organization,
we understand that the number of starting pitchers is not enough.

Here, we chose alternatives for reinforcement strategies of starting pitchers as
follows.

Table 2. Main features of all NPB pitchers in 2015 in each cluster.

Cluster Features Main feature

P1 Number of innings pitched is large
Both ERA and WHIP are small

Best starting pitchers

P2 Number of innings pitched is medium
Both ERA and WHIP are medium

Second best starting pitchers

P3 Number of save is large Closer
P4 Number of hold is large Best setup pitchers
P5 Number of wins and loses is small Third best starting pitchers

or second best setup pitchers
P6 Number of wins and loses is small

Both ERA and WHIP are large
Fourth best starting pitchers
or third best setup pitchers

P7 Number of innings pitched is small
Both ERA and WHIP are large

Bad pitchers
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Step 1: We choose pitchers (1) who belong to Clusters P1, P2, P5 or P6, (2) whose
contract have been expired or who declared free agent, and (3) whose number of
innings pitched was large or whose percentage of hits he allows was small. We
chose Stanridge and Bullington.
Step 2: We choose pitchers (1) who belong to Clusters P1, P2, P5 or P6, (2) who
are young and whose salary is low, (3) whose number of innings pitched was
medium or whose FIP was small or whose RSAA was not small. We chose Iida and
Mima.

Fig. 5. Self-organizing cluster map of pitchers of Chiba Lotte Marines.

Table 3. Main features of pitchers of Chiba Lotte Marines in 2015 in each cluster.

Cluster Main feature (# of pitchers) Name (cluster in all NPB pitchers)

L1 Best starting pitchers (2) Wakui, Isikawa (P1)
L2 Second best starting pitchers (2) Rhee, Oomine (P2)
L3 Closer (1) Nisino (P3)
L4 Best setup pitchers (1) Ootani (P4)
L5 Second best setup pitchers (6) Masuda, Fujioka, Matunaga, Uchi,

Niki (P5), katuki (P6)
L6 Substitutes (13) Kurosawa, Yachi, Abe, Chen (P5),

Kanamori, Furuya, Carlos (P6)
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Table 4 shows the data of four alternatives for a reinforced starting pitcher.

4 Decision Making on Team Reinforcement Strategy
with AHP

AHP is a multi-criteria decision method that uses hierarchical structures to represent a
problem [7]. Pairwise comparisons are based on forming a judgment between two
particular elements rather than attempting to prioritize an entire list of elements.
The AHP scales of pairwise comparisons are shown in Table 5.

Figure 6 shows an example of the relative measurement AHP model created for the
task of deciding a high capable pitcher. Here, we used the following four criteria:
innings pitched, hit ratio (percentage of hits a pitcher allows), RSAA and FIP.

We assumed the pairwise comparison matrix for Ciba Lotte Marines. The pairwise
comparison matrix for the four criteria is shown in Table 6. Here, we assumed that
large innings pitched is most important, small hit ratio is second most important, and
small FIP is third most important. As a result, innings pitched is most important and its
weight is 0.565.

Table 4. Data of alternatives for a reinforced starting pitcher.

Name Innings pitched Hit ratio RSAA FIP Salary (million yen) Age Right/
left

Standridge 144.3 9.4 –0.52 3.79 200 37 right
Bullington 73.6 7.3 2.378 3.18 150 35 right
Mima 86.3 10.6 –7.035 3.53 40 29 right
Iida 41.3 6.5 2.169 3.19 4 24 left

Hit ratio: percentage of hits a pitcher allows,
Right/left: right throw or left throw.

Table 5. The AHP scales for pairwise comparisons.

Intensity of
importance

Definition and explanation

1 Equal importance
3 Moderate importance
5 Essential or strong importance
7 Demonstrated importance
9 Extreme importance
2, 4, 6, 8 Intermediate values between the two adjacent judgments when

compromise is needed
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Consistency index shows whether the pairwise comparison is appropriate or not.
When the index is lower than 0.1, the pairwise comparison is appropriate. When the
index is over 0.1, the comparison is not appropriate and should be corrected. In this
case, consistency index was 0.01 and the pairwise comparison was appropriate.

The pairwise comparisons of four alternatives with respect to innings pitched are
shown in Table 7. The weight of Standridge was highest, because the number of
innings pitched of Standridge was largest.

The pairwise comparisons of four alternatives with respect to hit ratio are shown in
Table 8. The weight of Iida was highest, because the hit ratio of Iida was smallest.

Deciding a high capable pitcher 

Innings pitched Hit ratio 

Standridge 

RSAA FIP 

Bullington Mima Iida 

Fig. 6. AHP model for deciding a high capable pitcher.

Table 6. Pairwise comparisons of four criteria.

Innings pitched Hit ratio RSAA FIP Weight

Innings pitched 1 3 7 5 0.565
Hit ratio 1/3 1 5 3 0.262
RSAA 1/7 1/5 1 1/3 0.055
FIP 1/5 1/3 3 1 0.118

Consistency index = 0.039

Table 7. Pairwise comparisons of alternatives with respect to innings pitched.

Standridge Bullington Mima Iida Weight

Standridge 1 6 5 8 0.636
Bullington 1/6 1 1/2 5 0.127
Mima 1/5 2 1 6 0.195
Iida 1/8 1/5 1/6 1 0.042

Consistency index = 0.086
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The pairwise comparisons of four alternatives with respect to RSAA are shown in
Table 9. The weight of Bullington was highest, because the RSAA of Bullington was
largest.

The pairwise comparisons of four alternatives with respect to FIP are shown in
Table 10. The weight of Bullington was highest, because the FIP of Bullington was
smallest.

Table 11 shows final results of AHP. Standridge was the most capable pitcher,
because we assumed that large innings pitched is most important and small hit ratio is
second most important. The number innings pitched of Standridge is largest.

Table 8. Pairwise comparisons of alternatives with respect to hit ratio.

Standridge Bullington Mima Iida Weight

Standridge 1 1/2 2 1/3 0.154
Bullington 2 1 4 1/2 0.288
Mima 1/2 1/4 1 1/5 0.081
Iida 3 2 5 1 0.477

Consistency index = 0.007

Table 9. Pairwise comparisons of alternatives with respect to RSAA.

Standridge Bullington Mima Iida Weight

Standridge 1 1/5 2 1/2 0.125
Bullington 5 1 6 3 0.577
Mima 1/2 1/6 1 1/3 0.077
Iida 2 1/3 3 1 0.222

Consistency index = 0.011

Table 10. Pairwise comparisons of alternatives with respect to FIP.

Standridge Bullington Mima Iida Weight

Standridge 1 1/6 1/2 1/3 0.079
Bullington 6 1 5 2 0.533
Mima 2 1/5 1 1/2 0.130
Iida 3 1/2 2 1 0.253

Consistency index = 0.008
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Figure 7 shows an example of the relative measurement AHP model created for the
task of deciding a reinforced starting pitcher. Here, we used the following five criteria:
capability, salary, age, right/left throw and feasibility.

We assumed the pairwise comparison matrix for Chiba Lotte Marines. The pairwise
comparison matrix for the five criteria is shown in Table 12. Here, we assumed that
capability and feasibility are most important, and right/left throw is third most
important. As a result, capability and feasibility are most important and their weights
are 0.362.

Table 11. Final results of deciding a high capable pitcher.

Criteria Innings pitched Hit ratio RSAA FIP Result

Weight of criteria 0.565 0.262 0.055 0.118
Standridge 0.636 0.154 0.125 0.079 0.416
Bullington 0.127 0.288 0.577 0.533 0.242
Mima 0.195 0.081 0.077 0.130 0.151
Iida 0.042 0.477 0.222 0.253 0.191

Deciding a reinforced starting pitcher 

Capability Salary

Standridge 

Right/left Feasibility 

Bullington Mima Iida 

Age 

Fig. 7. AHP model for deciding a reinforced starting pitcher.

Table 12. Pairwise comparisons of five criteria.

Capability Salary Age Right/left Feasibility Weight

Capability 1 7 5 3 1 0.362
Salary 1/7 1 1/3 1/5 1/7 0.039
Age 1/5 3 1 1/3 1/5 0.076
Right/left 1/3 5 3 1 1/3 0.161
Feasibility 1 7 5 3 1 0.362

Consistency index = 0.034
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The weights of four alternatives with respect to capability are shown in Table 11.
The pairwise comparisons of four alternatives with respect to salary are shown in

Table 13. The weight of Iida was highest, because the salary of Iida was cheapest.

The pairwise comparisons of four alternatives with respect to age are shown in
Table 14. The weight of Iida was highest, because Iida is youngest.

The pairwise comparisons of four alternatives with respect to right/left throw are
shown in Table 15. The weight of Iida was highest, because left throw is a few and
important for Chiba Lotte Marines.

The pairwise comparisons of four alternatives with respect to feasibilty are shown
in Table 16. The weights of Standrige and Bullington were highest, because they
declared free agent.

Table 13. Pairwise comparisons of alternatives with respect to salary.

Standridge Bullington Mima Iida Weight

Standridge 1 1/2 1/4 1/6 0.074
Bullington 2 1 1/2 1/4 0.138
Mima 4 2 1 1/2 0.275
Iida 6 4 2 1 0.513

Consistency index = 0.004

Table 14. Pairwise comparisons of alternatives with respect to age.

Standridge Bullington Mima Iida Weight

Standridge 1 1/2 1/4 1/6 0.074
Bullington 2 1 1/2 1/4 0.138
Mima 4 2 1 1/2 0.275
Iida 6 4 2 1 0.513

Consistency index = 0.004

Table 15. Pairwise comparisons of alternatives with respect to right/left.

Standridge Bullington Mima Iida Weight

Standridge 1 1 1 1/2 0.2
Bullington 1 1 1 1/2 0.2
Mima 1 1 1 1/2 0.2
Iida 2 2 2 1 0.4

Consistency index = 0
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Table 17 shows final results of AHP. Standridge was the best. Because we assumed
that capability and feasibility are most important. Capability and feasibilty of Stan-
dridge are highest. Standridge is selected as the final choice. Actually, Chiba Lotte
Marines acquired Standridge as a reinforced starting pitcher.

5 Conclusion

We proposed a way of clustering professional baseball players with SOMs, considering
several team reinforcement strategies using player maps, and deciding team rein-
forcement strategy with AHP. We used data of pitchers of Japanese professional
baseball teams. We used data of pitchers in Japanese baseball teams. First, we collected
data of 302 pitchers and clustered these pitchers using fourteen features. Second, we
created pitcher maps of all teams and each team with SOM. Third, we examined main
features of each cluster. Fourth, we considered team reinforcement strategies by using
pitcher maps. Finally, we used AHP to determine the team reinforcement strategy. In
future work, we will apply our way to the other sports such as football and basketball.
We will use other types of AHP [7] and ANP [12] for decision making.
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Abstract. During the last decades, digital fingerprinting was used for
hundreds of security-related applications. The main purpose relates to
tracking and identification procedures for both users and tasks. The role
of digital fingerprinting in data mining area became very important. As a
key scale-out technology, thermal fingerprinting represents an experimen-
tal case study, which was introduced to show new application domains
for fingerprinting-based profiling. We are now able to monitor all kind of
sensor sources in a generic way. The concept is adoptable to hundreds of
novel application domains in the IoT & smart metering context.

In this paper, we summarize key features of the thermal fingerprinting
approach. The feasibility is demonstrated in a large scaled data cen-
tre testbed with typical sensor sources, e.g., temperature, CPU load
behaviour, memory usage, I/O characteristics, and general system infor-
mation. As a result, the approach generates two-dimensional unique and
indexable patterns.

Besides this case study, we introduce several further use cases for this
kind of sensor data fingerprinting. This includes data mining projects in
the area of urban mobility profiling or innovative & lightweight weather
forecast models, but also profiling capabilities in body area networks
(health monitoring, fitness applications). Finally, we describe remaining
challenges and critical security issues that still have to be solved.

Keywords: Digital fingerprinting · Data mining · Sensor networks
IoT · Profiling · Classification · Sensor data fusion
Digital fingerprint · Security · Monitoring
Experimental application domains

1 Introduction

Digital fingerprinting represents one of the key technologies during the last
decades in the context of tracking and identification techniques. One impor-
tant aspect deals with conventional security scenarios, e.g., digital forensics [1]
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or authentication/authorization concepts based on biometric watermarking [2].
Starting from traditional fingerprinting approaches in the domain of OS, browser
or canvas tracking [3], straight forward to deeper data mining concepts for iden-
tifying and profiling user behaviour in web services [4]. Nowadays, millions of
people are using multimedia-fingerprinting apps for identifying music tracks with
only one click, e.g., SoundHound or Shazam [5].

However, in the current digital age, thousands of sensor sources are connected
via network interfaces and application-specific web-services. Here, several key
questions are critical. Which kind of profiling is possible based on these infor-
mation? How effective are anonymization techniques for personal user data in
lifestyle apps, smart products or in the domain of health & fitness online services.

To answer these questions, we started a proof of concept in 2016. In (Vodel
and Ritter) [6], our initial goal was to optimize the energy efficiency of our data
centre (DC). For the daily operation, thousands of kWh power were wasted for
oversized air conditioning. To solve this problem, we began to monitor sensor
data from the server infrastructure to predict the thermal impact of software
tasks to the DC environment. These sources include system health status, mem-
ory consumption, hard disk activity, CPU load, network load, or further system
temperature values. In order to extract key features from the data sets, each
sensor source was monitored and analyzed individually. Different sets of sen-
sor sources were also merged and processed together. This approach provides
excellent capabilities for the identification and tracking of specific software tasks
in the DC by analyzing thermal loads and the thermal impact on the system
behaviour. Thus, we were able to reduce the necessary amount of energy for
cooling our DC environment significantly [6,7].

In a next step, we introduced thermal fingerprinting in 2017 [7,8] as a generic
concept for sensor data fingerprinting. It represents a toolkit of basic data pro-
cessing techniques for profiling and tracking of all kinds of given sensor data
sources. In order to describe the current research work with respective case stud-
ies, the following paper is structured as follows. Section 2 summarizes all the key
features of the thermal fingerprinting concept, specific parameters, benefits, and
limitations. Section 3 presents our reference scenarios with taking relevant envi-
ronmental conditions, and the setup for the adaptive learning algorithm into
account. Subsequently, Sect. 4 summarizes the respective results and includes
a short research discussion. Section 5 introduces the actual research work with
three different application scenarios of the approach: urban mobility profiling,
weather forecast, and profiling based on body area networks. A final conclusion of
the paper clarifies the benefits as well as the risks regarding privacy and security.

2 Concept Basics—Thermal Fingerprinting in a Nutshell

Our thermal fingerprinting approach represents a feasible toolkit for software-
based status estimation in heterogeneous hardware environments. We want to
provide a cost-efficient solution with no further hardware efforts, which is scalable
to different environmental conditions and has a short learning stage/initial setup.
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Fig. 1. Screenshot of the used AMOPA framework - an Automated Automated Moving
Picture Annotator.

Based on the individual fingerprint patterns and the respective classification
features, the expected re-use factor of the generated knowledge appears to be
very high.

For the thermal fingerprint approach, we adapted multimedia data process-
ing workflows from the research and teaching framework AMOPA (Automated
Automated Moving Picture Annotator) [9,10] (see Fig. 1). Here, the conceptual
focus of our approach aims to the demands of computational software task anal-
ysis. Accordingly, the system must be capable to handle the respective thermal
sensor data originating from different kinds of sensor classes.
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2.1 Data Processing Framework

A very important part for this approach is a sufficient software integration and an
appropriate design of the corresponding user-interface that facilitates the anal-
ysis of pattern by creating opportunities for direct interaction with the data.
Our goal is to integrate the entire data processing chain into a single holistic
framework. Therefore, we have to modify several input modules of the AMOPA
framework in order to support the following types of sensor sources (gray repre-
sents w.i.p):

– temperature
– CPU load
– I/O load
– Network load
– S.M.A.R.T. information
– acceleration & speed
– positioning data
– inclinometer data
– air pressure
– humidity

A basic operational workflow (single process instance) consists of several
processing steps. Each process is derived from a single thread class that works
on the input data and stores the resulting data for further processing steps. The
chain can be concatenated as well as branched by using XML patterns. The data
is automatically transmitted to the next process by the AMOPA framework. The
adapted input process aggregates the already mentioned sensor types as well as
predefined, environmental parameters. One key result of the workflow represents
the calculation of two-dimensional fingerprint patterns.

2.2 Thermal Pattern Calculation

In order to calculate two-dimensional, individual patterns, a dedicated data anal-
ysis sequence has to be processed. For this purpose, we are working with dynamic
sliding window approaches in the time domain, as often used for distributed net-
work simulators [11]. Accordingly, the given sensor data will be merged and
analyzed in several time spans in parallel by using different window sizes. Start-
ing from the last 60 s and up to 7,200 s of logged sensor data, the signal curves
are processed. This allows both, the analysis of short term computational load
behaviour as well as long term thermal sequences. The workflow is structured as
follows being supplemented by Fig. 2.

At first, we define a specific window size. Let the size be for example 120 units,
what can be either seconds or minutes. Then we process each data channel of
input sensors separately and on each specific window with overlap (e.g., at step
size 10) in the top row (left). Here, the input sensors show values of CPU load
(green), Temperature (red), and CPU relative load (blue). The current classifi-
cation of the original computation pattern is illustrated on the right being a set
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of computing (red), web services (yellow), and backup & maintenance (green).
We used the traffic scheme in order to indicate the computational load of the
machine. For each of the obtained windowed data distributions, we apply the
following procedure:

1. Subtract the mean from the current data distribution window (top row).
2. Compose (multiply) the data with a sinusoidal wave that works as a carrier

function ranging from 0 to 86 in quarter steps of π (middle row).
3. Calculate the histogram from the composed data (bottom row).

Fig. 2. Example set for thermal fingerprint of backup & maintenance tasks in data
centre environments. (Color figure online)

As an intermediary result, we receive specific histograms for different time
slots, which represent deviations from the given baseline. The threshold value
between the different deviation zones represent the already mentioned risk levels.

In order to stabilize those results, we apply the window data distributions
from step 2) to another method. The analysis of spectrograms is very common
in the audio domain. The composed/transformed sinusoidal waveform allows
us to use such methods in this domain of data. In order to yield reasonable
spectrograms, we first have to transform the signal with a butterworth filter
that was designed by using the MATLAB DSP Toolbox for highpass filters with
the coefficients of filter order 10, a cutoff frequency of 3 dB below the passband
value of 25, and a sampling frequency of 200 Hz. For the already mentioned
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Fig. 3. Example set for thermal fingerprint of the computational task in our data centre
environment for the CPU load (left) and the CPU relative load (right). (Color figure
online)

example above (120 units), we generate a spectrogram over the whole window
with MATLAB standard parameters1.

By default those parameters divide the window data distribution into 8 seg-
ments with 50% overlap using a Hamming window. The number of frequencies
points is limited to 128.

The results are two-dimensional, coloured patterns, which represent unique
fingerprints. Examples of the acquired spectrogram fingerprints are shown in
Fig. 3, providing several kinds of information. On the X axis, the time domain
in the sample window sequence of 120 units is given whereas the Y axis contains
the corresponding segments. The individual coloured cells describe the signals
intensities in pseudo-colours. The figure clarifies higher frequencies (red) in the
patterns for CPU load (left) and CPU relative load (right) at around 100 units
within this window.

2.3 Fingerprints Storage and Discussion

The pattern can be stored in a database as a simple concatenation of the hex-
adecimal colour values of each sector. The pattern resolution is predefined with
a static number of X columns and Y rows. The fingerprint pattern can be used
as a general knowledge base to identify and recognize repeating tasks.

Actual and future research work investigate topics for an efficient classifica-
tion or categorization of these patterns. Here, the key challenge is represented by
the different variations of similar sensor tasks. These challenges are comparable
to the already mentioned music and multimedia databases like Shazam or Sound-
Hound. The system must be capable of detecting similar tasks with modified
environmental conditions or different initial system states. Accordingly, the pat-
terns provide significant, domain-specific characteristics with scenario-specific,

1 http://de.mathworks.com/help/signal/ref/spectrogram.html, 2016-06-09.

http://de.mathworks.com/help/signal/ref/spectrogram.html
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adapted shapes. Hence, our system needs to adapt to such characteristics in a
generic way and with minimal training efforts. Please note that the self-learning
capabilities as well as the pattern classification are not a focus of this paper
representing early work in progress.

3 Reference Scenarios and Test Bench

In order to test the proposed approach under real-world conditions, we have
conducted some case studies. We used a large-scaled, heterogeneous data cen-
tre testbed, which includes the entire DC infrastructure with multiple virtual
and physical components. The testbed is located at the Chemnitz University of
Technology and consists of multiple server, storage, and network components.
We also evaluated the thermal impact to the environment under real world
conditions. Accordingly, the test scenario also includes data sources from the
air-conditioning control system as well as from multiple cold aisle containment
groups.

3.1 Setup and Environmental Conditions

In order to provide sufficient sensor data, we measured all available tempera-
ture sensor inside the individual hardware nodes (CPU, chassis, memory, power
supply, and GPU if available). The sampling rate is static and predefined with
one measurement per second. Furthermore, the logging system grabs the CPU
load, I/O load and network load with the same sampling frequency. The data
was stored on a dedicated logging server for the entire post-analysis routines.

For this contribution, we analyzed different hardware from our IT infrastruc-
ture. This includes a Cisco UCS chassis for our desktop virtualization, a central
storage system (NetApp FAS series) as well as Dell Poweredge servers as dedi-
cated compute nodes as service-providing systems. The proof-of-concept consists
of 48 h log data for each system.

The pattern calculation process as well as the data annotation framework
will be demonstrated at the conference. Due to security reasons, an external
access to our test environment is not possible. But anyway, the conceptual core
of this paper represents the generic sensor data processing for generating individ-
ual, digital fingerprint patterns. Thus, we are able to profile any kind of sensor
components or sensor sources. Based on a scenario-specific requirements set, we
adapt each data processing step inside the AMOPA framework.

3.2 Limitations and Constraints

After summarizing the benefits of the approach and the provided opportunities,
we furthermore discuss some of its weak aspects. One limitation deals with the
given sampling rate for our test scenario of only one measurement per second.
Here, a higher data resolution allows a more precise data analysis.
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With respect to our test setup, another limitation represents the missing ref-
erence values for the temperature measurements. We are using standard system
interfaces for extracting the sensor data from the hardware components. These
values are not referenced and may differ between similar systems. Only a few
global reference temperature sensors inside the data centre testbed are available,
which are used as conventional control input for the air-conditioning system.

Further constraints address the mapping between sensor data and software
tasks. In order to define the relation between measurement sets and the respec-
tive computational tasks, we are using the log files of the systems. Minimal
time drifts between different systems are possible but uncritical. The system log
correlates with the time stamps of the measurement sets and enables a direct
mapping of a system load to the thermal load as well as the respective estimation
for the thermal impact.

4 Results Analysis and Scale-Out

Based on the given data centre infrastructure, several systems are monitored
and processed. The proposed approach generated individual fingerprints for any
type of system (both physical or virtual). Figure 4 illustrates a small number of
reference patterns.

The figure includes the following tasks:

1. Top left: Cisco UCS virtualization cluster
→ cluster-internal VM migration task for cluster maintenance preparation

2. Top right: Cisco UCS virtualization cluster
→ boot up sequence for a virtual PC pool of 20 hosts

3. Center left: DELL Poweredge 710 server
→ short term batch <5min (user-specific computational task)

4. Center right: DELL Poweredge 710 server
→ parallelized long term term batch (about 60 min user-specific task with
I/O and computational load)

5. Bottom left: NetApp FAS 3240C
→ copy process for 25 GB of user data

6. Bottom right: NetApp FAS 3240C
→ data integrity test for 25 GB of user data

The measured thermal fingerprints are stored in a database knowledge base.
This data is used to trigger an adaptive control loop for the air-conditioning
system of our data centre. This specific control system is called “TUCool” (TU
Chemnitz Cooling Approach) [12]. The system is able to adapt the cooling capac-
ity dynamically, dependent on the system behaviour and given temperature data.
Basically, TUCool is working with a predefined or self-learned rule set. The dif-
ferent parameters are used to calculate possible future environmental conditions
inside the data centre.

The proposed thermal patterns represent the second stage for this adap-
tive software-based optimization approach. The fingerprints allow more accurate,
faster prediction for the required (near-future) cooling capacity.



156 M. Vodel and M. Ritter

If we scale-out the approach to the usage at several locations or institutions,
the system allows an open exchange of the fingerprint data. In consequence,
an open access database for thermal fingerprints provides the opportunity to
minimize efforts for learning the initial setups and schedules. At this point the
authors would like to clarify, that such an open access database will be very hard
to manage. Due to endless different environmental conditions and operational
scenarios, the classification and recognition of known thermal loads at different
locations is not that simple.

In discussion of possible worst case scenarios, the following example may
summarize the critical points:

Here, a similar computational task would be executed periodically on several
comparable hardware platforms but with changing environmental conditions. As
a consequence, a sub-optimal data handling results in numberless variations of
fingerprint pattern for an identical task. Accordingly, such a scenario generates
massive amounts of useless data and complicates the identification/recognition
process. Thus, a robust implementation of the proposed core features is essential
for a feasible and efficient solution.

5 Research in Progress

After showing the high potential of the presented approach, we are now dis-
cussing actual research scenarios, based on the same profiling and classification
techniques. The following examples only describes a small number of possible
use cases and represent early stages of work in progress.

5.1 Urban Mobility Profiling

Several research projects all over the world are currently analyzing mobility
models in urban environments. Townspeople have the choice of using public
transportation, individual transports (taxi, etc.), or walk by foot. The decision
depends on multiple factors. This includes overall distance, distance to station
of public transport, time, day of week, weather and further parameters.

If we take a look on Fig. 5, we see a typical urban topology with different
movement sectors. One aim of urban planning and urban management are sta-
tistical analysis of how townspeople use different urban transportation offers for
different movement routes. In this study, we want to use anonymized positioning
data and speed information from mobile phones to identify specific movement
characteristics. Four different types of movement are classified:

– walk by foot
– public transportation tram
– public transportation bus
– individual transportation by taxi/car
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Fig. 4. Six different thermal fingerprints for different types of computational tasks.

Based on these movement classes, we monitor the movement vectors, time-
stamps as well as further possible (anonymous) environmental meta information.
This study will also clarify the question, if it is possible to identify individual
persons based on anonymous urban movement data without any user-specific
advance information.
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5.2 Weather Forecast

Weather forecast and the prediction of specific meteorologic events represents an
entire branch of research. Complex models and enormous computing power are
necessary to analyze and process weather data. Figure 6 illustrates these data
sources, including hundreds of thousands of wind speed/direction, humidity, air
pressure, and temperature data sets. And of course, the results of these weather
prediction models are still far away from optimal results.

Accordingly, we plan to use the same key features of the thermal fingerprint-
ing approach to analyze and classify local high level weather events to estimate
periodic weather patterns in the near future. The monitoring and pattern match-
ing tasks of only a few, simple weather data sets per location is very easy and
does not need that much computational power.

Our research deals with the question, what are the measurable quality dif-
ferences between traditional weather estimation methods in comparison to this
simple, pattern-based forecast model. This question is also very important with
respect to the increasing climate changes and more extreme local weather events.

Fig. 5. Typical urban topology for testing the profiling techniques.
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5.3 Body Area Network Profiling

A third, very promising research field for the already mentioned thermal finger-
printing capabilities refers to body area network (BAN) applications, e.g., fitness
and health monitoring (hard- & software).

As shown in Fig. 7, a typical BAN application consists of several body sensor
units for heart beat/pulse, blood pressure, body temperature, pedometer, move-
ment distance, etc. These sensors are connected with a wireless gateway unit,
which allows an upload for arbitrary web services.

Several security-critical issues can be summarized. Many interfaces & APIs
of the web services are secured very weak and especially the low power commu-
nications between sensor and gateway are easy to monitor. Furthermore, a lot
of software applications allow the public visibility of fitness profiles or personal
health information, maybe with anonymized data sets.

Our current research work in this context deals with concepts for monitoring
and classifying body sensor sources for generating user profiles. These profiles can
be used for classifying health- and fitness status for specific user groups or specific
user parameters (fitness level, health status, restrictions in the human motor
unit, etc.). Furthermore, we want to discuss the security impact of these data
sets in a critical way. Is it possible to identify individual users behind anonymized
fitness- and health data. With respect to the thermal fingerprinting principles,
it is also to investigate, which personal user information are calculable/derivable
from the user-specific data patterns.

Fig. 6. Weather map with all typical data sources for wind, temperature, and air
pressure.



160 M. Vodel and M. Ritter

Fig. 7. Body area network topology with multiple sensor sources and wireless moni-
toring interfaces.

6 Conclusion

In this paper, we introduced a novel approach for data profiling and digital
fingerprinting. Based on a large-scaled DC testbed, we clarify the feasibility
of an generic fingerprinting concept in the domain of data centre applications.
We are able show how software tasks are classified and tracked for possible
thermal impacts to the DC environment. Administrators are able to optimize
the cooling baseline for the given air-conditioning system without additional
hardware efforts. This results in significant savings with regards to energy and
money. The used AMOPA data analysis framework as well as the algorithms
for the digital fingerprint pattern calculation are robust and flexible for multiple
adaptation to a large number of novel, promising applications fields.

Furthermore, we present current and future case studies based on the prin-
ciples of the thermal fingerprinting approach. Hundreds of promising applica-
tion domains are possible, e.g., urban transportation optimization, lightweight
weather forecast models, or body area network analysis. One key challenge of all
these applications still represents issues regarding security & privacy. Modern
data mining techniques allow a deep analysis of the merged data and fingerprint
patterns.
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Abstract. The electronic health record (EHR) analysis has become an
increasingly important landing area for machine learning and text mining
algorithms to leverage the full potential of the big data for improving human
health care. In a lot of our Chinese EHR analysis applications, it is very
important to categorize the patients’ diseases according to the Chinese national
medical coding standard. In this paper, we develop NLP and machine learning
algorithms to automatically categorize each patient’s diseases into one or more
categories. We take each patient’s disease description as a document. Also, for
each disease category, we make use of its description information in the medical
coding standard and take it as a document. According to the characteristics of
our data, we define the categorization problem as the unsupervised classification
problem with the nearest neighborhood (NN) algorithm using different vector
representations to represent the documents. Experimental results show that the
averaged word embeddings of word2Vec works best with very promising
classification performance.

Keywords: Electronic health record (EHR) analysis � Word embeddings
Text mining

1 Introduction

In Chinese EHR analysis, the categorization of patients’ diseases is very important. In
some applications, it is necessary to categorize each patient’s diseases into different
categories such as lung, heart, eyes, ears, nose, liver, and so on. For the massive data
set of EHRs, it is desirable to develop some automatic methods to do the categoriza-
tion. We aggregate the patient’s historical diseases scattered in our EHRs, and cate-
gorize the individual diseases into one of the 18 categories according to the Chinese
national medical coding standard. In the medical coding standard, for each disease
category, it has some description information about the related situations and symptoms
of the disease, we make use of this category description by taking it as a document and
regarding its vector representation as the cluster center of this disease category. Also,
we take each patient’s symptom description in the EHRs as a document and represent it
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with a vector. We develop machine learning algorithms to categorize each patient’s
disease in a visit or in one treatment by matching the symptom description document to
each of the 18 cluster centers, and get the categorization with the highest similarity.
A patient may have multiple records for different diseases and his/her whole disease
categorizations can be aggregated forming his disease history.

There are two basic components in this system to accomplish the disease catego-
rization. The first one is the NLP algorithms for document tokenization and repre-
sentation with a vector, and the second one is the machine learning algorithm for
disease categorization. For document’s vector representation after being tokenized, we
have tried the vector space model with both TF-IDF weighting and binary represen-
tations for tokens, the averaged word embeddings of word2Vec [1], and doc2Vec [2].
For classification with machine learning, according to the characteristics of our data
sets, we select the NN classification algorithm [3] of unsupervised machine learning in
this POC project to tackle the challenges. We use the quantitative cosine similarity
metric to measure the similarity between a patient’s symptom description and one of
the 18 disease category descriptions in the medical coding standard for categorization.
We experimented with different document’s vector representations. The results show
that the averaged word embeddings can capture the semantic information in our short
document and achieve very promising categorization performance. For demonstrating
the application of the categorizations, we make use of the information that in the
medical coding standard, each disease category is associated with a specific position or
organ on the human body, thus we map each of the patient’s disease categorization
results to the corresponding human body position or organ, generating a digital patient.
This digital patient can provide great help for health care providers to easily understand
each patient’s whole health situation to make effective diagnosis, treatment and health
care plans.

Our contributions lie in the following aspects:

• We define the disease categorization problem for EHRs according to the domain
knowledge of medical informatics and Chinese national medical coding standard.
This makes it possible to leverage insights from the big EHR data using artificial
intelligence (AI) algorithms.

• We develop AI algorithms including NLP, and unsupervised machine learning to
tackle the challenges in our data for disease categorization and map the catego-
rization results to the human body picture generating the digital patient for
visualization.

The rest of the paper is organized as follows. In Sect. 2 we discuss the methodology
about problem definition, vector representations for documents, and the unsupervised
machine learning algorithm. In Sect. 3, we present the experimental results. We con-
clude the paper with some discussions and future work in Sect. 4.
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2 Methodology

The patient disease categorization system consists of 3 components. Problem definition
and data preparation, NLP for feature extraction, and the unsupervised machine
learning algorithm with the nearest neighborhood (NN) classification method for cat-
egorizing each symptom description into one of the 18 disease categories.

2.1 Problem Definition and Data Preparation

The Chinese EHRs are from some big hospitals in Shandong Province, China, and they
consist of 179 heterogeneous tables such as the patients’ personal information and their
family information, admission records, hospitalization records, all kinds of lab tests,
office visit records, hospital and doctor information, medication information, and
surgery information. But in China, creating the EHR for patients is still at the beginning
stage, in most of the time, doctors are more willing to take paper notes for patients
rather than leave their notes in the computer system, causing the data quality of the
EHRs far from being satisfactory. As a result, for the 179 tables, many of them do not
contain useful information for a lot of empty columns with the useful information
missed. After some preprocessing, only 85 tables are selected. Even in these 85 tables,
the useful information is still missed in a lot of records. Through information fusion on
the heterogeneous 85 tables with the domain knowledge of medical informatics, we
construct individual clinic records about each patient’s individual office visits and
hospitalizations with individual symptom descriptions, diagnosis records, lab tests, and
the doctor’s treatment plans and prescriptions for every clinic event. But for this
specific categorization task, we only extract each patient’s disease symptom descrip-
tions from the constructed clinic records, and take them as documents. Also, we find
out that in the medical coding standard, for each disease category, it lists some
symptoms from different aspects about this specific disease, so we aggregate them and
take the 18 disease categories’ descriptions in the medical coding standard as 18
documents. But the attention to be paid is that for both doctors’ notes about patients’
symptom descriptions and the 18 disease categories’ descriptions, they are not com-
posed of regular sentences with syntactic information, but they are a list of words about
the symptoms. Furthermore, our statistics show that the EHRs distribute in a very
unbalanced way on the 18 disease categories. The records are mostly concentrated on
the popular diseases. Knowing the characteristics of our data and with all aggregated
information, we define the disease categorization problem as a matching problem from
each of a patient’s symptom descriptions to the 18 cluster centers. For this, each
document is represented as a vector, and the nearest neighborhood classification
algorithm is selected to do the categorization with the cosine similarity to quantitatively
measure how similar the two documents are.

2.2 NLP for Feature Extraction

In machine learning for document categorization, documents need to be represented as
feature vectors, so we first tokenize each unstructured Chinese document into a col-
lection of terms. Since there are no spaces between the Chinese words in each sentence,
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which is very different from the English texts that can be tokenized by spaces, the
tokenization of Chinese texts needs specific algorithms. Here we only use the available
tool for this task and focus our efforts on the other things based on this tokenization
result. The Han LP, an open source software is used for tokenizing the Chinese doc-
uments, then we generate a structured vector representation for each document with 4
different ways: the vector space model with TF-IDF weighting method and the binary
representation for tokens, the averaged word embeddings of word2Vec, and document
vector of doc2Vec.

2.2.1 The Bag of Words (BOW) Method
The BOW method makes use of the tokenized individual words and/or N-Grams
(N � 1) in a corpus as features for a document’s vector representation, which is
usually called a feature vector in machine learning and pattern recognition. All
N-Grams constitute the vocabulary of the corpus and the length of the BOW vector is
the size of the vocabulary. If N is equal to 1, the N-Gram is called unigram. For
individual tokens, we usually have both binary representation and TF-IDF weighting
representation to get the feature values. The binary representation only considers the
presence and absence of the individual words in the documents without considering the
number of occurrences of them. If a token is present in the document, the vector’s
corresponding feature value is 1, otherwise 0. On the other hand, the TF-IDF weighting
method takes the product of two statistics, the term frequency and inverse document
frequency. The term frequency is simply the number of times that the term t appears in
a document d. It assumes that the more frequent the token appears in the document, the
more important it is for describing the topics of the document, and it is usually cal-
culated in the following augmented way [4]:

tf t; dð Þ ¼ 0:5 þ 0:5 � ft;d
max ft0;d : t0 2 d

� � ð1Þ

here ft;d denotes the frequency of term t in document d. At the same time, the inverse
document frequency is calculated in the following way [4]:

idf t;Dð Þ ¼ log
N

d 2 D : t 2 df gj j þ 1
� �

ð2Þ

With

• N the total number of documents in the corpus, N = |D|
• The denominator jfd 2 D : t 2 dgj is the number of documents where the term

t appears. If the term t does not occur in the corpus, the denominator needs to be
adjusted into jfd 2 D : t 2 dgj þ 1.

The inverse document frequency is used to offset the impact of common words in
the corpus without having specialty. But the BOW method usually has the following
limitations:
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• Does not take the order information of words in each sentence into account and only
considers the occurrence of a word independent of the others, which is not true from
both semantic and syntactic point of view. So, different documents for different
topics are easily taken to be similar only if they contain the same words.

• Sparsity and high dimensionality of the feature vectors. Corpora generally have at
least thousands of words (features). When 2-grams and 3-grams are considered, the
number of features per corpus increases significantly. It could generate a very sparse
term-document matrix with a lot of unwanted zeros. Not all features are important
for learning problems, and modeling such high-dimensionality data set needs a huge
number of annotated samples for training, and it tends to lead to the overfitting
problem for supervised machine learning when no sufficient annotated samples are
provided. The high dimensionality problem challenges very much training super-
vised machine learning models for the curse of dimensionality, and in most of the
time, we need to do dimensionality reduction for the BOW vector representations,
but it is not a trivial work in preserving the structural information when reducing the
dimensionality.

2.2.2 Word2Vec for Word Embeddings
Since the BOW vector representation usually cannot capture the semantic information
from documents with limitations of both high dimensionality and sparsity, researchers
have investigated different ways to represent documents and words in an embedded
low-dimensional dense vector space. The Word2vec algorithm [1] is such a distributed
representation learning algorithm to learn the continuous dense vector representations
for words in an embedded low dimensional vector space. It consists of 2 related
models: the continuous bag-of-words (CBOW) model and the skip-gram model as
shown in Fig. 1. The CBOW model is used to predict the current word from its
surrounding context words in a sentence within a window centered at the current word,
while the skip-gram model is used to predict the surrounding context words in a
sentence within a symmetric window for a given word.

The Word2vec model can be trained with either the hierarchical softmax or neg-
ative sampling method. The hierarchical softmax uses a Huffman tree to reduce the
computational complexity by only updating the vectors of the nodes on the path from
the tree root to the leaf node (the current word), while the negative sampling accom-
plishes this goal and improves the vector quality of low-frequency words by only
sampling a small number of the negative samples for updating the vectors in the
backpropagation process for which the high-frequency words are down-sampled and
the low-frequency words are up-sampled by frequency lifting. These models are the
two-layer shallow neural networks. Word2vec takes as its input the high dimensional
one-hot vectors of the words in the corpus and produces a vector space of several
hundred dimensions such that each unique word in the corpus is represented by a dense
vector in the vector space. A very salient feature of this kind of word embeddings is
that word vectors in the vector space are close to each other when the words are
semantically similar to each other. This offers the benefit that we can infer semantically
similar words from the vector space for a word if the word’s vector is known and it
hence has attracted tremendous attention in text mining, machine translation, and
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document analysis. But the word2Vec algorithm still has its limitation in representing
documents. The usual way of using the word vectors for document classification and
clustering analysis is to take the averaged word vectors or other weighting methods for
word embeddings in a document.

2.2.3 Doc2Vec
The Doc2Vec algorithm [2] is an extension of Word2Vec that tries to represent a
document or paragraph as a single real-valued dense vector in addition to generating
the word vectors for individual words in the corpus. In training the doc2Vec model,
each document is assigned a unique tag together with the other words/terms in the
document, and finally each unique document tag is assigned a dense vector. Just like
word vectors generated by word2Vec, which can provide semantic inference for
individual words, a document vector generated by doc2Vec can be thought of reflecting
some semantic and topic information of the document. As a result, document vectors of
similar documents tend to be close to each other in the embedded vector space. It is
very useful for document classification or clustering analysis with the generated single
document vector. Applications include sentiment analysis for movie reviews, and text
classifications.

2.3 Unsupervised Machine Learning for Categorizing Diseases

For machine learning, there are generally two kinds of models. One is the supervised
learning and the other is the unsupervised learning. For supervised learning, many
annotated samples are needed to prevent overfitting. In addition, as the dimensionality
increases, the required annotated samples increase exponentially for the curse of

Fig. 1. The CBOW model (left) and Skip-gram (right) model in word2Vec with courtesy of
Mikolov et al. [1].
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dimensionality. For medical data, this annotation process usually needs the extra
supervision from medical experts, making it practically not affordable for our high
dimensional data analysis. Furthermore, the records in our EHRs do not distribute
uniformly or approximately uniformly on all disease categories, but they distribute in a
very spiky way. They are mostly concentrated on the popular diseases, leaving only a
small number of records or even a few records for the unpopular diseases. Thus, this
kind of unbalanced high dimensional feature vectors is not suitable for supervised
machine learning. In this paper, we select the unsupervised machine learning to cir-
cumvent the challenges in categorizing patients’ diseases. The benefit of using unsu-
pervised learning is that it does not depend on the distribution of the data in different
disease categories once the cluster centers for the 18 disease categories are available.
Since we can find some disease description data for each of the 18 disease categories in
the Chinese national medical coding standard, we take it as a document and take the
document’s vector representation as the corresponding cluster center. Thus, after
generating a vector representation for the individual documents (patients’ diseases), we
can accomplish the categorization by using the NN classification algorithm [3]. For
this, we choose the quantitative metric of cosine similarity to measure the matching
quality between a document and one of the 18 categories’ cluster centers. The higher
the similarity metric, the more similar the two involved documents are. The quantitative
normalized cosine similarity between any two vectors A and B is calculated in the
following way [5]:

similarity ¼ cos hð Þ ¼ A � B
jjAjj2jjBjj2

¼
Pn

i¼1 Ai BiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 A2

i

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 B2

i

p ð3Þ

For each patient’s document of symptom description, we categorize it into one of
the 18 disease categories as shown in Fig. 2. The category’s description having the
highest cosine similarity metric with the patient’s symptom description is assigned as
the patient’s disease categorization result.

Fig. 2. The diagram of the document matching process for disease categorization.
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3 Experimental Results and Analysis

We have investigated two kinds of vector representations for documents. They are the
BOW vectors and the word embeddings. For the BOW vectors, they are the TF-IDF
vectors and binary vectors. For the word embeddings, they are the averaged vectors of
the pre-trained word embeddings of word2Vec, and the vectors of doc2Vec. Totally we
have tried 4 document representations. For the TF-IDF and binary vector representa-
tions, the vector dimension is 53039 after some preprocessing to remove the stop words
and low frequency words. For optimizing the word2Vec, we have tried 4 models:

• CBOW with hierarchical softmax
• CBOW with negative sampling
• Skip-gram with hierarchical softmax
• Skip-gram with negative sampling.

Finally, the CBOW model with negative sampling is selected with the optimized
hyperparameters: window size is 3, dimension of embeddings is 200, low frequency
threshold for sampling is 1e-5, 5 samples are used for negative sampling, and iteration
number is set 10. The doc2Vec does not work for our data. Its performance is far below
that of the word2Vec and it is not listed here. So only the word2Vec is used as the
embeddings for document classification. In this paper, the accuracy is used as the
quantitative metric for model’s performance evaluation and it is defined as follows [6].

accuracy ¼ Number of items of category identified
Total number of items of the category

ð4Þ

From experimental results as shown in Tables 1, 2, 3 and 4 for the popular disease
categories in our EHRs with sufficient testing samples to calculate the reliable accuracy
metric, we can see that the two BOW vectors do not work well, and the averaged word
embeddings from word2Vec works best. This is mainly for the two facts: The medical
documents about the symptom descriptions are comparatively short. There are some
discrepancies for the words used by different doctors to describe the similar symptoms,
as a result, the two BOW vector representations cannot capture the semantic infor-
mation about the symptom descriptions and they generate very high dimensional and
very sparse vectors for documents. When they are used for matching two similar
documents, they work well if the two documents use the same words for symptom
description, otherwise they do not work. As a result, their performance is not very
satisfactory. We have also tried to reduce the dimensionality for the TF-IDF vectors
and the binary BOW vectors with the principal component analysis (PCA) method [7],
but the categorization is even worse. Analysis reveals that it is mainly for the fact that
the PCA is a linear transformation and the projection of the sparse matrix obtained from
short documents, to the selected eigen space results in a lot of information loss. Fur-
thermore, as shown in Tables 2, 3 and 4, both TF-IDF and binary vector representa-
tions work similarly. When we set a threshold for the term frequency above 15 to get
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the binary vector representation for each document, the classification accuracy is a little
bit different, otherwise the classification accuracy is the same as that of TF-IDF vector
representation. As for the doc2Vec, our analysis reveals that its inefficiency is mainly
caused by a few facts. The doc2Vec algorithm is essentially an extension of the
word2Vec algorithm with an added document tag for each document and it tries to
extract and summarize the semantic information of the sentence or paragraph or doc-
ument. But each short symptom description in our EHRs mostly consists of individual
items and facts about the patient’s disease from different aspects without containing any
syntactic information like the movie review sentences used for training the doc2Vec
model, as a result, the generated vectors for the document tags cannot capture much
semantic and topic information from our short medical documents. On the other hand,
the word embeddings of word2Vec could provide much more semantic information for
words in our short symptom descriptions because the word2Vec algorithm can be
pre-trained using a bigger medical corpus beyond the medical symptom descriptions.
Normally, the averaged word embeddings of the words in a document will deviate very
much from the main topic of the document due to the introduced noise, however, when
each disease category’s description is composed of a list of symptoms for describing
different aspects of the same disease, the words in the description will be semantically
related to each other, so their vectors in the embedded vector space tend to be close to
each other, and the averaged word embeddings can still reflect their semantic infor-
mation. The same situation holds for the averaged word embeddings for each patient’s
symptom description because they are not the usual sentences. As a result, it is natural
for the averaged word embeddings to accomplish the best disease categorization result
among all vector representations according to the prediction accuracy.

To visualize the disease categorization result, we create a digital patient as shown in
Fig. 3, in which a patient’s own disease categorizations and his/her family’s genetic
disease categorizations are mapped to the corresponding human body positions and
organs, respectively for visualization. In Fig. 3, the left side demonstrates a patient’s 3
diseases with red points on a 2-dimensional human body picture while the right side
demonstrates his/her risks from family’s genetic diseases including the heart disease
with yellow points on a 2-dimensional human body picture. In the future, we are going
to create a 3-dimensional human body structure picture, forming the holographic digital
patient. Also, some important information about the patient is displayed in the most-left
side below the patient’s picture, for example, the patient’s history of medication
allergy, and surgery history. The benefits of this digital patient can help health care
providers to immediately understand the patient’s health situations and his/her potential
risks from family history of genetic diseases with only a glance at the pictures without
spending too much time to read the lengthy notes in the records. This can greatly save
the doctors’ time in making personalized and effective treatment plans. The NLP and
machine learning algorithms are implemented in Python, and the open source software
of machine learning library Scikit-learn is used.
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Table 2. The categorization accuracy for the TF-IDF vector representation for documents.

Organ/category Accuracy

Eye 1.000000
Ear 0.465347
Nose 0.521368
Male disease 0.401669
Female disease 0.588339

Table 3. The categorization accuracy for the binary vector representation for documents with
the threshold for term frequency < 15.

Organ/category Accuracy

Eye 1.000000
Ear 0.465347
Nose 0.521368
Male 0.401669
Female 0.588339

Table 1. The categorization accuracy for the averaged word2Vec for documents.

Organ/category Accuracy

Eye 0.926606
Ear 0.871287
Nose 0.940171
Male 0.942789
Female 0.984155

Table 4. The categorization accuracy for the binary vector representation for documents with
the threshold for term frequency � 15.

Organ/category Accuracy

Eye 1.000000
Ear 0.465347
Nose 0.521821
Male 0.401669
Female 0.588339
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4 Conclusion and Future Work

In this paper, we developNLP and unsupervisedmachine learning algorithms to categorize
patients’ diseases into 18 standard categories as a POC project according to the Chinese
national medical coding standard. Through experiments with different vector representa-
tions for documents, we find out that for documents in lack of syntactic and grammatical
information, effective semantic vector representation plays a significant role in document
categorization and the averaged word embeddings accomplishes very promising results. In
the next step, we are going to further investigate other vector representations with deep
learning architectures such as convolutional neural networks (CNN) and long short time
memory (LSTM) networks to see if better semantic vector representations can be obtained
for further improving the accuracy in categorizing patient disease descriptions. Also, we
are extending this categorization method to International Statistical Classification of
Diseases and Related Health Problems (ICD)-10. At the same time, we have provided our
findings and suggestions to the Chinese Health Planning Commission about how to make
the hospitals provide high-quality EHRs to benefit the society.
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Abstract. A model presented in current paper designed for dynamic classifying
of real time cases received in a stream of big sensing data. The model comprises
multiple remote autonomous sensing systems; each generates a classification
scheme comprising a plurality of parameters. The classification engine of each
sensing system is based on small data buffers, which include a limited set of
“representative” cases for each class (case-buffers). Upon receiving a new case,
the sensing system determines whether it may be classified into an existing class
or it should evoke a change in the classification scheme. Based on a threshold of
segmentation error parameter, one or more case-buffers are dynamically
regrouped into a new composition of buffers, according to a criterion of seg-
mentation quality.

Keywords: Dynamic classifier � Dynamic rules � Big data � Sensing data
Memory buffers � Clustering � Classification

1 Introduction

Sensors are located in environments that change dynamically and are required not only
to detect the values of all parameters measured, but also to assess the situation and alert
accordingly, based on predefined rules managed by a “Classifier-engine”. Since the
environments are dynamically changed and there may be new situations that were not
known in advance, which are reflected in new combinations of parameter values, there
is a need for a dynamic updating of the sensor’s classifier.

One exemplary application for such dynamic classification unit (DCU) is a
screening gate including biometric sensors that screen travelers entering a high security
area such as an airport. The sensors may be configured to test multiple parameters of a
traveler, such as heart rate, heart pressure, perspiration, etc. The classification system
may be set to measure two classes of travelers, the bulk of travelers who have “normal”
parameters and should pass the biometric screening without interference, and those
who should be checked by security personnel. Upon receiving a new case, the sensing
system determines whether it may be classified into one of the existing classes, or it
should evoke a change in the classification scheme. Thus, over the course of a day,
environmental conditions may change; ranges of values that haven’t been observed
before may appear causing dynamic changes-updates in sensor’s classifier.

Changes in the sensor’s classifier (i.e. classification scheme) are triggered based on
a threshold of segmentation error parameter. The sensor’s classifier is based on small

© Springer International Publishing AG, part of Springer Nature 2018
P. Perner (Ed.): ICDM 2018, LNAI 10933, pp. 173–182, 2018.
https://doi.org/10.1007/978-3-319-95786-9_13

http://orcid.org/0000-0003-0923-5706
http://orcid.org/0000-0002-0817-6575
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95786-9_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95786-9_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95786-9_13&amp;domain=pdf


data buffers and collects remembers a limited set of “representative” cases for each
class (case-buffers). As a result of the trigger’s appeal, one or more case-buffers are
dynamically regrouped into a new composition of buffers, according to segmentation
quality criteria.

The novelty of this real-time mechanism lies in the fact that the entire process is
based on the use of limited memory buffers. In addition, each DCU, which is a remote
autonomous sensing system, can communicate with multiple additional remote auton-
omous sensing systems. In such situations, the case buffers, as well as the case history,
can be synchronized and managed via a central controller. Furthermore, in a distributed
environment, regardless the existence of a central controller, the contents of the case
buffers and the classifier scheme of each DCU can be synchronized between the multiple
remote autonomous agents (sensing-systems). Synchronization may be performed after
each regrouping process. That is to say that each incremental updating at any local DCU
may initiate synchronization among all connected autonomous agents.

2 Related Work

In the reality of the dynamic data environment, when a huge amount of raw data and
information flows ceaselessly, the main purpose of individuals and organizations is
discovering the optimal way to find a hidden potential in it, through the constant
cooperation of human intelligence and machine capabilities. The techniques and
models that successfully functioned in stable data environment are outdated and need to
be corrected to deal with dynamic data environment. “Databases are growing in size to
a stage where traditional techniques for analysis and visualization of the data are
breaking down” [1, 2]. Because of the constant increase in data volume, interpreting of
similarities of different sub-populations becomes the new dimension of data mining
goal. The data usually flows from different sources and has to be handled and processed
simultaneously [3].The development of new and advanced techniques in data mining in
dynamic data environment covers more and more fields, for instance, computer sci-
ences, medicine [4], security systems [5] and social networks [6, 7]. And it is not just
an application of existing algorithmic tools in these fields, but the inclusion of elements
and logic and even tools, that were created purposefully for them.

As a result of the constant need to get real-time solutions, the research is naturally
directed into a new field – incremental data processing. The motivation is to maximize
the quality of solutions through minimizing the process cost [8–10]. The algorithmic
tools have to be adjusted to dynamic data environment and be capable to absorb
significant amounts of data, possibly to handle with the Big Data environment. The
main idea of incremental techniques is to use small segments of data and not the whole
historical data [11–13].

One of the commonly used directions in data mining is classification process, in
which the objects are classified into homogeneous groups, with a maximal diversity
between groups and minimal within groups. The proximity of an object to group centroid
is usually measured by similarity measures, such as RMSE (root mean square error), used
in the current paper [14]. The classification tasks are usually divided into twomain types:
if the target attribute is previously known, the process is called “classification”, and if the
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target attribute is not known, it is called “clustering” [2, 10, 15, 16]. In the case of
clustering problems, the interpretation of achieved clusters is one of the main challenges.
For example, if a higher education consultant has to recommend the future student what is
the best faculty for him, hewill probably pick the faculty name from the existing list in the
university. On the other hand, if the security system bank controller needs to identify the
type of a new financial fraud trend, he needs to be very open-minded and be able to
classify the action undertaken by a fraudster to an absolutely different type and give it an
appropriate description. In some cases, there is a need to create a set of groups/classes
based on items/customers/actions that are needed to be classifiedwithout any information
about the target attribute. Different kinds of classification/clustering tasks in dynamic data
environment in combination of existing and new techniques became the basis for
extensive research [17–19].

The current research presents a dynamic classifier based on incremental dynamic
clustering process. It permits the use of small data buffers that represent existing
groups. This approach is significantly different from other approaches and methods,
considered in the literature.

The dynamic classifier, proposed in the current paper, functions as a sensor. It works
as a screening gate that distinguishes between “regular” items that are close enough to at
least on of existing groups and alerts when the relatively “different” item occurs. The
model permits not just an alert in such situation, but the action required to classify the
item. Lots of studies combine different sensors in decision making processes [20–23].

3 Model Architecture

Figure 1 presents a schematic architecture of the proposed system, showing one DCU
connected to a central controller as well as to other remote autonomous sensors-agents.

Fig. 1. Schematic architecture of the system.
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The real-time data flows through the “Sensor” (Fig. 1, first component) to the
“Classifier-engine”. The “Classier-engine” performs a decision process based on a
classification scheme, as described in the flow diagram in Fig. 2. The “Gate” com-
ponent represents the output, or, in other words, the decision regarding the classifi-
cation of object. Based on a threshold of segmentation error parameter and
segmentation quality criteria, the DCU incrementally updates the population of the
relevant “Case-buffers”. The mechanism that manages the population (i.e. cases) stored
in each buffer can use diverse policies, such as FIFO policy (First-In First-Out), or a
selection policy that may store extreme-farthest cases of each group (“outliers” that are
still classified to that group).

The term “Sensor” represents the “funnel” through which the data stream flows.
Thus, a sensor can be a physical object, as well as a logical handshake through which
the data flows into the system. The flow chart, illustrated in Fig. 2, presents the
real-time decision-making process for each new sensing data element (i.e. each new
case).

The version control is managed by sequential numbering approach.
Table 1 presents the notations used in the flowchart:

The mechanism presented in Fig. 2 works as follows: The new item Xi passes
through the sensor, the distance measure between the new item and the centroids of
existing groups are calculated and the minimal value e is registered. The threshold level
d, the maximal buffer size Zmax and the rest of parameters have to be determined at
this point of time. If the minimal distance e is less than a threshold, no rearrangement
needed and a new case Xi joins the closest group (completion). If e exceeds the
threshold level, the number of items in the buffer is checked. If there are not enough
cases (the number of cases is less than Zmin), the new case creates an absolutely new
group. If there are enough cases in the buffer, the new case removes the oldest case and
a new distribution is created (by splitting or merging of the existing groups).

Table 1. Notations

Xi New case
Rs The closest group
e Minimal distance measure RMSE between a new case and existing groups centroids
d Threshold that determines the decision of update
R New group
Rs nð Þ Number of cases in the buffer
Zmin Minimal number of cases in buffer that justifies the update of the buffer
Zmax The buffer size – maximal number of cases stored in the buffer
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4 Model Validation

Since the model deals with a stream of real-time data, which is a continuous flow of
new cases, the validation was based on datasets of classification problems. The model
is implemented by the code developed in Python and combines the k-means algorithm
package [24].

The following datasets were used: (1) “ERA” dataset, donated by Prof. Ben-David
[25]. This data set was originally gathered during the academic decision-making
experiment. Input attributes are candidates’ characteristics (such as past experience,
verbal skills etc.), output attribute is a subjective judgement of a decision-maker to
which degree he/she tends to accept the applicant to the job or to reject him. All the
input and output attributes have ordinal values. The data set contains 1000 instances,
four input attributes and one output attribute. (2) “Car Evaluation” dataset that was
retrieved from the UCI Machine Learning Repository [26–28]. Input attributes are cars
properties and an output attribute is a class value (unacceptable, acceptable, good and
very good). The data set contains 1728 instances.

Fig. 2. A flow diagram of a process for real-time data classification based on dynamic updating
of sensor’s classifiers.
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4.1 Optimal Situation as a Baseline

The theoretical optima in such case is the situation in which the algorithm runs across
the entire dataset. Thus, based on the results obtained by the clustering k-means
algorithm, while analyzing all the records in the dataset, we can find the best set of
rules, and the required total number of rules, that achieve the best classification
accuracy.

4.2 The Initial Stage

According to widely used methodology in machine learning, each dataset was divided
into training set (with about two thirds of data) and test set (with about one third of
data). The training set provides the initial groups and the test set simulates a new data
stream. Worth mention that the initial stage is mainly used to shorten the “reset-cycle”
of the decision-making process. In cases where there is no urgency, the system can stat
with no decision rule at all, and with totally empty “Case-buffers”.

4.3 The “Dynamic-Flow” Stage

The test set was used in an unsupervised mode (while hiding the target-labeled field).
The records flowed through the “Sensor” to the “Classifier-engine” without any
information regarding the right classification-filtering.

• The “Classifier-engine” and the “Incremental-updater” used the flow diagram
mechanism described in Fig. 2.

• The delta symbol (d), in Fig. 2, represents Root-mean-square error (RMSE) that
was used as a threshold.

• The parameters in each experiment were set as follows:
ERA data-set: three threshold levels: 2, 2.25, 2.5; initial number of groups: 10;
buffer size: 25; training set = 600, test set = 400.

Car evaluation data-set: three threshold levels: 0.8, 0.9, 1; initial number of groups:
15; buffer size: 25; training set = 1400, test set = 328.

In accordance with the schematic architecture of the system (illustrated in Fig. 1), a
case is either directly classified, or initiates an incremental reevaluation (supported by
the “Incremental-updater” component) till the threshold is satisfied, then the
“Case-buffers” and the “Classifier-engine” are dynamically updated.

5 Results and Discussion

As shown in Figs. 3, 4 and in Table 2, we can see that although the learning mech-
anism uses only small data increments, it succeeds to perform good and consistent
results. Figures 3 and 4 represent the dynamics of group set updating for different
threshold levels. The process converges in both data sets for all sensitivity levels.
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We can see that in all three threshold values a reach a convergence of the classi-
fication process. In order to trace the dependence of aggregate rate of total number of
groups on the sensitivity level, we chose three threshold levels for each data set. We
can see that the convergence is faster as the threshold refers to lower accuracy value,
but even at a high accuracy threshold, a relatively rapid convergence was achieved. The
application of this result is very practical: on one hand, the dynamic data environment
dictates us to act in real time, that is why we use small increments of data to be able to
classify objects immediately; on the other hand, we need to provide good classification
results and identify new trends or significant changes in data distribution. The con-
vergence of classification process shows the ability of the proposed model to catch the

Fig. 3. Rules convergence using k-means with “ERA” dataset.

Fig. 4. Rules convergence using k-means with “Car evaluation” dataset.
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critical moments when an update is needed, without too much computational effort.
The updated groups set becomes more and more representative, that is why the periods
of time between every two updates lengthens.

Table 2 presents the numerical results of all experiments in two data sets. The
distance measure RMSE was calculated for each classified item (in most cases the
distance between the item and at least one of the existing groups is less than a threshold
level, so the item is joins the existing group; sometimes the threshold is achieved and
the update is needed). The average and standard deviation of all minimal RMSE values
are calculated for each experiment. The total number of groups in the end of each
experiment is presented in addition. As sensitivity of a threshold level decreases (higher
values of d), the average distance measure grows. This result is expected: if a threshold
level is relatively high, less items are defined as “far” or “non-similar” and more items
succeed to join existing groups. Their minimal RMSE value is weighted into the
calculation of average RMSE and we get bigger result. The same effect usually happens
in standard deviation.

In the conclusion of the above facts, we can see that the proposed incremental
dynamic mechanism succeeds to achieve good results, that can be adopted in industry
or in academical research as well.

6 Conclusions

Dynamic incremental classifier presented in this paper is designed to improve the
classification process in state of dynamic data environment. The constant changes in
data characteristics and preferences require from the mechanism immediate solutions.
In addition to this obligatory condition, the process has to be economic. There is no
dispute that the most qualitative solution will be obtained through the update of whole
relevant data, but it is not possible in dynamic data environment. We assume that it is
not possible to revise all previous data, so we choose to demonstrate the incremental
mechanism that functions using small data buffers.

Experiments with different data sets showed that the loss of quality in classification
results is not significant and the mechanism succeeds to identify the important changes
in data stream and converges during the process.

Table 2. The dynamic incremental updating of group set, according to threshold level.

Data set d Average RMSE for classified
instances

Std.
dev.

Number of
clusters

ERA
Initial number of
clusters = 10

2 0.9048 0.6349 23
2.25 1.1967 0.6677 19
2.5 1.4455 0.5842 14

Cars evaluation
Initial number of
clusters = 15

0.8 0.6 0.1133 35
0.9 0.6871 0.1184 27
1 0.7433 0.1199 17
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The further research is planned in different possible directions: dealing with a big
data sets that simulate big data environment; new trend and outlier detection; text data
processing etc.
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Abstract. Real-time recommendation is a necessary component of cur-
rent social applications. It is responsible for suggesting relevant newly
published data to the users based on their preferences. By representing
the users and the published data in a metric space, each user can be rec-
ommended with their k nearest neighbors among the published data, i.e.,
the kNN join is computed. In this work, we aim at a frequent requirement
that only the recently published data are subject of the recommendation,
thus a sliding time window is defined and only the data published within
the limits of the window can be recommended. Due to large amounts of
both the users and the published data, it becomes a challenging task to
continuously update the results of the kNN join as new data come into
and go out of the sliding window.

We propose a binary sketch-based approximation technique suited
especially to cases when the metric distance computation is an expen-
sive operation (e.g., the Euclidean distance in high dimensional vector
spaces). It applies cheap Hamming distances to skip over 90% of the
expensive metric distance computations. As revealed by our experiments
on 4,096 dimensional vectors, the proposed approach significantly out-
performs compared existing approaches.

1 Introduction

Social applications have been very popular in recent years, and we can observe
a huge amount of data being produced and served to their users. There are a lot
of types of such applications specializing at providing their users with different
content types, e.g., videos, pictures, music, or news. Due to the huge amount of
the produced data, a particular user is not able to get acknowledged with all the
data. Instead, there should be appropriate filtering functionalities to deliver to
the users only data of their highest interest. A real-time recommendation system
is often a necessary part of such an application which informs the users about
new published content. One of common techniques of the recommendation is the
content-based filtering when the published data are suggested to a user based
on the data content and on the user’s preferences.

The metric space approach [14] has frequently been used to represent the
content of published data and preferences of users. A distance function defined
for a given metric space expresses similarity between two data items of the space.
c© Springer International Publishing AG, part of Springer Nature 2018
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The recommendation is based on evaluating kNN (k-nearest-neighbors) queries
for individual users. That means a given user is recommended with k published
data items which are the most similar to the user’s preferences according to the
distance function. In practice, so called feature vectors are frequently used to
represent the published data content and the user preferences, and the distance
function is the Euclidean distance in a vector space.

One typical scenario is that only recently published data are a subject of
the recommendation, i.e., a sliding time window is defined and only the data
published within the limits of the window can be recommended (illustrated in
Fig. 1). To perform the recommendation in real time, existing approaches main-
tain the current recommended items for each user, and the results are updated
only when a new data item appears in the sliding window or when an old data
item expires as it disappears from the window. The challenge is to update the
recommendation results efficiently when there are a lot of users (e.g., hundreds
of thousands) and there are a lot of published data in the time window (e.g.,
hundreds of thousands).

Fig. 1. Recommendation system

Recently, feature vectors of thousands of dimensions have been used to effec-
tively represent the data contents, for instance, Caffe image descriptors [6] are
4,096 dimensional vectors. However, existing approaches for real-time kNN-based
recommendation were not designed to handle such high-dimensional spaces, and
according to our experiments, their efficiency on these data is poor.

In this paper, we propose an approximation technique for real-time kNN rec-
ommendation, which can efficiently process such high-dimensional vector data.
The proposed binary sketch based technique applies cheap Hamming distances
to avoid expensive metric distance computations. Since it is an approximation
method, it can occur that some published data which should be recommended
to a user are missed. However, parameters of the proposed method enable to set
a suitable trade-off between the quality of the recommendation results and the
processing speed. In the next section, we provide a formal definition of the prob-
lem as the kNN similarity join; Sect. 3 describes its generic solution. Existing
specific solutions are presented in Sect. 4. Our approach is thoroughly explained
in Sect. 5. In Sect. 6, the self join variant of the problem is studied. Results of
experimental evaluation are presented in Sect. 7.
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2 Problem Definition

This section contains a formal definition of the problem solved in this work.
Similarity can be universally modeled using metric space (D, d) abstraction [14],
where D is a domain of arbitrary objects and d is a total distance function
d : D × D → R. The distance between any two objects from D corresponds to
the level of their dissimilarity (d(p, p) = 0, d(o, p) ≥ 0).

Let Q = {q1, q2, . . . , qn} ⊆ D be a set of query objects. Let S =
((s1, t1), (s2, t2), . . .) be a stream of pairs (si, ti) where si ∈ D is a metric space
object and ti is its creation time such that ti ≤ ti+1 for each i ≥ 1. Let T be a
fixed time interval. For each time t, we define the dataset Wt = {si|t−T ≤ ti ≤ t}
as a set of stream objects available at the time t (i.e., stream objects in the slid-
ing time window at time t). The task is to be able to efficiently evaluate a kNN
join operation at an arbitrary time t. We suppose Q and Wt can fit into the
main memory.

The kNN join at the time t returns the k nearest neighbors from Wt for each
query object from Q. The formal definition of the k-nearest-neighbors (kNN)
query for a given Wt follows:

NN(q,Wt, k) = A ⊆ Wt where |A| = k ∧ ∀x ∈ A, y ∈ Wt − A : d(q, x) ≤ d(q, y)

supposing |Wt| ≥ k.
The formal definition of the kNN join is:

NNJoin(Q,Wt, k) = {(q,NN(q,Wt, k))|q ∈ Q}

To solve this task, we employ a commonly used approach which maintains
the current result of the kNN join and updates it at the time t if and only if
Wt 	= Wt−1. This situation occurs when there exists such (si, ti) in the stream
S where ti = t or ti + T + 1 = t, i.e., when si is added to or removed from Wt,
respectively.

We focus on minimizing the average time needed to update the kNN join
result when a single object is added to or removed from Wt.

3 General Approach

As mentioned in the previous section, a general approach to the continuous kNN
join is to keep the current result of a kNN query for each query object in Q.

When a new stream object si arrives (i.e., it becomes an element of Wt at
the current time t), the set of affected query objects is identified, i.e., such query
objects for which si should be among their k nearest neighbors. This operation
is known as a reverse kNN query:

RNN(si, Q,Wt, k) = A ⊆ Q where ∀q ∈ A : si ∈ NN(q,Wt, k)
∧ ∀q ∈ Q − A : si 	∈ NN(q,Wt, k)
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The kNN query results are updated for each affected query object qj such
that the new stream object si is added to k nearest neighbors of qj and its
(k + 1)th nearest neighbor is removed from the result.

When a stream object si expires at the time t (i.e., ti + T + 1 = t), we
identify such query objects for which si is among their k nearest neighbors. For
each affected query object qj , si is removed from the kNN result and a kNN
query is issued to find a stream object from Wt which becomes a new member
of the k nearest neighbors of qj .

Considering a naive sequential approach, the metric distance has to be com-
puted between a given stream object and every query object during a reverse
kNN query, and between a given query object and every stream object in a
corresponding Wt to evaluate a kNN query. To process reverse kNN and kNN
queries efficiently, it is desired to keep the number of distance computations at
low levels since it is often an expensive operation (for example, the Euclidean
distance at high-dimensional vector spaces).

4 Related Work

In this section, we summarize published works providing efficient solutions for
the continuous kNN join.

Authors of [1] propose a grid-based approach for exact solution of the con-
tinuous kNN join. They maintain queues of stream objects which can possibly
get among the k nearest neighbors of individual query objects. However, their
approach was designed for low-dimensional vector spaces (studied on 2 and 3
dimensions).

In [13], the authors present the Sphere-tree for efficient evaluation of reverse
kNN queries in the context of the kNN join. The Sphere-tree is based on the
concept of the M-tree [4] where the leaf nodes keep distances of individual query
objects to their current kth nearest neighbor. When a stream object is removed,
they use the iDistance tree structure [12] to efficiently search for new nearest
neighbors of the affected query objects. The work considers also the self kNN
join, i.e., the set of stream objects is used also as the set of query objects.
However, the approach is not suited to high-dimensional vector spaces as was
shown in [11] on 128-dimensional data.

Another approach to the continuous kNN join is described in [11]. The paper
focuses just on the phase when a new stream object arrives and affected query
objects have to be found. For this purpose, the authors designed the HDR-
tree based on the principal component analysis (PCA) dimensionality reduc-
tion. There is also presented the HDR*-tree based on the random projection
dimensionality reduction. The HDR*-tree is capable of approximate search which
brings increased efficiency at the cost of reduced result quality. We compare to
this approach in Sect. 7.8.

Snapshot kNN joins are the topic of [5], where the problem of returning
results of the kNN joins at distinct time snapshots is tackled. Stream objects
which arrived since the previous snapshot are processed in batch fashion. The
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authors consider the scenario when there is no time window and the stream
objects do not expire, and they propose a solution based on the MapReduce
paradigm. This solution is intended for processing large volume of data which
requires distributed computational environment.

A slightly different problem is dealt with in [9]. The authors study the con-
tinuous self join when the join condition is defined as the maximum metric
distance between two objects. Given a stream of timestamped vectors, the task
is to identify pairs of similar vectors, i.e., such vectors whose distance is below a
given threshold. In principle, such a task requires an unbounded memory since
no data item can be forgotten as it may be similar to a data item that appears
in the future. To overcome this, a time-dependent distance function is defined
which decreases exponentially with the difference in the arrival times of the data
items. The authors propose an indexing technique to solve such a self join task
efficiently.

5 Binary Sketch Approach

This section presents the binary sketch-based approximation technique which we
propose for efficient processing of the reverse kNN queries and kNN queries.

We start with the definition of a binary sketch [7]. Consider a set of pivot
pairs: P = {(p11, p12), (p21, p22), . . . , (pm1, pm2)} where pij ∈ D. The sketch of
an object o ∈ D is a tuple (b1, b2, . . . , bm) where

• bi = 0 iff d(o, pi1) < d(o, pi2)
• bi = 1 otherwise

Using binary sketches, we approximate a position of an object in the metric
space by comparing its distance to the fixed objects (pivots). Having computed
sketches of two objects, we can estimate their metric distance by computing the
Hamming distance1 of the sketches and converting the Hamming distance to the
original metric distance (inspired by [8]). Since the computation of the Hamming
distance is likely to be much faster than the computation of an expensive metric
distance, this can speed up query evaluations.

5.1 Hamming Distance vs. Metric Distance

To be able to convert between the Hamming and the metric distances, we use
a pre-trained nondecreasing distance conversion function which maps a metric
distance md to a Hamming distance hd: distConv(md) = hd.

To train the conversion function, we compute both the Hamming distances
and the metric distances between pairs of training metric objects. Subsequently,
we assign the minimum Hamming distance hd to a given metric distance md
so that the following holds. Given two objects in the metric space with their

1 A Hamming distance of two sketches is computed as the number of positions in
which their values differ.
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metric distance md, the probability that their Hamming distance is at most hd
has to be at least distProb, which is a parameter of the training (illustrated in
Fig. 2). By altering this parameter, it is possible to control the trade-off between
the efficiency and result quality of the continuous kNN join as will be explained
later.

Fig. 2. distConv computation for a given md – the curve expresses the probability
that two objects with the metric distance md are within a corresponding hamming
distance

To improve the precision of the distance conversion, we can use the fact that
the set of query objects Q is known ahead. The conversion function can be defined
for each query object separately by considering only the training distances to
the given query object. In Sect. 7.4, we compare these two training approaches:
global conversion function and multiple conversion functions.

5.2 Pivot Selection

An important aspect of our approach is appropriate selection of the pivot pairs.
We rely on the properties stated in [7] to select the pivot pairs: (1) bit values of
each sketch should strongly depend on the position of the corresponding object
in the metric space; (2) the sketches should have balanced bits, i.e., each bit
should be set to 1 in one half of the sketches, and (3) bits of sketches should be
mutually as low correlated as possible.

5.3 Sketch Filtering

In the following part, we explain how the sketches are used to speed up evaluation
of reverse kNN queries and kNN queries.

For each query object from Q, we keep its sketch and its k nearest neighbors
from the current Wt. In addition, we keep the metric distance to its kth nearest
neighbor denoted as metricDistLimit. We also convert metricDistLimit to
hamDistLimit using the conversion function: distConv(metricDistLimit) =
hamDistLimit.

The pseudocode in Algorithm 1 shows how an arrival of a new stream object
is handled. When a new stream object s arrives, its sketch is computed. The
next step is to search for the query objects which should take s into their k-
nearest-neighbors groups. For each query object q ∈ Q, the Hamming distance
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hd between q and s is computed. If hd ≤ hamDistLimit, we have to compute
also the metric distance between s and q to find out whether they are closer
than the current kth nearest neighbor of q, i.e., if d(q, s) < metricDistLimit. If
this is true, the nearest neighbors of q are updated including the update of the
metricDistLimit and hamDistLimit values. Otherwise if hd > hamDistLimit,
the computation of the metric distance d(q, s) can be skipped since it is, with high
probability, greater than metricDistLimit. By lowering the distProb parameter
in the training phase (Sect. 5.1), the number of skipped metric distance compu-
tations is increased. On the other hand, this also decreases the quality of the
join results since some of the query objects can be skipped even though their
k-nearest-neighbors result should be updated.

Algorithm 1. Reverse kNN algorithm
function onStreamObjectArrival(s)

s.sketch ← computeSketch(s)
for all q ∈ Q do

if hamDist(q.sketch, s.sketch) ≤ q.hamDistLimit then
if metricDist(q, s) < q.metricDistLimit then

q.updateNearestNeighbors(s)

Algorithm 2 is run when an object in the stream expires, i.e., it leaves the
sliding window. In such a case, we find a new kth nearest neighbor for every
affected query object q, i.e., such query objects which had s among their k near-
est neighbors. Instead of computing the metric distance between q and every
stream object in the current Wt, we apply the sketch filtering to skip some of
the computations: Let a be the kth nearest neighbor of q just before s is removed.
Let b be the new kth nearest neighbor of q which we want to find after the s’s
removal. Assuming the distribution of the metric space data currently in the
sliding window does not change a lot when s is removed, b is likely to have
a similar metric distance to q as a to q, i.e., d(q, b) = d(q, a) + δ where δ is
a small nonnegative number. This allows us to apply the q’s current value of
hamDistLimit to filter out inadequate stream objects by computing the Ham-
ming distances between q and the stream objects in Wt. The metric distance is
computed only for those stream objects which pass through this Hamming dis-
tance limit. In rare cases, no stream object passes through the sketch filtering.
If such a situation occurs, we can fall back to the naive solution and compute
the metric distance to all the stream objects to find the new neighbor b.

5.4 Cost Analysis

In this section, we estimate the cost of updating the kNN join result when a
stream object enters or is removed from the sliding window.

When a new stream object enters the sliding window, the reverse kNN query
is performed.

costrkNN = O(2|P | · costmetrDist + |Q| · costhamDist + α · costmetrDist)
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Algorithm 2. New kth neighbors algorithm
function onStreamObjectRemoval(s)

for all q ∈ affectedQueryObjects(s) do
removeNeighbor(q, s)
newNeighborFound ← false
for all so ∈ Wnow() do

if !isAmongNeighbors(q, so) and hamDist(q.sketch, so.sketch) ≤ q.hamDistLimit
then

if !newNeighborFound or metricDist(q, so) < q.metricDistLimit then
newNeighborFound ← true
q.updateNearestNeighbors(so)

if !newNeighborFound then
runNaiveKNNQuery(q)

where |P | is the number of pivot pairs used for generating the sketches;
costmetrDist is the cost to evaluate a single metric distance; costhamDist is the
cost to evaluate a single Hamming distance; α is the number of query objects
which pass through the sketch filter. We suppose costmetrDist 
 costhamDist.
The value of α is proportional to the probability parameter distProb of the
training phase for the distConv function. In addition, α is proportional to the
number of truly affected query objects which is estimated as k|Q|

|Wt| [11].
When a stream object leaves the sliding window, a new kth nearest neighbor is

found for each affected query object. The estimate is k|Q|
|Wt| affected query objects

[11]. The cost of such a single kNN operation can be expressed as follows:

costkNN = O((|Wt| − k + 1) · costhamDist + β · costmetrDist)

where β is the number of stream objects which pass through the sketch filter.
The value of β is proportional to the probability parameter distProb and to the
expression |Wt| − k + 1 which represents the number of stream objects in the
sliding window excluding the ones which are already among the k − 1 nearest
neighbors of q. We do not consider the pivot set size for the cost analysis since
the sketches were computed on the stream object arrivals.

6 Self Join

Continuous kNN self join is a useful operation in certain situations. For instance,
consider a news portal. While a user is reading an item of news, the system can
recommend them other recent items of news which are the most similar to this
one. The set of query objects is not static anymore in such a case, and it equals
the set of the current stream objects, i.e., Q = Wt at the given time t.

The proposed sketch-based approach is applicable also to this scenario. When
a new stream object arrives, it additionally becomes a new query object (i.e., it is
added to Q), and its k nearest neighbors have to be found. This step can be exe-
cuted together with the reverse kNN algorithm as it is specified by Algorithm 3.
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While searching for affected query objects, we also update the nearest neighbors
of the newly arrived object (lines 10 and 11). After all the affected query objects
are found, we may already have the k nearest neighbors of the new object s
selected from the objects which have been examined so far. It remains to process
remainingObjects to possibly update the nearest neighbors of s (lines 12–15).
Based on the already collected data, we use the values of metricDistLimit and
hamDistLimit to speed up the processing of remainingObjects.

Algorithm 3. Self join – stream object arrival
1: function onStreamObjectArrival(s)
2: s.sketch ← computeSketch(s)

3: remainingObjects ← Q

4: for all q ∈ Q do
5: if hamDist(q.sketch, s.sketch) ≤ q.hamDistLimit then

6: md ← metricDist(q, s)
7: if md < q.metricDistLimit then

8: q.updateNearestNeighbors(s)

9: remainingObjects ← remainingObjects \ {q}
10: if s.countNeighbors() < k or s.metricDistLimit > md then

11: s.updateNearestNeighbors(q)
// continue with kNN query

12: for all q ∈ remainingObjects do
13: if s.countNeighbors() < k or hamDist(s.sketch, q.sketch) ≤ s.hamDistLimit then

14: if metricDist(s, q) < s.metricDistLimit then

15: s.updateNearestNeighbors(q)

16: Q ← Q ∪ {s}

When an object expires, we can use the Algorithm 2 to handle the situation.
In addition, the expired object is removed from Q.

Since the set of the query objects Q dynamically changes, the conversion
function distConv cannot be trained for individual query objects, but the global
distConv has to be used instead as described in Sect. 5.1.

7 Experiments

This section contains experimental evaluation results of the proposed sketch-
based technique. We analyze the impact of the individual parameters on the
efficiency and the effectiveness of the processing. Namely, we study the distConv
function in Sect. 7.4; the effect of the number of nearest neighbors k is analyzed in
Sect. 7.5; other studied parameters are the size of the sliding window in Sect. 7.6
and the size of the query object set in Sect. 7.7. The comparison of our approach
to other existing approaches is provided in Sect. 7.8.

7.1 Datasets

For the experiments, we use the Profimedia dataset of images [2], which is a
large-scale dataset for evaluation of content-based image retrieval systems. From
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the images, we extracted visual-feature Caffe descriptors [6] (4,096 dimensional
vectors) and created three distinct sets of vectors used for different purposes:
One is used as a set of query objects Q; another one is used for representing
stream objects; the last one serves as training data for the distConv function.

In Sect. 7.8, we use also 128 dimensional wavelet texture data from NUS-
WIDE Image Data Set [3], which we also separated into three sets as described
above.

7.2 Quality Metrics

Since the proposed solution for the continuous kNN join is an approximate app-
roach, we measure the quality of the results using recall and precision metrics.
We altered their original definition (as in [14]) for the use in our scenario.

For each query object in Q, we measure the number of correctly identified
stream objects as their nearest neighbors throughout an experiment and compute
the particular metric as specified below.

recall =
∑n

i=1 |Ai ∩ Ei|∑n
i=1 |Ei|

precision =
∑n

i=1 |Ai ∩ Ei|∑n
i=1 |Ai|

where n is the size of Q; Ai is a set of stream objects appeared in the approximate
kNN join results for query object qi throughout the experiment; Ei is a set
of stream objects appeared in the exact kNN join results for query object qi
throughout the experiment.

7.3 Setup

All the tested techniques were implemented using Java language, and the exper-
iments were run on Intel Xeon 2.00 GHz.

One step of each experiment consists of an insertion of a new stream object
to the sliding window and a deletion of the oldest stream object from the sliding
window. This ensures that the number of stream objects in the sliding window
is constant (±1) during the experiment. We run 1,000 such steps in each experi-
ment, and we measure efficiency related properties, the recall, and the precision.

For each experiment, we set the sliding window size, the number of query
objects and the number of neighbors to search for, i.e., k. The default value of k
is 10 if not stated otherwise. We compare the efficiency of our approach to the
naive approach when the metric distance is computed to all query objects on a
reversed kNN query, and to all stream objects on a kNN query.

Before each experiment, we load initial stream objects according to the
defined window size, and we load initial join results for the individual query
objects. We do not include these initial join results into the computation of the
recall and the precision metrics.
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7.4 Distance Conversion Function

In the first set of experiments, we compare strategies of converting between
the Hamming and the metric distances as described in Sect. 5.1. Specifically,
we compare the situations when there is a global conversion function and when
there are multiple conversion functions (one for every query object). In addition,
we test different settings of the probability parameter distProb and different
numbers of pivot pairs.

The window size in each experiment is 200,000, and there are 100,000 query
objects in Q. The value of distProb ranges from 0.1 to 0.75. The processing
times are presented in Fig. 3. Each bar is divided into two parts representing
the time spent with insertions of new stream objects into the sliding window
and deletions of the oldest stream objects. Overall, nearly 5,000 query objects
were affected by the stream object deletions, which corresponds to the estimate
in Sect. 5.4. Additionally, since the sliding window is twice the size as the query
object set, the overall deletion time outweighs the insertion time. We measured
also numbers of the metric distance computations during each experiment, and
they strongly correlate with the processing times.

By decreasing the number of pivots from 512 to 128, we observe an increased
number of the metric distance computations (and higher processing times) since
more objects pass through the sketch filter. Lowering the distProb parameter of
the distConv function causes less objects to pass the sketch filter, which lowers
the number of distance computations. We can also see a substantial difference
between the global and the individual distConv functions. According to these
results, we stick to 512 pivots and multiple distConv functions in following
experiments.

For comparison, the naive approach (not in the graphs) ran 5,912 s.

Fig. 3. Distance conversion function experiments – processing times; |Wt| = 200,000;
|Q| = 100,000

Table 1 captures the quality of the continuous kNN join results. By lowering
the distProb parameter, the result quality reduces. We fix the distProb param-
eter to 0.75 in further experiments since it provides almost precise results.
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Table 1. Recall and precision; |Wt| = 200,000; |Q| = 100,000

convDist Global Multiple

# pivots 512 128 512 128

distProb 0.75 0.50 0.75 0.50 0.75 0.50 0.25 0.10 0.75 0.50 0.25 0.10

recall 0.99 0.95 0.97 0.90 ≈1 0.98 0.91 0.78 ≈1 0.98 0.91 0.76

precision 0.99 0.96 0.98 0.93 ≈1 0.99 0.94 0.84 ≈1 0.98 0.94 0.83

7.5 k Effect

Figure 4a shows the processing times for various values of k. The window size
was set to 200,000, and we used 100,000 query objects. The differences in the
times are caused by the numbers of affected query objects when an old stream
object leaves the sliding window (see Sect. 5.4 for details). A new kth nearest
neighbor must be found for each such affected query object. The numbers of the
affected query objects by stream object removals are shown in Fig. 4b. The naive
approach took 1,063 s, 5,912 s, 11,272 s and 16,614 s for k = 1, 10, 20, and 30
objects, respectively.

Fig. 4. k effect; |Wt| = 200,000; |Q| = 100,000

7.6 Window Size Effect

The next set of experiments compares scenarios with different sizes of the sliding
window. We used 100,000 query objects. The results are captured by Fig. 5.
Interestingly, the processing time decreases by increasing the window size. This is
caused by the numbers of affected query objects when an old stream object leaves
the sliding window. Enlarging the window size lowers the number of affected
query objects by a stream object removal. The processing time does not drop
linearly since the cost to find a new kth nearest neighbor is more expensive for
larger windows. (See Sect. 5.4 for details). To compare with the naive approach,
the processing times were 5,891 s, 4,957 s and 5,859 s for the window sizes
100,000, 200,000, and 300,000, respectively.
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Fig. 5. Window size effect; |Q| = 100,000

7.7 Query Object Set Size Effect

Another set of experiments is devoted to the comparison of different sizes of
query object sets. The window size was 200,000. Figure 6 displays the results.
The processing times increase with an increasing size of Q due to the raise of the
numbers of affected query objects (details in Sect. 5.4). The processing times for
the naive approach were 2,904 s, 5,912 s and 11,984 s for the Q size of 50,000,
100,000, and 200,000, respectively.

7.8 Comparison to Existing Techniques

This section contains comparison of the proposed sketch-based approach to other
existing techniques. We compare to the HDR*-tree [11] designed specifically for
approximate solutions of the continuous kNN join. The HDR*-tree aims only at
the phase when a stream object arrives at the sliding window and a reversed
kNN query is executed. We used the M-Index [10] for the other situation when
a stream object leaves the sliding window and new kth nearest neighbors have
to be found. The M-Index is a state-of-the-art indexing structure capable of
evaluating approximate kNN queries amongst other operations.

Fig. 6. Query object set size effect; |Wt| = 200,000
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We used publicly accessible implementation of the HDR*-tree2. Since the
HDR*-tree was originally tested on 128 dimensional vectors from NUS-WIDE
Image Data Set [3], we included also this dataset to the comparison.

Let us start with the NUS-WIDE dataset. We used the query object set Q of
size 50,000, the size of the sliding window was fixed to 200,000, and the distProb
was set to 0.5. Figure 7a shows the total insertion times needed by the approaches
using the HDR*-tree and the sketches. The sketch-based approach managed to
be 10% faster. Figure 7b depicts the total time spent by handling removals from
the sliding window; M-Index was 20% faster than the sketch based approach.
Figures 7c and d show the numbers of metric distance computations.

In the used implementation, the average times to compute a Hamming dis-
tance and a metric distance were 6 ·10−5 ms and 4.2 ·10−4 ms respectively, which
makes the Hamming distance computation only about 7 times faster than the
metric distance computation. As there were 57 times more Hamming distance
computations than the metric distance ones during the experiment, too much
time was spent by the Hamming distance computations as can be seen in the
graphs.

The approximation levels of HDR*-tree and M-Index were configured to
match the approximation of the sketch-based technique. The recall and the pre-
cision for the HDR*-tree+M-Index approach were 0.98 and ≈1 respectively. For
the sketch-based approach, the recall and the precision were 0.99 and ≈1 respec-
tively. To compare with the naive approach, the insertion time was 31 s; the
deletion time was 162 s. In conclusion, the M-Index (handling deletions) and
the sketch-based approach (handling insertions) can be combined to achieve the
best results on this dataset.

Fig. 7. Comparing approaches: 128 dimensional vectors; |Q| = 50,000; |Wt| = 200,000
Notation: H: HDR*-tree; M: M-Index; S: Sketches
(The legend applies to the sketch-based approach only.)

Let us move back to the Caffe descriptors. The set of query objects Q was
set to 50,000; the window size was 200,000. The approximation level of M-Index
was configured so that its processing time matches the sketch-based approach.
Figure 8a and b capture the total insertion and the deletion times of the studied

2 https://github.com/chongzi1990/continuouskNNjoin.git.

https://github.com/chongzi1990/continuouskNNjoin.git
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approaches. Although the HDR*-tree managed to skip 24% of the original metric
distance computations, there was a significant overhead at intermediate levels of
the tree.

The average times to compute a Hamming distance and a metric distance
were 4 · 10−5 ms and 5.4 · 10−3 ms respectively, making the Hamming distance
computations almost 140 times faster than the metric ones considering the used
implementation. The sketch-based approach takes advantage of this difference
to speed up the processing.

As it turns out, the proposed approach performs better on such high-
dimensional data than the compared techniques regarding both the processing
times and the quality of the results. The recall and the precision for the HDR*-
tree+M-Index approach were 0.90 and 0.59 respectively. For the sketch-based
approach, the recall and the precision were ≈1.

Fig. 8. Comparing approaches: 4,096 dimensional vectors; |Q| = 50,000;
|Wt| = 200,000; notation: H: HDR*-tree; M: M-Index; S: Sketches
(The legend applies to the sketch-based approach only.)

8 Conclusion

We have presented approximation sketch-based technique that efficiently solves
the continuous kNN join problem in generic metric space data domains. The
approach works with cheap Hamming distances to skip over 90% of expensive
distance computations compared to the naive solution. The technique is used to
handle both reverse kNN and kNN queries as opposed to existing approaches,
which mostly do not provide an efficient universal technique for both of them.
The proposed approach is suited also for the self join scenario. Although it
is an approximation technique, we can obtain nearly precise results while still
achieving good efficiency. The technique was compared to the HDR*-tree, that
was proposed for evaluating reverse kNN queries, and to the M-Index used for
kNN queries. The sketch-based approach achieved significantly better processing
times and quality of the results based on experiments with high dimensional
vectors (4,096 dimensions).
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Abstract. Multilevel, cross-level and sequential knowledge plays a sig-
nificant role in our several real-life aspects including market basket anal-
ysis, bioinformatics, texts mining etc. Many researchers have proposed
various approaches for mining hierarchical patterns. However, some of
the existing approaches generate many multilevel and cross-level frequent
patterns that fail to fetch quality information. It is extremely difficult to
extract any meaningful information from these large number of redun-
dant patterns. There exist some approaches that mines multilevel and
cross-level closed patterns but unfortunately, there is no cross-level closed
pattern mining method proposed yet which maintain the sequence of
itemsets. In this paper, we develop an algorithm, called CCSP (Cross-
level Closed Sequential Pattern mining) to conduct cross-level hierar-
chical patterns that provide maximal information. Our work has made
contributions in mining patterns, which express the mixed relationship
between the generalized and specialized view of the transaction item-
sets. We have extensively evaluated our proposed algorithm’s efficiency
using a variety of real-life datasets and performing a large number of
experiments.

Keywords: Data mining · Sequential pattern · Closed-pattern
Cross-level closed pattern

1 Introduction

Among various promising fields of data mining, pattern mining has become more
essential and discussed task in our real life. It consists of discovering interesting,
useful, and unexpected patterns in databases. Various types of patterns can be
discovered in databases such as sequential patterns [1,12,17], closed-frequent
patterns [11,22], closed sequential pattern [4,21], multilevel pattern [5,7,8,15,
20], cross-level pattern [10,18], cross-level closed pattern [9] etc.

In many domains, the ordering of events is important. For example, to analyze
texts, it is often relevant to consider the order of words in sentences [13]. In
network intrusion detection, the order of events is also important [14]. If the
sequence of events is not taken into account, this may result in the failure to
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discover important patterns. Moreover many fields also support hierarchies that
represent the relationships amongst many different concept levels. For example,
to discover links between certain genes and diseases, health care companies may
use sequential patterns which also have cross/inter level relationship. Weather
companies can mine data to discover weather patterns that may help predict
future meteorologic events. Online services might discover popular topics among
different groups of people and thus provide targeted content and advertisements
to their users based on these information.

In today’s competitive business world, analysis of the purchase-sale charac-
teristics of transactional database items have become an important issue because
sale or purchase of one item may increase/decrease the sale/purchase of other
items. For example, in a grocery store there are huge collection of food items.
The Table 1 contains a sample transactional database of a store. In order to
increase the sale of food items the manager should adopt a strategy to place the
items in a way that will impact a customer to buy more items.

Table 1. Transaction database

Tid Items

t1 Mango, Energy biscuit, Potato chips, Apple juice, Banana

t2 Marry biscuit, Apple juice, Banana, Mum water

t3 Mango, Potato chips, Mum water, Banana

t4 Marry biscuit, Apple juice, Banana, Mum water, chocolate cake

t5 Mango, Potato chips, Banana, Marry biscuit

t6 Energy biscuit, Potato chips, Apple juice, Banana, Fanta

Suppose we know that 40% of customers who buy Potato chips and chocolate
cake, also buy Fanta or Sprite. Similarly, we can say that if customers buy any
chips and cakes, there is 60% chance that they will buy any kind of soft drinks.
The second statement provides more general information for the shop-manager
than the previous statement. Using multilevel pattern mining we can find out
frequent patterns such as:

1. {Coccola biscuit, Apple juice, Banana, Mum water},
2. {Marry biscuit, Orange juice, Apple, Fresh water},
3. {Coccola biscuit, Mango juice, Orange, Fresh water},
4. {Coccola biscuit, Pineapple juice, Grape, Fresh water},
5. {Biscuit, Juice, Seasonal fruit, Water},
6. {Dry food, Liquid, Fruit, Liquid}.

Now, suppose the manager want to know the information about the sequence of
items as well as specific information about only biscuit item not all items but
none of the pattern given above can give this kind of information. For example
we need a pattern such as {Coccola biscuit, Juice, Seasonal fruit, Water}. From
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this pattern we can discover the sequence of itemset as well as specific infor-
mation about only biscuit. So manager can find out that most of the customer
buy Coccola biscuit. In this case, which juice, fruit and water are bought by
customer is not his consideration. In recent years, many studies have presented
to find out different types of patterns but none of them can solve this problem.
Using the previous researches either we can find out the information about the
sequence of items or specific information of some items as well as general infor-
mation of other items but in that case they can not maintain the sequence of
items.

In this paper, we present a nice solution that efficiently mines the patterns
that will give us information about both the sequence of items and specific
information of one or more items as well as general information of other items.
For example our solution will easily find out the the pattern such as 75% of
customers purchase {coccola biscuit, juice, non-seasonal fruit, water} and 25%
of customers purchase {marry biscuit, juice, non-seasonal fruit, water} instead
of the six patterns given above. So, key contributions of this paper are as
follows:

(1) We have introduced the concept of mining cross-level closed pattern which
maintain the sequences of items.

(2) Designed an efficient algorithm for mining cross-level closed sequential pat-
tern by traversing the level-wise generated closed sequence itemsets.

(3) Real-life datasets are used to show the efficiency and scalability of our app-
roach.

Rest of the paper is organized as follows. The next section presents back-
ground and related works. In Sect. 3, we propose CCSP after describing the
complete methodology of our idea and a detailed explanation of our proposed
algorithm. Experimental results are shown in Sect. 4 and conclusions are given
in Sect. 5.

2 Background Study and Related Work

Sequential pattern mining have many real life impact. It was first proposed
by Agrawal and Srikant in [1] which was also developed further by them in
Generalized Sequential Patterns (GSP) [17], based on the Apriori property [2].
For improving performance, several algorithm have been proposed for sequential
pattern mining ever since. Among them some are quite interesting. For instance,
SPADE [24], based on a vertical ID-list format whereas PrefixSpan [12] adopts a
horizontal format data set representation. Moreover, SPAM [3] is developed for
mining long sequential patterns and adopts a vertical bitmap representation.

CLOSET [11], CHARM [25], CLOSET+ [22] and several recently devised
methods [6] have been proposed for mining closed itemset. Most of these algo-
rithms need to maintain the already mined frequent closed patterns in order to
do pattern closure checking. For reducing the memory usage and search space for
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this checking, CLOSET+, adopt a compact two level hash-indexed result-tree
structure to store the already mined frequent closed itemset candidates.

CloSpan [23] was used for mining frequent closed sequences that follows the
candidate maintenance-and-test approach. As a result it consumes much memory
and leads to a huge search space for pattern closure checking when there are
many frequent closed sequences. Later more efficient algorithm BIDE [21] was
proposed to avoid the candidate maintenance-and-test paradigm, prunes the
search space more deeply and checks the pattern closure in a more efficient way
while consuming much less memory.

In order to acquire in-depth knowledge, multi-level rule mining was first pro-
posed by Srikant and Agrawal [16]. Further Han and Fu [7] proposed a reduced
support threshold methodology to prune many hierarchical redundant rules.
Level-crossing association rules mining was proposed in [19]. Then MMCAR
[9] was proposed for mining cross-level closed itemsets. In MMCAR cross-level
itemsets have been mined by traversing the leve-wise generated closed item-
set lattice. These closed itemset lattice were generated using CHARM-L [26].
MMCAR only mines cross-level closed frequent itemsets which do not maintain
the sequence of transactions.

2.1 Preliminary Terminologies

In order to construct lattices of cardinality n + 1, we must to cross two lattices
of cardinality n. Some necessary terms and their definition which were demon-
strated in some previous works of other researchers are needed to understand for
realizing our proposed strategy effectively. These terms and definition are given
below.

Ancestor and Descendant Itemsets: Consider that a tuple containing item-
set {1-∗ − ∗} in lattice L1 and another tuple containing itemset {1-1-∗,1-2-∗}
in lattice L2. The prefix of item {1-∗ − ∗} is similar to the item {1-1-∗} and
{1-2-∗Ḣence, {1-∗ − ∗} = ANC{1 − 1−*, 1 − 2−*} and {1-1-∗} = DES{1−*-*}
and {1-2-∗} = DES{1−*-*}.

Conflicting Itemset and Resolved Conflicting Itemset: A conflicting item-
set is composed of the athi level items of the tuple T1 and athk level items of tuple
T2 from the two candidate lattices that cannot co-occur in the resulting Cross-
level frequent closed itemset (CFCI) of the newly generated tuple S. Because
the conflicting items are mutually related in an ancestor-descendant relation-
ship, they belong to the same branch in the tree-like taxonomical structure of
the itemset.

Matching Itemset: Consider the tuple containing itemset {1-∗ − ∗, 2-1-∗, 3-2-
∗} in lattice L1,2 and the tuple containing itemset {1-1-1, 1-2-1, 2-1-∗, 3-2-1} in
lattice L2,3 for the database of Table 2. While crossing L1;2 ×L2;3, the matching
itemset is {2-1-∗}.

Distinct Itemset: If the tuple with itemset {2-∗ − ∗, 1-2-∗} of lattice L1,2 and
tuple with itemset {1-2-∗, 1-1-1} of lattice L2,3 is selected for crossing, then
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the distinct itemset will be {2-∗ − ∗} and {1-1-1} for lattices L1,2 and L2,3

respectively.

3 CCSP: Our Proposed Algorithm

In this section, we introduce the CCSP algorithm by answering the following
questions: How do we construct encoded transaction database? How do we com-
pute single item frequency for each level? How do we construct sequential closed
itemset lattice for specific level? How do we mine cross-level closed sequential
patterns?

3.1 Construct Encoded Transaction Database

To represent each item of every level we use n-digit code for an n-level dataset.
Items that belong to the top-most level (nearest to the root node) are labeled by
level-1 and in this way the level number is incremented as the depth of items’.
As a consequence, leaf nodes are belonged to the highest number.

Fig. 1. Hierarchical structure of itemsets

Hence, for the database of Table 1 with 3 levels, we needed 3-digit codes for
representing each item. The 1st digit represents the item at the uppermost level-
1, the 2nd digit represents the 2nd level (intermediate) item and the last digit
represents the leaf item according to the hierarchical tree represented in Fig. 1.
For example, the item 1-2-2 belongs to group-1 of level-1, group-2 of level-2 and
2nd item of the leaf level. The transaction database of Table 1 now transforms
to the database listed in Table 2.

3.2 Frequency Computation of Items

First, we need to categorize the leaf level items based on their similar properties
for working with the data at cross-level and multilevel. Then we extract the
single item of each level. The encoding technique described in Sect. 3.1 make
this extracting process easy.

To specify the minimum support for every level, the reduced support method-
ology have been used. According to this process, the user specified minimum
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Table 2. Encoded transaction database

Tid Items

t1 3-1-1, 1-1-1, 1-2-1, 2-1-1, 3-2-1

t2 1-1-2, 2-1-1, 3-2-1, 2-3-1

t3 3-1-1, 1-2-1, 2-3-1, 3-2-1

t4 1-1-2, 2-1-1, 3-2-1, 2-3-1, 1-3-1

t5 3-1-1, 1-2-1, 3-2-1, 1-1-2

t6 1-1-1, 1-2-1, 2-1-1, 3-2-1, 2-2-1

support for any level is usually smaller than the minimum support specified for
its higher level. There is always the possibility that the higher level transaction
item may occur more frequently than that of the lower level.

As only one scan of the transaction database is required to build the vertical
Tidlist for each item of the leaf level, we have used the vertical format of the
transaction database. In Figs. 2, 3 and 4 we have shown the vertical format for
every level of data that will be used to construct lattices of each specific level.

The Tidlist (a list of transaction Id.) for higher level item can be computed
through the union of the lower level items’ Tidlists. For example, consider the
item hierarchy shown in Fig. 1 and according to Table 2, where Tidlist (1-1-∗) =
Tidlist (1-1-1) ∪ Tidlist (1-1-2) ∪ Tidlist (1-1-3) = {1, 6} ∪ {2, 4, 5} ∪ {ø}={1,
2, 4, 5, 6}.

Fig. 2. Vertical format of level-1 itemset tuples and lattice construction

3.3 Specific Level Sequential Closed Itemset Lattice Construction

In this phase, we will generate the sequential closed itemset lattice for each level.
At the initialization phase of BIDE [21], we used every frequent single item with
their Tidlist, already computed during the scan of the transactional database.
BIDE explicitly output the sequential closed itemset lattice for the corresponding
level.
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NULL

{1-1-*} f:5 {1-2-*, 3-2-*} f:4

{1-1-*, 2-1-*, 3-2-*} f:4 {2-3-*} f:3

{3-2-*} f:6

{3-1-*, 1-2-*,3-2-*} f:3

2

1

4

3

6

5

Level-2 Items

Lattice 2

Fig. 3. Vertical format of level-2 item-
set tuples and lattice construction

Null

{1-1-1,1-2-1,2-1-1,3-2-1} f:2

{1-1-2} f:3

{1-1-2,2-1-1,3-2-1,2-3-1} f:2 {1-2-1,3-2-1} f:4

{2-1-1,3-2-1} f:4

{2-3-1} f:3

{3-1-1,1-2-1,3-2-1} f:3

{3-2-1} f:6

1

2

3

8

7

4

5

6

Lattice 3

Level-3 Items

Fig. 4. Vertical format of level-3 item-
set tuples and lattice construction

In Fig. 2 we construct the sequential closed itemset lattice using BIDE algo-
rithm for level-1 itemsets. Figures 3 and 4 shows the sequential closed lattice
structure for Level-2 and level-3 itemsets respectively.

3.4 Cross-Level Sequential Closed Itemset Mining

Performing a crossing operation among the lattices found previously, using
BIDE, we can construct cross-level sequential closed itemset lattice. In gen-
eral,we know that crossing two lattices from level x; Lx and level y; Ly will
generate a cross-level lattice, i.e., a lattice of levels x and y; Lx,y. For example,
crossing two lattices of cardinality 1 will generate a lattice of cardinality 2 and
crossing two lattices of cardinality 2 will result in lattices of cardinality 3, and
so on.

Again crossing all possible lattices of cardinality n to generate lattices of
cardinality n + 1 for n≥ 2, we need to pruned some search spaces discussed in
MMCAR [9]. So we need not to consider crossing all possible pairs of lattices.

By making these lattice structure we can easily find out frequent sequential
itemsets. As these are also closed itemsets so mining itemsets are more compact
and complete. So it reduces our search space and increase effeciency. Then we
need to focus on the determination of the minimum support threshold for a gen-
erated lattice by crossing two lattices of different levels with distinct minimum
support count thresholds. The approach of determining the minimum support
threshold for newly generated cross-level frequent closed itemset lattices is sim-
ilar to the approach defined in [8]. The minimum support threshold for a lattice
La1,a2;...;ak+1 found by crossing two lattices La1;a2;...;ak with support threshold r1
and La2;a3;...;ak+1 with support threshold r2 is the minimum between r1 and r2.

In Fig. 5, by combining the contributed itemset Segment of L1 and L2 we
can generate cross-level frequent closed itemset. Here is our another challenge,
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L2(1) X  L3(1)                      

|tid(L2,3) |          

= (1,2,4,6) ∩ (1,2)          

= (1,2)

=2 ≥min_sup 

Conflicting 
Itemset

Matching 
Itemset

Distinct 
Itemset

Des Anc

{ }

L1 L2

1-1-1 1-1-*

{ } 1-2-12-1-1 2-1-*

3-2-1 3-2-*

Subset 
Ancestor

Resolved Conflicting Contributed Itemset     
Segment

Note
L1 L2 L1 L2

{ } { } 1-1-1, 2-1-1,
3-2-1

{ } 1-1-1, 1-2-1,
2-1-1, 3-2-1

×

1-1-* 1-1-* 2-1-1, 3-2-1 1-1-* 1-2-1, 2-1-1,
3-2-1

2-1-* 2-1-* 1-1-1, 3-2-1 2-1-* 1-1-1, 1-2-1,
3-2-1

3-2-* 3-2-* 1-1-1, 2-1-1 3-2-* 1-1-1, 1-2-1,
2-1-1

1-1-*,2-1-* 1-1-*, 2-1-* 3-2-1 1-1-*, 2-1-* 1-2-1, 3-2-1

1-1-*,3-2-* 1-1-*, 3-2-* 2-1-1 1-1-*, 3-2-* 1-2-1, 2-1-1

2-1-*,3-2-* 2-1-*, 3-2-* 1-1-1 2-1-*, 3-2-* 1-1-1, 1-2-1

1-1-*,2-1-*,
3-2-*

1-1-*, 2-1-*,
3-2-*

{ } 1-1-*, 2-1-*,
3-2-*

1-2-1

{1-1-*, 2-1-*, 3-2-*} X {1-1-1, 1-2-1, 2-1-1, 3-2-1}

Fig. 5. Crossing 1st element of 2nd and 3rd lattice.

because we also need to maintain the sequence of transaction itemset. One app-
roach is to make all kind of combination of L1 and L2 contributed itemsets and
then compare the itemsets with main transaction database to find out which one
is maintaining the sequence. But it is not an efficient approach. Rather we have
proposed an efficient way to generate cross-level sequential closed itemsets from
these contributed items segment. When we generate the itemsets from contribute
itemsets of lattice L1 and L2, we will follow the sequence of the lattice which is
the super-set of the another lattice. For example, in Fig. 5 lattice L3(1) is the
super-set of lattice L2(1). Now if we maintain the sequence of lattice L3(1) when
generate the itemset for this cross level, our output itemset must be sequential
closed for this cross-level. After following this proposal our output itemsets for
lattice L23 are given below:

– {1-1-*, 1-2-1, 2-1-1, 3-2-1}
– {1-1-1, 1-2-1, 2-1-*, 3-2-1}
– {1-1-1, 1-2-1, 2-1-1, 3-2-*}
– {1-1-*, 1-2-1, 2-1-*, 3-2-1}
– {1-1-*, 1-2-1, 2-1-1, 3-2-*}
– {1-1-1, 1-2-1, 2-1-*, 3-2-*}
– {1-1-*, 1-2-1, 2-1-*, 3-2-1}

In Fig. 6 we can see that support threshold of L2(1) is 4 and support threshold
of L3(3) is 3. When we cross these two different level lattice, the resultant cross
itemset will be frequent if their support will more than or equal to 3. But here we
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can see that the resultant cross itemset frequency is 2. So no pattern generated
from these cross level will be frequent. Therefore we need not to calculate further
from this cross calculation.

L2(1) X L3(3)

{1-1-*, 2-1-*, 3-2-*} X {1-1-2}

| d(L2,3)|

= (1,2,4,6) ∩ (2,4,6)

= (2,4)

= 2 < min_sup

No need to calculate further

Fig. 6. Crossing 1st ele-
ment of 2nd and 3rd ele-
ment of 3rd lattice

L1,2(1) X  L2,3(2)                                           

|tid(L1,2,3) |                             

= (1,2,4,6) ∩ (1,6)                    

= (1,6)

= 2 ≥ min_sup 

No distinct itemset found. So no need to calculate further.

Conflicting 
Itemset

Matching 
Itemset

Distinct Itemset

Des Anc

2-1-*

L1 L2

1-1-1 1-*-*

{  } { }1-2-1 1-*-*

3-2-1 3-2-*

{1-*-*, 2-1-*, 3-2-*} X {1-1-1, 1-2-1, 2-1-*, 3-2-1}

Fig. 7. Crossing 1st element of lattice(1, 2) and
2nd element of lattice(2, 3)

Moreover, in Fig. 7, a special case of lattice construction is shown: crossing
1st element of L1,2 and 2nd element of L2,3. If we cross among these tuples, our
finding crossing itemset will as same as it’s parent itemset due to the absence of a
distinct itemset segment between the tuples. Therefore we need not to calculate
further from this cross calculation.

3.5 The CCSP Algorithm

Complete pseudocode for CCSP is shown in Algorithm 1. As input, the Algo-
rithm 1 at line number 1 takes the transaction database, number of levels to
construct hierarchy tree and the frequency of that itemset in the database, for
each level of items.

Algorithm 1. Cross-level Closed Sequential Pattern(CCSP)
1: procedure CCSP (SDB, level, min sup)
2: DI := Count Distict Items(SDB)
3: E SDB := Encode SequenceDatabase(SDB, level, DI)
4: for l:=1 to level do
5: FCSl := BIDE(E SDBl, l, min sup)

6: L1, L2 := User Input for Crossing among any two levels
7: CrossL1,L2 := Cross level(E SDBL1, E SDBL2, FCSL1, FCSL2)

At line 2, the function Count Distinct Items() counts the total distinct
items in the sequence database, defined in Algorithm 2 from line 10 to line 21.
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At line 3, this function encoded the items of sequence database according to the
corresponding level. Then constructs a closed itemset lattice tuple containing an
itemset, an incident transaction list for the itemset, using a data tuple belonging
to the set of data tuples of i-th level, and adds the tuple to the corresponding
specific level lattice using the BIDE algorithm in each iteration of the for loop,
defined in line (4 to 5).

At line 6 of the algorithm CCSP, generate cross-level closed itemset lattices
of cardinality k + 1 by crossing any two lattices of cardinality k. While cross-
ing two lattices of the form Ma1;a2;...;ak

and Na2;a3;...;ak+1 among the lattices
with cardinality k, the algorithm checks for a match between a1, a2, ..., ak and
a2, a3, ..., ak+1. In other words, if there is a common sequence {a2, ..., ak} among
the two candidate lattices, then the newly generated sequence of the lattice will
be a1, a2, ..., ak, ak+1.

Algorithm 2. Cross-level Itemset
1: procedure Cross level(E SDBL1, E SDBL2, FCSL1, FCSL2, min sup )
2: if ((E SDBL1.tidList ∩ E SDBL2.tidList ). count <min sup) then Exit

3: for each Seq1 in FCSL1 do
4: S1 := Seq1.Distinct Items
5: for each Seq2.DistinctItems do
6: S2 := Seq2.Distinct Items
7: Conflict Set := {x : x ∈ S2 and x.Ancestor(L1) ∈ S1}
8: Matching Set := {x : x ∈ S2 and x ∈ S2}
9: UnqSet1 := S1 ∩ Conflict Set.Ancestors(L1)

10: UnqSet2 := S2 ∩ Conflict Set
11: for each SubSet in Conflict Set.Ancestors (L1) do
12: ConSet1 := UnqSet1 ∪ SubSet ∪ Matching Set
13: ConSet2 := UnqSet2 ∪ Subset.Descendant
14: CombinedSet := ConSet1 ∪ ConSet2
15: if L1. is SuperSet of (L2) then
16: OrderedSet := OrderedSet(CombinedSet, L1) � CombinedSet

elements in such a way that OrderedSet is a subSequence of S1

17: elseOrderedSet := OrderedSet(CombinedSet, L2)

18: procedure Count Distict Items(SDB)
19: for each item in SDB do
20: if item not present in DI then � DI= Distinct Item
21: DI.add(Item)

Then, the algorithm 1 constructs cross-level sequential closed pattern using
the function Cross level() in line 7 described in Algorithm 2. From two lattices
of cardinality k by crossing each tuple of one lattice to all the tuples of another
lattice it can generate cross-level closed sequential patterns. Using BIDE in line
5 in Algorithm 1, the resultant tuple T obtained its TidList by intersecting the
TidLists of the candidate tuple pair. The size of the TidList of T can be treated
as its frequency. Hence, in line 2 in Algorithm 2, the frequency is checked against
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the minimum between the two minSups of the candidate lattices. Then if the
tuple is found to be frequent, itemsets are calculated for constructing tuples for
the resultant lattice at line 3 to line 17.

4 Experimental Results

This section we have evaluated the performance of our proposed approach. The
experiments were conducted on a PC with Intel Core i5-3210M CPU at 2.50 GHz
and 4 GB RAM. The operating system is Microsoft Windows 10. Our algorithms
are implemented using C++ language.

We evaluated our proposed algorithm using some real datasets, including
mushroom, chess, retail, pumsp and kosarak. The datasets were obtained from
http://fimi.cs.helsinki.fi/data.

The general characteristic of the datasets we have used in our work given
below:

Table 3. Database characteristics

Database Total transaction Avg. size of trans. Distinct items

Mushroom 8124 23 119

Chess 3195 37 75

Retail 21154 10 15062

Pumsb 49046 74 2113

Kosarak 50462 10 18998

We formed four levels of virtual group in order to create the hierarchical
view of the transaction database. The distinct items of the transaction database
form the lowest level 4. The number of groups was chosen randomly and we uni-
formly distributed the items among the groups based on the number of distinct
items existing at each level. We varied different parameters, including minimum
support and the level of groups, and analyzed the performance of our proposed
algorithm CCSP in terms of lattice construction time and number of patterns
generated.We performed all of the experiments using the datasets mentioned in
Table 3.

4.1 Number of Cross Level Sequential Patterns

To be specific, Mushroom dataset is very dense in which we can get a large
number of frequent closed itemsets for all range of values of minimum support.
From Fig. 8a the values of the support threshold increase, there is an decrease
in the number of overall generated cross-level closed sequential patterns. After
crossing among all level we find that huge number of patterns are generated
after crossing between the level-2 and level-3 and crossing among level-3 and

http://fimi.cs.helsinki.fi/data
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Fig. 8. Number of patterns for different dataset with different values of minimum
support for different cross-level

level-4 for mushroom dataset. We obtain a good amount of cross-level sequential
closed patterns for the low values of minimum support in Retail Fig. 8b and
Kosarak dataset Fig. 8c because of the short length itemset. Pumsb is also of
dense characteristics. As the itemset size is long for pumsb dataset, we obtain
huge number of cross-level sequential closed patterns for high value of minimum
support shown in Fig. 8d.

4.2 Run Time for Sequential Closed Lattice Construction

The execution time of our algorithm is composed of lattice construction time
and pattern generation time. We plotted time with varying minimum support
thresholds. Mushroom dataset is very dense in which we can get a large num-
ber of cross-level sequential closed patterns for all range of values of minimum
support and so comparatively more time is required for this dataset. Figure 9a
shows that more time is required while crossing level-3 level-4 than crossing
between other levels. For Chess dataset Fig. 9c shows that the proposed algo-
rithm can find cross-level closed sequential patterns in very short time. The
runtime scenario can be visualized for different support threshold for crossing
between different levels. Retail database has 21154 transactions and 15062 dis-
tinct items but length of transactions is very short. So we obtain good amount of
patterns for low values of minimum support. Figure 9d represents that execution
time is average because of short length itemset. For the low values of minimum
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support in Kosarak, the execution time is very low because of the short length
itemset which is shown in Fig. 9b.

0

5

10

15

20

25

30

35

58% 60% 62% 65%

la
ce

 
m

e (
s)

minimum support (%)

1x2
1x3
1x4
2x3
2x4
3x4

(a) Mushroom dataset

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

5% 8% 10% 15% 20%

la
ce

-
m

e 
(s

)

minimum support (%)

1x2

1x3

1x4

2x3

2x4

3x4

(b) Kosarak dataset

0

0.2

0.4

0.6

0.8

1

95% 96% 97% 98% 99%

la
ce

-
m

e 
(s)

minimum support (%)

1x2

1x3

1x4

2x3

2x4

3x4

(c) Chess dataset

0

5

10

15

20

25

30

12% 14% 17% 20% 25%

la
ce

-
m

e 
(s

)

minimum support (%)

1x2
1x3
1x4
2x3
2x4
3x4

(d) Retail dataset

Fig. 9. Lattice construction time for different datasets with different values of minimum
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Fig. 10. Graph for CCSP vs. MMCAR based on number of patterns using different
support thresholds

4.3 Comparison with Related Work

To compare the performance of our approach CCSP with the existing related
approach MMCAR [9], we varied parameter minimum support threshold. The
total number of patterns mined by CCSP and MMCAR are plotted for compar-
ison (Fig. 10).
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We selected the same range of itemsets for categorizing the items into
groups for the two approaches. The comparisons were performed using three
dense datasets, Chess, Retail and Pumsb. We considered 3-level hierarchy
here. The range of support thresholds values were chosen depending on the
dense/sparseness characteristics of the used datasets.

It is observed that with the increase on the threshold values, the number of
patterns decreased for all datasets in both CCSP and MMCAR. Our proposed
approach mines the cross-level closed patterns that maintain the sequence of
items. On the other hand MMCAR mines cross-level closed patterns that do
not maintain the sequences. So, we can obtain more informative and interesting
knowledge by mining less amount of patterns.

5 Conclusion

In this work, we have designed a new approach to work with an undiscovered
area in sequence pattern mining related with hierarchical relationship. We are the
first to propose an algorithm for mining the cross-level closed patterns that also
maintain the sequence of itemsets from the frequent closed sequential itemset
lattice by efficiently traversing the hierarchically built lattices.

Our proposed approach generates closed sequence itemsets at specific levels
using BIDE and efficiently generates sequential closed itemsets for the cross-level
from the specific level sequential closed itemset lattices and takes very little time
in doing so by exploiting the lattice properties of the generated closed sequential
itemset patterns. It never generates any multilevel frequent itemsets, rather it
directly mines closed sequential itemset at cross-level from the existing closed
sequential patterns in a novel way. Since the number of cross-level closed sequen-
tial patterns with respect to the cross-level closed patterns is low, our proposed
approach CCSP exhibits high performance in comparison with the MMCAR
which do not maintain the sequence of itemsets. Using our approach we have
mined less number of patterns than MMCAR which provide more interesting,
broad and compact yet complete knowledge than MMCAR.
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Abstract. In modern time of flowing data where more data accumulate
every minute than we can store or make sense of, a fast approach for ana-
lyzing incremental or dynamic database has a lot of significance. In a lot
of instances, the data are sequential and the ordering of events has inter-
esting meaning itself. Algorithms have been developed to mine sequential
patterns efficiently from dynamic databases. However, in real life not all
events bear the same urgency or importance, and by treating them as
equally important the algorithms will be prone to leaving out rare but
high impact events. Our proposed algorithm solves this problem by tak-
ing both the weight and frequency of patterns and the dynamic nature of
the databases into account. It mines weighted sequential patterns from
dynamic databases in efficient manner. Extensive experimental analysis
is conducted to evaluate the performance of the proposed algorithm using
large datasets. This algorithm is found to outperform previous method
for mining weighted sequential patterns when the database is dynamic.

Keywords: Dynamic databases · Weighted sequential pattern
Weighted support · Incremental mining

1 Introduction

Data Mining is the analysis of data, usually in large volumes, for uncovering
useful relationships among events or items that make up the data. Frequent
pattern mining is an important data mining problem with extensive application;
here patterns are mined which occur frequently in a database. Another important
domain of data mining is sequential pattern mining where the ordering of items in
a sequence is important. Unless weights (value or cost) are assigned to individual
items, they are usually treated as equally valuable. However, that is not the case
in most real life scenarios. When the weight of items is taken into account in a
sequential database, it is known as weighted sequential pattern mining.

As technology and memory devices improve at an exponential rate, their
usage grows along too, allowing for the storage of databases to occur at an even
higher rate. This calls for the need of incremental mining for dynamic databases
c© Springer International Publishing AG, part of Springer Nature 2018
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whose data are being continuously added. Most organizations that generate and
collect data on a daily basis have unlimited growth. When a database update
occurs, mining patterns from scratch is costly with respect to time and memory.
It is clearly unfeasible. Several approaches have been adopted to mine sequential
patterns in incremental database that avoids mining from scratch. This way,
considering the dynamic nature of the database, patterns are mined efficiently.
However, the weights of the items are not considered in those approaches.

Consider the scenario of a supermarket that sells a range of products. Each
item is assigned a weight value according to the profit it generates per unit. In
the classic style of market basket analysis, if we have 5 items {“milk”, “perfume”,
“gold”, “detergent”, “pen”} from the data of the store, the sale of each unit of
gold is likely to generate a much higher profit than the sales of other items. Gold
will therefore bear a high weight. In a practical scenario, the frequency of sale of
gold is also going to be much less than other lower weight everyday items such
as milk or detergent. If a frequent pattern mining approach only considers the
frequency without taking into account the weight, it will miss out on important
events which will not be realistic or useful. By taking weight into account we are
also able to prune out many low weight items that may appear a few times but are
not significant, thus decreasing the overall mining time and memory requirement.

Existing algorithms for mining weighted sequential patterns or mining
sequential patterns in incremental database give compelling results in their own
domain, but have the following drawbacks: existing sequential pattern mining
algorithms in incremental database do not consider weights of patterns, though
low-occurrence patterns with high-weight are often interesting, hence they are
missed out if uniform weight is assigned. Weighted sequential patterns are mined
from scratch every time the database is appended, which is not feasible for any
repository that grows incrementally. These motivated us to overcome these prob-
lems and provide a solution that gives better result compared to state-of-the-art
approaches. In our approach we have developed an algorithm to mine weighted
sequential patterns in an incremental database that will benefit a wide range of
applications, from Market Transaction and Web Log Analysis to Bioinformatics,
Clinical and Network applications.

With this work we have addressed an important sub-domain of frequent pat-
tern mining where several categories such as sequential, weighted and incremen-
tal mining collide. Our contributions are: (1) the construction of an algorithm,
WIncSpan, that is capable of mining weighted sequential patterns in dynamic
databases continuously over time. (2) Thorough testing on real life datasets to
prove the competence of the algorithm for practical use. (3) Marked improvement
in results of the proposed method when compared to existing algorithm.

The paper is organized as follows: Sect. 2 talks about the preliminary con-
cepts and discusses some of the state-of-the-art mining techniques which directly
influence this study. In Sect. 3, the proposed algorithm is developed and an exam-
ple is worked out. Comparison of results of the proposed algorithm with existing
algorithm is given in Sect. 4. And finally, the summary is provided as conclusions
in Sect. 5.
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2 Preliminary Concepts and Related Work

Let us expand our discussion to better understand the concepts that lie at the
heart of mining frequent patterns of different types. Let I be the set of all items
I1, I2, . . . , In. A set of transactions is considered as a transaction database where
each transaction is a subset of I. Sequence database is a set of sequences where
every sequence is a set of events <e1 e2 e3 . . . el>. The order in which events or
elements occur is important. Here, event e1 occurs before event e2, which occurs
before e3 and so on. Each event ei ⊆ I.

In a sequence database, support is the count of how frequently a pattern
or sequence appears in the database. The support of a pattern P with respect
to a sequence database is defined as the number of sequences which contain
P. In Table 1, a sequence database is given along with one increment, where
in first sequence, there are 2 events: (ab) and (e). For brevity, the brackets are
omitted if an event has only one item. Here, (ab) occurs before (e). Given a set of
sequences and a user-specified minimum support threshold min sup, sequential
pattern mining is regarded as finding all frequent subsequences whose support
count is no less than min sup. If α = <(ab)b> and β = <(abc)(be)(de)c>, where
a, b, c, d, and e are items, then α is a subsequence of β.

Many algorithms, such as GSP [13] and SPADE [16], mine frequent sequen-
tial patterns. GSP uses Apriori based approach of candidate generate and test.
SPADE uses the same approach as GSP but it maps a sequence database into
vertical data format unlike GSP. They also obey the antimonotone or downward-
closure property that if a sequence does not fulfill the minimum support require-
ment then none of its super-sequences will be able to fulfill it as well. FreeSpan [7]
takes motivation from FP-Growth Tree and mines sequential patterns. SPAM [2]
mines sequential patterns using a bitmap representation. PrefixSpan [12] main-
tains the antimonotone property and uses a prefix-projected pattern growth
method to recursively project corresponding postfix subsequences into projected
databases.

The usage and improvement of technology and memory devices grow at an
exponential rate which means the databases are also growing dynamically. This
calls for the need of incremental mining for dynamic databases whose data is
being continuously added, such as in shopping transactions, weather sequences
and medical records. The naive solution for mining patterns in dynamic database
is to mine the updated database from scratch, but this will be inefficient since the
newly appended portion of the database is often much smaller than the whole
database. To produce frequent sequential patterns from dynamic database in an
efficient way, several algorithms [9–11] were proposed. One of the algorithms for
mining sequential patterns from dynamic databases is IncSpan [4]. Here, along
with frequent sequences, semi-frequent sequences are also saved to be worked
on when new increment is added. For buffering semi-frequent sequences along
with frequent sequences, a buffer ratio is used. In our approach, we will use this
concept for buffering weighted semi-frequent sequences for further use.

Considering the importance or weights of items, several approaches such as
WSpan [15], WIP [14], WSM [5] etc. have been proposed for mining weighted
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frequent patterns. WSpan mines weighted frequent sequential patterns. Using
the weight constraint for mining weighted sequential patterns WSpan [15]
uses the prefix projected sequential pattern growth approach. According to
WSpan, the weight of a sequence is defined as the average weight of all its
items from all the events. For example, using the weight table provided in
Table 2, we can calculate the weight of the sequential pattern P = <abc> as
W(P) = (0.41 + 0.48 + 0.94)/3 = 0.61.

There exists many work in the field of weighted sequential pattern mining
and in the field of incremental mining of sequential patterns separately. But
there has been no complete work in the field of mining weighted sequential
patterns in incremental databases. A work [8] has attempted to mine weighted
sequential patterns in incremental databases, but no complete details and com-
parative performance analysis were provided there. We are proposing a new
algorithm WIncSpan which provides a complete work of how weighted sequen-
tial patterns can be generated efficiently from dynamic databases and providing
detailed experimental results of its performance.

3 The Proposed Approach

In previous section we discussed the preliminary concepts and existing methods
of mining frequent sequential patterns separately in weighted and incremental
domains. In this chapter we merge those concepts to propose a new method
for weighted sequential pattern mining in incremental databases. A sequence
database is given in Table 1. Here, from sequences 10 through 50 represent the
initial database D and sequences 60 through 80 represent Δdb which is the new
appended part of the whole database D′. The corresponding weights of the items
of D′ is given in Table 2.

Table 1. Appended database D′

Sequence ID Sequences

D 10 <(ab)e>

20 <ab>

30 <a(dc)e>

40 <(ab)d>

50 <b(dc)e>

Δdb 60 <(ab)d>

70 <a(dc)(ab)>

80 <a(ab)e>

Table 2. Weight table for items

Item Weight

a 0.41

b 0.48

c 0.94

d 0.31

e 0.10

Definition 1 (Minimum Weighted Support: minw sup). As we know,
for a given minimum support percentage, the min sup value is calculated as:
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min sup = number of transactions in database * minimum support percentage.
We are considering the weight of the items as well, we derive a minimum weighted
support threshold minw sup:

minw sup = min sup ∗ avgW

Here, avgW is the average weight value. This is the average of the total
weight or profit that has contributed to the database upto that point. In ini-
tial database of D′, item a occurs 4 times in total, similarly b occurs 4, c
occurs 2, d occurs 3 and e occurs 3 times in total. The avgW is calculated
as: avgW = (4 * 0.41) + (4 * 0.48) + (2 * 0.94) + (3 * 0.31) + (3 * 0.10)/16 = 0.4169.
In initial database D, the minw sup for minimum support 60% is therefore cal-
culated as: minw sup = 3 * 0.4169 = 1.25 (as min sup = 5 * 60% = 3).

Definition 2 (Possible Frequent Sequences). The possible set of frequent
sequences is generated to list sequences or patterns in a database that have a
chance to grow into patterns that could be frequent later. For a sequence to be
possibly frequent, the following condition must be fulfilled:

support ∗ maxW � minw sup

The notation maxW denotes the weight of the item in the database that has
maximum weight. In our example, it would be 0.94 for the item <c>. This value
is multiplied with the support of the pattern instead of taking the actual weight
of the pattern. This is to make sure the anti-monotone property is maintained,
since in an incremental database a heavy weighted item may appear later on in
the same sequence with less weighted items, thereby lifting the overall support of
the pattern. By taking the maximum weight, an early consideration is made to
allow growth of patterns later on during prefix projection. The set thus contains
all the frequent items, as well as some infrequent items that may grow into
frequent patterns later, or be pruned out.

Complete Set of Possible Frequent Sequences. First, the possible length-1
items are mined. For item <a> in D, supporta *maxW = 4 * 0.94 = 3.76 �
minw sup. The item <a> satisfies the possible frequent sequence condition.
Items <b>, <c>, <d> and <e> are found to satisfy the condition as well and
therefore are added to the set of possible frequent length-1 sequences.

Possible Frequent length-1 Sequences: {<a>,<b>,<c>,<d>,<e>}
Next, the projected database for each frequent length-1 sequence is pro-

duced using the frequent length-1 sequence as prefix. The projected databases
are mined recursively by identifying the local weighted frequent items at each
layer, till there are no more projections. In this way the set of possible fre-
quent sequences is grown, which now includes the sequential patterns grown
from the length-1 sequences. At each step of the projection, the items picked
will have to satisfy the minimum weighted support condition. For example, for
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item <a>, the projected database contains these sequences: <( b)e>, <b>,
<(dc)e>, <( b)d>. And the possible sequential patterns mined from these
sequences are: <a>,<ab>,<(ab)>,<ac>,<ad>,<ae>. In the similar way, pos-
sible sequential patterns are also mined from the projected databases with pre-
fixes <b>,<c>,<d> and <e>.

Definition 3 (Weighted Frequent and Semi-frequent Sequences). For
static database, at this moment, only the weighted frequent sequences will be
saved and others will be pruned out. Considering the dynamic nature of the
database, along with weighted frequent sequences, we will keep the weighted
semi-frequent sequences too. From the set of possible frequent sequences, set
of Frequent Sequences (FS) and Semi-Frequent Sequences (SFS) can be con-
structed as follows:

Condition for FS: support(P) *weight(P) � minw sup
Condition for SFS: support(P) *weight(P) � minw sup * μ

Here, P is a possible frequent sequence and μ is a buffer ratio. If the support
of P multiplied by its actual weight satisfies the minimum weighted support
minw sup then it goes to the FS list. If not, the support of P times its actual
weight is compared with a fraction of minw sup which is derived from multiplying
minw sup by a buffer ratio μ. If satisfied, the sequence is listed in SFS as a semi-
frequent sequence. Otherwise, it is pruned out.

For example, the single length sequence <a> has weighted support
4 * 0.41 = 1.64. Since 1.64 is greater than the minw sup value 1.25, <a> is added
to FS. Considering the value of μ as 60%, minw sup * μ = 1.25 * 60% = 0.75. Here,
<bd> has support count of 2 and weight of (0.48 + 0.31)/2 = 0.395. Its weighted
support 2 * 0.395 = 0.79 is greater than 0.75, so it goes to SFS list. For initial
sequence database D, mined frequent sequences are: <a>,<b>,<c>,<(dc)>
and semi-frequent sequences are: <(ab)>,<bd>,<d>. Other sequences from
possible set of frequent sequences are pruned out as infrequent. Interestingly,
we see that <d> is a semi-frequent pattern but when we consider it in an
event with highly weighted item <c>, <(dc)> becomes a frequent pattern. This
is possible in our approach as a result of considering the weight of sequential
patterns.

Dynamic Trie Maintenance. An extended trie is constructed from FS and
SFS patterns from D which is illustrated in Fig. 1. The concept of the extended
trie is taken from the work [4]. Each node in the trie will be extended from its
parent node as either s-extension or i-extension. If the node is added as different
event, then it is s-extension, if it is added in the same event as its parent then it
is i-extension. For example, while adding the pattern <(ab)> to the trie, we first
go to the branch labeled with <a>, increment its support count by the support
count of <(ab)>, then add a new branch to it labeled with <b> as i-extension.
The solid lines represent the FS patterns and the dashed lines represent the SFS
patterns. Each path from root to non-root node represents a pattern along with
its support.
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When new increments are added, rather than scanning the whole database
to check the new support count of a pattern, the dynamic trie becomes handy.
This trie will be used dynamically to update the support count of patterns when
new increments will be added to the database. Traversing the trie to get the new
support count of a pattern is performed a lot faster than scanning the whole
database.

Increment to Database. At this point, if an update to the database is made,
which is a common nature of most real-life datasets, it is not convenient to run
the procedure from scratch. How the appended part of the database will be
handled, how new frequent sequences will be generated using the FS and SFS
lists, how the dynamic trie will be helpful, all are explained below.

The Proposed Algorithm. Here, the basic steps of the proposed WIncSpan
algorithm is illustrated to mine weighted sequential patterns in an incremental
database. Further, an incremental scenario is provided to better comprehend the
process.

Snapshot of the Proposed Algorithm. The necessary steps for mining
weighted sequential frequent patterns in an incremental database are:

1. In the beginning, the initial database is scanned to form the set of possible
frequent patterns.

2. The weighted support of each pattern is compared with the minimum
weighted support threshold minw sup to pick out the actual frequent pat-
terns, which are stored in a frequent sequential set FS.

3. If not satisfied, the weighted support of the pattern is checked against a
percentage (buffer ratio) of the minw sup to form the set of semi-frequent set
SFS. Other patterns are pruned out as infrequent.

4. An extended dynamic trie is constructed using the patterns from FS and SFS
along with their support count.

5. For each increment in the database, the support counts of patterns from the
trie are updated.

6. Then the new weighted support of each pattern in FS and SFS is again
compared with the new minw sup and then compared with the percentage
of minw sup to check whether it goes to new frequent set FS′ or to new
semi-frequent set SFS′, or it may also become infrequent.

7. FS′ and SFS′ will serve as FS and SFS for next increment.
8. At any instance, to get the weighted frequent sequential patterns till that

point, the procedure will output the set FS.

An Incremental Example Scenario. When an increment to database D
occurs, it creates a larger database D′ as shown in Table 1. Here, three new
transactions have been added which is denoted as Δdb.
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The minw sup will get changed due to the changed value of min sup and
avgW. Taking 60% as the minimum support threshold as before, new absolute
value of min sup = 8 * 60% = 5 and the new avgW is calculated as 0.422. So, the
new minw sup value is now: 5 * 0.422 = 2.11. The sequences in Δdb are scanned
to check for occurrence of the patterns from FS and SFS, and the support count
is updated in the trie. When the support count of patterns in the trie is updated,
their weighted support are compared with the new minw sup and minw sup * μ
to check if they become frequent or semi-frequent or even infrequent.

After the database update, the newly mined frequent sequences and semi-
frequent sequences are listed in Table 3. Patterns not shown in the table are
pruned out as infrequent. Although <(ab)> was a semi-frequent pattern in D,
it became frequent in D′. On the other hand, the frequent pattern <(dc)> only
appears once in Δdb, but it became semi-frequent now. Another pattern, <bd>,
which was semi-frequent in D only increases one time in support in D′. So, <bd>
falls under the category of infrequent patterns.

Table 3. Weighted frequent and semi-frequent sequences in D′

Frequent sequences Semi-frequent sequences

<a>, <b>, <c>, <(ab)> <(dc)>, <d>

After taking the patterns from Δdb into account, the updated FS′ and SFS′

trie that emerges is illustrated in Fig. 2.

Fig. 1. The sequential pattern trie of
FS and SFS in D

Fig. 2. The updated sequential pattern
trie of FS′ and SFS′ in D′

3.1 The Pseudo-code

To get the weighted sequential patterns from the given databases which are
dynamic in nature, we will use the proposed WIncSpan algorithm. A sequence
database D, the minimum weighted support threshold minw sup and the buffer
ratio μ are given as input to the algorithm. Algorithm WIncSpan will generate
the set of weighted frequent sequential patterns at any instance. The pseudo-code
is given in Algorithm 1.
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Algorithm 1. WIncSpan: Weighted Sequential Pattern Mining in Dynamic
Database
Input: A sequence database D, the minimum weighted support threshold minw sup
and the buffer ratio μ
Output: The set of weighted frequent sequential patterns FS.

Method:
Begin

1. Let WSP be the set of Possible Weighted Frequent Sequential Patterns, FS be the
set of Frequent Patterns and SFS be the set of Semi-Frequent Patterns.
Now,
WSP←− {}, FS←− {}, SFS←− {}

2. WSP = Call the modified WSpan(WSP, D, minw sup)
3. for each pattern P in WSP do
4. if sup(P) * weight(P) � minw sup then
5. insert (FS, P)
6. else if sup(P) * weight(P) � minw sup * μ then
7. insert (SFS, P)
8. end if
9. end for

10. for each new increment Δdb in D do
11. FS, SFS = Call WIncSpan(FS, SFS, Δdb, minw sup, μ)
12. output FS
13. end for

End

Procedure: WIncSpan(FS, SFS, Δdb, minw sup, μ)
Parameters: FS : Frequent Sequences upto now; SFS : Semi-Frequent Sequences upto
now; Δdb: incremented portion of D ; minw sup: minimum weighted support threshold;
μ: buffer ratio.

1. Let FS′ and SFS′ be the set of new frequent and semi-frequent patterns respec-
tively.

2. Initialize FS′ ←− {}, SFS′ ←− {}
3. for each pattern P in FS or SFS do
4. check Δsup(P)
5. sup(P) = supD(P)+Δsup(P)
6. if sup(P) * weight(P) � minw sup then
7. insert(FS′, P)
8. else if sup(P) * weight(P) � minw sup * μ then
9. insert (SFS′, P)

10. end if
11. end for
12. return FS′, SFS′

In the algorithm, the main method creates the possible set of weighted
sequential patterns by calling the modified WSpan as per above discussion.
And from that set, the set of frequent sequential patterns FS and the set of
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semi-frequent sequential patterns SFS are created according to pre-defined con-
ditions. Each increment is handled in this method. For each of the increment,
Procedure: WIncSpan is called with necessary parameters. It creates the set of
new frequent and semi-frequent sequential patterns FS′ and SFS′ respectively.
Here, the support count of each pattern of FS and SFS is updated and then the
pattern goes to either FS′ or SFS′ based on two conditions provided. It returns
the complete FS′ and SFS′ which are to be used for further increments.

At any instance, we can check the FS list to get the weighted frequent sequen-
tial patterns till that point.

4 Performance Evaluation

In this section, we present the overall performance of our proposed algorithm
WIncSpan over several datasets. The performance of our algorithm WIncSpan
is compared with WSpan [15]. Various real-life datasets such as SIGN, BIBLE,
Kosarak etc. were used in our experiment. These datasets were in spmf [6] for-
mat. Some datasets were collected directly from their site, some were collected
from the site Frequent Itemset Mining Dataset repository [3] and then converted
to spmf format. Both of the implementations of WIncSpan and WSpan were
performed in Windows environment (Windows 10), on a core-i5 intel processor
which operates at 3.2 GHz with 8 GB of memory.

Using real values of weights of items might be cumbersome in calculations.
We used normalized values instead. To produce normalized weights, normal dis-
tribution is used with a suitable mean deviation and standard deviation. Thus
the actual weights are adjusted to fit the common scale. In real life, items with
high weights or costs appear less in number. So do the items with very low
weights. On the other hand items with medium range of weights appear the
most in number. To keep this realistic nature of items, we are using normal
distribution for weight generation.

Here, we are providing the experimental results of the WIncSpan algorithm
under various performance metrics. Except for the scalability test, for other
performance metrics, we have taken an initial dataset to apply WIncSpan and
WSpan, then we have added increments in the dataset in two consecutive phases.
To calculate the overall performance of both of the algorithms, we measured their
performances in three phases.

Performance Analysis w.r.t Runtime. We measured the runtime of WInc-
Span and WSpan in three phases. The graphical representations of runtime with
varying min sup threshold for BMS2, BIBLE and Kosarak datasets are shown in
Figs. 3, 4 and 5 respectively. Like sparse dataset as Kosarak, the runtime perfor-
mance was also observed on dense dataset as SIGN. Figure 6 shows the graphical
representation.

In the figures, we can see that the time required to run WIncSpan is less
than the time required to run WSpan. And their differences in time becomes
larger when the minimum support threshold is lowered. To understand how the
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Fig. 3. Runtime for varying min sup in
BMS2 dataset.

Fig. 4. Runtime for varying min sup in
BIBLE dataset.

runtime calculation is done more clearly, Table 4 shows the runtime in each
phase for both WIncSpan and WSpan in Kosarak dataset. The total runtime is
calculated which is used in the graph. It is clear that WIncSpan outperforms
WSpan with respect to runtime. With the dynamic increment to the dataset, it
is desirable that we generate patterns as fast as we can. WIncSpan fulfills this
desire, and it runs a magnitude faster than WSpan.

Table 4. Runtime performance of WSpan and WIncSpan with varying min sup in
Kosarak dataset

min sup (in %) Runtime in
initial
database

Runtime after
1st increment

Runtime after
2nd increment

Runtime total
(in seconds)

WSpan WIncSpan WSpan WIncSpan WSpan WIncSpan WSpan WIncSpan

0.22% 81.3 81.3 66.8 1.66 65.5 1.53 213.6 84.49

0.26% 22.8 22.8 38.4 1.56 51.1 0.82 108.3 25.18

0.3% 14.5 14.5 20.3 0.75 26.8 0.63 61.6 15.88

0.34% 4.63 4.63 8.12 0.56 15.1 0.48 27.85 5.67

0.38% 2.11 2.11 3.11 0.48 5.11 0.54 10.33 3.13

Performance Analysis w.r.t Number of Patterns. The comparative per-
formance analysis of WIncSpan and WSpan with respect to number of patterns
for Kosarak and SIGN datasets are given in Figs. 7 and 8 respectively. In these
graphs, we can see that the number of patterns generated by WSpan is more
than the number of patterns generated by WIncSpan. As the minimum threshold
is lowered, this difference gets bigger. However, the advantage of WIncSpan over
WSpan is that it can generate these patterns way faster than WSpan as we saw
in the previous section.

Performance Analysis with Varying Buffer Ratio. The lower the buffer
ratio is, the higher the buffer size, which can accommodate more semi-frequent
patterns. We have measured the number of patterns by varying the buffer ratio.
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Fig. 5. Runtime for varying min sup in
Kosarak dataset.

Fig. 6. Runtime for varying min sup in
SIGN dataset.

Fig. 7. Number of patterns for varying
min sup in Kosarak dataset.

Fig. 8. Number of patterns for varying
min sup in SIGN dataset.

The graphical representation of the results in BIBLE dataset is shown in Fig. 9.
Here, we can see that by increasing the buffer ratio the number of patterns tends
to decrease. Because smaller number of semi-frequent patterns are generated
and they can contribute less to frequent patterns in the next phase. We can
also see that the number of patterns generated by WSpan is constant for several
buffer ratio because WSpan does not buffer semi-frequent patterns, it generates
patterns from scratch in every phase.

Performance Analysis w.r.t Memory. Figure 10 shows memory consump-
tion by both WIncSpan and WSpan with varying min sup in Kosarak dataset.
For every dataset, it showed that memory consumed by WIncSpan is lower
than memory consumed by WSpan. This is because WIncSpan scans the new
appended part of the database and works on the dynamic trie. Whereas WSpan
creates projected database for each pattern and generates new patterns from it.
This requires a lot more memory compared with WIncSpan.

Performance Analysis with Varying Standard Deviation. To generate
weights for items, we have used normal distribution with a fixed mean deviation
of 0.5 and varying standard deviation (0.15 in most of the cases). For varying
standard deviation, the number of items versus weight ranges curves are shown
in Fig. 11. The range (mean deviation ± standard deviation) holds the most
amount of items which is the characteristic of real-life items. In real life, items
with medium values occur frequently whereas items with higher or too lower
values occur infrequently.



Mining Weighted Sequential Patterns in Dynamic Databases 227

Fig. 9. Number of patterns for varying
buffer ratio (μ) in BIBLE dataset.

Fig. 10. Memory usage for varying
min sup in Kosarak dataset.

Fig. 11. Weight values by normal dis-
tribution with different standard devi-
ations in Kosarak dataset.

Fig. 12. Runtime evaluation with dif-
ferent standard deviations in Kosarak
dataset.

Figures 12 and 13 show performance of WIncSpan and WSpan with respect to
runtime and number of patterns respectively with different standard deviations.
WIncSpan outperforms WSpan in case of runtime. The number of patterns in
each case does not differ a lot from each other. So, it is clear that WIncSpan can
work better than WSpan with varying weight ranges too.

Scalability Test. To test whether WIncSpan is scalable or not, we have run
it on different datasets with several increments. Figure 14 shows the scalabil-
ity performance analysis of WIncSpan and WSpan in Kosarak dataset when
the minimum support threshold is 0.3%. After running on an initial set of the
database, five consecutive increments were added and the runtime performance
was measured in each step.

Here, we can see that both WSpan and WIncSpan take same amount of
time in initial set of database. As the database grows dynamically, WSpan takes
more time than WIncSpan. WIncSpan tends to consume less time from second
increment as it uses the dynamic trie and new appended part of the database
only. From second increment to the last increment, consumed time by WIncSpan
does not vary that much from each other. So, we can see that WIncSpan is
scalable along with its runtime and memory efficiency.

The above discussion implies that WIncSpan can be applied in real life appli-
cations where the database tends to grow dynamically and the values (weights)
of the items are important. WIncSpan outperforms WSpan in all the cases. In
case of number of patterns, WIncSpan may provide less amount of patterns than
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Fig. 13. Number of patterns for vary-
ing standard deviations in Kosarak
dataset.

Fig. 14. Scalability test in Kosarak
dataset (min sup = 0.3%)

WSpan, but this behaviour can be acceptable considering the remarkable less
amount of time it consumes. In real life, items with lower and higher values are
not equally important. So, WIncSpan can be applied in place of IncSpan also
where the value of the item is important.

5 Conclusions

A new algorithm WIncSpan, for mining weighted sequential patterns in large
incremental databases, is proposed in this study. It overcomes the limitations of
previously existing algorithms. By buffering semi-frequent sequences and main-
taining dynamic trie, our approach works efficiently in mining when the database
grows dynamically. The actual benefits of the proposed approach is found in its
experimental results, where the WIncSpan algorithm has been found to outper-
form WSpan. It is found to be more time and memory efficient.

This work will be highly applicable in mining weighted sequential patterns in
databases where constantly new updates are available, and where the individual
items can be attributed with weight values to distinguish between them. Areas
of application therefore include mining Market Transactions, Weather Forecast,
improving Health-Care and Health Insurance and many others. It can also be
used in Fraud Detection by assigning high weight values to previously found
fraud patterns.

The work presented here can be extended to include more research problems
to be solved for efficient solutions. Incremental mining can be done on closed
sequential patterns with weights. It can also be extended for mining sliding
window based weighted sequential patterns over datastreams [1].

References

1. Ahmed, C.F., Tanbeer, S.K., Jeong, B.S., Lee, Y.K.: An efficient algorithm for
sliding window-based weighted frequent pattern mining over data streams. IEICE
Trans. Inf. Syst. 92(7), 1369–1381 (2009)

2. Ayres, J., Flannick, J., Gehrke, J., Yiu, T.: Sequential pattern mining using a
bitmap representation. In: Proceedings of the Eighth ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, KDD 2002, pp. 429–435.
ACM, New York (2002)



Mining Weighted Sequential Patterns in Dynamic Databases 229

3. Bart, G., Mohammed, J.Z.: Proceedings of the IEEE ICDM Workshop on Frequent
Itemset Mining Implementations, Fimi 2004, Brighton, UK, 1 November 2004.
FIMI (2005). http://fimi.ua.ac.be/

4. Cheng, H., Yan, X., Han, J.: IncSpan: incremental mining of sequential patterns
in large database. In: Proceedings of the Tenth ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining, pp. 527–532. ACM (2004)

5. Cui, W., An, H.: Discovering interesting sequential pattern in large sequence
database. In: Asia-Pacific Conference on Computational Intelligence and Indus-
trial Applications, PACIIA 2009, vol. 2, pp. 270–273. IEEE (2009)

6. Fournier-Viger, P., et al.: The SPMF open-source data mining library version 2.
In: Berendt, B., et al. (eds.) ECML PKDD 2016. LNCS, vol. 9853, pp. 36–40.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-46131-1 8

7. Han, J., Pei, J., Mortazavi-Asl, B., Chen, Q., Dayal, U., Hsu, M.C.: FreeSpan:
frequent pattern-projected sequential pattern mining. In: Proceedings of the Sixth
ACM SIGKDD International Conference on Knowledge Discovery and Data Min-
ing, pp. 355–359. ACM (2000)

8. Kollu, A., Kotakonda, V.K.: Incremental mining of sequential patterns using
weights. IOSR J. Comput. Eng. 5, 70–73 (2013)

9. Lin, J.C.W., Hong, T.P., Gan, W., Chen, H.Y., Li, S.T.: Incrementally updating
the discovered sequential patterns based on pre-large concept. Intell. Data Anal.
19(5), 1071–1089 (2015)

10. Masseglia, F., Poncelet, P., Teisseire, M.: Incremental mining of sequential patterns
in large databases. Data Knowl. Eng. 46(1), 97–121 (2003)

11. Nguyen, S.N., Sun, X., Orlowska, M.E.: Improvements of IncSpan: incremental
mining of sequential patterns in large database. In: Ho, T.B., Cheung, D., Liu, H.
(eds.) PAKDD 2005. LNCS, vol. 3518, pp. 442–451. Springer, Heidelberg (2005).
https://doi.org/10.1007/11430919 52

12. Pei, J., Han, J., Mortazavi-Asl, B., Wang, J., Pinto, H., Chen, Q., Dayal, U., Hsu,
M.C.: Mining sequential patterns by pattern-growth: the PrefixSpan approach.
IEEE Trans. Knowl. Data Eng. 16(11), 1424–1440 (2004)

13. Srikant, R., Agrawal, R.: Mining sequential patterns: generalizations and perfor-
mance improvements. In: Apers, P., Bouzeghoub, M., Gardarin, G. (eds.) EDBT
1996. LNCS, vol. 1057, pp. 3–17. Springer, Heidelberg (1996). https://doi.org/10.
1007/BFb0014140

14. Yun, U.: Efficient mining of weighted interesting patterns with a strong weight
and/or support affinity. Inf. Sci. 177(17), 3477–3499 (2007)

15. Yun, U.: A new framework for detecting weighted sequential patterns in large
sequence databases. Knowl.-Based Syst. 21(2), 110–122 (2008)

16. Zaki, M.J.: SPADE: an efficient algorithm for mining frequent sequences. Mach.
Learn. 42, 31–60 (2001)

http://fimi.ua.ac.be/
https://doi.org/10.1007/978-3-319-46131-1_8
https://doi.org/10.1007/11430919_52
https://doi.org/10.1007/BFb0014140
https://doi.org/10.1007/BFb0014140


A Decision Rule Based Approach
to Generational Feature Selection

Wies�law Paja(B)

Faculty of Mathematics and Natural Sciences, University of Rzeszów,
1 Pigonia Street, 35-310 Rzeszów, Poland

wpaja@ur.edu.pl

Abstract. The increase of dimensionality of data is a target for many
existing feature selection methods with respect to efficiency and effective-
ness. In this paper, the all relevant feature selection method based on
information gathered using generational feature selection is described.
The successive generations of feature subset were defined using Rule
Quality Importance algorithm and next the subset of most important
features was eliminated from the primary dataset. This process was exe-
cuted until the most relevant feature has got importance value on the
level equal to importance of the random, shadow feature. The proposed
approach was also tested on well-known artificial Madelon dataset and
the results confirm its efficiency. Thus, the conclusion is that the iden-
tified features are relevant but not all weakly relevant features were dis-
covered.

Keywords: Decision rules · Generational feature selection
Feature ranking · All relevant feature selection
Dimensionality reduction

1 Introduction

In the era of high-dimensional datasets some methods that provide possibilities
to effective analysis of such kind of data are crucial. These kind of methods are
applied to improve performance in terms of speed, predictive power and sim-
plicity of the model [1]. Moreover, they are used to visualize the data for model
selection, to reduce dimensionality and remove noise of themselves. For this rea-
son a feature selection methods are required. The feature selection is a process
that able to choose an optimal subset of features according to a certain criterion.
In this way, irrelevant data (features) could be removed from the original set.
It able to increase the predictive accuracy of developed learning models, reduce
the cost of the data. It also can improve the learning efficiency, such as reduc-
ing storage requirements and computational cost. Finally, it could be observed
the reduction of the complexity of the resulting model description, improving
the understanding of the data and the model. Feature selection can be consid-
ered as a search problem, where each state of the search space corresponds to
c© Springer International Publishing AG, part of Springer Nature 2018
P. Perner (Ed.): ICDM 2018, LNAI 10933, pp. 230–239, 2018.
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a concrete subset of features selected [2]. Thus, two main directions of search
can be identified: Sequential Forward Generation (SFG) and Sequential Back-
ward Generation (SBG). According to SFG approach searching process starts
with an empty set of features F. As the search starts, features are added into
F according to some criterion that distinguish the relevant feature from the
others. Features set F grows until it reaches some stopping criteria. It can be
a threshold for the number of relevant features m or simply the generation of
all possible subsets in brute force mode. In turn, the SFG approach searching
process starts with a full set of features and, iteratively, they are removed one at
a time. Here, the criterion must point out the least relevant feature. Finally, the
subset contains only a unique feature, which is considered to be the most infor-
mative of the whole set. As in the previous case, different stopping criteria can
be used. The two other direction of search can be also recognized: the first one
Bidirectional Generation (BG) begins the search in both directions, performing
SFG and SBG concurrently. They stop in two cases: when one search finds the
best subset comprised of m features before it reaches the exact middle, or both
searches achieve the middle of the search space. It takes advantage of both SFG
and SBG. The second method Random Generation (RG) starts the search in
a random direction. The choice of adding or removing a features is a random
decision. It tries to avoid the stagnation into a local optima by not following a
fixed way for subset generation. Unlike SFG or SBG, the size of the subset of
features cannot be stipulated.

During the selection process two main goals are identified [3]:

– Minimal Optimal Feature Selection (MOSF), where the goal is to discover the
minimal subset of features with the best classification quality;

– All Relevant Feature Selection (ARFS), where the main goal is to discover all
informative features, even that with minimal relevance [4,5];

Here, presented approach is focused on the second type of FS. Motivation for
this methodology was Recursive Feature Elimination (RFE ) algorithm in which
by application of external estimator specific weights values are assigned to each
features [6,7]. This procedure is repeated recursively, and in each step, features
whose weights are the smallest are removed from the currently investigated set
of features. It works until the expected set of features to select is eventually
obtained. In RFE approach a number of feature to select should be initially
defined. In turn, in presented approach, the number of feature is unknown and
to distinguish between relevant and irrelevant features the contrast variable con-
cept [5] has been applied. Contrast does not carry information on the decision
attribute by design but it is added to the system in order to discern relevant and
irrelevant (shadow) attributes. Contrast values are obtained from the original
features by random permutation of values through the objects of the analyzed
dataset. The use of contrast variables was for the first time proposed by Stop-
piglia [8] and then by Tuv [9]. In this way, the goal of proposed methodology is to
simplify and improve feature selection process by relevant feature selection dur-
ing recursive generation of decision rules. The hypothesis is that by removing
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subsets of relevant features in each step gradually all-relevant feature subset
could be indicated.

2 Methods and Algorithms

In this section, theoretical description of applied methods and algorithms is
shortly presented. Mainly, the Generational Feature Selection approach and con-
nected methods for contrast feature generation and decision rule quality based
importance estimation are described.

2.1 The Decision Rule Quality Based Importance Algorithm

During research the DRQualityImp algorithm [10,11] is used to define ranking
values for each investigated feature. This algorithm (see Algorithm 1) is based
on the presence of different feature in decision rule set generated from dataset.
Thus, the ranking measure RQI (Rule Quality based Importance) for attribute
a could be defined.

RQI(a) =
k∑

j=1

qj · ω(a) (1)

where: k is a number of rules generated; ω(a) describes the occurrence of the
attribute a in j -th rule and qj denotes the quality of this rule. The pseudocode for
this algorithm is presented below. Here, as an input, a special case of a decision
system is considered, when only one decision attribute d which determining
classes of objects in the decision system S is distinguished, i.e., S = (U,A∪{d}).
U is the nonempty finite set of objects known as the universe of discourse and

Algorithm 1. Decision Rule Quality based Importance estimation
Input : S = (U, A ∩ {d}) - a decision system; R – a decision rule set; Q –

quality of rules r ∈ R, cond(r) – a set of conditionals of the rule r.
Output: RQI – a set of importances of features.
Function ruleQualityImportance(A,R,Q)

RQI ← φ
for each a ∈ A do

RQI(a) = 0
for each r ∈ R do

if a ⊂ cond(r) then
RQI(a) = RQI(a) + Q(r)

end

end
RQI ← RQI ∪ RQI(a)

end
return RQI in decreasing order

end
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Algorithm 2. Contrast features generation
Input : S = (U, A ∩ {d}) - a decision system.
Output: ACONT – a set of contrast features.
Function contrastFeatures(A)

ACONT ← φ
for each a ∈ A do

aCONT ← permute(Va)
ACONT ← ACONT ∪ aCONT

end
return ACONT

end

A is the nonempty finite set of attributes (features). Each attribute a ∈ A is a
function a : U → Va, where Va is the set of values of a.

2.2 The Contrast Features Generation Algorithm

Presented approach applies also contrast features algorithm (see Algorithm 2)
that is used to establish threshold between relevant and irrelevant features inside
the investigated set. Here, the decision system S = (U,A∪{d}) is also considered
as the input. Contrast (shadow) features set ACONT are generated from original
set A by the random permutation of each attribute a through their values space
Va. So, as the output the set of contrast attributes is obtained. It is assumed,
that these features are not correlated with decision one, and in this way some
kind of artificial noise could be added to original data.

2.3 The Generational Feature Selection Algorithm

The experimental procedure, initially called Generational Feature Selection, is
presented in the form of pseudocode bellow as the Algorithm 3. As an input,
the decision system S = (U,A ∪ {d}) is considered. Additionally, machine learn-
ing algorithm MLA utilized during feature importance estimation has to be
introduced. The output is in the form of selected important features subset FS.
Generally, algorithm iteratively generates learning model thus it could be called
generation. After the first generation (iteration) selected important features are
removed from dataset. The next generation is done based on the remaining data,
and so on. During each iteration the contrast features ACONT are generated
(contrastFeatures) based on original current set ACURR and added to it creating
extended set AEXT . Using this extended set the learning model m is developed
(generateModel) and machine learning algorithm MLA is applied. Here, decision
rule algorithm is utilized. Then, the set of importances M of each feature in
developed learning model m is calculated (modelMeasure), and selected ranking
algorithm is applied (rankingAlgorithm) to obtain ranking L. During research
it was ruleQualityImportance method (see Algorithm 1). Next, contrast feature
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Algorithm 3. Generational Feature Selection
Input : S = (U, A ∩ {d}) - a decision system; MLA – an applied machine

learning algorithm.
Output: FS – a selected feature subset.
Function GFS(S,MLA)

ACURR ← A
FS ← φ
x=0
while x=0 do

ACONT ← contrastFeatures(ACURR)
AEXT ← ACURR ∪ ACONT

m ← generateModel(S, MLA)
M ← modelMeasure(m)
L ← rankingAlgorithm(AEXT , M)
maxCFRank ← max(L(a : a ∈ ACONT ))
FS ← φ
for each l ∈ L(a : a ∈ ACURR) do

if l > maxCFRank then
FS ← FS ∪ a(l)

end
ACURR ← ACURR\FS
if FS = φ then

x + +
end
FS ← A\ACURR

end

end
return FS

end

with maximal value of ranking (maxCFRank) is identified. After that, set of
relevant features FS which have ranking value l higher than maxCFRank is
identified. Discovered FS set is then removed from the currently investigated set
ACURR. If FS is empty then iterations stop. Finally, FS is defined by removing
irrelevant features from the original set A.

3 Results and Conclusions

For illustration of the test of proposed algorithm the well-known in the domain
of feature selection Madelon dataset is considered. It is an artificial data set,
which was one of the Neural Information Processing Systems challenge prob-
lems in 2003 (called NIPS2003) [12]. It contains 2600 objects (2000 of training
objects + 600 of validation objects) corresponding to points located in 32 ver-
tices of a 5-dimensional hypercube. Each vertex is randomly assigned to the one
of two classes: −1 or +1, and the decision of each object is a class of its vertex.
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Objects are characterized by 500 features which were constructed in the follow-
ing way: 5 of them are randomly jittered coordinates of points, the other 15
attributes are random linear combinations of the first 5. The rest of the data is
a uniform random noise. The goal is to select 20 important attributes from the
system without false attributes selection. Additionally, the same 10 fold cross
validation process was applied during experiments to efficient comparison of dif-
ferent approaches. Here, only detailed results for 6th sample fold of the Madelon
dataset using RQI method based on the CN2 rule quality or own rule quality
measure with the WRACC evaluation function (see Tables 1 and 2) and also for
2nd fold with the Laplace evaluation function (see Table 3) are presented. As it
was shown for example in Table 1, four iterations (generations) of the algorithm
were done. During the first iteration, the classification rules (the first genera-
tion of rules) have been built based on all input data. Using the RQI method
based on CN2 rule quality measure, the subset of fourteen features is indicated
as relevant one (grey cells marked), according to decreased values of the RQI
calculated from the developed decision rules set. Then, the subset of selected
features is removed from the dataset. Next, in the 2nd iteration of algorithm the
next one, probably relevant, subset is selected using the RQI values calculated
from the rules developed on the reduced dataset. The second feature, f203 1,
which is the contrast feature defines the threshold for selection of the important
subset. This subset (just one feature) is also removed from dataset. Next, in the

Table 1. The sample results of importance of features gathered in 6th fold using RQI
based on CN2 rule quality measure and the WRACC evaluation function.
Bold names denote truly relevant features, others denote irrelevant features. Name
with 1 index denote contrast feature. The grey colored cells denote the feature set
found important in given iteration (generation) and which is removed from the data in
the next iteration.

1st iteration 2nd iteration 3rd iteration 4th iteration
feature RQI feature RQI feature RQI feature RQI
name CN2 name CN2 name CN2 name CN2
f339 0.225 f379 0.035 f5 0.071 f213 1 0.037
f337 0.176 f203 1 0.021 f190 0.059 f31 1 0.035
f242 0.151 f411 0.021 f191 0.056 f186 0.021
f65 0.108 f315 0.021 f135 1 0.053 f73 1 0.020
f473 0.090 f286 0.021 f357 0.033 f53 1 0.016
f443 0.087 f217 0.020 f366 0.032 f249 0.016
f494 0.085 f458 0.020 f485 1 0.032 f357 0.015
f454 0.077 f154 0.019 f327 1 0.032 f205 1 0.015
f476 0.057 f435 1 0.019 f83 1 0.030 f497 0.015
f49 0.051 f497 1 0.019 f40 0.030 f328 1 0.015
f129 0.050 f282 0.017 f166 0.030
f456 0.048 f5 0.017 f183 1 0.029
f106 0.035 f357 0.016 f125 1 0.029
f319 0.025 . . . . . .
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Table 2. The sample results of importance of features gathered in 6th fold using RQI
based on own rule quality measure and the WRACC evaluation function. Bold
names denote truly relevant features, others denote irrelevant features. Name with
1 index denote contrast feature. The grey colored cells denote the feature set found

important in given iteration (generation) and which is removed from the data in the
next iteration.

1st iteration 2nd iteration 3rd iteration 4th iteration
feature RQI feature RQI feature RQI feature RQI
name CN2 name CN2 name CN2 name CN2
f339 2.970 f379 1.624 f190 2.742 f31 1 1.237
f337 2.616 f154 0.84 f5 2.292 f213 1 1.149
f494 2.002 f282 0.775 f432 1.909 f357 0.742
f242 1.996 f203 1 0.73 f435 1 1.909 f328 1 0.742
f65 1.924 f411 0.73 f448 1.786 f53 1 0.713
f473 1.375 f217 0.675 f183 1 1.783 f249 0.713
f443 1.294 f458 0.675 f11 1 1.779 f205 1 0.709
f454 1.119 f315 0.674 f478 1 1.773 f497 0.709
f49 1.095 f286 0.674 . . . . . . f73 1 0.667
f319 0.857 f435 1 0.649 f186 0.633
f476 0.829 f497 1 0.649
f106 0.742 f5 0.577
f129 0.711 f357 0.541
f456 0.632

3rd iteration of algorithm the next subset of three probably relevant features is
found using the RQI values calculated from the rules constructed on the sub-
sequently reduced dataset. The fourth feature, f135 1, defines the threshold for
selection of the next important subset. This subset is therefore removed from
dataset. Finally, in the 4th iteration the subset of important features is empty,
because the highest value of the RQI measure is reached by contrast feature
f213 1. In this way, the algorithm stops, and the subset of 18 features is defined
as the relevant one. The truly relevant features in Madelon dataset are written
in bold. It could be observed that three attributes: f5, f190 and f191, were also
included in the discovered subset. However their relevance is very random and
unique what is simply presented in Table 4, where these attributes are only 3,
2 and 1 times selected respectively. They reach >0.5 of the feature removing
probability threshold Prm during the 10-fold cross-validation. Similar results are
presented in Tables 2 and 3. Proposed threshold Prm for a given feature a is
defined below.

Prm(a) =
ncross − nsel(a)

ncross
(2)

Here, ncross means the number of the validation folds, in turn nsel means the
number of selections of the feature a [13].
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Table 3. The sample results of importance of features gathered in 2nd fold using
RQI based on CN2 and own rule quality measure and the Laplace evaluation
function. Bold names denote truly relevant features, others denote irrelevant features.
Name with 1 index denote contrast feature. The grey colored cells denote the feature
set found important in given iteration (generation) and which is removed from the data
in the next iteration.

1st iteration 2nd iteration 3rd iteration 4th iteration 5th iteration
feat. RQI RQI feat. RQI RQI feat. RQI RQI feat. RQI RQI feat. RQI RQI
name CN2 own name CN2 own name CN2 own name CN2 own name CN2 own
f339 37.19 40 f106 11.20 12 f5 5.56 6 f39 5.44 6 f104 1 4.55 5
f476 12.21 13 f443 7.47 8 f393 1 5.09 6 f229 1 4.48 5 f244 3.69 4
f242 12.11 13 f494 6.67 7 f342 1 4.57 5 f84 1 3.77 4 f264 3.69 4
f49 9.40 10 f473 4.72 5 f479 1 4.46 5 f375 1 3.75 4 f411 3.68 4
f454 9.39 10 f229 1 4.55 5 f395 1 4.43 5 f270 1 3.74 4 f269 1 3.68 4
f129 7.26 8 f228 4.51 5 f267 1 3.77 4 f141 3.64 4 f74 1 3.68 4
f337 6.61 7 f229 4.41 5 f291 1 3.76 4 f310 3.64 4 f291 1 3.66 4
f379 6.48 7 f405 1 3.98 5 f54 1 3.71 4 f387 3.64 4 f46 1 3.62 4
f65 4.44 5 f319 3.82 4 f206 3.69 4 f492 1 3.50 4 f357 3.61 4
f174 4.42 5 f282 3.80 4 . . . . . . . . . . . . . . . . . . . . . . . . . . .
f29 3.84 4 f5 3.73 4
f466 1 3.69 4 . . . . . . . . .
. . . . . . . . .

The summary results of the feature selection are collected in Table 4, where
they are compared with earlier gathered results of experiments using the decision
tree formalism (the DTLevelImp column) [11]. As it can be seen, Generational
Feature Selection based on decision rules discover about 15 ÷ 16 truly relevant
features. In turn, the decision tree based approach discovered all twenty relevant
features without false positives. They didn’t exceed the threshold of removing
probability > 0.5.

Initial results are promising, however, it could be identified problem with
the unequivocal definition of the threshold used to separate truly relevant fea-
ture from the other irrelevant. For example, in case of Madelon dataset, the f5
feature which is random noise was discovered 2, 3 or 4 times during 10-fold cross-
validation (see Table 4), thus their probability estimator for removing is even 0.6.
Similar values of this estimator could be observed for known truly relevant fea-
tures f456 or f154. These features are weakly relevant and they are difficult to
detect. Also, the influence of the process of features values discretization may
be crucial for discovering them. The proposed algorithm of generational feature
selection seems to be robust and let to find weakly relevant important attributes
due to sequential elimination of strongly relevant attributes.
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Table 4. The summary results gathered in 10-folds using RQI based on CN2 and
own rule quality measure and the WRACC and Laplace evaluation functions.
These results are compared with DTLevelImp algorithm. Bold names denote truly
relevant features, other denotes irrelevant ones. The grey colored cells denote the feature
set indicated as relevant. 1 - feature name, 2 - # of selections, 3 - removing probability

WRACC + WRACC +
CN2 RQI own RQI Laplace DTLevelImp

1 2 3 1 2 3 1 2 3 1 2 3
f49 10 0.0 f49 10 0.0 f49 10 0.0 f29 10 0.0
f65 10 0.0 f65 10 0.0 f65 10 0.0 f49 10 0.0
f129 10 0.0 f129 10 0.0 f129 10 0.0 f65 7 0.3
f242 10 0.0 f242 10 0.0 f242 10 0.0 f106 10 0.0
f337 10 0.0 f337 10 0.0 f337 10 0.0 f129 10 0.0
f339 10 0.0 f339 10 0.0 f339 10 0.0 f154 10 0.0
f443 10 0.0 f443 10 0.0 f443 10 0.0 f242 10 0.0
f454 10 0.0 f454 10 0.0 f454 10 0.0 f282 10 0.0
f473 10 0.0 f473 10 0.0 f473 10 0.0 f319 10 0.0
f476 10 0.0 f476 10 0.0 f476 10 0.0 f337 10 0.0
f106 10 0.0 f106 10 0.0 f494 10 0.0 f339 10 0.0
f494 9 0.1 f494 9 0.1 f106 9 0.1 f379 10 0.0
f319 8 0.2 f379 8 0.2 f379 9 0.1 f434 8 0.2
f379 6 0.4 f319 7 0.3 f29 7 0.3 f443 10 0.0
f282 6 0.4 f282 7 0.3 f452 6 0.4 f452 10 0.0
f456 4 0.6 f456 5 0.5 f154 3 0.7 f454 6 0.4
f154 2 0.8 f154 4 0.6 f405 3 0.7 f456 5 0.5
f29 2 0.8 f29 2 0.8 f5 2 0.8 f473 10 0.0
f286 2 0.8 f286 2 0.8 f8 2 0.8 f476 10 0.0
f452 1 0.9 f5 2 0.8 f178 2 0.8 f494 6 0.4
f434 1 0.9 f190 2 0.8 f206 2 0.8 f5 4 0.6
f5 3 0.7 f452 1 0.9 f229 2 0.8 f177 1 0.9

f362 1 0.9 f434 1 0.9 f282 2 0.8 f359 1 0.9
f227 1 0.9 f362 1 0.9 f286 2 0.8 f414 1 0.9
f190 2 0.8 f227 1 0.9 f39 1 0.9 f85 1 0.9
f264 1 0.9 f264 1 0.9 f43 1 0.9 f256 1 0.9
f357 1 0.9 f357 1 0.9 f52 1 0.9 f112 1 0.9
f191 1 0.9 f432 1 0.9 f103 1 0.9 f286 2 0.8
f229 1 0.9 f266 1 0.9 f153 1 0.9 f216 1 0.9
f194 1 0.9 f287 1 0.9 f174 1 0.9 f292 2 0.8
f12 1 0.9 f236 1 0.9 f201 1 0.9 f343 1 0.9
f174 1 0.9 f269 1 0.9 f246 1 0.9 f74 1 0.9
f489 1 0.9 f279 1 0.9 f148 1 0.9
f244 1 0.9 f284 1 0.9 f472 1 0.9
f41 1 0.9 f304 1 0.9 f203 1 0.9
f350 1 0.9 f306 1 0.9 f211 1 0.9

f319 1 0.9 f304 1 0.9
f333 1 0.9 f7 1 0.9
f334 1 0.9 f440 1 0.9
f335 1 0.9 f323 1 0.9
f357 1 0.9 f245 1 0.9
f358 1 0.9
f381 1 0.9
f403 1 0.9
f411 1 0.9
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Abstract. Nowadays, bike sharing systems have been widely used in major
cities around the world. One of the major challenges of bike sharing systems is
to rebalance the number of bikes for each station such that user demands can be
satisfied as much as possible. To execute rebalancing operations, operators
usually have a fleet of vehicles to be routed through stations. When rebalancing
operations are executing at nighttime, user demands usually are small enough to
be ignored and this is regarded as the static bike rebalancing problem. In this
paper, we propose a Partial Demand Fulfilling Capacity Constrained Clustering
(PDF3C) algorithm to reduce the problem scale of the static bike rebalancing
problem. The proposed PDF3C algorithm can discover outlier stations and
group remaining stations into several clusters where stations having large
demands can be included by different clusters. Finally, the clustering result will
be applied to multi-vehicle route optimization. Experiment results verified that
our PDF3C algorithm outperforms existing methods.

Keywords: Bike rebalancing � Clustering � Mixed integer linear programming

1 Introduction

Nowadays, as the first-and-last mile connections, the bike sharing systems have been
widely used in major cities around the world, and there are over 1400 systems online
[9]. The most convenient feature of bike sharing systems is that a user can borrow a
bike in any station and then return it to any other station.

However, user demands for different stations are usually unbalanced such that some
stations are short of bikes to be borrowed and some stations do not have enough docks
to be hooked. With unbalanced stations, fewer users can be served and the revenue of
operators will be reduced. Therefore, operators usually have a fleet of trucks to
rebalance the number of bikes between stations. To determine the rebalancing route
and rebalancing operations for each truck is the bike rebalancing problem.

Since the traffic congestion and parking locations will not be a problem while the
rebalancing fleet travels in the city during the night [11], we focus on the static bike
rebalancing problem which assumes the rebalancing operations are executing at
nighttime while the user operations at this time are usually small enough to be ignored.

In general, the static bike rebalancing problem can be treated as a One-commodity
Capacitated Pickup and Delivery Problem [2] which is an NP-hard problem and will be
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hard to find the optimal solution in limited time when the problem scale increases. For a
200 station case with 3 trucks, even the advanced optimization model [11] may take
several hours to find the optimal solution. While finding out the optimal solution
becomes difficult, several works have been tried to find a good enough near-optimal
solution during the limited time, where [1] proposed an approximation algorithm, [10,
13, 15] developed different heuristic methods, [2, 4, 6] applied the meta-heuristic
techniques and [3, 7, 8, 14] used the clustering techniques to divide the multi-vehicle
static bike rebalancing problem into several single-vehicle static bike rebalancing
problem to reduce the problem scale.

To further reduce the problem scale, Liu et al. [8] considered outlier stations whose
demands are large and hard to be satisfied. However, their method still cannot deal with
stations whose demand is larger than the vehicle capacity directly.

In this paper, to deal with stations with large demands and utilize the outlier station
discovering to further reduce the problem scale of the static bike rebalancing problem,
based on the CCKC algorithm [8], we propose a Partial Demand Fulfilling Capacity
Constrained Clustering (PDF3C) algorithm which allows the demands of one station to
be partially considered by different clusters and utilizes the average saved shortage to
discriminate the considering priority of stations. Experimental results show that for the
large-scale static bike rebalancing problem with some stations having large demands, the
proposed PDF3C clustering method can get better performance than existing methods.

The rest sections of this paper are organized as follows. We summarize the
strategies of existing methods to the static bike rebalancing problem in Sect. 2. The
problem definitions are demonstrated in Sect. 3. The proposed method is presented in
Sect. 4. Experiment results are presented in Sect. 5. Finally, the conclusion of this
paper is in Sect. 6.

2 Related Works

In this section, we will briefly summarize the strategies of existing methods and
introduce several clustering methods with their reduction to the multi-vehicle static
bike rebalancing problem.

When traditional methods cannot get optimal or good enough near-optimal solu-
tions in limited time, some methods were proposed to get better solutions, including
heuristic methods [13, 15], meta-heuristic methods [2, 4, 6] and clustering methods [3,
7, 8, 14]. The strategies for these methods are different. The heuristic methods usually
give some rules related to the problem to guide the searching or construction of the
solution, the meta-heuristic methods apply their own mechanism to utilize the
searching experience in solution space to improve the searching process and the
clustering methods try to reduce the solution space and keep the solution quality
simultaneously. Some of these methods are combined with each other or with other
methods to become hybrid methods.

Clustering methods can be used to reduce the problem scale of the multi-vehicle
bike rebalancing problem. Schuijbroek et al. [14] proposed a Cluster-First
Route-Second approach to divide the multi-vehicle bike rebalancing problem into
single-vehicle bike rebalancing problems, where each cluster represents a vehicle, and
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the travel distance for each cluster is approximated by the Maximum Spanning Star.
Forma et al. [3] proposed a 3-step Math Heuristic method. In addition to divide the
original problem into several single-vehicle bike rebalancing problems, the travel
routes between clusters are determined by Step 2 in their method and the decision
variables in the MILP model are reduced according to the travel routes.

To further reduce the problem scale, Liu et al. [8] proposed a Capacity Constrained
K-centers Clustering method which use the balance condition to discover outlier sta-
tions before solving the bike rebalancing problems. However, this method is not able to
deal with outlier stations with the number of rebalancing operations being larger than
the vehicle capacity.

3 Problem Formulation

In this section, we will introduce the static bike rebalancing problem and the station
clustering problem.

The static bike rebalancing problem is to determine the rebalancing route and
rebalancing instructions for each vehicle such that the expected shortage of each station
in the next day will be as low as possible. In this paper, the target inventory for each
station is determined by the penalty function provided in [12]. Assume the penalty
function is given then the static bike rebalancing problem is defined as follows.

Definition 1: Static Bike Rebalancing Problem
Given one depot and a set of stations with their initial bikes or vacancies, the penalty
function for each station, the travel cost between stations and depot, the load and
unload time for single rebalancing instruction, the total time budget for rebalancing
operations and a weight alpha to tradeoff between travel cost and rebalancing opera-
tions, the static bike rebalancing problem is to determine the rebalancing route and
rebalancing instructions for each vehicle that minimize the total travel cost and the
shortage for each station.

In addition, in order to simplify the original problem and satisfy some stations with
large demands, each vehicle is restricted to visit each station at most once but each
station can be visited by more than one vehicle.

Usually, after determining the final bike inventory for each station at the end of a
day, there are only a few hours remained for solving the static bike rebalancing
problem and conducting the rebalancing operations. For the small-scale static bike
rebalancing problem, several works [7] have solved it by mixed integer linear pro-
gramming (MILP) methods. However, for a large-scale static bike rebalancing prob-
lem, pure MILP methods are often not able to get the optimal or a good enough
near-optimal solution in limited time.

To reduce the problem scale, clustering is a good technique to allocate stations for
each vehicle. This is called station clustering problem and is defined as follows.

Definition 2: Station Clustering Problem
Given a static bike rebalancing problem, the station clustering problem is to allocate
stations into clusters, where each cluster represents one vehicle, according to the travel
cost and the rebalancing operations to reduce the problem scale of the original problem.
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Note that some stations are probably not assigned to any cluster and will be regarded as
outlier stations.

After problem definitions, the proposed method to solve the identified problems
will be introduced in the next section.

4 Proposed Method

In this section, we will first give an overview of our framework and then demonstrate
the proposed method in two parts, where the target inventory determination part is in
Sect. 4.2 and the rebalancing route optimization part is in Sect. 4.3.

4.1 Framework

The whole framework can be divided into two parts, one is the target inventory deter-
mination part and the other is the rebalancing route optimization part. The framework is
illustrated in Fig. 1, and components filled by gray color are designed or revised by this
paper. In the target inventory determination part, we will need to calculate the expected
shortage for each station first. This process can be done by different methods, such as
some stochastic analysis or demand prediction methods. In this paper, our expected
shortage is calculated by the method proposed in [12] and is represented as the penalty
function for each station. In order to discriminate the considering priority for each station
and discover outlier stations according to the vehicle capacity, the average saved
shortage and the station rebalancing target are computed, respectively. During this
process, stations with zero rebalancing targets will be regarded as balanced stations and
will not be taken into the rebalancing problem. Next, in the rebalancing route opti-
mization part, according to the station rebalancing target and the average saved shortage,
we design a clustering algorithm, named PDF3C, to generate clustered stations for each

Fig. 1. Proposed framework
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vehicle and discover some outlier stations according to the balance condition. Finally,
the penalty function and clustered stations will be taken as inputs of the MILP model to
obtain the optimized bike rebalancing routes and rebalancing instructions.

4.2 Target Inventory Determination

In the target inventory determination part, we use the same penalty function as [12] to
represent the expected shortage for each station. Then the station rebalancing target can
be calculated accordingly. Different from [8], we further define the average saved
shortage to determine the priority of stations, as described below.

Penalty Function. The penalty function represents the expected shortage number of
docks or bikes incurred by users during next day. For each station i having capacity ci,
with a number of bikes si after the rebalancing operations, the penalty function fi sið Þ is
defined discretely [12]:

shortage ¼ fi sið Þ si ¼ 0; . . .; ci ð1Þ

Station Rebalancing Target. The station rebalancing target is the number of bikes
required to be load or unload if we want to get the minimum shortage for a bike station.
Given the penalty function of station i, since the convexity of penalty function, there
exists a number of bikes s�i corresponding to the minimum shortage. Assume that the
number of bikes before rebalancing operations is s0i , the station rebalancing target bi is
defined as:

bi ¼ s�i � s0i ð2Þ

Average Saved Shortage. When the rebalancing target of some stations cannot be
satisfied, it is necessary to determine which station will have higher priority and need to
be satisfied first. Therefore, we define the average saved shortage for each station i as
follows:

assi ¼ s�i � s0i
bi

����
���� ð3Þ

Stations with larger average saved shortages will be given higher priority because for
such stations, more shortages can be saved by a single rebalancing instruction in average.

In the next part, the station rebalancing target and the average saved shortage for
each station will be used to generate station clusters. Then, the multi-vehicle route
optimization will be performed based on the penalty function and station clusters.

4.3 Rebalancing Route Optimization

The linear programming model is a common way to solve the static bike rebalancing
problem. However, for the large-scale static bike rebalancing problem, even the
advanced MILP model [11] will take a very long time to get a good enough solution. In
order to reduce the problem scale, we propose a clustering algorithm, named Partial
Demand Fulfilling Capacity Constrained Clustering (PDF3C) algorithm, to allow the
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demands of one station to be partially considered by different clusters. The same
balance condition mentioned in [8] will be used in this paper and is stated below.

Balance Condition. Given the vehicle capacity of k and a set of stations belonging to
cluster I, where B Ið Þ is the absolute value of the sum of rebalancing targets for all
stations in cluster I, the balance condition is defined as follows:

B Ið Þ � k where B Ið Þ ¼
X

i2I
bi

�����

����� ð4Þ

If the balance condition is not violated, the rebalancing target for all stations in the
same cluster will be fully satisfied in one route using one vehicle. Note that one route
represents a vehicle starting from the depot with its initial bikes or vacancies, passing
through several stations, and finally going back to the depot.

Partial Demand Fulfilling Capacity Constrained Clustering
The difficulty of using MILP model to solve the static bike rebalancing problem mainly
depends on the number of decision variables and constraints [3]. Although there are
several works applying clustering techniques to divide the multi-vehicle static bike
rebalancing problem into several single-vehicle bike rebalancing problems to reduce
the problem scale [3, 7, 8, 14], only [8] has considered outlier stations, whose rebal-
ancing targets cannot be fulfilled completely, to further reduce the problem scale to get
better effectiveness.

Liu et al. [8] proposed a clustering algorithm named Capacity Constrained
K-centers Clustering (CCKC) to discovery outlier stations by the capacity balanced
condition mentioned above. However, CCKC does not consider the following two
points: 1. to deal with stations whose rebalancing targets are larger than the vehicle
capacity; 2. to discriminate important stations when the saved shortage for each station
by one instruction is heterogeneous.

The importance of considering point 1 is that for those stations whose rebalancing
targets are larger than the vehicle capacity, the saved shortage will usually be large and
have a serious impact on the revenue of operators. The consideration of point 2 is
trying to allow each rebalancing operation and each bike in the system to be utilized to
save the bike shortage as much as possible. When the saved shortage for a station by
one instruction is heterogeneous, we should satisfy those stations with higher saved
shortages first.

In order to overcome these two points, in this paper, we propose the Partial Demand
Fulfilling Capacity Constrained Clustering (PDF3C) algorithm which allows the
rebalancing target to be partially considered and takes into account the saved shortage
for different stations using average saved shortage. The flowchart and the pseudo code
of the proposed algorithm are illustrated in Fig. 2 and Algorithm 1, respectively.

Before the details of the proposed algorithm, we demonstrate the flowchart first.
The initialization step is to clear the cluster assignment for each station and reset the
station set. After that, we then markup stations whose rebalancing targets are larger
than the vehicle capacity and assign each of the remaining stations to its closest cluster.
In the following remove station step, while the balance condition for any one cluster is
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violated, we keep removing some stations with lower priority until the balance con-
dition is not violated for that cluster. Next, in the insert station step, we try to utilize the
remaining capacity for each vehicle to cover outlier stations. After the insert station
step, stations still belonging to no cluster are real outlier stations. Finally, cluster
centers will be updated and all steps will be repeated until centers are not changed.

Fig. 2. Partial demand fulfilling capacity constrained clustering algorithm flowchart
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We now begin to demonstrate the proposed algorithm. Inputs of Algorithm 1
include the travel cost TC, rebalancing targets b, vehicle capacity k, set of clusters C,
set of current station nodes Ns, set of original station nodes Nori, set of initial cluster
centers E, which can be generated randomly or by some other methods, and the benefit
threshold e. First, in the initialization step, Step 1 resets current station set to the
original station set and Step 2 clears the cluster assignments for each station, and then
Step 3 markups outlier stations with large rebalancing targets. Step 4 assigns each of
the remaining station to its closest cluster. When the balance condition is violated, Step
5–8 keep removing stations with lower priority which is determined by the distance to
other clusters and the average saved shortage for that station. Next, in Step 9–20,
stations without a cluster assignment are reassigned where the priority of these stations
are similar to Step 5–8 but in a contrary way. For each reassigned station, the available
candidate cluster set is determined by the benefit which is computed by the average
saved shortage and the available rebalancing target where the available rebalancing
target is the maximum rebalancing target that can be included into the current con-
sidered cluster. If the available rebalancing target is equal to the original rebalancing
target, it means that the rebalancing target of the reassigned station can be fully
included by the candidate cluster. Therefore, the reassigned station will be assigned to
the candidate cluster directly. Otherwise, the reassigned station will be duplicated with
the available rebalancing target and the duplicated one will be assigned to the candidate
cluster while the rebalancing target of the original reassigned station will be subtracted
by the available rebalancing target. In other words, when the available rebalancing
target is not equal to the original rebalancing target, we will split the reassigned station
into two stations with the available rebalancing target and the remaining rebalancing
target respectively. After adjusting the clustering result with considering the balance
condition, cluster centers are updated in Step 21. Then, Step 22 determines whether
these cluster centers are changed. If not, Step 23 returns the clustering result; otherwise,
the algorithm restarts from Step 1 with these updated cluster centers.

In above, we have demonstrated the PDF3C algorithm completely. Since the
proposed algorithm is based on the CCKC algorithm, we summarize main differences
as follows.

• First, in Step 3, stations with too large rebalancing target are excluded before station
assignments. By this way, we avoid the problem occurred in [5] that all stations will
be removed from a cluster if the cluster includes a station whose rebalancing target
is larger than the vehicle capacity.

• Second, in Step 11–20, to deal with stations with large rebalancing target and fully
utilize the capacity of each vehicle, the rebalancing target of a station is allowed to
be partially considered by different clusters.

• Third, in Step 11, in addition to the original distance threshold in CCKC algorithm,
we also take into account how much shortage can be saved when inserting a station
into a cluster to further identify valuable stations to be included.

• Forth, in Step 7 and Step 9, because the penalty function is different for each station,
we include the concept of average saved shortage to discriminate which station can
save more shortage.
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After the PDF3C algorithm, stations whose rebalancing target is not zero will be
divided into clusters and some of them will become outlier stations. Next, in the
multi-vehicle route optimization step, the MILP model will use the clustering result to
reduce the problem scale.

Multi-vehicle Route Optimization
In this step, we use the Arc Index formulation which is the MILP model proposed by
[11] to solve the static bike rebalancing problem. To reduce the problem scale for the
MILP model, the creation of decision variables and constraints, which are referenced
by vehicles and stations, will be decided according the clustering result. In order to see
how many decision variables and constraints can be reduced, we then briefly introduce
the Arc Index Formulation where the notations used to describe the MILP model are
summarized in Table 1.

Because of the limited space, some details such as the binary and general integrality
constraints, non-negativity constraints, sub-tour elimination constraints, penalty func-
tion piecewise constraints and the decision variables relative to those constraints, which
can be found in [11], will not be introduced here.

Table 1. The summary of notations

Sets and
parameters

Description

V The vehicle set, indexed by v ¼ 1; . . .; Vj j
kv Capacity of vehicle v 2 V
Ns The station node set, indexed by i ¼ 1; . . .; Nsj j
N0 The station node set with depot where the depot is indexed by i = 0

s0i Number of bikes at station i before the rebalancing operation

ci Number of docks at station i
fi sið Þ The penalty function for station i 2 Ns

tij Travel cost from station i to station j here is the travel time in seconds
L Time for remove a bike from a dock and load it onto the vehicle
U Time for unload a bike from the vehicle and hook it to a dock
T Total time for the rebalancing operation
a Trade-off factor of travel cost and bike shortage
Decision
variables

Description

xijv Binary variable equals to 1 if vehicle travels from station i to station j,
equals to 0 for otherwise

yijv Number of bikes on vehicle when it travels from station i to station j,
equals to 0 if vehicle dose not travel from station i to station j

yLiv Number of bikes loaded onto vehicle v at station i

yUiv Number of bikes unloaded from vehicle v at station i

si Number of bikes at station i after rebalancing operation
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The Arc Index (AI) is formulated by following objective function and constraints:

min
X

i2Ns

fi sið Þ þ a
X

i2N0

X

j2N0

X

v2V
tijxijv ð5Þ

s:t:

si ¼ s0i �
X

v2V
yLiv � yUiv
� � 8i 2 N0 ð6Þ

yLiv � yUiv ¼
X

j2N0;i 6¼j

yijv �
X

j2N0;i 6¼j

yjiv 8i 2 N0; 8v 2 V ð7Þ

yijv � kvxijv 8i; j 2 N0; i 6¼ j; 8v 2 V ð8Þ
X

j2N0;i 6¼j

xijv ¼
X

j2N0;i6¼j

xjiv 8i 2 N0; 8v 2 V ð9Þ

X

j2N0;i6¼j

xijv � 1 8i 2 Ns; 8v 2 V ð10Þ

X

j2N0;i6¼j

xijv � 1 8i 2 N0; 8v 2 V ð11Þ

X

v2V
yLiv � s0i 8i 2 N0 ð12Þ

X

v2V
yUiv � ci � s0i 8i 2 N0 ð13Þ

X

i2N0

yLiv � yUiv
� � ¼ 0 8 2 V ð14Þ

X

i2Ns

LyLiv þ UyUiv
� � þ

X

i2Ns

LyL0iv þ UyU0iv
� � þ

X

i;j2N0:i6¼j

tijxijv � T 8v 2 V ð15Þ

The objective function (5) minimizes the bike shortage and the travel cost with a
trade-off parameter a. Constraints (6) are inventory-balance constraints. For each sta-
tion, the number of bikes after rebalancing operation is the original number of bikes plus
the sum of load (positive) and unload (negative) instructions by all vehicles. Constraints
(7) represent the conservation of inventory for each vehicle. When a vehicle travels
through one station, checking the cross in yv can determine the past station and the next
station, then the difference of two numbers in yv is the number of bikes loaded or
unloaded in that station. Constraints (8) limit the vehicle capacity. If a vehicle does not
travel through two stations directly, the corresponding element in xv will be zero, hence
there is no capacity. Constraints (9) ensure the travel frequency from one station is equal
to the travel frequency to that station. Constraints (10) restrict each station to be visited
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at most once by the same vehicle, while the depot can be visited more than one time. To
fit our problem definition, we modify constraints (10) to constraints (11) which also
restrict that the depot can be visited at most one time. Constraints (12) and constraints
(13) limit the pick-up quantity and drop-off quantity for one station by all vehicles
respectively. Constraints (14) make sure that the sum of pick-up quantity and the sum of
drop-off quantity are equal. Constraints (15) are the time limit constraints for each
vehicle which consist of the total instruction time and the total travel time.

In addition, since the execution time allowed for the route optimization is limited,
time assignments for each single-vehicle bike rebalancing problem will be difficult
because some clusters with more stations will take a longer time. To address the
problem of time assignments, we use only one MILP model to solve the multi-vehicle
bike rebalancing problem while the decision variables and constraints are still can be
reduced according to the clustering result.

After reducing the decision variables and constraints of MILP model, we conduct
the optimization to get the final result of the static bike rebalancing problem.

So far, we have already demonstrated the proposed method completely. The pro-
posed method starts from using the penalty function to compute the station rebalancing
target and the average saved shortage. The average saved shortage is used to dis-
criminate the importance of each station and the station rebalancing target is used to
check the balance condition. Then, before using the MILP model to solve the static
bike rebalancing problem, we first utilize the clustering algorithm to divide all stations
into several clusters and some outlier stations and then use these assignments to reduce
the number of decision variables and constraints in the MILP model. Finally, the MILP
model with reduced decision variables and constraints is used to solve the final
rebalancing routes and instructions for each vehicle in limited time.

In summary, based on the clustering result generated by the proposed PDF3C
algorithm, which allows the station rebalancing target to be partially considered by
different vehicles, stations with large rebalancing targets can be satisfied by multiple
vehicles. In addition, some outlier stations can be further fulfilled according to the
priority provided by the designed average saved shortage.

5 Experiment

In this section, we will introduce the dataset, the baseline method and competitors in
Sect. 5.1, and presents the experiment results in Sect. 5.2.

5.1 Comparative Environment

We used the dataset provided by [3]. This dataset has 200 stations with different
workloads corresponding to different initial inventories according to the light, real and
heavy case for each station. There are 3 vehicles with the capacity of 25 in our
rebalance planning. The pick-up and drop-off time for each rebalancing instruction is
60 s and the time budget for rebalancing operations is 18000 s.

To verify the effectiveness of the proposed PDF3C algorithm, denoted as PDF3C,
we use the pure MILP model named Arc Index Formulation as the baseline method
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[11], denoted as Arc Index. In addition to the baseline method, we have two other
clustering methods as competitors, one is the original CCKC algorithm [8], denoted as
CCKC, and the other is the 3-Step Math Heuristic method [3], denoted as 3-Step MH.
All algorithms are adjusted based on the same assumption that the depot can be visited
by each vehicle at most once which are similar as the constraint (10) and (11), and
outlier station removing is also applied to CCKC to avoid cluster disappearing.

About the parameter setting, for the MILP model, the trade-off factor is 1/900 and
the execution time limit is 3600 s [3]; for clustering algorithms, according to the
trade-off factor, the benefit threshold of PDF3C is also 1/900, the distance threshold of
CCKC is 900 and the diameter of 3-Step MH is 800 [3] where this value of diameter is
set according to some empirical tuning. We also conducted some experiments to tune
the parameter and got a same conclusion of the diameter setting.

Table 2. Experiment results for the average case and the best case
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5.2 Experiment Results

In our experiments, we compare the objective value and the optimality gap calculated
by a commercial solver where the objective value demonstrates the goodness of
founded solution and the optimality gap roughly represents how much can the founded
solution be improved. In addition, since with different order of the same clustering
result to reduce the problem scale of the MILP model will get different results, we
observe experiment results both from the average case and the best case for all possible
permutations of the clustering result.

All experiments were conducted on an Intel personal computer with Intel(R) Core
(TM) i5-3470 CPU, 3.20 GHz and 8 GB memory running Microsoft Windows 7
Ultimate system where the MILP models were solved by the Gurobi optimizer [5] with
version 7.0 in java code.

Experiment results for the average case and the best case are summarized in
Table 2 and the best result for each instance is represented in bold font. In this table,
instance names are represented by workload and the number of stations, Obj. represents
the objective value of founded solution and Gap. represents the optimality gap of the
founded solution in percentage which is calculated by the Gurobi optimizer.

As we can see, the proposed PDF3C algorithm outperforms two competitors and
the baseline method in most instances, especially in the best case. As for the heavy
workload instances in the average case we do not get the best result since the problem
scale is still large because too many stations with partial demand are considered.
However, the best case can be interpreted as the quality of clustering result. Our
PDF3C algorithm utilizes the mechanism of partial demand including and the concept
of average saved shortage to cover more valuable stations and generate clusters with
higher potential quality.

6 Conclusions and Future Work

In this paper, we proposed a Partial Demand Fulfilling Capacity Constrained Clustering
(PDF3C) algorithm to reduce the problem scale of the static bike rebalancing problem.
The PDF3C algorithm can discover outlier stations and group remaining stations into
several clusters. Furthermore, our PDF3C algorithm allows the demands of one station
to be partially considered by different clusters and considers the average saved shortage
for each station to increase the potential quality of generated clusters. Experiment
results verified that using the clustering results generated by our algorithm to reduce the
number of decision variables and constraints in the MILP model can get better results
than other clustering algorithms or pure MILP model. In future works, based on current
clustering results generated by our PDF3C algorithm, we will try to utilize other
reduction manners to further reduce the problem scale to get better results.
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Abstract. Botnets, groups of malware-infected computers (bots) that perform
cybersecurity attacks on the Internet, pose one of the most serious cybersecurity
threats to many industries, including smart infrastructure [9, 10], Internet based
companies, [11] and Internet of Things (IoT) [8]. There are many unconven-
tional methods of organizing bots that are potentially advantageous to attackers.
“Botnet”, as a technical term, cannot effectively describe these methods. With
the vast amounts of Internet traffic data collected by security appliances, it is
possible to reveal novel behavior of bots using data analysis algorithms. In this
paper, we propose a concept called IP Gang to describe groups of bots from the
perspective of the attacker’s business – we define IP Gangs to be groups of bots
that often perform attacks together during a period of time. Crucially, we
developed a fast, high-compatibility detection algorithm that can be deployed in
wide-scale, industrial applications to effectively defend against IP Gangs. The
detection algorithm is inspired by single-linkage clustering and optimized for
large quantities of data. A test on a month (1.5 GB) of real life DDoS log data
detected 21 IP Gangs, with 13916 bots in total. To analyze the behavior of the
Gangs, we visualized the activity of each Gang with diagrams named “attack
fingerprints” and confirmed that 15 of the detected Gangs displayed behavior
that the concept of “botnet” alone cannot describe.

Keywords: IP gang � Botnet � Cybersecurity � Big data

1 Introduction

Botnets, groups of malware-infected computers (bots) that perform cybersecurity
attacks on the Internet, pose one of the most serious cybersecurity threats to many
industries. Smart infrastructure such as power grids have been attacked to deny hun-
dreds of thousands of people basic services [9, 10]. Internet-based industries have been
hit with massive Distributed Denial of Service (DDoS) attacks that can render large
websites inoperative for entire hours [11]. Internet of Things (IoT) devices such as
webcams are regularly hijacked to form bots [8], disabling them in their original
purpose and severely disrupting IoT industry operations. With vast amounts of Internet
traffic data collected by security appliances, it is possible to reveal novel behavior of
bots using data analysis algorithms. Many aspects of botnets have been researched
quite thoroughly [1–3], such as detection of botnets and communication patterns
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between bots and command/control (C&C) servers, but these are all technical studies,
while few researches consider the perspective of the thriving botnet industry, which
conducts cybersecurity attacks as a service.

The botnet industry seeks a high volume of DDoS attacks botnets can perform at
any given time, low cost, and resistance to detection algorithms. These goals can be
better achieved by organizing bots with unconventional methods, such as flexible
organization.

Here are several scenarios that demonstrate the advantages of flexibly organizing
bots from the point of view of the botnet industry: (1) Bots can be controlled as
multiple small botnets with distinct technical properties – such as separate C&C servers
and different C&C protocols – to evade detection. Many detection algorithms classify
large groups of confirmed bots with identical technical properties as a botnet, so these
small botnets with distinct properties are much harder to completely detect, and
therefore have much better survivability. One way of implementing this is through the
“super-botnet” structure proposed and analyzed by Vogt et al. [3]. (2) An attacker can
utilize deceitful, advanced attack strategies, which are much more costly and
time-consuming to defend against. Botnets could take distinct roles in a composite
attack strategy. A known composite strategy is the usage of DDoS attacks as smoke-
screens [4, 5] to draw defenders’ attention and cover up other attacks. (3) Bots in places
where it is night may be turned off. Making bots in places where it is day attack
together allows for maximum guaranteed attack volume.

We recognize that the term botnet is not enough to describe the organization of
bots. The definition of botnets is from a technical perspective, yet these advantageous
scenarios of organizing bots can be achieved in many technical ways: by creating a
network of small botnets each with its own C&C server, by dividing a large botnet into
separately managed portions, and more. Therefore, the concept “botnet” is ill-suited at
describing these new methods.

This necessitates a new, broad, industry-oriented concept that describes these ways
of organizing bots. We propose the concept of IP Gang to meet this demand.

Analyzing IP Gangs allows for smarter, strategic defences. Analysis from the
perspective of the cyber-crime industry allows defenders to study, truly understand, and
most importantly strategically defend against the behaviors of the attackers. For
example, attackers have threatened to launch attacks unless a ransom is paid [7], and
the defender can decide to pay or not in a more informed manner thanks to the
additional knowledge on the IP Gang. In another situation, if some bots belonging to an
IP Gang starts attacking, it would save precious time to immediately quarantine other
bots of the IP Gang.

In this paper, we proved the existence of IP Gangs in real life Internet traffic, and
developed a fast, high-compatibility detection algorithm that can be deployed in wide-
scale, industrial applications to effectively defend against IP Gangs.

For compatibility, we only use the start time, source IP address, and target IP
address describing events in easily-obtainable Internet event log data, which widely
deployed network security appliances generally output. Other parameters describing
the events (such as bytes per packet) are optional, and may help with accuracy if
present.
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The algorithm is based on the principle of single-linkage clustering [6], but with an
additional “packaging” step that reduces the number of nodes to be clustered to
increase speed. The detection algorithm outputs each detected IP Gang as a list of IP
addresses. The complexity of the algorithm is O(n2) with a small constant, where n is
the number of events in the data. Our test on one month’s events from a DDoS attack
log detected 21 IP gangs, and showed that our algorithm is fast enough to be used to
detect and help defend against IP Gangs on a large scale.

The rest of this paper is structured as follows. Section 2 presents previous work on
botnet structure and botnet detection with Internet traffic. In Sect. 3, the formal defi-
nition of IP Gang is introduced and its relationship to botnets is analyzed. The principle
and algorithm used to detect IP Gangs are detailed in Sect. 4. Next, the test results on
real data are presented. We conclude by discussing future work.

2 Related Work

Botnet structures that may provide advantages similar to those of IP Gang’s have been
studied. Most notably, Vogt et al. [3] proposed the “super-botnet”, a network of small,
centralized botnets that can perform coordinated attacks, and provided detailed tech-
nical analysis of super-botnets. Individual botnets in a super-botnet can be detected, but
it is very hard to detect the entire super-botnet. This additional resilience allows
attackers to accumulate enough bots to perform very large-scale attacks. However,
Vogt et al. did not provide experimentation on real life data. The concept of
super-botnet is possibly related to the concept of IP Gang, but is still fundamentally
different - it is still a technical definition, while the definition of IP Gang is
business-oriented.

There had been a lot of researches on the detection of botnets based on Internet
traffic. Gu et al. [1] was one of the first to propose and test on real life traffic data a
clustering-based botnet detection model, which provides a variety of advantages over
previous models that detect botnets by scanning for Command and Control (C&C)
traffic between bots and the attacker. Gu et al. provided experimentation on real life
data and analysis of the results.

3 Definition of IP Gang

As discussed in Sect. 1, the concept of IP Gangs and botnets are not comparable. IP
Gangs and botnets consider the business and technical perspectives of groups of bots
respectively. The former is concerned with how the attacker organizes his bots to his
advantage, while the latter is instead mainly concerned with how the bots communicate
with each other and with the controller.

Definition: An IP Gang is a group of malware-infected computers (bots) that are
controlled by the same attacker and often launch attacks directed at the same target
within a short period of time t.
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A botnet is a group of bots that are organized by a certain network architecture and
controlled by the same C&C (Command and Control) protocol by a logically cen-
tralized C&C server. Usually, the bots in a botnet have the same behavior from a
technical point of view.

It is worth noting that, by definition, all the bots in a botnet always receive the same
command, while bots in an IP Gang are not subject to such constraint.

The concept of IP Gang is suitable for describing the spatial and temporal features
of organized bots, which could be in a same botnet or belongs to different botnets
(Fig. 1). IP Gangs can be intentionally formed by attackers, or unintentionally formed
due to logistic conditions. Bots of a botnet that are located in the same time zone may
frequently be available to attack at the same time, thereby qualifying as an IP Gang.

4 IP Gang Detection Algorithm

4.1 Overview

The target of the algorithm is to cluster the IP addresses of bots based on cybersecurity
event log data to detect IP Gangs. We designed the method to meet the following
challenges:

(1) Speed: the method must be fast enough to be deployed on networks which produce
large volumes of log data.

(2) Use as little information as possible: to ensure compatibility, the method must use
only the most basic attack event information found in virtually all event logs: start
time, source IP address, and destination IP address.

At the core of the detecting algorithm is a clustering algorithm inspired by
single-linkage clustering. Clustering algorithms are inherently time-intensive, and ours
yields a complexity of O(N2), where N is the number of nodes to be clustered. Sub-
sequently, reducing the number of nodes is crucial to the speed of the detection
algorithm, and we add a packaging step before the clustering step to accomplish this.
The algorithm consists of three steps, as illustrated in Fig. 2.

(1) Packaging: Events reported by security devices are grouped into Organized
Attack Events (OAEs).

IP Gang

Botnet1 Botnet2
Botnet

IP Gang1
IP Gang2

Botnet1 Botnet2

IP Gang

Fig. 1. IP gang and botnet
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(2) Clustering: OAEs are clustered using a method inspired by single-linkage clus-
tering with each finished cluster, named OAE cluster, representing a Gang.

(3) Analyzing: OAE clusters are analyzed to find Gangs of IP addresses. This can
also be seen as a “de-packaging” step, extracting IP addresses from OAE
clusters.

Each step of our procedure is analyzed in greater detail in the rest of this section,
and the performance of the procedure when run on real life data is discussed in the
experimentation section.

4.2 Packaging: Constructing Organized Attack Events (OAEs)
from Original Data

To decrease the number of nodes that need to be clustered in the clustering stage, we
designed a way of packaging individual events with the same target IP address and
starting in a time interval t into entities called Organized Attack Events (OAEs), which
will be nodes in the clustering step.

The definition of an OAE is:
Given that A is a group of attack events, A.IP is the set of all of the source IP

address in A. A is an OAE iff

Events from original data:
Start me
Source IP-IP that performed the event
Target IP-IP being targeted by event, possibly vic m of a ack
Op onal parameters

OAE:
Time,
Par cipant IPs
Op onal 
parameters

OAE 
cluster

IP gang:
IP addresses of bots 
of gang

Packaging

Clustering

Analyzing

OAE:
Time,
Par cipant IPs
Op onal 
parameters

OAE:
Time,
Par cipant IPs
Op onal 
parameters

OAE:
Time,
Par cipant IPs
Op onal 
parameters

OAE:
Time,
Par cipant IPs
Op onal 
parameters

OAE:
Time,
Par cipant IPs
Op onal 
parameters

OAE 
cluster

IP gang:
IP addresses of bots 
of gang

Fig. 2. Procedure of IP gang detection algorithm
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8a1;a2 2 A;

a1:starttime � a2:starttimej j � t

& a1:targetIP ¼¼ a2:targetIP
& A:IPj j �min size

ð1Þ

The set A.IP contains the IP addresses of all the bots that launched this set of
Organized Attack Events (OAE).

The optimal value of time t varies between log data types.
Generally, attackers will simultaneously utilize a large number of bots in each

organized attack for maximum effectiveness. Here we use this property to keep
organized attacks – which are of use to us – and discard unorganized, individual attacks
by filtering out OAEs with less than min_size events in them.

The pseudocode for the packaging process is:

At the start, the set of current OAE, cur_OAE, is initialized to contain only the first
event.Afterwards, if theeventbeingprocessedstartswithin tofcur_OAE, andhas the same
target IP address, it is added to cur_OAE. cur_OAE is added to the list of OAEs if the
numberof events it contains exceedsmin_size.Otherwise, it is discarded and re-initialized.

This step has linear time complexity, and therefore is insignificant in terms of
runtime. However, by using OAEs, instead of individual events in the clustering step,
we decreased the number of nodes to be clustered by a very large factor, without
sacrificing accuracy.

4.3 Clustering: Clustering OAEs to Form OAE Clusters

The OAEs formed in the packaging step are then clustered to form OAE clusters. Given
A1, A2 are two OAEs, A1.IP as the set of all of the source IP address in A1, A1 and A2

must be put in the same cluster if:
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s ¼ A1:IP \A2:IPj j
A1:IPj j � combining threshold;

assuming A1:IPj j � A2:IPj j
ð2Þ

In (2), s measures the normalized similarity of bots in two OAEs. Two OAEs with
similarity larger than combining.threshold should be put in the same OAE cluster.

The clustering algorithm is inspired by single-linkage clustering, but is different in a
crucial way. Single linkage clustering merges the two most similar clusters in each
merge step, and stops performing merge steps when a reasonable total number of
clusters have been reached. In contrast, we perform all possible merges of OAE clusters
satisfying Eq. (2). In words, the clustering algorithm merges pairs of clusters that
contain OAEs with a similarity score higher than the combining threshold but not yet in
the same cluster. We proceed until no such pair exists.

The clustering algorithm is performed with a disjoint set data structure. For each
OAE, the clustering algorithm computes the similarity scores between this OAE and all
other OAEs. If the similarity score of two OAEs is higher than the combining threshold
and the two OAEs are not yet in the same OAE cluster, the OAE clusters of the two
OAEs are merged with a union operation.

The pseudo code is as follows:
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In short, the clustering step puts OAEs that are performed by bots of the same gang
into the same OAE cluster. This is achieved through computing the percentage of
participating IP addresses two OAEs have in common and then merging the clusters the
two OAEs are in if the percentage is higher than a threshold.

A NOSQL database is integral to our clustering method, as it greatly speeds up our
method. With a relational database, the query at line 4 is very time-consuming, but
NOSQL databases can perform this in a near constant time.

The complexity of this implementation is O(n2), where n is dataset size – the
number of individual events in the log data. The number of iterations in the for loop in
line 1 is p, the total amount of OAEs. The for loop in line 3 is independent from data
size. The number of iterations in the for loops of lines 14 and 21 are both q, the average
number of OAEs an IP address contributes to. Therefore, the overall complexity is
O(pq). It is apparent that p / n, as the average number of events in each OAE does not
change. We expect q / n, though the correlation between the two is less strong.
Therefore, pq / n2, and the complexity is O(n2).

4.4 Analyzing: Identifying Gangs by Analyzing OAE Clusters

After OAE clusters are formed in the previous step, we analyze the OAE clusters to
identify gangs of bots, with each bot represented by an IP address. We collect all the IP
addresses that have participated in an OAE of an OAE cluster, and only retain IP
addresses that have participated in enough OAEs of that cluster.

In words, for each OAE cluster, we calculate the percentage of OAEs in the cluster
each IP address contributed to. IP addresses that only contribute to a very small
percentage of OAEs may be treated as noise, as they are generally not worthy of
studying. A threshold named validation.threshold is set in Sect. 5 of this paper and
only the IP address with a contribution percentage larger than the threshold is retained
into a gang.

5 Experimentation on Real Life Data

5.1 Overview

The data we used for experimentation is a DDoS log consisting of individual DDoS
attack events collected from January 1st, 2016 to January 31st, 2016. The reports of
DDoS attacks are collected from several dozens of NSFOCUS Network Traffic Ana-
lyzers (NTAs) and Anti-DDoS Systems (ADSs). NTAs and ADSs are deployed at the
sites of the customers of NSFOCUS, and construct the DDoS log by analyzing netflow,
an industry standard type of metadata.

Our algorithm was written in Python, used the Neo4j graph database, and was ran
on a 2012 Thinkpad X230i laptop with hyper-threading disabled. The clustering step
took 48 h with the full 1.5 GB of data, and the other steps were insignificant in terms of
runtime.
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With a validation.threshold of 0.05 and a combining.threshold of 0.6, our algorithm
detected 17350 OAEs and 21 IP Gangs that has at least 10 OAEs. In total, there are
13916 valid bots in all these gangs.

On average, each OAE contained 183 individual events. This means that the
packaging step decreased the runtime of the clustering step by a factor of 1832.

5.2 Discussion of the Parameters

In the “packaging” step, the optimal time t in Eq. (1) for our data is found to be 1 min.
We observed in our log data that large groups of events that have the same target IP
address typically have start times within 1 min of each other. Running the packaging
step on our data with several different t values confirm t = 1 min as the optimal value.
We determined the optimal value of min_size in Eq. (1) to be 50 with a similar
procedure. In fact, we conducted tests with t = 1, 3, 5 min and min_size = 20, 30, 50,
achieving very similar results in each test. We therefore chose t = 1 min and min_-
size = 50 to maximize accuracy.

In the “Analyzing” step, the value of validation.threshold greatly influences the
final output of IP addresses in an IP gang. As shown in Fig. 3, different values of
validation.threshold resulted in large variations in the total number of IP addresses in
these 21 gangs. Validation.threshold provides a mechanism to look into an IP gang in
different levels of granularity. For example, a larger validation.threshold will only
output core members of an IP gang so that the defender could monitor the IP gang more
efficiently. On the other hand, a smaller threshold will help the defender to get more
detailed information on an IP gang.

5.3 Visualization and Discussion

We developed a type of diagram that visualizes the attack patterns of IP Gangs, which
we denote the “attack fingerprint”. Each attack fingerprint represents a Gang, and each
red dot on attack fingerprint represents an individual attack event by a bot of the Gang.
The ID numbers of OAEs are assigned in time order, so the Y-axis is practically a
relative measure of time. The X-axis is the ID of the bot, so each column of the figure
represents the temporal behavior of a bot. The fingerprints in Fig. 4(a), (b), and (c) have
validation.threshold = 0.05, while the one in Fig. 4(d) has validation.threshold = 0.1.

In 6 of the 21 fingerprints, we see that all the columns have nearly the exact same
appearance. This tells us that each bot in the gang participated in almost the same
OAEs. The attack fingerprints in Fig. 4(c) is an example. This kind of fingerprints can
be explained with the conventional concept of botnets, because all the bots are
behaving in the same way.

The other 15 fingerprints are difficult to describe with only the concept of botnets,
because the behavior of bots often differ from each other. As shown in Fig. 4(a) and
(b), the columns take a small number of distinct but still similar appearances. In certain
rows, all columns have red dots, but the columns take several distinct patterns in other
rows. This shows that the bots are not always behaving in the same way. Notably,
different values of validation.threshold allows for different parts of the Gang to be
analyzed in detail. Figure 4(d) demonstrates this, as it describes the same Gang as
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Fig. 3. Influence of validation.threshold

Fig. 4. Fingerprints of gangs (Color figure online)
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Fig. 4(b), but is drawn with validation.threshold = 0.1. Clearly, the bots with id
between 100 and 300 are omitted from the graph, while the other parts are preserved.
There are several plausible explanations for this phenomenon. For example, in Fig. 3
(a), there may be two botnets, one with bots ID < 280, and another with bot ID > 280.
Sometimes they attack together as shown by the dense horizontal lines, and sometimes
they attack separately as shown by the upper part of the fingerprint with OAE ID >
12000. Another explanation is that these bots belong to the same botnet, but some-
times only part of the botnet are able to successfully carry out the attack.

6 Conclusions and Future Work

We demonstrate that IP gangs exist on the internet and are actively being used by
attacker to perform DDoS attacks. They are detectable using clustering-based algo-
rithms and can be distinguished from conventional botnets.

Analyzing the behavior of IP gangs will be highly beneficial. Doing so can make
for a better understanding of the operation, structure, and performance of IP gangs.
A more thorough understanding of these is necessary to accurately assess the threat that
IP gangs pose to cybersecurity, and to defend against IP gangs. For defenders, knowing
more about the behavior of Gangs can allow for smarter, strategic defences against
Internet attacks.
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Abstract. Value-based program and payment are becoming general in
healthcare. In rehabilitation medicine, the medical services are becoming to be
paid depending on the outcome of recovery called as FIM (Functional Inde-
pendent Measurement) gain. Optimal combination of therapies classified to
physical, occupational and speaking ones differs by each patient’s age, sex,
disease, handicap, time-series FIM score and therapies. Non-experienced hos-
pitals and doctors have a difficulty in improving the outcome of recovery.
Therefore, the demand for medical AI system to assist rehabilitation therapy is
increasing. We developed a medical AI system to assist rehabilitation therapy.
Our proposed system piled up an actual time-series medical record into matrixes
or images, and recognized the pattern of patients’ outcome using machine
learning. The interface displayed not only the statistical information about
similar patients but also the optimal combination of therapies with estimated
FIM gain and probability by each patient. Our AI predicted the pattern of
outcome from three patterns at the accuracy of 57.8% and at the response of 5–
8 s using GPU. The pattern achieving high FIM gain, which was most important
because it was used to suggest optimal combination of therapies, occupied the
proportion of 31.6% in the actual medical record while the precision was 63.7%
and the recall was 72.9%. Our AI system could correctly extract 72.9% of the
most important pattern used as candidates for the suggestion.

Keywords: Medicine � Artificial Intelligence (AI) � Machine learning

1 Background and Purpose

Value-based program [1] and payment [2] are becoming general in healthcare. In
rehabilitation medicine, the medical services are becoming to be paid based on the
outcome of recovery determined by the combination of hospital days and FIM
(Functional Independent Measurement) gain [3]. The outcome of recovery has an
impact on the revenue of rehabilitation hospitals.

The rehabilitation therapies are composed of physical, occupational and speaking
therapies (PT, OT and ST). Their optimal combination varies depending on many
parameters such as patients’ age, sex, disease, handicap, time-series FIM score and
therapies. Non-experienced hospitals or doctors don’t know the optimal combination
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well and has a difficulty in improving the performance of recovery. Therefore, the
demand for medical AI system to assist rehabilitation therapy is increasing. We aimed
at developing a medical AI system to assist rehabilitation therapy.

2 Traditional AI

Medical diagnostic using correlation [4] is the most popular technique. If the distri-
bution of data is small and correlation coefficient is large, correlation base diagnostic
generally has high accuracy. In rehabilitation medicine, the distribution of FIM gain
against each parameter is large and the correlation coefficient often becomes small
between FIM gain and many parameters because humans don’t react quantitatively like
machines.

Medical diagnostic using bayesian network [5] is also well known. If each con-
ditional branch node has the table of conditional probability defined by optimal con-
dition, diagnostic using bayesian network has high accuracy. Rehabilitation’s outcome
differs widely by the difference of a few percentage in the allocation of therapies
between PT, OT and ST. It is often difficult to find the optimal condition in rehabili-
tation medicine.

3 Proposed AI System to Assist Therapy for Rehabilitation

3.1 System Configuration

The following Fig. 1 shows the configuration of our proposed AI system to assist
therapy for rehabilitation. Customers send the electric medical data to AI application of
cloud, and after then, they receive the result of optimal therapies and predicted out-
comes. The electric medical data includes patient’s information with latest therapies
and FIM scores. The predicted outcomes include FIM gain and hospital days.

Judgement
program

Learning data generator

Input patient information, time-series FIM score and therapies

Past electric medical record
- Patient info. (age, sex, disease, etc.)
- Time-series FIM score
- Time-series therapies
- Others

Data Center Rehabilitation Hospital

Learning data pool
piled up as matrix or image data

Pattern 1 (FIM gain / week > 2)

Pattern 2 (FIM gain / week =0-2)

Pattern 3 (FIM gain / week < 0)

Output the statistical information about similar patients and optimal therapies suggested by AI

Internet

ID:12345, Birthday: 1951/01/01, Sex:1 (M:1, F:0), Age:65
Disease: (Cerebrovascular:1, Cancer:0, Dementia:1, Fracture:0, Heart:0, Kidney:1, Diabetes:0, Depression:1)
Handicap: (Physical:0, Occupational: 1, Speaking:0, Cognition:0, Higher Brain Dysfunction: 0)
Initial FIM Score:49 (Physical:36, Cognition:13), Current FIM Score:52 (Physical:38, Cognition:14)
Hospital Days:30

Similar Patients FIM(Initial, Final, Gain) Hospital Days Total Therapies (PT:OT:ST) PT, OT, ST / Day

Upper Group 49, 93, 44 85 (28-147) 225, 173, 110 (44:34:22) 5.7, 2.0, 1.3

Middle Group 50, 69, 19 84 (14-161) 210, 172, 111 (43:35:22) 5.6, 2.1, 1.3

Bottom Group 49, 47,  -2 53 (  7-126) 150, 124,   52 (46:38:16) 5.7, 2.3, 1.0

AI Suggestion PT, OT, ST / Day Estimated FIM Gain 1 Week After Probability

Original Therapies 4.5, 4.5, 0.0 Pattern 3 (FIM Gain 1 Week After < 0) 59

Upper Group Therapies 5.7, 2.0, 1.3 Pattern 2 (FIM Gain 1 Week After = 0-2) 55

AI Suggested Therapies Top1 4.3, 3.6, 1.1 Pattern 1 (FIM Gain 1 Week After > 2) 67

AI Suggested Therapies Top2 3.9, 3.0, 2.1 Pattern 1 (FIM Gain 1 Week After > 2) 62

AI Suggested Therapies Top3 3.6, 3.3, 2.1 Pattern 1 (FIM Gain 1 Week After > 2) 56

Fig. 1. System configuration
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AI application of cloud is composed of two programs. One is learning data gen-
erator. Another is judgement program. Learning data generator creates the learning data
piled up as vector and image type data using the archives of the past electric medical
record composed of patients’ personality, time-series FIM scores and therapies. It
classifies the data into multiple patterns depending on FIM gain. Judgement program
recognizes the pattern of patients’ recovery by machine learning using learning data. It
outputs the statistical information about similar patients and suggests the optimal
therapies combined with the estimated FIM gain and the probability.

3.2 Medical Record Data Used for Learning

Through the collaboration with an actual rehabilitation hospital [6], we analyzed the
actual electric medical record including eighteen thousand patients between 2002 and
2017. Our system classified diseases into eight categories (cerebrovascular, heart,
kidney, diabetes, cancer, dementia, bone fracture, depression) and handicaps into five
categories (physical, speaking, occupation, cognition, higher brain dysfunction).

The statistical analysis of the actual record shows the trend where highly recovered
patient group receives larger number of PT/OT and smaller number of ST as initial FIM
score or age becomes larger. On the contrary, too large number of PT/OT or too small
number of ST causes the worse outcome. The type of disease also influences the
outcome. Cerebrovascular shows the trend where highly recovered patient group
receives larger number of ST. On the other hand, heart disease or cancer shows the
trend where highly recovered patient group receives larger number of PT/OT.

3.3 Learning Data Generation

Learning data generator creates the learning data piled up as vector and image type data
composed of sex, age, disease, handicap, FIM score (physical, cognition and accel-
eration) and therapies (the number of PT, OT and ST) by each combination of patient’s
ID and hospitalized day. Vector type data is used for vector distance base algorithm.
Image type data is used for deep learning algorithm using convolutional neural
network.

FIM score and therapies are smoothed by each day between two days when FIM
scores are measured. One row becomes one vector or one image data. The image data
piles up sex, age, disease and handicap as blue pixels, FIM score as green pixels and
therapies as red pixels (See Fig. 2).

Each vector or image data is classified into three patterns depending on FIM gain
per one week. FIM gain of more than two per one week is defined as pattern 1. FIM
gain of two or less and more than zero per one week is defined as pattern 2. FIM gain of
zero or less per one week is defined as pattern 3. Pattern 1 occupies 31.6% of all data
and 30.8% of data four days after hospitalization (See Table 1).
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3.4 Pattern Recognition

Judgement program extracts top 700 of most similar vectors from all learned vectors
using Euclidean distance composed of sex, age, disease, handicap, FIM score and
therapies between original patient’s vector and all learned vectors. The program cal-
culates the proportion of pattern 1–3 in the extracted top 700 and outputs the pattern
deviating significantly from the proportion of learning data shown in Table 1 as the
recognized pattern.

In the evaluation, we also used deep learning technique using image data instead of
vector data for comparison to vector distance technique. The deep learning technique
used convolutional neural network with two layers enough to maximize accuracy.

3.5 Suggestion of Optimal Therapies

Judgement program extracts top 300 of most similar vectors from vectors of pattern 1
using Euclidean distance composed of sex, age, disease, handicap and FIM score
between original patient’s vector and all learned vectors. The program newly creates
300 vectors by merging the therapies of the top 300 similar vectors with sex, age,
disease, handicap and FIM score of original patient. The patterns of newly created 300
vectors are recognized 300 times. The vectors recognized as pattern 1 are sorted in
descending order of probability, and the therapies of the top 3 vectors are output as

Smooth the change of FIM score and the accumulated number of therapies 
between two FIM measurement days

Classified to pattern 1: if FIM gain per week is more than 2
pattern 2: if FIM gain per week is between 0 and 2
pattern 3: if FIM gain per week is 0 or less

Fig. 2. Learning data

Table 1. Proportion of each pattern in data learned from actual medical record

Data Pattern 1 Pattern 2 Pattern 3

All 239788 (31.6%) 325181 (42.8%) 194492 (25.6%)
Four days after hospitalization 224256 (30.8%) 315896 (43.3%) 188973 (25.9%)
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suggested therapies with the probability. If there is no vector recognized as pattern 1,
the vectors recognized as pattern 2 or 3 are used. The vectors recognized as pattern 3
are sorted in ascending order of probability.

4 Evaluation

We divided the actual electric medical record into two groups of 99.8% for learning
and 0.2% for evaluation, and then evaluated the accuracy of pattern recognized from
three patterns using two techniques: vector distance and deep learning [7].

Vector distance achieved the accuracy of 57.8% that was larger than that of 49.6%
achieved by deep learning (See Table 2). Vector distance uses exact boundary con-
ditions based on brute-force distances. On the other hand, deep learning uses
approximated boundary conditions. This difference was thought to make the accuracy
of vector distance higher than that of deep learning.

Vector distance technique can also estimate the time-series FIM gain and hospital
days by averaging the extracted similar vectors and show them as additional infor-
mation. It has high extensibility and our system used vector distance technique.

Pattern 1 achieving high FIM gain, which was most important because it was used
to predict optimal combination of therapies, occupied the proportion of 31.6% in the
actual record while the precision was 63.7% and the recall was 72.9% (See Table 3).
Our AI system could correctly extract 72.9% of the most important pattern 1 used as
candidates for the suggestion. Achieving even higher accuracy close to 100% is
challenging because patients have emotions and react non-quantitatively unlike
machines.

Improvement of execution time using GPU [8] is shown in Table 4. The execution
time increased in proportion to the number of similar vectors extracted for suggestion.
The top 300 or less satisfied the response of 10 s required by our customer.

Table 2. Accuracy of pattern recognition

Pattern recognition technique Accuracy

Vector distance 57.8%
Deep learning 49.6%

Table 3. Prediction of most important pattern 1

Pattern 1 Evaluated value

Proportion in actual medical record 31.6%
Precision 63.7%
Recall 72.9%
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5 Conclusion

Our rehabilitation medical AI system created learning data by piling up the past electric
medical record as the matrix or image data, and recognized the pattern of outcome
using machine learning. The interface displayed the optimal combination of therapies
with estimated FIM gain and probability. Our AI predicted the pattern of outcome from
three patterns at the accuracy of 57.8% and at the response of 5–8 s using GPU. Pattern
1 achieving high FIM gain, which was most important because it was used to predict
optimal combination of therapies, occupies the proportion of 31.6% in the actual
medical record while the precision was 63.7% and the recall was 72.9%. Our AI system
could correctly extract 72.9% of the most important pattern 1 used as candidates for the
suggestion. For the future commercialization, we will keep proof-of-concept on going
in an actual hospital and improve our system.
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Abstract. Since the era of data explosion, data mining in large transactional
databases has become more and more important. There are many data mining
techniques like association rule mining, the most important and well-researched
one. Furthermore, frequent itemset mining is one of the fundamental but time-
consuming steps in association rule mining. Most of the algorithms used in
literature find frequent itemsets on search space items having at least a minsup
and are not reused for subsequent mining. Therefore, in order to decrease the
execution time, some parallel algorithms have been proposed for mining fre-
quent itemsets. Nonetheless, these algorithms merely implement the paral-
lelization of Apriori and FP-Growth algorithms. To deal with this problem,
several parallel NPA-FI algorithms are proposed as a new approach in order to
quickly detect frequent itemsets from large transactional databases using an
array of co-occurrences and occurrences of kernel item in at least one transac-
tion. Parallel NPA-FI algorithms are easily used in many distributed file system,
namely Hadoop and Spark. Finally, the experimental results show that the
proposed algorithms perform better than other existing algorithms.

Keywords: Association rules � Co-occurrence items � Frequent itemsets
Parallel algorithm

1 Introduction

Mining frequent itemsets is a fundamental and essential problem in many data mining
applications such as the discovery of association rules, strong rules, correlations, multi-
dimensional patterns, and many other important discovery tasks. The problem is for-
mulated as follows: Given a large database of set of items transactions, find all frequent
itemsets, where a frequent itemset is one that occurs in at least a user-specified per-
centage of transaction database [4].
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In the last three decades, most of the mining algorithms for frequent itemsets,
proposed by various authors around the world, are based on Apriori [5] and FP-Tree [6,
9]. Simultaneously to speed up the implementation of the mining frequent itemsets,
authors worldwide propose the parallelization of algorithms based on the Apriori [1, 7]
and FP-Tree [8]. In this paper, we propose a novel sequential algorithm that mines
frequent itemsets, and then, parallelizing the sequential algorithm to demonstrate the
multi-core processors in an effective way as follows.

– Algorithm 1: Computing Kernel_COOC array of co-occurrences and occurrences
of kernel item in at least one transaction;

– Algorithm 2: Generating all frequent itemsets based on Kernel_COOC array;
– Parallel NPA-FI algorithm quickly mining frequent itemsets from large transac-

tional databases implemented on the multi-core processors.

This paper is organized as follows: in Sect. 2, we describe the basic concepts for
mining frequent itemsets, benchmark datasets description and data structure for
transaction databases. Some theoretical aspects of our approach relies, are given in
Sect. 3. Besides, we describe our sequential algorithm to compute frequent itemsets on
large transactional databases. After that we parallelize the proposed sequential algo-
rithm. Details on implementation and experimental tests are discussed in Sect. 4.
Finally, we conclude with a summary of our approach, perspectives and extensions of
this future work.

2 Background

2.1 Frequent Itemset Mining

Let I ¼ i1; i2; . . .imf g be a set of m distinct items. A set of items X ¼
i1; i2; . . .ikf g; 8ij 2 I 1� j� kð Þ is called an itemset, an itemset with k items is called a

k � itemset. Ɗ be a dataset containing n transaction, a set of transaction T ¼
t1; t2; . . .tnf g; and each transaction tj ¼ ik1 ; ik2 ; . . .iklf g; 8ikl 2 I 1� kl �mð Þ:

Definition 1. The support of an itemset X is the number of transaction in which occurs
as a subset, denoted as sup Xð Þ.
Definition 2. Let minsup be the threshold minimum support value specified by user. If
sup Xð Þ�minsup, itemset X is called a frequent itemset, denoted FI is the set of all the
frequent itemset.

Property 1. 8X � Y ; If sup Yð Þ�minsup then sup Xð Þ�minsup:

Property 2. 8X � Y ; If sup Xð Þ\minsup then sup Yð Þ\minsup:
See an example transaction database D in Table 1.
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Example 1. See Table 1. There are eight different items I ¼ A;B;C;D;E;F;G;Hf g
and ten transactions T ¼ t1; t2; t3; t4; t5; t6; t7; t8; t9; t10f g. Table 2 shows the frequent
itemsets at three different minsup values–2 (20%), 3 (30%) and 5 (50%) respectively.

2.2 Benchmark Description

Djenouri et al. categorized the datasets: Three types of well-known instance details the
characteristic of these benchmarks [10].

2.3 Data Structure for Transaction Database

The binary matrix is an efficient data structure for mining frequent itemsets [2, 3]. The
process begins with the transaction database transformed into a binary matrix BiM, in

Table 1. The transaction database D used as our running example.

TID Items
t1 A C E F t6 E
t2 A C G t7 A B C E
t3 E H t8 A C D
t4 A C D F G t9 A B C E G
t5 A C E G 10 A C E F G

Table 2. Mining frequent itemsets.

k-itemset FI (minsup = 2) FI (minsup = 3) FI (minsup = 5)
1 D, B, F, G, E, A, C F, G, E, A, C G, E, A, C

2
BE, BA, BC, DA, DC, FE, FG, 

FA, FC, GE, GA, GC, EA, EC, AC
FA, FC, GE, GA, 
GC, EA, EC, AC

GA, GC, EA, 
EC, AC

3
BAC, BEA, DAC, FEA, BEC, 
FEC, FGA, CFG, FAC, GEA, 

GEC, EAC, GAC

FAC, GEA, 
GEC, GAC, 

EAC
GAC, EAC

4 BEAC, FGAC, FEAC, GEAC GEAC

Table 3. Datasets description.

Instance type #Trans #Items #Avg. length

Medium 6,000 to 9,000 500 to 16,000 2 to 500
Large 100,000 to 500,000 1,000 to 1,600 2 to 10
Big up 1,600,000 up 500,000
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which each row corresponds to a transaction and each column corresponds to an item.
Each element in the binary matrix BiM contains 1 if the item is presented in the current
transaction; otherwise it contains 0 (Fig. 1).

3 The Proposed Algorithms

3.1 Generating Array of Co-occurrence Items of Kernel Item

In this part, we illustrate the framework of the algorithm generating co-occurrence
items of items in transaction database.

Definition 3. Project set of item ik on database D : p ikð Þ ¼ ftj 2 Djik � tjg is set of
transaction contain item ik (p–decreasing monotonic). According to Definition 1:

sup ikð Þ ¼ p ikð Þj j ð1Þ

Example 2. See Table 1. Consider item B, we detect project set of item B on database
D : p Bð Þ ¼ t7; t9f g then sup Bð Þ ¼ p Bð Þj j ¼ 2.

Definition 4. Project set of itemset X ¼ i1; i2; . . .ikf g; 8ij¼1;k 2 I : p Xð Þ ¼
p i1ð Þ \ p i2ð Þ. . .p ikð Þ.

sup Xð Þ ¼ p Xð Þj j ð2Þ

Example 3. See Table 1. Consider item E, we detect project set of item E on
database D : p Eð Þ ¼ t1; t3; t5; t6; t7; t9; t10f g then sup BEð Þ ¼ p BEð Þj j ¼ p Bð Þ \p Eð Þj j
¼ t7; t9f g\ t1; t3; t5; t6; t7; t9; t10f gj j ¼ t7; t9f gj j ¼ 2.

TID A B C D E F G H
t1 1 0 1 0 1 1 0 0
t2 1 0 1 0 0 0 1 0
t3 0 0 0 0 1 0 0 1
t4 1 0 1 1 0 1 1 0
t5 1 0 1 0 1 0 1 0
t6 0 0 0 0 1 0 0 0
t7 1 1 1 0 1 0 0 0
t8 1 0 1 1 0 0 0 0
t9 1 1 1 0 1 0 1 0
t10 1 0 1 0 1 1 1 0

Fig. 1. A binary matrix BiM representation of example transaction database.
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Definition 5. Let ik 2 I is called a kernel item. Itemset Xcooc � I is called co-
occurrence items with kernel item ik, so that satisfy p ikð Þ � p ik [Xcoocð Þ. Denoted as
cooc ikð Þ ¼ Xcooc.

Example 4. See Table 1. Consider item B as kernel item, we detect co-occurrence
items with item B as cooc Bð Þ ¼ A;C;Ef g and sup Bð Þ ¼ sup BACEð Þ ¼ 2.

Definition 6. Let ik 2 I is called a kernel item. Itemset Ylooc � I is called occurrence
items with kernel item ik in as least one transaction, but not co-occurrence items, so that
satisfy 1� p ik [ iloocð Þj j\ p ikð Þj j; 8ilooc 2 Ylooc. Denoted as looc ikð Þ ¼ Ylooc.

Example 5. See Table 1. Consider item B as kernel item, we detect occurrence items
with item B in as least one transaction looc Bð Þ ¼ Gf g and p BGð Þ ¼ t9f g � p Bð Þ ¼
t7; t9f g.

Algorithm Generating Array of Co-occurrence Items
This algorithm is generating co-occurrence items of items in transaction database and
archive into the Kernel_COOC array. Each element within the Kernel_COOC, 4 fields:

– Kernel_COOC[k].item: kernel item k;
– Kernel_COOC[k].sup: support of kernel item k;
– Kernel_COOC[k].cooc: co-occurrence items with kernel item k;
– Kernel_COOC[k].looc: occurrence items kernel item k in least one transaction.

The framework of Algorithm 1 is as follows:

Algorithm 1. Generating Array of Co-occurrence Items
Input : Dataset Ɗ
Output : Kernel_COOC array, matrix BiM

1: foreach Kernel_COOC[k] do
2: Kernel_COOC[k].item = 
3: Kernel_COOC[k].sup = 
4: Kernel_COOC[k].cooc = 
5: Kernel_COOC[k].looc = 0
6: foreach do

7: foreach do

8: Kernel_COOC[k].sup ++
9: Kernel_COOC[k].cooc = Kernel_COOC[k].cooc AND vectorbit(

10: Kernel_COOC[k].looc = Kernel_COOC[k].looc OR vectorbit(

11: sort Kernel_COOC array in ascending by support

We illustrate Algorithm 1 on example database in Table 1.
Initialization of the Kernel_COOC array, number items in database m = 8;
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Item A B C D E F G H

sup 0 0 0 0 0 0 0 0
cooc 11111111 11111111 11111111 11111111 11111111 11111111 11111111 11111111

looc 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000

Read once of each transaction from t1 to t10
Transaction t1 ¼ A;C;E;Ff g has vector bit representation 10101100;

Item A B C D E F G H

sup 1 0 1 0 1 1 0 0
cooc 10101100 11111111 10101100 11111111 10101100 10101100 11111111 11111111

looc 10101100 00000000 10101100 00000000 10101100 10101100 00000000 00000000

Transaction t2 ¼ A;C;Gf g has vector bit representation 10100010;

Item A B C D E F G H

sup 2 0 2 0 1 1 1 0
cooc 10100000 11111111 10100000 11111111 10101100 10101100 10100010 11111111

looc 10101110 00000000 10101110 00000000 10101100 10101100 10100010 00000000

Transaction t3 ¼ E;Hf g has vector bit representation 00001001;

Item A B C D E F G H

sup 2 0 2 0 2 1 1 1
cooc 10100000 11111111 10100000 11111111 00001000 10101100 10100010 00001001
looc 10101110 00000000 10101110 00000000 10101101 10101100 10100010 00001001

Transaction t4 ¼ A;C;D;F;Gf g has vector bit representation 10110110;

Item A B C D E F G H

sup 3 0 3 1 2 2 2 1
cooc 10100000 11111111 10100000 10110110 00001000 10100100 10100010 00001001

looc 10111110 00000000 10111110 10110110 10101101 10111110 10110110 00001001

Transaction t5 ¼ A;C;E;Gf g has vector bit representation 10101010;

Item A B C D E F G H

sup 4 0 4 1 3 2 3 1
cooc 10100000 11111111 10100000 10110110 00001000 10100100 10100010 00001001

looc 10111110 00000000 10111110 10110110 10101111 10111110 10111110 00001001

Transaction t6 ¼ Ef g has vector bit representation 00001000;
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Item A B C D E F G H

sup 4 0 4 1 4 2 3 1
cooc 10100000 11111111 10100000 10110110 00001000 10100100 10100010 00001001

looc 10111110 00000000 10111110 10110110 10101111 10111110 10111110 00001001

Transaction t7 ¼ A;B;C;Ef g has vector bit representation 11101000;

Item A B C D E F G H

sup 5 1 5 1 5 2 3 1
cooc 10100000 11101000 10100000 10110110 00001000 10100100 10100010 00001001

looc 11111110 11101000 11111110 10110110 11101111 10111110 10111110 00001001

Transaction t8 ¼ A;C;Df g has vector bit representation 10110000;

Item A B C D E F G H

sup 6 1 6 2 5 2 3 1
cooc 10100000 11101000 10100000 10110000 00001000 10100100 10100010 00001001

looc 11111110 11101000 11111110 10110110 11101111 10111110 10111110 00001001

Transaction t9 ¼ A;B;C;E;Gf g has vector bit representation 11101010;

Item A B C D E F G H

sup 7 2 7 2 6 2 4 1
cooc 10100000 11101000 10100000 10110000 00001000 10100100 10100010 00001001

looc 11111110 11101010 11111110 10110110 11101111 10111110 11111110 00001001

The last, transaction t10 ¼ A;C;E;F;Gf g has vector bit representation 10101110;

Item A B C D E F G H

sup 8 2 8 2 7 3 5 1
cooc 10100000 11101000 10100000 10110000 00001000 10100100 10100010 00001001

looc 11111110 11101010 11111110 10110110 11101111 10111110 11111110 00001001

After the processing of Algorithm 1, the Kernel_COOC array as follows:

Table 4. Kernel_COOC array are ordered in support ascending order.

Item H B D F G E A C

sup 1 2 2 3 5 7 8 8
cooc E A, C, E A, C A, C A, C C A
looc G F, G D, E, G B, D, E, F A, B, C, F, G, H B, D, E, F, G B, D, E, F, G

278 H. Phan and B. Le



See Table 4 and Fig. 2, we have cooc Að Þ ¼ Cf g and cooc Cð Þ ¼ Af g. In this case,
the frequent itemset generated from A and C items will be duplicated. We provide a
Definitions 7, 8 to eliminate the duplication when generating frequent itemsets.

Definition 7. Let ik 2 I i1 	 i2 	 . . . 	 imð Þ items are ordered in support ascending
order, ik is called a kernel item. Itemset Xlexcooc � I is called co-occurrence items with
the kernel item ik , so that satisfy p ikð Þ � p ik [ ij

� �
; ik 	 ij; 8ij 2 Xlexcooc. Denoted as

lexcooc ikð Þ ¼ Xlexcooc.

Definition 8. Let ik 2 I i1 	 i2 	 . . . 	 imð Þ items are ordered in support ascending
order, ik is called a kernel item. Itemset Ylexlooc � I is called occurrence items with
kernel item ik in as least one transaction, but not co-occurrence items, so that satisfy
1� p ik [ ilexloocð Þj j\ p ikð Þj j; 8ilexlooc 2 Ylexlooc. Denoted as lexlooc ikð Þ ¼ Ylexlooc
(Fig. 3).

Additional command line 12, 13 and 14 into Algorithm 1:

We have looc Gð Þ ¼ B, D, E, Ff g, where B;D 	 F 	 G 	 E, so lexlooc
(G) = {E}. Execute command line 12, 13 and 14 has result on Table 5.

Fig. 2. The pattern-tree of occurrence items with kernel item in as least one transaction.
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3.2 Algorithm Generating All Frequent Itemsets

In this part, we illustrate the framework of the algorithm generating all frequent
itemsets bases on the Kernel COOC array.

Lemma 1. 8ik 2 I; if sup ikð Þ�minsup and Xlexcooc is powerset of lexcooc ikð Þ then
sup ik [ xlexcoocð Þ�minsup; 8xlexcooc 2 Xlexcooc

Proof. According to Definition 8, (1) and (2): then p ikð Þ � p ik [ xlexcoocð Þ and
sup ikð Þ�minsup. Therefore, we have sup ik [ xlexcoocð Þ�minsup ■.

Example 6. See Table 5. Consider the item F as kernel item (minsup = 2), we detect
co-occurrence items with the item F as lexcooc Fð Þ ¼ A;Cf g and Xlexcooc ¼
A;C;ACf g; then sup FAð Þ ¼ sup FCð Þ ¼ sup FACð Þ ¼ 3�minsup.

Lemma 2. 8ik 2 I; Ylexlooc is powerset of lexlooc ikð Þ; 8ylexlooc 2 Ylexlooc, if
sup ik [ ylexloocð Þ�minsup and Xlexcooc is powerset of lexcooc ikð Þ then
sup ik [ ylexlooc [ xlexcoocð Þ�minsup, 8xlexcooc 2 Xlexcooc.

Proof. According to Definitions 7, 8: then p ik [ ylexloocð Þj j\ p ikð Þj j ¼ p ik [ xlexcoocð Þj j
and sup ik [ ylexloocð Þ�minsup. Therefore, we have sup ik [ ylexlooc [ xlexcoocð Þ�minsup,
8xlexcooc 2 Xlexcooc; 8ylexlooc 2 Ylexlooc■.

Table 5. The Kernel_COOC array are co-occurrence items ordered in support ascending order.

Item H B D F G E A C

sup 1 2 2 3 5 7 8 8
cooc E A, C, E A, C A, C A, C ∅ C ∅

looc ∅ G F, G G, E E A, C ∅ ∅

Fig. 3. The pattern-tree was reduced by Definitions 7 and 8.
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Example 7. See Table 5. Consider the item G as kernel item (minsup = 2), we detect
co-occurrence items with item G as lexcooc Gð Þ ¼ A;Cf g, Xlexcooc ¼ A;C;ACf g;
lexlooc Gð Þ ¼ Ef g and sup GEð Þ ¼ 3�minsup then sup GEAð Þ ¼ sup GECð Þ ¼
sup GEACð Þ ¼ 3�minsup.

The framework of Algorithm 2 is presented as follows:

Algorithm 2. Generating all frequent itemsets satisfy minsup
Input : minsup, Kernel_COOC array, Dataset Ɗ
Output : FI

1: foreach Kernel_COOC[k].sup ≥ minsup do
2: FI[k] = 
3: if (Kernel_COOC[k].sup = minsup) then
4:   Co  ← GenSub(Kernel_COOC[k].cooc)//generating noempty subsets of cooc
5: foreach do

6: FI[k] = FI[k] 

7: else
8: if (Kernel_COOC[k].cooc = ∅) then
9:    Lo  ← GenSub(Kernel_COOC[k].looc)//generating noempty subsets of looc
10: foreach do

11: FI[k] = FI[k] 

12: else
13:    Co  ← GenSub(Kernel_COOC[k].cooc) 
14: foreach do

15:     Ft = Ft

16:    Lo  ← GenSub(Kernel_COOC[k].looc) 
17: foreach do

18:     Fk = Fk

19: foreach do
20: foreach do

21: FI[k] = FI[k] 

22: FI[k] = FI[k] 
23: sort FI in descending by support

We illustrate Algorithm 2 on example database in Table 1, and minsup = 3. After
the processing Algorithm 1, the Kernel_COOC array in Table 5 is showed.

Line 3, consider items satisfying minsup as kernel items F, G, E, A, Cf g;
Consider kernel item F, sup(F) = 3 = minsup (Lemma 1- form line 5 to 6) gener-

ating all frequent with kernel item F as FI½F
 ¼ fðF; 3Þ; ðFA; 3Þ; ðFC; 3Þ; ðFAC; 3Þg.
Consider the kernel item G (from line 12 to 21): the powerset of co-occurrence

items of kernel item G as set Co ¼ A, C, ACf g, generating frequent itemsets
Ft ¼ fðGA; 5Þ; ðGA; 5Þ; ðGAC; 5Þg; line 16 – generating noempty subsets of looc
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field Lo ¼ Ef g; Fk ¼ fGEg – generating frequent itemsets FI½G
 ¼ fðG; 5Þ; ðGA; 5Þ;
ðGC; 5Þ; ðGAC; 5Þ, ðGE; 3Þ; ðGEA; 3Þ; ðGEC; 3Þ; ðGEAC; 3Þg.

Consider the kernel item E (from line 8 to 11): generating noempty subsets of looc
field Lo ¼ A, C, ACf g, line 10 and 11 – generating frequent itemsets FI½E
 ¼ fðE; 7Þ;
ðEA; 5Þ; ðEC; 5Þ; ðEAC; 5Þg.

Consider the kernel itemA (similary kernel itemG): Co ¼ Cf g; Ft ¼ AC; 8ð Þf g;Lo ¼
f£g; Fk ¼ f£g – generating frequent itemsets FI½A
 ¼ fðA; 8Þ; ðAC; 8Þg.

Consider the kernel item C (similary kernel item E): Lo ¼ f£g – generating fre-
quent itemsets FI½C
 ¼ fðC; 8Þg (Fig. 4).

3.3 Parallel NPA-FI Algorithm Generating All Frequent Itemsets

In this section, we illustrate parallel algorithms and experimental setup on the multi-
core processors (MCP). We proposed a parallel NPA-FI algorithm for because it
quickly detects frequent itemsets on MCP using Algorithms 1 and 2.

The parallel NPA-FI algorithm for generating all frequent itemsets, including 2
phases:

– Phase 1: Computing Kernel_COOC array by parallelization Algorithm 1;
– Phase 2: Generating all frequent itemsets by parallelization Algorithm 2;

Table 6. All frequent itemsets satisfy minsup = 3 (example database in Table 1).

Kernel item Frequent itemsets - FI

F (F, 3) (FA, 3) (FC, 3) (FAC, 3)
G (GE, 3) (GEA, 3) (GEC, 3) (GEAC, 3) (GA, 5) (GC, 5) (GAC, 5) (G, 5)
E (EC, 5) (EA, 5) (EAC, 5) (E, 7)
A (A, 8) (AC, 8)
C (C, 8)

Fig. 4. The diagram sequential algorithm for frequent itemsets mining (SEQ-FI).
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Phase 1 - Parallelization Algorithm 1 is shown in the diagram:

In Fig. 5, we split the transaction database D into c (number of core on CPU) parts
D1;D2; . . .;Dc. After that, the core jth executes Algorithm 1 with input transaction
database Dj, output the Kernel COOCDj array. The Kernel COOCD array for the
transaction database D, we compute the following equation:

Kernel COOCD ¼ Kernel COOCD1 � Kernel COOCD2
� . . .� Kernel COOCDc

ð3Þ

� denoted as sum for sup, AND for cooc, OR for looc field of each element array.
The next step, we sort the Kernel_COOC array in ascending order by supporting,

executing commands line 12, 13 and 14 of the Algorithm 1.

Example 8. See Table 1. We split the transaction database D into 2 parts: the database
D1 consists 5 transaction t1; t2; t3; t4; t5f g and database D2 consists 5 transaction
t6; t7; t8; t9; t10f g.

The processing of Algorithm 1 on database D1

Item A B C D E F G H

sup 4 0 4 1 3 2 3 1

cooc 10100000 11111111 10100000 10110110 00001000 10100100 10100010 00001001
looc 10111110 00000000 10111110 10110110 10101111 10111110 10111110 00001001

The processing of Algorithm 1 on database D2

Item A B C D E F G H

sup 4 2 4 1 4 1 2 0

cooc 10100000 11101000 10100000 10110000 00001000 10101110 10101010 11111111
looc 11111110 11101010 11111110 10110000 11101110 10101110 11101110 00000000

Results of Eq. (3), we have the Kernel_COOC array as presented in Table 4.
Phase 2 – Parallelization of Algorithm 2 is shown in the diagram:

Fig. 5. The diagram parallelization phase 1.
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In Fig. 6, we split the Kernel COOCD array from element ik to im
ðsup ikð Þ�minsupÞ into c parts. After that, the core j th execute Algorithm 2 with input
Kernel COOCD array from kþ j� 1ð Þ � m� kþ 1ð Þ div cð Þ to kþ j � m� kþ 1ð Þð
div cÞ element, returns results frequent itemsets FIDj . The frequent itemsets FID for the
transaction database D, we compute the following equation:

FID ¼ FID1 [FID2 [ . . .[FIDc ð4Þ

Example 9. See Table 1. Generating all frequent itemsets satisfy minsup = 3, the
transaction database D split into 2 parts as Example 6. Results of phase 1 paral-
lelization, we have the Kernel COOCD array as Table 5.

The processing of Algorithm 2 on the Kernel_COOC array form item F to E:

Kernel item Frequent itemsets - FID1

F (F, 3) (FA, 3) (FC, 3) (FAC, 3)
G (GE, 3) (GEA, 3) (GEC, 3) (GEAC, 3) (GA, 5) (GC, 5) (GAC, 5) (G, 5)
E (EC, 5) (EA, 5) (EAC, 5) (E, 7)

The processing of Algorithm 2 on the Kernel_COOC array form item A to C:

Kernel item Frequent itemsets - FID2

A (A, 8) (AC, 8)
C (C, 8)

Results of Eq. (4), we have all frequent itemsets as presented in Table 6.

Fig. 6. The diagram parallelization phase 2.
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4 Experiments

All experiments were conducted on a PC with a Core Duo CPU T2500 2.0 GHz (2
Cores, 2 Threads), 4 Gb main memory, running Microsoft Windows 7 Ultimate. All
codes were compiled using C#, Microsoft Visual Studio 2010, .Net Framework 4.

We experimented on two instance types of datasets:

– Two real datasets that belong to medium instance are form of UCI Machine
Learning Repository [http://archive.ics.uci.edu/ml] as Pumsb and Retail datasets.

– Two synthetic datasets that belong to large instance using the software are gener-
ated by IBM Almaden Research Center [http://www.almaden.ibm.com] as
T40I1KD100K and T40I1KD200K datasets (Table 7).

Deng et al. proposed the PrePost [9] algorithm for constructing a FP-tree-like and
mining frequent itemsets from a database. In recent years, PrePost algorithm shows the
better performance result. We have compared the parallel NPA-FI algorithm with
sequential algorithms (SEQ-FI) and PrePost algorithm.

Performance implementation parallel NPA-FI algorithm on multi-core processors:

P ¼ 1� TM � TS
c

� �
=

TS
c

� �
ð5Þ

Where:

– TS: executing time of the sequential algorithm;
– TM: executing time of the parallel algorithm;
– c: number of the core on CPU.

Table 7. Datasets description in experiments.

Instance type Name #Trans #Items #Avg. length Type

Medium Pumsb 49,046 2,113 74 Dense
Retail 88,162 16,470 10 Sparse

Large T40I1KD100K 100,000 1,000 40 Sparse
T40I1KD200K 200,000 1,000 40 Sparse

Fig. 7. Running time of the three algorithms on medium datasets.
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Figure 7(a) and (b) show the running time of the compared algorithms on medium
datasets Pumsb and Retail. SEQ-FI runs faster PrePost algorithm under all minimum
supports; NPA-FI runs faster SEQ-FI algorithm. Average performance of the parallel
NPA-FI algorithm in turn: Pumsb as P ¼ 0:78 78%ð Þ; r ¼ 0:048 and Retail as
P ¼ 0:79 79%ð Þ; r ¼ 0:032.

Figure 8(a) and (b) show the running time of the compared algorithms on large
datasets T40I1KD100K and T40I1KD200K. PrePost algorithm fails to frequent
itemsets mining on large datasets; NPA-FI runs faster SEQ-FI algorithm. Average
performance of the parallel NPA-FI algorithm in turn: T40I1KD100K as P ¼
0:81 81%ð Þ; r ¼ 0:045 and T40I1KD200K as P ¼ 0:81 81%ð Þ; r ¼ 0:052.

In summary, experimental results suggest the following ordering of these algo-
rithms as running time is concerned: SEQ-FI runs faster PrePost algorithm; NPA-FI
runs faster SEQ-FI algorithm. Average performance of the parallel NPA-FI algorithm
on datasets experimental is P ¼ 0:80 80%ð Þ; r ¼ 0:042.

5 Conclusion

In this paper, we have proposed a sequential architecture mining frequent itemsets on
large transaction databases, consisting of two phases: the first phase, quickly detect a
the Kernel_COOC array of co-occurrences and occurrences of kernel item in at least
one transaction; the second phase, the algorithm is proposed for fast mining all frequent
itemset based on Kernel_COOC array. Besides, when using mining frequent itemsets
with other minsup value then the proposed algorithm only performs mining frequent
itemsets based on the Kernel_COOC array that is calculated previously, reducing the
significant processing time. The next step, we develop a sequential algorithm for
mining frequent itemsets and thus parallelize the sequential algorithm to effectively
demonstrate the multi-core processors. The experimental results show that the proposed
algorithms perform better than other existing algorithms.

The results from the algorithm proposed: In the future, we will expand the algo-
rithm to be able to mining frequent itemsets on weighted transaction databases, as well
as to expand the parallel NPA-FI algorithm on distributed computing systems such as
Hadoop, Spark.

Fig. 8. Running time of the two algorithms on large datasets.
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Abstract. Searching for locations in web data and associating a docu-
ment with a corresponding place on the map becomes popular in user’s
daily activities and it is the first step in web page processing. People
often manually search for locations on a web page and then use map
services to highlight them because geographic information is not always
explicitly available.

In this work, we present a geo-tagging framework to extract all
addresses from web pages. The solution includes an efficient web page
processing approach, which combines a probabilistic language model with
real-world knowledge of addresses on maps and extends geocoding ser-
vices from short queries to large text documents and web pages. We
discuss the main problems in dealing with web pages such as: web page
noise, identification of relevant segments, and extraction of incomplete
addresses. The experimental result shows precision above 91% which
outperforms standard baselines.

1 Introduction

Web pages and text documents often contain geographical information men-
tioned as free text. We consider under geographic information the location of
a real place, for instance a theater, a shop or a restaurant. Locations typically
occur in a document in the form of unstructured descriptions instead of speci-
fied geo-coordinates with a point on the map and they are difficult to identify
compared to structured data.

The importance of location extraction is the possibility to associate them
with the exact map coordinates: latitude and longitude. This process is called
geocoding. Available geo-information increases the popularity of a place and can
be used as a part of an advanced content analysis. Locations are widely used
by recommendation systems which often display the most relevant places with
specifically mentioned locations and ignore free text.

In this work, we focus on geo-tagging of web pages and our goal is to identify
locations in a document and to assign them appropriate geotags. Geo-tagging is
common in social media, for instance, Twitter posts, Flickr pictures, etc. often
contain geotags.

Dealing with web pages is different from identifying locations in structured
documents and in short text queries, due to web page heterogeneity, lack of
c© Springer International Publishing AG, part of Springer Nature 2018
P. Perner (Ed.): ICDM 2018, LNAI 10933, pp. 288–295, 2018.
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structure and a high level of noise. They require special pre-processing techniques
to reduce the amount of irrelevant information and to discover targeted parts.

In this work, we design a geo-tagging framework for address extraction from
web pages. The main distinction of our work is a designed framework for full
text geocoding, which combines state-of-the-art techniques from various fields
(web page processing, information extraction and machine learning), extends
standard address extraction solutions to the domain of web pages.

The contribution of this paper is a designed framework for address extraction
which has the following advantages:

1. highlighting of the main aspects of web page processing such as: web page
segmentation and noise reduction;

2. augmenting a probabilistic language based model with geographic informa-
tion;

3. validating addresses by real-world knowledge of maps on top of the process;
4. resolving similar and partial addresses (address resolution) by ranking results;
5. extending address extraction from short queries large text documents and

web pages.

2 Related Work on Address Extraction from Web Pages

The problem of address extraction has been studied by various researchers.
Recently, many approaches to address extraction from free text have been pro-
posed. Most of them belong to the natural language processing fields and include
techniques from sentence breaking and part-of-speech tagging to content parsing
and semantic analysis [3].

Yu [10] presented address extraction using rule-based, machine learning and
hybrid techniques based on decision tree classifier and n-gram model. He uses
regular expressions combined with lexical features such as: punctuation, initial
capital, contain digits, etc.

Chang and Li [2] proposed the MapMarker framework where they adopt
conditional random fields (CRF) for web page segmentation and solve address
extraction problem by sequence labeling. Their approach relies on the quality of
training data and the learned language model.

Melo and Martins [7] prepared a survey where they predict the geo-
coordinates for a document using the whole textual content. They show early
approaches based on rule-based heuristics; machine learning approaches includ-
ing feature selection and classification; and extended approaches using place
disambiguation and coordinate estimations. The difference of our approach in
assumption that a given document can contain multiple locations and we verify
identified addresses by searching them on the real map.

Another existing solution for address parsing and expansion is Libpostal1

which is an open source library trained on a large dataset of real-world addresses

1 https://mapzen.com/blog/libpostal.

https://mapzen.com/blog/libpostal
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from OpenStreetMap2 [4,5]. Libpostal parses addresses by searching for house
numbers, roads, cities, etc. For our purposes, the main shortcoming of Libpostal
is the lack verification whether an address really exists on the map without
identification of empty requests.

The distinction of our work comparing to prior efforts is in applying geocod-
ing service on top of the whole extraction chain and use it as the main address val-
idator. Another distinction is in address resolution by ranking similar addresses
in the same neighborhood and final identification of complete and verifies
addresses.

3 Data Description: A Collection of Web Pages

We use a collection of crawled and cashed web pages provided by Common
Crawl [8]. Every web page is available in the WARC, WAT and WET formats
which stand for raw web page data, metadata and extracted text. Common
Crawl is a public corpus, mostly stored on Amazon Web Services3.

A subset of the CommonCrawl dataset has schema information in the micro-
data format with manual annotation of the main content such as: addresses,
names, phones, as well as micro content such as: streets, regions, postal codes,
etc. Microdata are a set of attributes which are embedded into standard HTML
tags as a special property itemprop.

Table 1. An example of microdata annotation. The annotated content is in bold

<DIV class=”column threeColumn”>
<DIV itemprop=”address” itemtype=”http://schema.org/PostalAddress”>
<SPAN itemprop=”streetAddress”>505 Grand Rd</SPAN>
<BR/><SPAN itemprop=”addressLocality”>East Wenatchee< /SPAN><BR/>
<SPAN itemprop=”addressRegion”>WA< /SPAN>
<SPAN itemprop=”postalCode”>98802< /SPAN><BR/ >< /DIV>
<DIV><A href=”/restaurateurs/your-business/6023/”>
Is this your business?</A></DIV>

Table 1 is an example of detailed address annotation (street, locality, region
and postal code) embedded into the DIV and SPAN tags. Documents with micro-
data annotation are a great source for training and evaluation purposes. Accord-
ing to the W3Techs survey only around 12.7% web pages have microdata tags
compared to the entire web; hence, there is a need for automatic extraction.
Microdata is an excellent source of ground truth, which can be used for training
and evaluation purposes. It provides structured data and makes web pages eas-
ier to read instead of dealing with free text. Particularly, we use the Restaurant
schema4 from Schema.org of microdata annotations.
2 https://osmnames.org.
3 https://aws.amazon.com/public-datasets/common-crawl/.
4 http://schema.org/Restaurant.

https://osmnames.org
https://aws.amazon.com/public-datasets/common-crawl/
http://schema.org/Restaurant
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4 An Introduced Geo-Tagging Framework

Our address extraction framework includes the following steps: text extraction,
tokenization, annotation by geographical features, annotation by lexical features,
sliding window generation, window classification, window geocoding and address
ranking illustrated in Fig. 1.

Web page /
html document

Pre-processing and 
text extrac on

tokeniza onCharacter and group of 
characters rules

Gaze eer features (e.g. 
postal codes, ci es) Geo annota on

Lexical 
annota on

Lexical and 
orthographic features

Sliding window 
genera on

Window size, sliding 
step

Window 
classifica on

Window classifica on 
model

Window 
geocoding Geocoding service

Address ranking Geocoder score, 
classifica on score

Addresses marked on 
the map

Fig. 1. Components of an introduced address extraction framework

In the beginning, a web document is cleaned and preprocessed in order to
reduce HTML noise and to convert a raw document into an informative repre-
sentation.

Then in the tokenization step, data is divided into small elements called
tokens (words, bi-grams, tri-grams, etc.) based on a certain splitting criteria.

In the third and the forth step, we annotate tokens by different groups of fea-
tures: lexical described in [10] which indicate whether a token is a digit, contains
a digit, is a title, is capitalized, starts with a capital letter; and geographical
features, which show if a token is a state, is a postal code, is a city, etc. The
Geonames5 [1] project and the Libpostal library discussed in Sect. 2 can be used
as a source of geo-features.

Subsequently, term frequency transforms feature annotation into numerical
feature vectors. It calculates the number of times each feature occurred.

Afterwords, a sliding window of a fixed size and with a fixed sliding step
moves over annotated tokens from top to bottom. A approach based on sliding
windows allows to analyze the entire web page content and does not require prior
web page segmentation or other pre-processing. A common solution for this step
is web page segmentation, for instance by Latent Semantic Indexing [6]. LSA
identifies semantically close segments by associating related words, however it

5 http://www.geonames.org.

http://www.geonames.org
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leads to missing addresses due to incorrect segments which we aim to avoid.
Table 2 illustrates sliding windows for the piece of text ‘Papa Murphy’s East
Wenatchee 505 B Grant Road East Wenatchee WA, 98802’ in the example in
Table 1.

Table 2. An illustration of sliding windows

w1 Papa Murphy’s East Wenatchee 505 B Grant Road East Wenatchee

w2 Murphy’s East Wenatchee 505 B Grant Road East Wenatchee WA

w3 East Wenatchee 505 B Grant Road East Wenatchee WA, 98802

After creating a sliding window, a binary classifier computes a classification
score for each window and identifies address candidates. We choose a Support
Vector Machines (SVM) classifier, since it is a widely-used robust classifier [9].
Classification requires a prior training phase on an annotated dataset to make a
prediction on new data. We consider annotated addresses in the dataset discussed
in Sect. 3 as positive examples and windows without addresses as negative.

Then, the Geocoder validates a candidate window by searching its geo-
coordinates on the map. We use HERE Geocoder6 which provides a powerful
service for address parsing and validation. Figure 2a illustrates address validation
by searching it on the map.

(a) an example of a compete address search (b) an example of a partial address search

Fig. 2. An illustration of address verification by searching it on the map

An exact point location could not be identified on the map in case of partial
addresses. Geocoder then refers to a general area as shown in Fig. 2b.
6 https://developer.here.com.

https://developer.here.com
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The last step is addresses ranking to solve the address disambiguation prob-
lem. A web page can contain the same address mentioned multiple times, address
variations and parts of the same address. As an example consider the two
addresses: ‘505 Grand Rd East Wenatchee’ and ‘East Wenatchee’, the second
refers to a region of the first place. We use a Geocoder relevance score and a
classification score to solve the problem of similar addresses and to find final and
the most detailed and verified addresses on a web page.

5 Experimental Results

5.1 Applying a Geo-Tagging Framework

Before applying the designed framework, it is important to define a window size
and a sliding step based to the two main criteria:

1. a window size should fit a complete address;
2. a window size should have a minimum number of irrelevant tokens (noise);
3. a sliding step should not be large otherwise parts of the same address will

belong only to neighboring windows.

We learn an optimal window size from length distributions of annotated
addresses presented on Fig. 3. The typical address length is between 5 to 10
tokens in microdata annotation and between 6 and 10. We choose the window
size of 10 tokens which is an optimal size for most of the addresses.

Fig. 3. Distribution of address length in tokens. X-axis represents the address length
and Y-axis represents the number of addresses analyzed
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5.2 Result Evaluation

We conduct experiments on the annotated datasets described in Sect. 3. In order
to assess the performance of our results, we apply 10-fold cross-validation. We
randomly partition the annotated data into 10 equal size subsets. Then one
subset is chosen as the validation data for testing the classifier, and the remaining
subsets are used for training purposes. Then the process is repeated 10 times,
with each of the 10 subsets used exactly once as the validation dataset.

We use regular expressions (RE) as the first baseline and learn the RE gram-
mar on a training set considering, for instance text between a house number
(represented by digits) and a postal code as an address.

The second baseline is based on segmentation by key words. The Latent
Semantic Analysis (LSA) introduces in Sect. 4 searches for relevant segments
similar to a list of keywords obtained by topic modeling or from a relevant
vocabulary. In our case, we use GeoNames database as a source of initial geo-
keywords.

When segments are identified, we search for the full address only within
the identified segments. This method assumes that an address should contain
keywords (e.g. cities, postal codes) and it is not robust in case of misspellings,
for instance comparing ‘San Francisco’ and ‘SF’.

Table 3 shows comparative evaluation of the designed geo-tagging framework
and two baselines in standard metrics: precision and recall. Address extraction
by RE has the lowest performance since addresses can occur in any format which
is differ from RE. The baseline 2 demonstrates almost double improvement in
performance however recall is only 50% due to missed address segments. The
proposed approach outperforms the baselines in terms of precision and also recall
which is improved up to around 92%.

Table 3. Evaluation of the geo-tagging framework for address extraction

Address extraction Precision Recall

Baseline 1: regular expressions 47.7% 33.61%

Baseline 2: LSA segmentation with subsequent classification 80.67% 53.61%

The proposed geo-tagging framework 91.12% 92.86%

Initial error analysis of incorrectly extracted addresses revealed common
issues. One of which is confusions between the main address elements, for
instance place names and street names, house numbers and other numbers in a
window. If a number (which is not an address part) occurs in a window, it can
be matched it to a house number and affect address extraction.

Therefore, identification of precise address boundaries can be a potential
extension of this work. One solution is to learn an address grammar. For instance,
a postal code can be used as an indicator of the ending boundary.
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Probabilistic approaches based on sequence annotation such as conditional
random fields is another way to find address boundaries, however it might reduce
recall and lead to missing addresses because it does not take into account real
map knowledge.

6 Conclusion

In this work, we introduced a geo-tagging framework for address extraction from
web pages. We addressed the main challenges in working with web data such as:
structural heterogeneity, web page pre-processing, segment analysis and address
validation. We incorporated sliding windows and avoided web page segmentation
in order to improve recall and to save precision on the high level. We discussed
in detail different groups of feature extraction and also sources to obtain geo-
information. We showed how to validate extracted addresses by analyzing their
existence on the map and applied geocoding on the top of machine learning
models.

It is possible to extend the designed framework in various directions, for
instance by adding visual features, by incorporating the DOM structure or defin-
ing a window size dynamically instead of having it fixed.
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Abstract. Data mining techniques are capable of extracting valuable knowl-
edge from large and variable databases. This work proposes a data mining
method for municipal financial distress prediction. Using a new proxy of
municipal financial situation and a sample of 128 Spanish municipalities, the
empirical experiment obtained satisfactory results, which testifies to the viability
and validity of the data mining method proposed for municipal financial distress
prediction.
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1 Introduction

Municipal financial distress is a global phenomenon which has captured the attention of
researchers and managers of public institutions with the aim of contributing to the
continuity and financial sustainability of public services. After the last financial crisis,
concerns about the debts incurred by municipalities have increased significantly.
Municipal debts are particularly worrying because they affect not only the daily life of
citizens but also local private companies, who depend on public decisions [1]. In this
context, numerous models have been developed to assess municipal financial distress
[2–4]. These models can be divided into two types [5]. On the one hand, the models
which analyse the financial situation each year to determine if there exists a state of
emergency. On the other hand, the models which analyse fiscal capacity by using
tendencies to predict revenues and spending [6].

Although the models for assessing municipal financial distress have achieved
significant success, one of the main limitations thereof is related to measurement of
financial condition, since it is not directly observed and the researchers have created an
index following previous work [7, 8]. For this reason, current literature demands new
research which will permit a comparison of results using others proxies of the financial
situation [9]. With the objective of covering this gap, this work proposes a model for
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assessing municipal financial distress which incorporates a new proxy of financial
situation. This new proxy is the criteria used by Spanish legislation, which refers to the
ratio of default to municipal commercial debt. To that end, this work applied a data
mining focus to a sample of Spanish municipalities, and this enabled their level of
financial distress to be rated convincingly using a set of variables corresponding to
2015.

The work is organised in the following way. After the introduction, the Sect. 2 offers
a review of the literature relating to municipal financial distress prediction. The Sect. 3
presents the model proposed and the different methodologies used. The Sect. 4 is
devoted to data collection and variables. In the Sect. 5 we present the empirical results
obtained. And lastly, in the Sect. 6, we present the main conclusions and implications.

2 Literature Review

There is abundant research into municipal financial distress and it is characterised by
the differing approaches and methods of analysis used. Initially, statistical techniques of
logistic regression and discriminant analysis were used, and more recently, methods
based on heuristic approaches, such as multi-criteria methods [14, 17]. For their part,
the explanatory variables used have been financial ratios of liquidity, solvency, effi-
ciency and activity and, in other cases, political variables such as fiscal decentralisation
or even socio-economic variables such as the level of unemployment, population or
quality of infrastructure, varying according to the financial proxy used. The first works
to address municipal financial distress were carried out in countries such as the United
States of America and Australia, where the availability of information was more
advanced than in other developed countries. [10] carried out a study on the prediction
and prevention of fiscal crises in local governments in the United States, concluding
that less than half the cases attempted to predict municipal financial distress. The
analysis determined that the lack of preparation on the part of politicians, business
failures, demographic changes and the increase in the cost of public services were the
causes of the financial crisis. For their part, [4] applied a model of nine indicators to a
sample of municipalities in the state of Michigan, grading their fiscal distress on a scale
of 0–10 points, and highlighting the importance of revenue growth and the covering of
costs in the budget. Later, [11] developed a statistical model to explain financial
distress in Australian municipalities. They concluded that the degree of financial dis-
tress is positively associated with the size of their population and the nature of their
revenues. [12] analysed municipal financial distress in the United States by addressing
four dimensions (cash solvency, budgetary solvency, long-term solvency and services),
the socio-economic environment and the size of government, with a binary dependent
variable based on payment difficulties. The results led to the conclusion that budgetary
surplus, short-term debt and the composition of sources of revenue are essential factors
when it comes to determining municipal financial distress.

Ever since European countries started to compile and publish financial details of
their municipalities, additional research has also been carried out with reference to the
European continent. For example, [13] analysed the unequal implementation of
municipal accounting systems in the European Union and the reasons why some
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countries have resisted carrying out the necessary reforms. [14] constructed a model for
predicting financial distress in Greek municipalities using a multi-criteria methodology.
They obtained a level of accuracy which varied from 64.7% to 75.9% in the classifi-
cation of bankrupt municipalities, and close to 100% for solvent municipalities. For
their part, [2] analysed financial performance in Irish municipalities with a bench-
marking methodology, concluding that financial autonomy and commercial debt are the
most important variables. [15] used logistic regression to study the financial cost of
local governments in Spain, calculating the risk premium of the municipalities with a
multi-state dependent variable according to the reason for default, which enabled them
to predict their possible state of insolvency. With this model, they obtained classifi-
cations with a level of accuracy of 76%, showing short-term debt, per capita income
and the political ideology of the local government to be significant factors. Further-
more, [16] analysed municipal financial distress in Spain, taking into account three
aspects of municipal finances (debt, revenues and services). Their results suggest that
municipal revenues are the most significant aspect. [17] developed a multi-criteria
model to evaluate the financial performance of French municipalities and reached the
same conclusion regarding the importance of own revenues and operating expenses.
Recently, [3] studied the municipal financial distress in Italy using a set of financial
indicators and the logistic regression methodology. Their work, with a level of accu-
racy of 75%, reveals that staff costs relative to revenues, the rotation of short-terms
debts relative to revenues, and the level of dependency on subsidies are good predictors
of municipal financial distress. Finally, [18] examined the factors which influence
municipal credit risk, using the case of municipal default as a dependent variable. They
found that the size of the population, per capita income and the composition of the debt
determine the probability of possible municipal financial distress. Their results
achieved a level of accuracy of 69.14% using financial variables and 79.73% when
socio-economic variables were also included.

3 Data Mining Method for Municipal Financial Distress
Prediction

Data mining is the process of extracting knowledge from databases and other infor-
mation storage media. It has several functions, such as association, classification and
prediction analysis, to name but a few. Each of them can use various alternative data
mining algorithms [19]. Data mining for municipal financial distress prediction needs
five steps: creating sample, data preprocessing, construction of model, accuracy
assessment, and classification and prediction, as shown in Fig. 1. Creating sample
means obtaining the relevant data from the sources which provide financial information
about municipalities. Data preprocessing consists of the discretization of attributes of
continuous values, data generalisation, attribute relativity analysis, and the elimination
of outlying values. Construction of model refers to learning inductively from the data
preprocessed by the algorithms used and choosing the model which best represents the
classification of knowledge for municipal financial distress prediction. Accuracy
assessment is the task of evaluating the model’s predictive accuracy by means of the set
of training data and the set of validating data. For each of the selected individual
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classifiers, it has been tested with different sets of independent variables, in order to
find out which of them gives a better classification performance. We randomly selected
500 sets of variables, to which 10-fold cross-validation was applied, randomly dividing
the available set of samples by 80% for training samples, and 20% for test samples. We
chose the set of variables that yielded the maximum of classification hits on the
validation set and we have offered results according to the number of average hits on
the test set (again averaged over the 10-fold cross- validation that has been made for
each set). Finally, classification and prediction consists of using the model developed to
predict municipal financial distress.

Data mining which focusses on the prediction of municipal financial distress
basically resolves a problem of classification and prediction. For that reason, in this
work we use the classifiers which have obtained the best results in previous literature in
models of financial distress prediction, specifically, Decision Trees, Naive Bayes,
Multi-layer Perceptron, and Deep Belief Network [20].

A Decision Tree (DT) is a graphical, analytical form for classifying data by means
of different possible paths [21]. Each of the nodes of the tree represents the different
attributes of the data, the branches of the tree represent the possible paths to follow in
order to predict the class of a new example, and the end nodes or leaves establish the
class to which the test example belongs if the path along the branch in question is
followed. The language of description of the DTs corresponds to the formulae in DNF
(Disjunctive Normal Form). Thus, and in the event of having 3 attributes available (A,
B and C), each of them with two values, xi and ¬xi, where i = 1, 2, 3, 2n combinations
can be constructed in CNF (Conjunctive Normal Form). Each of the combinations in
CNF describes a part of the tree, and thus we would have disjunctives of the form
expressed in (1).

ðx2 K:x3ÞVðx2 K x3ÞVð:x2 K x1ÞVð:x2 K:x1Þ ð1Þ

These disjunctives are descriptors of the tree constructed, and 22n possible
descriptions could be formed in DNF. As the order of the DT is very large, it is not
possible to explore all of the descriptors to see which is the most suitable, and therefore
heuristic search techniques are used to find a simple and quick way of doing so. The
majority of DT construction algorithms are based on the Hill Climbing strategy, used in
Artificial Intelligence to find the maximums or minimums of a function by means of a
local search. This is an algorithm which begins with an empty tree and then segments
into sets of examples, choosing in each case that attribute which best discriminates
between the classes, until the tree is complete. In order to know which attribute is the

Creating 
sample

Data 
preprocessing 

Construction of 
model 

Accuracy 
assessment

Classification 
and prediction

Fig. 1. Data mining steps in municipal financial distress prediction
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best, a heuristic function is used, and the choice is irrevocable, and it is therefore
essential to ensure that the attribute in question is the closest to the optimum.

For its part, the Naive Bayes (NB) classifier is considered as part of the probabilistic
classifiers, which are based on the supposition that quantities of interest are governed
by probability distributions, and that the optimum decision can be taken by reasoning
about these probabilities together with the data observed. In classification tasks, this
algorithm is among the most used [22, 23]. [24] presents a basic guide to the different
directions taken by research into NB in accordance with the modifications made to the
algorithm. In this work we employ the traditional NB. The NB classifier is constructed
using a Tr to estimate the probability of each class. In this way, when a new instance is
presented, the classifier assigns to it the most probable category, which will be that
which fulfils Eq. (2), i.e. the probability that, once the values which describe this new
instance are known, it belongs to class Ci (which is the value of classification function f
(x) in finite set C).

c ¼ argmaxci2C PðcijijÞ ð2Þ

Using the Bayes theorem to estimate probability, we obtain Eq. (3).

c ¼ argmaxci2C
PðcijijÞPðciÞ

PðijÞ ð3Þ

In Eq. (3) the denominator does not differ between categories and can therefore be
omitted, giving us (4).

c ¼ argmaxci2C PðcijijÞPðciÞ ð4Þ

If we also resort to the hypothesis of conditional independence, i.e. to the
assumption of independence between attributes, it is then possible to assume that the
characteristics are conditionally independent given the classes. This simplifies the
calculations, resulting in Eq. (5)

c ¼ argmaxci2C PðciÞ
Yn

k¼1
PðakjjciÞ ð5Þ

where P(Ci) is the fraction of examples in Tr which belong to class Ci, and P(akj|Ci) is
calculated in accordance with Bayes’ theorem.

The so-called Multi-Layer Perceptron (MLP) is a supervised neural network model,
which would be composed of a layer of inputs (sensors), another output layer, and a
given number of intermediate layers, called hidden layers in that they have no con-
nections to the exterior. Each input sensor would be connected to the units in the
second layer, these in turn to those of the third layer, and so on. The aim of the network
is to establish a correspondence between a set of inputs and a set of desired outputs.
[25] confirmed that learning in MLP constituted a special case of functional approxi-
mation, where no assumption exists regarding the model underlying the data analysed.
The learning process means finding a function which correctly represents the learning
patterns as well as carrying out a process of generalisation which permits the efficient
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treatment of individuals not analysed during learning [26]. To do this, weights W are
adjusted on the basis of the information deriving from the sample set, considering that
both the architecture and the network connections are known, and with the aim of
obtaining those weights which will minimize learning error.

Thus, given a set of pairs of learning patterns {(x1, y1), (x2, y2) … (xp, yp)} and a
function of error e (W, X, Y), the training process entails the search for the set of
weights which minimizes learning error E(W) [26], as expressed by Eq. (6).

min
w

EðWÞ ¼ min
w

Xp
i¼1

eðW ; xi; yiÞ ð6Þ

The majority of the analytical models used to minimize the function of error
employ methods which require the evaluation of the local gradient of function E(W),
though techniques based on second order derivatives may also be considered [27].
While this is an area in constant development, the learning algorithms for the more
common MLP-type networks are the backpropagation algorithm and its different
variables, algorithms based on the conjugate gradient and the quasi-Newton models.

Lastly, Deep Belief Network (DBN) is a class of deep neural network where the
two upper layers are modelled as an unsupervised bipartite associative memory. For
their part, the lower layers of the network constitute a supervised graphical model
called a sigmoid belief network. The difference between sigmoid belief networks and
DBN lies in the parametrization of the hidden layers [26].

Equation (7) describes a DBN, where v is the vector of visible units, Pðhk�1jhkÞ is
the conditional probability of visible units given the hidden ones at level k, and
Pðhl�1; hÞ is the joint distribution at the top level for
x nð Þ ¼ ½1; x1 nð Þ; x2 nð Þ; . . .; xm nð Þ�T

P v; h1; . . .; hl
� � ¼ Pðhl�1; hlÞð

Yl�2

k¼0

Pðhkjjhkþ 1Þ ð7Þ

When we apply DBN to a set of data, we are looking for a model Qðhl�1; hÞ for the
true posterior Pðhl�1; hÞ. The subsequent Qs are all approximations, except for the top
level Qðhl�1; hÞ which is equal to the true posterior Pðhl�1; hÞ and allows us to make an
exact inference [26].

4 Data Collection and Variables

This work uses a sample of 128 Spanish municipalities. All fulfil the condition of
having a population of over 50,000 inhabitants, in line with the criteria proposed by
[15]. The information corresponding to the municipalities in the sample refers to 2015
and is provided by the Spanish Court of Auditors, which publishes data related to the
annual accounts of Spanish municipalities. In addition, and in order to validate the
models to be estimated and to test predictive ability, test samples were used that were
different and unrelated to those used in estimating the model. We then proceeded to
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divide the data into two different samples, one used to build the model (training data)
and another for testing it (testing data).

The majority of the studies which address municipal financial distress have used
explanatory variables which refer to the municipalities’ financing structure. For this
study, we have selected a set of financial variables from among those most used in the
previous literature [14, 15]. These selected variables comprehensively reflect the
financial structure of Spanish municipalities and are related to indebtedness, municipal
revenues, the capacity of revenues to pay debts and cover costs, and the volume of
subsidies. Moreover, we use variables of political transparency which indicate the
quality of information and management of a municipality [18, 28]. Table 1 shows the
definition of the variables used in the study.

Variables F1, F3 and F4 refer to the structure of municipal debt. F1 shows the
origin of the debt incurred by the municipality, indicating the proportion deriving from
finance by suppliers (commercial debt) and the proportion arising from bank finance
(financial debt). For its part, F3 represents the composition and duration of the financial
debt. Variable F4 registers the dependency of a municipality on external finance. On
the other hand, variables F2 and F9 show the structure of municipal revenues. The first
variable measures the degree of autonomy of the municipality compared with possible
subsidies received from the central government. The second variable is an indicator of
municipal revenue per capita. Variables F5, F6 and F7 refer to the capacity of revenues

Table 1. Variables definition

Code Description

Financial variables
F1 Financial debt/commercial debt
F2 Own revenue/total revenue
F3 Short-term debt/long-term debt
F4 Total debts/total assets
F5 Own revenue/total debts
F6 Short-term debt/own revenue
F7 Operating expenses/own revenue
F8 Subsidies/population
F9 Own revenue/population
Transparency variables
T1 Voter turnout
T2 Political competence
T3 Political ideology
T4 Population
T5 Unemployment
T6 Total debts
T7 Investment
T8 Political party fragmentation
T9 Political fragmentation
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to pay debts and cover municipal costs. Variable F5 represents the cover provided by
municipal revenues in relation to total accumulated debt. Lastly, variable F8 refers to
the volume of subsidies which would correspond to each citizen.

With regard to the transparency variables, variable T1 shows the level of citizen
involvement in politics and is a proxy of the demand for transparency. Variable T2 is
related to the level of approval of the activities of the political parties and the level of
pressure for greater transparency. Variables T4 and T5 provide information about the
characteristics of the population, while variables T6 and T7 are related to investment
and debt, calculated on a per capita basis. Lastly, variables T8 and T9 indicate the
composition of the municipal government and the distribution of power. T8 is calcu-
lated by dividing the number of councillors belonging to the ruling party by the total
number of councillors, and T9 is calculated by dividing the number of parties with
representation in the local assembly by the total number of councillors.

Finally, our model incorporates as a dependent variable a new proxy of financial
situation and, as mentioned above, makes reference to the ratio of default to municipal
commercial debt. This is a point of reference deriving from Spanish Legislation
(Organic Law 2/2012, dated 27th April 2012, regarding Budgetary Stability and
Financial Solvency and Royal Decree-Law 635/2014, dated 25th July 2014) as an
indicator of financial distress. According to this proposal, municipalities are considered
to in a good financial situation if the average period for paying debts is less than 30
days. For this purpose, municipalities are classified in two groups according to their
average period of payment. In particular, municipalities with an average period of
payment of less than 30 days are considered to be in a non-financial distress situation,
while those with an average period of payment greater than 30 days are classified as
being in a financial distress situation. The above-mentioned Royal Decree-Law
635/2014 stipulates the calculation of the average period of payment as the division of
outstanding debts by net acknowledged debts (taking into account in both cases
spending on current goods and services and real investments), multiplied by 365 days.

5 Empirical Results

The main descriptive statistics of the selected variables for this work are shown in
Table 2. Municipalities in a situation of financial distress (FD = 1), compared with
those that are not (FD = 0) are characterized by a higher leverage level (F1, F4), high
Short-Term Debt/Own Revenue (F6), and high Operating Expenses/Own Revenue
(F7). Also, they present higher average values in Total Debts (T6) and higher Political
Fragmentation (T9).

Table 3 shows the results obtained with DT, NB, MLP, and DBN classifiers. The
accuracy rates for the training data are 95.45%, 93.97%, 95.52%, and 94.43%
respectively. With testing data (see also Fig. 2), the accuracy rates are slightly older,
except for DT (79.04%, 84.35%, 93.91%, and 91.27%). Comparing the level of pre-
diction for the model studied, a higher accuracy rate for MLP is seen. With MLP, the
significant variables, in order of importance, are Short-Term Debt/Own Revenue (F6),
Total Debts (T6), Operating Expenses/Own Revenue (F7), Subsidies/Population (F8),
and Political Fragmentation (T9), which, taken as a whole, constitute the best set of
predictors for municipal financial distress.
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The results of this work show that the model developed increases the ability to
predict municipal financial distress, compared with previous studies. Using MLP and
the ratio of default to municipal commercial debt as a proxy of financial distress, the
prediction accuracy is 93.91%. These results are higher than those contained in pre-
vious literature. For example, [15] using logistic regression and a multi-state dependent
variable on the basis of the cause of default, obtained a level of accuracy of 76%. [3],

Table 3. Results of accuracy evaluation

Method Accuracy
classification (%)

RMSE Significant variables

Training Testing Training Testing

DT 95.45 79.04 1.18 1.85 F6, F2, F5, T8, T2
NB 93.97 84.35 1.69 1.71 F1, F4, T8, T9, T1
MLP 95.52 93.91 0.97 0.92 F6, T6, F7, F8, T9
DBN 94.43 91.27 1.41 1.08 F6, T6, F5, F8, T3, T9

RMSE: Root mean squared error; Significant variables: Normalized
important > 20%

Fig. 2. Accuracy in testing data for 500 iterations
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also using logistic regression, and with a set of financial indicators, achieved a level of
accuracy of 75%. [18] used the case of municipal default as a dependent variable and
their results achieved a level of accuracy of 69.14% using financial variables, and
79.73% when also including socio-economic variables.

The accuracy levels obtained exceed those achieved in previous studies, possibly
also due to the larger variable set used in this study, which also includes transparency
variables such as Voter Turnout and Political Ideology. Transparency is a concept
which refers to the availability of information about governmental institutions and
which enables citizens and other external agents to verify the performance of public
institutions [29, 30]. The transparency of municipal governments is related to the
financial situation thereof [9], and the use of a set of transparency variables has
enhanced the predictive power of the model constructed in this work.

6 Conclusions and Implications

Municipal financial distress is a global phenomenon which has captured the attention of
researchers and managers of public institutions in recent decades. In this context,
numerous models have been developed for evaluating municipal financial distress and
one of their main limitations is related to the measurement of financial condition, since
it is not directly observed. For this reason, current literature requires new research
which will permit a comparison of results using others proxies of financial situation.
This work proposes a model for evaluating the financial distress of municipalities
which incorporates a new proxy of their financial situation, specifically the ratio of
default to municipal commercial debt. To this end, a data mining focus was applied to a
sample of Spanish municipalities, and this enabled their level of financial distress to be
graded convincingly using a set of variables corresponding to 2015.

Using the MLP method, our model obtained a level of accuracy greater than 93%
and has successfully determined the best set variables for predicting municipal financial
distress. This set includes financial variables and variables related to the transparency
of municipal government. Compared with previous studies, the model developed in this
work increases the ability to predict municipal financial distress, and confirms that the
use of different proxies of the financial situation of a municipality provides noticeably
different results.

Our results contribute to the knowledge of the financial situation of municipalities
in various senses. On the one hand, it can help researchers and academics to understand
how the use of certain proxies of financial situation can enhance the level of accuracy of
municipal financial distress models. On the other hand, our findings could be very
helpful to local government financial managers, politicians and tax authorities as we
have identified factors whose evolution may influence both the viability of public
services and the effectiveness of measures taken to meet the goals of budgetary stability
and financial sustainability.

Future research could determine whether macroeconomic and industrial conditions
such as interest rates, the age of the workforce, and industry can be good predictors for
municipal financial distress prediction models.
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Abstract. Sequential pattern mining is a challenging problem that has
received much attention in the past few decades. The mining of large
sequential databases can be very time consuming and produces a large
number of unrelated patterns that must be evaluated. In this paper, we
explore the problems of frequent prefix, prefix-closed, and prefix-maximal
pattern mining along with their suffix variants. By constraining the pat-
tern mining task, we are able to reduce the mining time required while
obtaining patterns of interest. We introduce notations related to pre-
fix/suffix sequential pattern mining while providing theorems and proofs
that are key to our proposed algorithms. We show that the use of pro-
jected databases can greatly reduce the time required to mine the com-
plete set of frequent prefix/suffix patterns, prefix/suffix-closed patterns,
and prefix/suffix-maximal patterns. Theoretical analysis shows that our
approach is better than the current existing approach, and empirical
analysis on various datasets is used to support these conclusions.

1 Introduction

For the past several decades, ever since Agrawal and Srikant first published
their paper, Mining Sequential Patterns [1], sequential pattern mining has been
of broad and current interest. Sequential pattern mining was originally explored
for mining information from customer transaction databases. It has been used
to predict purchasing behavior [2], applied to next-item prediction problems in
recommender systems [3], used to help define guidelines for patient care [4],
informed the verification and development of clinical pathways [5], and even
guided product placement within supermarkets [6]. Sequential pattern mining
has also been used to suggest customer relationship management strategies for
small online businesses [7]. However, as transaction databases continue to grow
in size and scope, the time required to mine useful patterns continues to increase.
Furthermore, actionable retail information is often time sensitive, and while it
is possible to obtain patterns in a reasonable (i.e., short) amount of time using
many sequential pattern mining techniques, the patterns obtained are often too
small or too general to be useful.

While the basic sequential pattern mining task is unconstrained, several
constrained variants have been developed. Some of these constraint-based
c© Springer International Publishing AG, part of Springer Nature 2018
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approaches can help to reduce mining time while allowing a more narrow focus on
the patterns obtained. Examples include mining patterns with recency and com-
pactness constraints [8], gap constraints [9–11], relaxation of itemset/transaction
constraints [11], and taxonomy based constraints [11].

Despite these constraint variations of sequential pattern mining, most solu-
tions are ill-suited for identifying all sequences that begin or end with an event
or events of interest. We are particularly interested in this task, because we are
seeking to help improve the selection of cancer treatments through data-driven
modeling and simulation of health trajectories. We see frequent sequence mining
as a tool that can help with this. In particular, we see the mining of frequent
health data sequences that begin or end with specific cancer treatments of inter-
est as potentially informative. Knowing such sequences could allow us to discover
probabilistic rules that link sequences that precede particular cancer treatments
to subsequent health trajectories.

To advance us toward our goal, this paper focuses on solving this version of
constraint-based sequential pattern mining. We provide formal definitions and
notation related to mining patterns having a user-defined prefix or suffix. Several
theorems are formulated and proven, which provide insight for developing effi-
cient mining techniques for these prefix and suffix patterns. Our newly proposed
algorithms are described, and their weaknesses and strengths are compared to
the only previously published existing approach for prefix/suffix pattern mining.
We have provided theoretical and empirical analysis demonstrating the improve-
ment of our proposed algorithms over the approach proposed by Kaytoue et al.
in their work on mining graph sequences [12]. The extraction of cancer-related
data is underway but not yet complete, so empirical analysis has been performed
on several other real-world datasets in various domains (e.g., click-streams, retail
sales, etc.).

2 Sequential Pattern Mining

Closely related to sequential pattern mining is frequent itemset mining. While
frequent itemset mining focuses on discovering statistically relevant co-occurring
items, sequential pattern mining focuses on identifying patterns among itemsets
presented as a sequence. Great effort has been put forth by the data mining
community to mine sequential patterns. A number of algorithms have been pro-
posed to mine the complete collection of frequent patterns (i.e., sequences) from
a sequential database. Examples include SPADE [13], SPAM [14], and PrefixS-
pan [15]. Sequential pattern mining can produce large result sets, partially due
to the combinatorial nature of the mining task and redundant information repre-
sented in the results. To eliminate this redundant information, several algorithms
have been proposed to mine frequent closed patterns and frequent maximal pat-
terns. BIDE [16] and CloSpan [17] are examples of such algorithms.

However, as pointed out by Kaytoue et al. none of these algorithms can
directly mine patterns given a user-defined prefix or suffix and must be
adapted [12]. Prefix and suffix patterns can be useful for uncovering cause and
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effect relationships. For instance, we are interested in identifying the most com-
mon health trajectories occurring after a particular cancer treatment. In this
case, the cancer treatment serves as a prefix, for which we want to know the
effects.

Fournier–Viger et al. provide an excellent survey on sequential pattern min-
ing [18], and it will be assumed that the reader is familiar with basic definitions,
notation, and results from sequential pattern mining. The following section intro-
duces definitions, notation, and results related to prefix/suffix pattern mining
used throughout this paper.

3 Prefix/Suffix Pattern Mining

In their research, Kaytoue et al. focus on describing topological changes in
dynamic attributed graphs [12]. In order to accomplish this, the authors for-
mally defined the notion of a prefix-closed pattern and a variant on the sequential
pattern mining problem they call prefix-closed pattern mining.

3.1 Prefix/Suffix Sequences

Given a fixed sequence A, one may be interested in sequences that “begin” with
A or “end” with A. In the former case, A serves as a prefix, and the patterns
of interest are called suffix patterns. In the latter case, A serves as a suffix, and
the patterns of interest are called prefix patterns. Note that no restrictions are
placed on A, and it can be of arbitrary length and could be a sequence of items
(i.e., an item sequence) or a sequence of sets of items (i.e., an itemset sequence).

Definition 1. Let A = {ai}mi=1 and B = {bi}ni=1 be sequences. Let C = A ⊕ B

denote the sequence {ci}m+n
i=1 given by juxtaposition of A and B, where

ci =

{
ai 1 ≤ i ≤ m

bm−i m < i ≤ m + n.

Definition 2. Let P and S be non-empty sequences and let A = P ⊕ S. The
sequence P is called a prefix of A and the sequence S is called a suffix of
A. The sequence A is sometimes called a P -prefix sequence or an S-suffix
sequence. Alternatively, let A = {ai}mi=1 and B = {bi}ni=1 be sequences with
m < n. If ai = bi for 1 ≤ i ≤ m, then A is called a prefix of B. If ai = bn−m+i

for all 1 ≤ i ≤ m, then A is called a suffix of B.

Note that, unlike in the definition of a subsequence, we require equality of
elements (both items and itemsets) in the definition of a prefix/suffix. For exam-
ple, the sequence 〈{a}, {b}〉 is a prefix of 〈{a}, {b}, {c}〉, but it is not a prefix of
〈{a, b}, {c}〉, 〈{a, x}, {b, y}, {c}〉, or 〈{a}, {x}, {b}, {y}〉.
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Definition 3. A sequence A is said to be prefix-closed, with respect to a
database D and suffix B, if B is a suffix of A (that is to say, A = A′⊕B for some
non-empty sequence A′) and no proper supersequence of A, also having suffix B,
has the same support as A in D. A sequence A is said to be prefix-maximal,
with respect to a set S and suffix B, if B is a suffix of A and there exists no
proper supersequence of A in S also having suffix B. Analogous definitions exist
for suffix-closed and suffix-maximal sequences as well.

Consider the example sequential database presented Fig. 1. The sequence
〈{b}, {f}, {e}〉 is a 〈{f}, {e}〉-suffix sequence. It is prefix-closed, and has a sup-
port of two, but it is not prefix-maximal in the collection of all frequent prefix
sequences with positive support as it is a subsequence of 〈{a, b}, {f}, {e}〉, which
is also a 〈{f}, {e}〉-suffix sequence of positive support.

Again, consider the sequential database from Fig. 1. The sequence
〈{f, g}, {g}〉 is a 〈{f, g}〉-prefix sequence with a support of one. It is not suffix-
closed as it is a subsequence of 〈{f, g}, {g}, {e}〉, which is also 〈{f, g}〉-prefix
sequence with the same support; the sequence 〈{f, g}, {g}, {e}〉 is both suffix-
closed and suffix-maximal (in the set of frequent suffix patterns with positive
support).

ID Sequence

1 〈{a, b}, {c}, {f, g}, {g}, {e}〉
2 〈{a, d}, {c}, {b}, {a, b, e, f}〉
3 〈{a}, {b}, {f}, {e}〉
4 〈{b}, {f, g}〉

Fig. 1. A sample sequential database

It is worth noting that, just like with closed/maximal sequences, every prefix-
maximal sequence is prefix-closed, but not every prefix-closed sequence is prefix-
maximal, and same thing is true for suffix-closed and suffix-maximal [15,17].

3.2 Prefix/Suffix Projections

Database projections are often used to help reduce the number of database scans
and eliminate redundant computation during the mining task [15,17]. In our
proposed algorithms, we make use of database projections as a preprocessing
step in order to reduce the search space associated with prefix/suffix mining
task. This section introduces definitions and notation involving prefix and suffix
projections related to our proposed algorithms.

Definition 4. Let A and B be sequences. The prefix-projection of A by B
(or B-prefix-projection of A) is the longest subsequence A′ of A such that
A = B′ ⊕A′ and B � B′, which is denoted PB(A) = A′. If no such subsequence
exists, the prefix-projection is defined to be the empty sequence.



Prefix and Suffix Sequential Pattern Mining 313

Definition 5. Let A and B be sequences. The suffix-projection of A by B
(or B-suffix-projection of A) is the longest subsequence A′ of A such that
A = A′ ⊕B′ and B � B′, which is denoted SB(A) = A′. If no such subsequence
exists, the suffix-projection is defined to be the empty sequence.

Definition 6. Let S be a sequence and D be a sequential database. The col-
lection of all S-prefix-projected sequences in D, denoted P∗

S(D), is called the
S-prefix-projected database of D. The collection of all S-suffix-projected
sequences in D, denoted S∗

S(D), is called the S-suffix-projected database
of D.

3.3 Sequential Prefix/Suffix Mining Problems

While the initial goal of Kaytoue et al. was not to advance the area of sequential
pattern mining problem, they were the first to propose the prefix-closed mining
variant of the sequential pattern mining problem.

Problem 1. Let D be a sequential database, S be a sequence, and n a user-
defined minimum support. The prefix (closed/maximal) sequential pat-
tern mining problem asks to find the complete set of frequent prefix
(closed/maximal) patterns with respect to database D and suffix S. The suf-
fix (closed/maximal) sequential pattern mining problem asks to find
the complete set of frequent suffix (closed/maximal) patterns with respect to
database D and prefix S.

Kaytoue and his fellow authors claim that the adaption of closed patterns to
prefix-closed patterns is not straightforward and proposed a new algorithm. This
algorithm is based on a new theorem, developed and proven by Kaytoue and his
collogues, which states that the collection of frequent prefix-closed patterns are
contained within the collection of closed patterns.

Theorem 1. For every frequent prefix-closed pattern A, there exists a frequent
closed pattern B such that A � B and support(A) = support(B).

In their work on dynamic attributed graphs, Kaytoue and his colleagues only
mentioned prefix-closed patterns. However, their observations hold for prefix-
maximal patterns and analogous results can be formulated for suffix-closed and
suffix-maximal patterns. While this result is interesting from a theoretic view-
point, we claim that it does not provide a basis for the most efficient algorithm
for solving the prefix-closed mining problem. We have proven the following the-
orem, which provides an alternate method for finding the set of frequent prefix,
prefix-closed, and prefix-maximal patterns.

Theorem 2. Let A be a sequence, n be a user-defined minimum support, and
D be a sequential database. Then,

(i) The complete collection of frequent prefix patterns with respect to
database D having suffix A and minimum support n is given by
{P = P ′ ⊕ A | P ′ is frequent in S∗

A(D)}.
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(ii) The complete collection of prefix-closed patterns with respect to
database D having suffix A and minimum support n is given by
{P = P ′ ⊕ A | P ′ is closed in S∗

A(D)}.
(iii) The complete collection of prefix-maximal patterns with respect to

database D having suffix A and minimum support n is given by
{P = P ′ ⊕ A | P ′ is maximal in S∗

A(D)}.
Analogous results for the suffix variation of Theorem 2 exists but have been

omitted. Part (i) in Theorem 2 is not surprising and can be established with a
fairly straightforward direct proof. What is not so obvious are Parts (ii) and (iii).
Let A be a sequence, n a minimum support, and D a sequential database. If P ′

is a closed/maximal pattern in S∗
A(D), why must the prefix pattern P = P ′ ⊕A

also be prefix-closed/maximal in D? If P = P ′ ⊕ A is prefix-closed/maximal
pattern in D, why must P ′ also be closed/maximal in S∗

A(D)?

Proof. The proof of Part (iii) is analogous to that of Part (ii). To establish (ii),
we need only to show that every prefix-closed pattern having suffix A is of the
from P = P ′ ⊕A for some sequence P ′ which is closed in S∗

A(D), and that every
sequence of the from P = P ′ ⊕ A where P ′ is closed in S∗

A(D) is a prefix-closed
pattern in D.

(⊆) Suppose that P is a prefix-closed pattern with respect to suffix A in
database D. Then P = P ′ ⊕ A for some non-empty sequence P ′. We proceed
by way of contradiction. Suppose that P ′ is not closed in S∗

A(D). Then, there
exists a supersequence, say P ′′, such that P ′ ≺ P ′′ and supportS∗

A(D)(P ′) =
supportS∗

A(D)(P ′′). Put S = P ′′ ⊕ A, and observe that P ≺ S. As established
in the proof of Theorem 2, we have that supportD(P ) = supportS∗

A(D)(P ′) and
supportD(S) = supportS∗

A(D)(P ′′). It follows that supportD(P ) = supportD(S),
a contradiction to the assumption that P was closed.

(⊇) Now, suppose that P = P ′ ⊕ A for some closed sequence P ′ in S∗
A(D).

We want to show that P is prefix-closed. Suppose not. That is, suppose that
there exists an A-suffix sequence, say S, such that P ≺ S and supportD(P ) =
supportD(S). Since S and P = P ′ ⊕A are both A-suffix sequences, we have that
S = P ′′ ⊕ A for some sequence P ′′ ≺ P ′. Since supportD(P ) = supportS∗

A
(P ′),

supportD(S) = supportS∗
A
(P ′′), and supportD(P ) = supportD(S), it is the case

that supportS∗
A
(P ′) = supportS∗

A
(P ′′). That is to say, P ′ is not closed, a contra-

diction.

3.4 Algorithms

Upon first thought, one may think that there should be a relationship between
the complete set of frequent prefix patterns, prefix-closed patterns, and prefix-
maximal patterns and the complete set of frequent patterns, closed patterns, and
maximal patterns, respectively. Theorem 1 provided by Kaytoue, et al., proves
this to be true [12]. To mine the complete set of frequent prefix-closed patterns
with respect to a database D and a suffix S, begin by mining the complete set
of frequent closed patterns in D. Then for each pattern A, consider the S-suffix-
projected sequence SS(A) = A′ of A. If A′ is non-empty, the sequence A′ ⊕ S
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is a potential prefix-closed sequences. Some of the sequences obtained from this
suffix projection-extension process may not be prefix-closed. After filtering out
the non-prefix-closed patterns, the complete set of frequent prefix-closed patterns
will be all that remains. Kaytoue et al. use a subsumption checking algorithm
to perform this filtering. This idea is summarized in Algorithm 1; analogous
algorithms exist for prefix pattern mining, prefix-maximal pattern mining, and
their suffix mining variants.

Algorithm 1. Kaytoue Based Prefix-Closed Pattern Mining
Require: D: a sequential database
Require: S: a suffix for prefix mining
Require: n: a user-defined minimum support
1: procedure ClosePrefixMiner(D, S, n)
2: C ← ClosedPatternMining(D, n)
3: C′ ← [ ]
4: for A′ ∈ C do
5: if SS(A′) �= 〈〉 then
6: A ← SS(A′) ⊕ S
7: C′ ← C′ + [A]
8: end if
9: end for

10: C′ ← SubsumptionFiltering(C′)
11: return C′

12: end procedure

Theorem 2 provides an alternate approach for obtaining the complete set
of frequent prefix, prefix-closed, and prefix-maximal patterns with an analogous
version existing for their suffix counterparts. It is fairly easy to see that the
complete set of frequent prefix patterns can be obtained from a suffix-projected
database. What is not so obvious is that the complete set of prefix-closed and
prefix-maximal patterns (along with their suffix variants) corresponds directly
to the complete set of prefix-closed and prefix-maximal patterns found in the
associated suffix-projected database. For example, to obtain the complete set of
prefix-closed patterns from a database D having suffix S, begin by constructing
the suffix-projected database S∗

S(D). Then, mine the complete set of closed pat-
terns from S∗

S(D). For each closed pattern P obtained, the sequence P ⊕ S is
guaranteed to be prefix-closed, by Theorem 2. This idea is summarized in Algo-
rithm 2; analogous algorithms exist for prefix pattern mining, prefix-maximal
pattern mining, and their suffix mining variants. In Sect. 4, we will demonstrate
the advantage of Algorithm 2 over Algorithm 1.

If one is interested in obtaining prefix-closed patterns with respect to multiple
suffixes, these algorithms can be modified in order to obtain the desired results.
In the case of Algorithm 1, we need only to mine the complete set of closed
patterns once. Then, each of the suffixes can be used in turn to extract the
complete set of prefix-closed patterns, as shown in Algorithm 3. The extension to
Algorithm 2 is a little more complicated. For each of the desired suffixes, a suffix-
projected database must first be constructed. Then the complete set of closed
patterns can be mined (see Algorithm 4). Having to mine multiple projected
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databases for closed patterns may seem inefficient, but as we will demonstrate
in Sect. 4, this is actually faster.

Algorithm 2. Efficient Prefix-Closed Pattern Mining
Require: D: a sequential database
Require: S: a suffix for prefix mining
Require: n: a user-defined minimum support
1: procedure ClosePrefixMiner(D, S, n)
2: D′ ← S∗

S(D)
3: C ← ClosedPatternMining(D′, n)
4: C′ ← [ ]
5: for A′ ∈ C do
6: A ← A′ ⊕ S
7: C′ ← C′ + [A]
8: end for
9: return C′

10: end procedure

Algorithm 3. Kaytoue Based Prefix-Closed Pattern Mining w/ Multiple Suf-
fixes
Require: D: a sequential database
Require: LS : a list of suffixes for prefix mining
Require: n: a user-defined minimum support
1: procedure ClosePrefixMiner++(D, LS , n)
2: C ← ClosedPatternMining(D, n)
3: C′ ← [ ]
4: for S ∈ LS do
5: C′

S ← [ ]
6: for A′ ∈ C do
7: if SS(A′) �= 〈〉 then
8: A ← SS(A′) ⊕ S
9: C′

S ← C′
S + [A]

10: end if
11: end for
12: C′

S ← SubsumptionFiltering(C′
S)

13: C′ ← C′ + C′
S

14: end for
15: return C′

16: end procedure

Algorithm 4. Efficient Prefix-Closed Pattern Mining w/ Multiple Suffixes
Require: D: a sequential database
Require: LS : a list of suffixes for prefix mining
Require: n: a user-defined minimum support
1: procedure ClosePrefixMiner++(D, LS , n)
2: C′ ← [ ]
3: for S ∈ LS do
4: C′

S ← ClosePrefixMiner(D,S, n)
5: C′ ← C′ + C′

S
6: end for
7: return C′

8: end procedure
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4 Theoretical Analysis

In this section, we will illustrate the advantages of mining projected databases
(i.e., Algorithms 2 and 4) over that of the full sequential database (i.e., Algo-
rithms 1 and 3). We should first point out, that while our approach is in the
same computational complexity class as Kaytoue’s approach, it can result in
drastically shorter runtime. This can be attributed to a reduced search space or
a reduced input problem size, depending on the point of view.

4.1 Reduced Problem Size

It is obvious that Algorithm 2 has a smaller database to mine than Algorithm 1;
the smaller the projected-database is compared to the original database, the
faster the closed-pattern mining task will be. First, note that the creation of
the projected database is linear in terms of the number of sequences in the
database, the length of the sequences in the database, and the length of the
suffix in question. On the other hand, the mining task is exponential in terms
of the length of the sequences being mined. To see this, let I be a collection of
items. The number of non-empty item sequences of length at most k, for some
positive constant k, is given by

k∑
i=1

|I|k =
|I|k+1 − |I|

|I| − 1
.

In the case of itemset sequences, the number of non-empty subsets of I is 2|I|−1,
and so the number of itemset sequences of length at most k is given by

k∑
i=1

(2|I| − 1)
k

=
(2|I| − 1)

k+1 − (2|I| − 1)
(2|I| − 1) − 1

.

Hence, for a fixed itemset I, the number of sequences of length at most k grows
exponentially with k.

In the case of sequential pattern mining, the value of k is determined by
the length of the sequences in the database. More specifically, if the number
of sequences in the database of length at least k is fewer then a user-defined
minimum absolute support m, then no sequence of length k will be frequent.
Let fD denote the function that counts the number of sequences in a database
D of length at least n, which is given by fD (n) = |{S ∈ D | |S| ≥ n}|. Then
max{n | fD(n) ≥ m}, where m is a user-defined minimum absolute support,
places an upper bound on the value of k. And so, Algorithm 2 performs a linear
number of computations in order to reduce the input size of the exponential
closed pattern mining task.

The length of the suffix and its support within the original database will
affect the size of the projected database. The smallest reduction in database size
occurs when the suffix used in prefix-closed mining is a suffix of every sequence
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in the database. In this case, every one of the sequences in the suffix-projected
database is smaller than their corresponding sequence in the original database
by precisely the size of the suffix used to obtain the projections. We expect the
smallest possible speedup of Algorithm 2 over Algorithm 1 to occur when the
suffix of interest is of length one. In practice, Algorithm 2 may be slower due to
the overhead of constructing the sequential database.

Conversely, the largest reduction in database size will occur when the the
suffix in question has low support in the given database. In this situation, many
suffix-projected sequences within the suffix-projected database will be empty.
In the extreme, the suffix will have zero support within the database, and the
closed pattern mining step in Algorithm 2 will return almost immediately. This
will not be the case for Algorithm 1, which will proceed to mine the complete
set of closed patterns, none of which will contain the suffix of interest. In this
case, the largest speedup should occur.

4.2 Reduced Search Space

An alternative explanation for the improved running time of Algorithm 2 over
Algorithm 1 is the smaller search space explored by the former algorithm.
Figure 2 depicts the standard search tree used to generate all item sequences
given an itemset I = {a, b, c}; a similar tree exists for generating all itemset
sequences. Many frequent sequential pattern mining algorithms implicitly search
this tree of all sequential patterns using various techniques for pruning. Consider
instead the frequent suffix-closed mining variant of Algorithm 2. This algorithm
will produce the complete set of frequent suffix-closed patterns, given a database
D, prefix P , and minimum support n. By first constructing a P -prefix projected
database, this new algorithm can be thought of as exploring a subspace of the
complete search tree seen in Fig. 2. For example, given a prefix of 〈b, a〉, only the
ba subtree shaded in Fig. 2 needs to be explored.

4.3 Mining Several Prefix/Suffix Patterns

On the surface, Algorithm 4 may appear worse than Algorithm 3 for mining
prefix-closed patterns when multiple suffixes of interest are given. Obviously it

∅

a

aa

aaa aab aac

ab ac

aca acb acc

b

ba bb

bba bbb bbc

bc

bca bcb bcc

c

ca cb cc

cca ccb ccc

Fig. 2. Standard sequence space with I = {a, b, c}
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must solve several instances of the closed pattern mining problem while Algo-
rithm 3 only has to solve one instance. Again, we will explore the dual frequent
suffix-closed pattern mining algorithm to see that the use of projected sequences
is still beneficial.

Given several prefixes of interest, the suffix-closed variant of Algorithm 4 can
be thought to explore several subtrees within the complete sequence search tree.
So long as none of the given prefixes happens to be a prefix of another, these
subtrees are disjoint within the search space of all sequences. For example, given
an I = {a, b, c} with suffixes 〈a, b〉, 〈b, a〉, 〈c, b〉, and 〈b, c, c〉 of interest, only the
ab, ba, cb, bcc subtrees shaded in Fig. 2 need to be explored. As the number of
prefixes for use in suffix-closed mining increase, larger portions of the search tree
must be explored; if every possible item is included as a prefix sequence of length
one, then the entire space must be explored. In this case, Algorithm 4 should
not be expected to provided any speedup over Algorithm 3, and may be slower
due to the overhead of building the projected databases.

5 Empirical Analysis

In order to show that our proposed algorithms are useful in practice, we have
implemented Algorithms 1 to 4 using C++. It is worth noting that, for ease of
implementation, physical prefix-projected and suffix-projected databases were
created for use by the sequential pattern miner in Algorithms 2 and 4 (pseudo-
projections were used within the actual sequential pattern miners). This allows
for easy replacement of the frequent/closed/maximal mining algorithm based on
dataset characteristics. This is desirable as some algorithms work better on long
sequences with few possible items while others work better on short sequences
with many possible items [18].

However, the use of physical projected databases will result in a larger mem-
ory footprint and additional overhead when creating the physical projection.
The use of a pseudo-projected database would eliminate much of the overhead
associated with creating the prefix-projected and suffix-projected databases. In
addition, it would require no more memory than that of Algorithms 1 and 3
because of the smaller search space examined. The downside is that some sequen-
tial pattern minings would require modification if a pseudo-projection is used.
For example, the backward-extension checking step used in the BIDE closed-
pattern mining algorithm [16] would eliminate a suffix-closed pattern, with prefix
P , of the form P ⊕ A if there exists a supersequence P ′ ⊕ A, where P ≺ P ′,
having the same support; this is a problem since P ′ would not have prefix P .

5.1 Empirical Setup

We have tested our algorithm on several sequential databases from various
domains, with datasets taken primarily from Fournier-Viger’s SPMF web-
site [19]. While there are several constraint-based sequential pattern mining
problems, Kaytoue’s proposed approach is the only one that attempts to solve
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the prefix/suffixed closed pattern mining problem, and so we use it as a baseline
for comparison (i.e., Algorithms 1 and 3 against Algorithms 2 and 4). Exper-
iments were performed on DELL c6320 servers. Each machine contained dual
Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40 GHz (28 physical cores) and 128 GB
of RAM; the algorithms implemented were serial and could not take advantage
of multiple cores. We chose to focus on the prefix mining variant simply because
these are of most interest to us. The suffix based variants produced similar results
and have been omitted for brevity. In addition, the results presented will focus
on prefix-patterns where the suffix of interest is a sequence consisting of a single
item. This decision was made as it addresses the most difficult prefix-closed min-
ing task; mining sequences of itemsets or allowing for suffixes of length greater
than one affords more opportunities for search space pruning, and we wish to
focuses on worst-case situations for our proposed algorithms.

5.2 Retail

The Retail dataset consists of transactions from a UK-based and registered non-
store online retail [20]. Timestamp information along with invoice ids and cus-
tomer ids were used to build sequences, resulting in 4,372 sequences with 3,684
items. Each sequence represents a customer, while the items represent unique all-
occasion gifts sold by the retail. Since multiple items can appear on an invoice,
this sequential database consists of itemset sequences, with the largest itemset
consisting of 541 items. Figure 3 illustrates the time required to mine all prefix-
closed patterns using the top five most and least supported suffixes. These plots
show that, when the mining task is difficult (i.e., the minimum support is low
or the support of the suffix is low), Algorithm 4 significantly outperforms Algo-
rithm 3. This is due to the fact that the mining time greatly exceeds the time
required to build the projected databases. Conversely, if the mining task is easy,
Algorithm 4 may perform worse than Algorithm 3 due to the overhead associated
with building the projected databases.
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5.3 Click-Streams

The Gazelle dataset (i.e., the KDD CUP 2000 dataset) contains click-stream
data relating to purchases from a web retailer. It contains of 77,512 sequences
consisting of 3,340 unique items, with the most frequent item having 4.86%
support. We selected the most and least frequently occurring items to serve as
suffixes to test Algorithms 1 and 2. The runtime results can be seen in Fig. 4,
which shows that Algorithm 2 outperforms Algorithm 1.
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Fig. 4. Gazelle dataset

The FIFA dataset consists of 20,450 sequences made up of 2,990 items repre-
senting click-streams gathered from the FIFA World Cup 98 website. The top ten
most frequently viewed webpages all had over 35% support within the database.
There were several pages that were only viewed a single time resulting in a sup-
port less than 0.005%. Figure 5 depicts the runtimes for mining the single item
suffix with the highest and lowest support. The most frequently occurring item
within the FIFA dataset poses more difficulty for mining, but Algorithm 2 still
outperforms Algorithm 1.
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Fig. 5. FIFA dataset
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5.4 Natural Languages

The SIGN dataset consists of 730 sequences with 267 unique symbols, and this
dataset also contained some of the longest sequences found among all datasets we
explored. The dataset was created by the National Center for Sign Language and
Gesture Resources at Boston University. Each sequences represents an “utter-
ance” consisting of ASL gestures and facial expressions [21]. Due to the length of
the sequences and relatively few symbols, the SIGN dataset required the largest
amount of time to extract prefix-closed patterns. The result seen in Fig. 6 shows
the time required to mine the complete set of prefix-closed patterns when every
possible single item suffix is used. Despite an identical search space explored by
both algorithms, Algorithm 4 still outperforms Algorithm 3. This is most likely
because the subsumption checking used in Algorithm 3 is more computationally
expensive than projected database creation used in Algorithm 4.
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6 Conclusions and Future Work

In this paper, we introduced the problems of frequent prefix mining, prefix-closed
mining, and prefix-maximal mining along with their suffix variants. We have
shown the usefulness of mining projected databases for obtaining prefix/suffix
patterns and have proven that these approaches produce the complete set of
frequent prefix/suffix patterns. Theoretical analysis shows that it is better to
create multiple projected databases when faced with multiple prefixes/suffixes of
interest (as apposed to mining the original database a single time), and empir-
ical analysis supports this conclusion. Empirical analysis also shows that our
proposed algorithms, while not more efficient in the sense of being in a better
complexity class, tend to be an order of magnitude faster in practice.

In the future, we want to explore the use of prefix/suffix sequential pattern
mining for predicting health trajectories of cancer treatments. By mining suffix
patterns related to cancer treatments, we hope to develop probabilistic rules that
link particular cancer treatments to subsequent health trajectories. In addition,
we want to leverage prefix pattern mining in the hopes that prior medical history
will allow us to better predict health trajectories after a particular treatment.
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