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Preface

This volume contains the papers selected for presentation at the 32nd Annual IFIP WG
11.3 Conference on Data and Applications Security and Privacy (DBSec 2018), held in
Bergamo, Italy, during July 16–18, 2018.

In response to the call for papers of this edition, 50 submissions were received, and
all submissions were evaluated on the basis of their significance, novelty, and technical
quality. The Program Committee, comprising 36 members, performed an excellent task
and with the help of additional reviewers all submissions went through a careful
anonymous review process (three or more reviews per submission). The Program
Committee’s work was carried out electronically, yielding intensive discussions. Of the
submitted papers, 16 full papers and five short papers were selected for presentation at
the conference.

The success of DBSec 2018 depended on the volunteering effort of many indi-
viduals, and there is a long list of people who deserve special thanks. We would like to
thank all the members of the Program Committee and all the external reviewers, for all
their hard work in evaluating the papers and for their active participation in the dis-
cussion and selection process. We are very grateful to all people who gave their
assistance and ensured a smooth organization process, in particular Sara Foresti for her
efforts as DBSec 2018 general chair; Sabrina De Capitani di Vimercati (IFIP WG11.3
chair) for her guidance and support; and Enrico Bacis and Marco Rosa (publicity
chairs) for helping with publicity. A special thanks goes to the keynote speakers, who
accepted our invitation to deliver a keynote talk at the conference.

Last but certainly not least, thanks to all the authors who submitted papers and all
the conference attendees. We hope you find the proceedings of DBSec 2018 inter-
esting, stimulating, and inspiring for your future research.

June 2018 Florian Kerschbaum
Stefano Paraboschi
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Modeling and Mitigating
the Insider Threat of Remote

Administrators in Clouds

Nawaf Alhebaishi1,2(B), Lingyu Wang1, Sushil Jajodia3, and Anoop Singhal4

1 Concordia Institute for Information Systems Engineering, Concordia University,
Montreal, Canada

{n alheb,wang}@ciise.concordia.ca
2 Faculty of Computing and Information Technology, King Abdulaziz University,

Jeddah, Saudi Arabia
3 Center for Secure Information Systems, George Mason University, Fairfax, USA

jajodia@gmu.edu
4 Computer Security Division, National Institute of Standards and Technology,

Gaithersburg, USA
anoop.singhal@nist.gov

Abstract. As today’s cloud providers strive to attract customers with
better services and less downtime in a highly competitive market, they
increasingly rely on remote administrators including those from third
party providers for fulfilling regular maintenance tasks. In such a sce-
nario, the privileges granted for remote administrators to complete their
assigned tasks may allow an attacker with stolen credentials of an admin-
istrator, or a dishonest remote administrator, to pose severe insider
threats to both the cloud tenants and provider. In this paper, we take the
first step towards understanding and mitigating such a threat. Specifi-
cally, we model the maintenance task assignments and their correspond-
ing security impact due to privilege escalation. We then mitigate such
impact through optimizing the task assignments with respect to given
constraints. The simulation results demonstrate the effectiveness of our
solution in various situations.

1 Introduction

The widespread adoption of cloud leads to many unique challenges in terms of
security and privacy [13]. As the cloud service market becomes more and more
competitive, cloud providers are striving to attract customers with better ser-
vices and less downtime at a lower cost. The search for an advantage in cost
and efficiency will inevitably lead cloud providers to follow a similar path as
what has been taken by their tenants, i.e., outsourcing cloud maintenance tasks
to remote administrators including those from specialized third party mainte-
nance providers [9]. Such an approach may also lead to many benefits due to
resource sharing, e.g., the access to specialized and experienced domain experts,

c© IFIP International Federation for Information Processing 2018
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the flexibility (e.g., less need for full-time onsite staff), and the lower cost (due
to the fact such remote administrators are shared among many clients).

However, such benefits come at an apparent cost in terms of increased security
threats. Specifically, the remote administrators must be provided with necessary
privileges, which may involve direct accesses to the underlying cloud infrastruc-
ture, in order to complete their assigned maintenance tasks. Armed with such
privileges, a dishonest remote administrator, or an attacker with the stolen cre-
dentials of an administrator, can pose severe insider threats to both the cloud
tenants (e.g., causing a large scale leak of confidential user data) and the provider
(e.g., disrupting the cloud services or abusing the cloud infrastructure for illegal
activities) [12]. On the other hand, cloud providers are under the obligation to
prevent such security or privacy breaches caused by insiders [14], either as part
of the service level agreements, or to ensure compliance with security standards
(e.g., ISO 27017 [19]). Therefore, there is a pressing need to better understand
and mitigate such insider threats.

Dealing with the insider threat of remote administrators in clouds faces
unique challenges. First, there is a lack of public access to the detailed infor-
mation regarding cloud infrastructure configurations and typical maintenance
tasks performed in clouds. Evidently, most existing works on insider attacks in
clouds either stay at a high level or focus on individual nodes instead of the
infrastructure [9,20,32] (a more detailed review of related work will be given in
Sect. 6). Second, cloud infrastructures can be quite different from typical enter-
prise networks in terms of many aspects of security. For instance, multi-tenancy
means there may co-exist different types of insiders with different privileges, such
as administrators of a cloud tenant, those of the cloud provider, and third party
remote administrators. Also, virtualization means a more complex attack surface
consisting of not only physical nodes but also virtual or hypervisor layers. To
the best of our knowledge, there is a lack of any concrete study in the literature
on the insider attack of remote administrators in cloud data centers.

In this paper, we take the first step towards understanding and mitigating
such insider threats. Specifically, we first model the maintenance tasks and their
corresponding privileges. We then model the insider threats posed by remote
administrators assigned to maintenance tasks by applying the existing k-zero
day safety metric as follows; remote administrators possess elevated privileges
due to the assigned maintenance tasks, and those privileges correspond to ini-
tially satisfied security conditions, which are normally only accessible by external
attackers after exploiting certain vulnerabilities. Such model allows us to formu-
late the mitigation of the insider threats of remote administrators as an optimiza-
tion problem and solve it using standard optimization techniques. We evaluate
our approach through simulations and the results demonstrate the effectiveness
of our solution under various situations. In summary, the main contribution of
this paper is twofold:

– To the best of our knowledge, this is the first study on the insider threat of
remote administrators in cloud infrastructures. As cloud providers leverage
third parties for better efficiency and cost saving, our study demonstrates the
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need to also consider the security impact, and our model provides a way for
quantitatively reasoning about the tradeoff between such security impact with
other related factors.

– By formulating the optimization problem of mitigating the insider threat of
remote administrators through optimal task assignments, we provide a rela-
tively effective solution, as evidenced by our simulation results, for achieving
the optimal tradeoff between security and other constraints using standard
optimization techniques.

The remainder of this paper is organized as follows. Section 2 presents a
motivating example and discusses maintenance tasks and privileges. In Sect. 3,
we present our models of task assignment and insider threat. Section 4 formulates
the optimization problem and discusses several use cases. Section 5 gives simu-
lation results. Section 6 discusses related work. Section 7 concludes the paper.

2 Preliminaries

This section gives a motivating example and discusses maintenance tasks and
privileges.

2.1 Motivating Example

A key challenge to studying security threats in cloud data centers is the lack of
public accesses to detailed information regarding hardware and software configu-
rations deployed in real cloud data centers. Existing work mainly focus on either
high level frameworks and guidelines for risk and impact assessment [1,21,28],
or specific vulnerabilities or threats in clouds [15,30], with a clear gap between
the two. To overcome such a limitation, we choose to devise our own fictitious,
but realistic cloud data center designs, by piecing together publicly available
information gathered from various cloud vendors and providers [5], as shown in
Fig. 1.

To make our design more representative, we devise this configuration based
on concepts and practices borrowed from major cloud vendors and providers.
For example, we borrow the multi-layer concept and some hardware compo-
nents, e.g., Carrier Routing System (CRS), Nexus (7000, 5000, 2000), Catalyst
6500, and MDS 9000, from the cloud data center design of Cisco [7]. We syn-
thesize various concepts of the VMware vSphere [18] for main functionality of
hardware components in our cloud infrastructure (e.g., authentication servers,
DNS, and SAN). We also assume the cloud employs OpenStack as its operating
system [24]. The infrastructure provides accesses to both cloud users and remote
administrators through the three layer design. Layer 1 connects the cloud to
the internet and includes the authentication servers, DNS, and Neutron Server.
Layer 2 includes the rack servers and compute nodes. Layer 3 includes the storage
servers. OpenStack components run on the authentication servers, DNS server
(a Neutron component provides address translation to machines running the
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Fig. 1. An example of cloud data center

requested services), and compute nodes (Nova to host and manage VMs, Neu-
tron to connect VMs to the network, and Ceilometer to calculate the usage) to
provide cloud services.

Such a cloud data center may require many maintenance tasks to be routinely
performed to ensure the normal operation of the hardware and software compo-
nents. Such maintenance tasks may be performed by both internal staff working
onsite and remote administrators, including those from specialized third party
providers. In our example, assume the cloud provider decides to rely on third
party remote administrators for the regular maintenance of the five compute
nodes (nodes #1–5 in Fig. 1), the authentication servers (node #6), and the two
controllers (nodes #7 and 8). Table 1, shows the maintenance tasks need to be
performed on those nodes. For simplicity, we only consider three types of tasks
here (more discussions about maintenance tasks will be given in next section).

In such a scenario, the cloud provider would naturally raise security concerns
due to the fact that necessary privileges must be granted in order to allow the
third party remote administrators to perform their assigned maintenance tasks.
For instance, the task read log files needs certain read privilege to be granted,
whereas modifying configuration files and installing a new system would demand
much higher levels of privileges. Such privileges may allow a dishonest remote
administrator, or attackers with stolen credentials of a remote administrator,
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Table 1. An example of required maintenance tasks

Node number
(in Fig. 1)

Maintenance tasks

Read log files Modify configuration files Install a new system

1 × ×
2 × ×
3 × × ×
4 × ×
5 × ×
6 × ×
7 ×
8 ×

to launch an insider attack and cause significant damage to the cloud provider
and its tenants. Even though the cloud provider may (to some extent) trust the
third party maintenance provider as an organization, it is in its best interest to
understand and mitigate such threats from individual administrators. However,
as demonstrated by this example, there are many challenges in modeling and
mitigating such insider threats.

– First, as demonstrated in Table 1, there may exist complex relationships
between maintenance tasks and corresponding privileges needed to fulfill such
tasks, and also relationships between different privileges (e.g., a root privilege
implies many other privileges). Those relationships will determine the extent
of an insider threat.

– Second, the insider threat will also depend on which nodes in the cloud infras-
tructure are involved in the assigned tasks, e.g., an insider with privileges on
the authentication servers (node #6 in Fig. 1) or on the compute nodes (nodes
#1–5) may have very different security implications.

– Third, the extent of the threat also depends on the configuration (e.g., the
connectivity and firewalls), e.g., an insider having access to the controller node
#8 would have a much better chance to compromise the storage servers than
one with access to the other controller node #7).

– Finally, while an obvious way to mitigate the insider threat is through assign-
ing less tasks to each remote administrator such as to limit his/her privileges,
our study will show that the effectiveness of such an approach depends on
other factors and constraints, e.g., the amount of tasks to be assigned, the
number of available remote administrators, constraints like each administra-
tor may only be assigned to a limited number of tasks due to availability, or
a subset of tasks due to his/her skill set, etc.
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Clearly, how to model and mitigate the insider threat may not be straight-
forward even for such a simplified example (we will give the solution for this
example scenario in Sect. 4.2), and the scenario might become far more complex
in practice than the one demonstrated here. The remainder of the paper will
tackle those challenges.

2.2 Remote Administrators, Maintenance Tasks, and Privileges

A cloud provider may hire different types of administrators to perform mainte-
nance tasks onsite or through remote accesses [9]. First, hardware administra-
tors have physical access to the cloud data center to perform maintenance on
the physical components. Second, security team administrators are responsible
for maintaining the cloud security policies. Third, remote administrators (RAs)
perform maintenance tasks on certain nodes inside the infrastructure. The first
two types can be considered relatively more trustworthy due to their limited
quantity and the fact they work onsite, and directly for the cloud provider. The
last type is usually considered riskier due to two facts, i.e., they work through
remote access which is susceptible to attacks (e.g., via stolen credentials), and
they may be subcontracted through third party companies which means less
control by the cloud provider. In this paper, we focus on such remote admin-
istrators (RAs), even though our models and mitigation solution may equally
work for dealing with other types of users if necessary.

There exists only limited public information about the exact maintenance
tasks performed at major cloud providers. We have collected such information
from various sources, and our findings are summarized on the left-hand side
of Table 2, which shows sample maintenance tasks mentioned by Amazon Web
Service [2], Google Cloud [3], and Microsoft Azure [4]. As to privileges required
for typical maintenance tasks, Bleikertz et al. provided five sample privileges
required for maintaining the compute nodes in clouds [9], which we will borrow
for our further discussions, as shown on the right-hand side of Table 2.

Table 2. Maintenance tasks in popular cloud platforms (left) and the privileges (right)

Maintenance Task AWS [2] GCP [3] Azure [4]

Review Logs × × ×
Hard Disk Scan × ×

Update Firmware × × ×
Patch Operating System × × ×

Update Operating System × × ×
System Backup × × ×

Upgrades System × × ×
Maintain Automated Snapshots ×

Bug Fix × × ×
Update Kernel × ×

Privilege Restriction

No privilege No access
Read Cannot read VM-related data

Write L1 The restriction of read privilege
applies, software modification restricted

to trusted repository
Write L2 Bootloader, kernel, policy enforcement,

maintenance agent, file system
snapshots, package manager transaction logs,

and certain dangerous system parameters
Write L3 No restriction



Modeling and Mitigating the Insider Threat of Remote Administrators 9

Table 3. Maintenance tasks and privileges for the running example

Task number Node number (in Fig. 1) Task description Privilege

1 4 (http) Read log files for monitoring Read

2 4 (http) Modifying configuration files Write L1

3 4 (http) Patching system files Write L3

4 3 (app) Read log files for monitoring Read

5 3 (app) Modifying configuration files Write L1

6 3 (app) Update kernel Write L3

7 1 (DB) Read log files for monitoring Read

8 1 (DB) Modifying configuration files Write L1

9 1 (DB) Update kernel Write L3

10 1 (DB) Install new systems Write L2

To simplify our discussions, our running example will be limited to ten main-
tenance tasks on three compute nodes with corresponding privileges on such
nodes, as shown in Table 3. Later in Sect. 4.2, we will expand the scope to dis-
cuss the solution for our motivating example which involves all the eight nodes.

3 Models

This section presents out threat model and models of the maintenance task
assignment and insider threat.

3.1 Threat Model and Maintenance Task Assignment Model

Our work is intended to assist the cloud provider in understanding and mitigating
the insider threat from dishonest remote administrators or attackers with stolen
credentials of a remote administrator. To this end, we assume the majority of
remote administrators is trusted, and if there are multiple dishonest administra-
tors (or attackers with their credentials), they do not collude (a straightfoward
extension of our models by considering each possible combination of adminis-
trators as one insider can accommodate such colluding administrators, which
is considered as future work). We assume the third party provider is trusted
as an organization and will collaborate with the cloud provider to implement
the intended task assignment. We assume the cloud provider is concerned about
certain critical assets inside the cloud, and it is aware of the constraints about
task assignments such as the number of remote administrators, their availability
and skill set, etc. Finally, as a preventive solution, our mitigation approach is
intended as a complementary solution to existing vulnerability scanners, intru-
sion detection systems, and other solutions for mitigating insider threats.

The cloud provider assigns the maintenance tasks to remote administrators
(RAs) based on given constraints (e.g., which tasks may be assigned each RA),
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and consequently the RA will obtain privileges required by those tasks. This can
be modeled as follows (which has a similar syntax as [27]).

Definition 1 (Maintenance Task Assignment Model). Given

– a set of remote administrators RA,
– a set of maintenance task T ,
– a set of privileges P ,
– the remote administrator task relation RAT ⊆ RA × T which indicates the

maintenance tasks that are allowed to be assigned to each remote administra-
tor, and

– the task privilege relation TP ⊆ T × P which indicates the privileges required
for each task,

a maintenance task assignment is given by function ta(.) : RA → 2T that
satisfies (∀ra ∈ RA)(ta(ra) ⊆ {t | (ra, t) ∈ RAT} (meaning a remote adminis-
trator is only assigned with the tasks to which he/she is allowed), and the corre-
sponding set of privileges given to the remote administrator is given by function
pa(ra) =

⋃
t∈ta(ra){p | (t, p) ∈ TP}.

3.2 Insider Threat Model

We given an overview of our model for the insider threat, which will be demon-
strated through an example shown in Fig. 2. First, we borrow the resource graph
concept [31] to represent the causal relationships between different resources
inside the given cloud configuration. Second, we map the privileges given to
RAs through maintenance task assignments (Definition 1) to exploits of corre-
sponding resources in the resource graph. Third, we apply the k-zero day safety
metric [33] to quantify the insider threat of each RA through his/her k value.
Finally, we take the average (and minimum) of all RAs’ k values as the average
(and worst) case indication of insider threat.

Figure 2 shows an example resource graph for our running example (the
dashed lines and shades can be ignored and will be discussed later in Sect. 4.2;
also, only a small portion of the resource graph is shown here due to space lim-
itations). Each triplet inside an oval indicates a potential zero day or known
exploit in the format <service or vulnerability, source host, destination host>
(e.g. <Xen, RA, 4> indicates an exploit on Xen), and the plaintext pairs indicate
the pre- or post-conditions of those exploits in the format <condition, host>
where condition can be either a privilege on the host (e.g., <W1,4> means
the level 1 write privilege and <R,4> means the read privilege which are both
explained in Sect. 2.2), the existence of a service on the host (e.g., <Xen,4>),
or a connectivity (e.g., <0,4>means attacker can connect to host 4 and <4,4>
means a local exploit on host 4). The edges point from pre-conditions to an
exploit and then to its post-conditions, which indicate that any exploit can be
executed if and only if all of its pre-conditions are satisfied, whereas executing
an exploit is enough to satisfy all its post-conditions.
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Fig. 2. Modeling insider threat using the resource graph

In Fig. 2, the left-hand side box indicates the normal resource graph which
depicts what an external attacker may do to compromise the critical asset <user,
Xen>. The right-hand side boxes depict the insider threats coming from RAs
assigned to each of the three compute nodes. The gray color exploits are what
captures the consequences of granting privileges to remote administrators. For
example, an RA with the level 1 write privilege <W1,4> can potentially exploit
Xen (i.e., <Xen w1,4,4>) to escalate his/her privilege to the user privilege on
host 4 (i.e., <user,4>), whereas a higher level privilege <W2,4> can potentially
lead to the root privilege <root,4> through an exploit <Xen w2,4,4>, and the
highest privilege <W3,4> can even directly lead to that privilege. Those exam-
ples show how the model can capture the different levels of insider threats as
results of different privileges obtained through maintenance task assignments.

Next, given the maintenance task assignment for each RA, we can obtain all
the possible paths he/she may follow in the resource graph, starting from all
the initially satisfied conditions (e.g., <Xen,4>) and those implied by the task
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assignment (e.g., <W1,4>) to the critical asset (i.e., <user,Xen>). To quantify
the relative level of such threats, we apply the k-zero day safety metric (k0d) [33]
which basically counts the number of zero day exploits (known exploits are
not counted, and exploits of the same service are only counted once) along the
shortest path. The metric value of each RA provides an estimation for the relative
level of threat of each RA, since a larger number of distinct zero day exploits
on the shortest path means reaching the critical asset is (exponentially, if those
exploits are assumed to be independent) more difficult. For example, an RA with
privilege <W3,1> would have a k0d value of 1 since only one zero day exploit
<Xen,1,1> is needed to reach the critical asset, whereas an RA with <W2,1>
would have a k value of 2 since an additional exploit <Xen w2,1,1> is needed.
Finally, once we have calculated the k values of all RAs based on their given
maintenance task assignments, we take the average (and minimum) of those k
values as the average (and worst) case indication of the overall insider threat
of the given maintenance task assignments. The above discussions are formally
defined as follows.

Definition 2 (Insider Threat Model). Given the maintenance task assign-
ment (i.e., RA, T , P , RAT , TP , ta, and pa, as given in Definition 1) let
Cr =

⋃
ra∈RA pa(ra) be the set of privileges implied by the assignment and Er

be the set of new exploits enabled by Cr. Denote by G(E ∪ Er ∪ C ∪ Cr, R) the
resource graph (where E and C denote the original set of exploits and conditions,
respectively, and R denote the edges) and let k0d(.) be the k zero day safety met-
ric function. We say k0d(ra),

∑
ra∈RA k0d(ra)

|RA| , and min({k0d(ra) : ra ∈ RA})
represent the insider threat of ra, the average case insider threat of the main-
tenance task assignment, and the worst case insider threat of the maintenance
task assignment, respectively.

4 The Mitigation

In this section, we formulate the optimization-based solution for mitigate the
insider threat during maintenance task assignment and discuss several use cases.

4.1 Optimization-Based Mitigation

Based on our definitions of the maintenance task assignment model and the
insider threat model, we can define the problem of optimal task assignment
as follows. Note the remote administrator task relation RAT basically gives
the constraints for optimization since it states which tasks may be assigned to
which RA (in some cases the constraints may also be modeled differently for
convenience, e.g., as the maximum number of tasks for each RA).

Definition 3 (The Optimal task assignment problem). Given a resource
graph G, the remote administrators RA, maintenance tasks T , privileges P , the
remote administrator task relation RAT , and the task privilege relation TP , find
a maintenance task assignment function ta which maximizes the insider threat∑

ra∈RA k0d(ra)

|RA| (or min({k0d(ra) : ra ∈ RA})).
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Theorem 1. The Optimal task assignment problem (Definition 3) is NP-hard.

Proof: First, calculating the k0d function is already NP-hard w.r.t. the size
of the resource graph [33]. On the other hand, we provide a sketch of a proof
to show the problem is also NP-hard from the perspective of the maintenance
task assignment. Specifically, given any instance of the well known NP-complete
problem, exact cover by 3-sets (i.e., given a finite set X containing exactly 3n
elements, and a collection C of subsets of X each of which contains exactly 3
elements, determine whether there exists D ⊆ C such that every x ∈ X occurs
in exactly one d ∈ D), we can construct an instance of our problem as follows.
We use X for the set of maintenance tasks, and C for the set of RAs, such that
the three elements of each c ∈ C represent three tasks which can be assigned
to c. In addition, no RA can be assigned with less than three tasks, and an RA
already assigned with three tasks can choose any available task to be assigned
in addition. We can then construct a resource graph in which the critical asset
can be reached through any combination of four privileges. It then follows that,
the insider threat is maximized if and only if there exists an exact cover D due
to the following. If the exact cover exists, then every RA d ∈ D is assigned with
exactly three tasks and therefore the k value of every RA, and hence the insider
threat, will be equal to infinity since the critical asset cannot be reached with
less than four privileges; if the cover does not exist, then to have every task
assigned, we will have to assign at least one RA with more than three tasks, and
hence the k value will decrease. �

In our study, we use the genetic algorithm to optimize the maintenance task
assignments by maximizing k. Specifically, the resource graph is taken as input to
the optimization algorithm, with the (either average case or worst case) insider
threat value k as the fitness function. We try to find the best task assignment
for maximizing the value k within a reasonable number of generations. The
constraints can be given either through defining the remote administrator task
relation RAT in the case of specific tasks that can be assigned to each RA, or as
a fixed number of tasks for each RA. Other constraints can also be easily applied
to the optimization algorithm. In our simulations, we choose the probability of
0.8 for crossover and 0.2 for mutation based on our experiences.

4.2 Use Cases

We demonstrate our solution through several use cases with different constraints.
The first three use cases are based on the five remote administrators and ten
maintenance tasks presented in Table 3 and the last use case is based on the
motivating example shown in Sect. 2.1.

– Use Case A: In this case, each RA should be assigned with two tasks. The three
tables shown in Table 4 show three possible assignments and the corresponding
k values. Also, Fig. 2 shows an example path (dashed lines) for tasks assigned
to RA C1 based on the top table, and also the shortest path yielding the
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Table 4. Maintenance tasks assignments for use case A

User A1 B1 C1 D1 E1

Tasks Number
4 5 6 8 9
1 10 7 3 2

k 3 1 2 2 1
k̄ 1.8

Minimum k 1

User A2 B2 C2 D2 E2

Tasks Number
6 4 7 8 5
9 3 10 1 2

k 1 3 1 2 3
k̄ 2

Minimum k 1

User A3 B3 C3 D3 E3

Tasks Number
4 5 6 8 9
1 2 7 3 10

k 3 3 2 2 1
k̄ 2.2

Minimum k 1

minimum k value. We use the GA to find the optimal task assignment that
meets the constraint given in this case, as shown in the last table, the maximal
average of k values among all RAs is k̄ = 2.2. It can also be seen that the
minimum k value among all RAs is always k = 1 in this special case.

– Use Case B: In this case, each RA should be assigned with at least one task.
The optimal task assignment under this constraint is (RA1{8,9,10}, RA2{4,5},
RA3{3}, RA4{1,2}, and RA5 {6,7}). This relaxed constraint improves the
average of k from 2.2 in the previous example to 2.8, which shows relaxing
the constraint may increase k (which means less threat).

– Use Case C: In this case, each RA can handle a fixed subset of tasks. In
our example, we assume RA1 can be assigned to any task requiring the read
privilege, RA2 to tasks requiring write level 1 privilege, RA3 to tasks requiring
write level 1 and 2, RA4 to tasks requiring write level 3, and RA5 can be
assigned to any task. After applying our solution, the optimal assignment
yields the maximal average of k values to be k = 2.2.

– Use Case D: This case shows the optimal maintenance task assignment for
tasks discussed in our motivating example in Sect. 2.1. We have eight RAs
and each RA can handle maximum two tasks. The upper table in Table 5
shows the 15 maintenance tasks to be assigned. In Table 5, the four tables
on the bottom show four different tasks scenarios assigned to RAs and each
table shows different average k. The bottom table on the right side shows the
optimal task assignment in term of the average k = 3.125.

5 Simulations

This section shows simulation results on applying our mitigation solution under
various constraints. All simulations are performed using a virtual machine
equipped with a 3.4 GHz CPU and 4GB RAM in the Python 2.7.10 environment
under Ubuntu 12.04 LTS and the MATLAB R2017b’s GA toolbox. To generate
a large number of resource graphs for simulations, we start with seed graphs
with realistic configurations similar to Fig. 1 and then generate random resource
graphs by injecting new nodes and edges into those seed graphs. Those resource
graphs were used as the input to the optimization toolbox where the fitness
function is to maximize the average or worst case insider threat value k (given
in Definition 2) with various constraints, e.g., the number of available RAs and
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Table 5. Maintenance task assignments for use case D (the motivating example)

maintenance tasks and how many task may be assigned to each RA. We repeat
each simulation on 300 different resource graphs to obtain the average result.

The objective of the first two simulations is to study how the average case
insider threat (i.e., the average of k values among all RAs) may be improved
through our mitigation solution under constraints on the number of tasks and
RAs, respectively. In Fig. 3, the number of available RAs is fixed at 500, while
the number of maintenance tasks is varied between 500 and 2,000 along the X-
axis. The Y -axis shows the average of k among all RAs. The solid lines represent
the results after applying our mitigation solution under constraints about the
maximum number of tasks assigned to each RA. The dashed lines represent the
results before applying the mitigation solution.

Results and Implications: From the result, we can make the following obser-
vations. First, the mitigation solution successfully reduces the insider threat
(increasing the average of k values) in all cases. Second, the results before and
after applying the solution decrease (meaning increased insider threat) following
similar linear trends, as the number of maintenance tasks increases until each
RA reaches its full capacity. Finally, the result of maximum four tasks per RA
after applying the solution is close to the result of maximum ten tasks per RA
before applying the solution, which means the mitigation solution may allow
more (more than double) tasks to be assigned to the same number of RAs while
yielding the same level of insider threat.

In Fig. 4, the number of maintenance tasks is fixed at 2,500 while the number
of RAs is varied between 400 and 1,000 along the X-axis. The Y -axis shows the
average of k among all RAs. The solid lines represent the results after apply-
ing the mitigation solution and the dashed lines for the results before applying
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the solution. All the lines start with sufficient numbers of RAs for handling all
the tasks since we only consider one round of assignment. We apply the same
constraint as in previous simulation.

Results and Implications: Again we can see the mitigation solution successfully
reduces the insider threat (increasing the average of k values) in all cases. More
interestingly, we can observe the trend of the lines as follows. The dashed lines
all follow a similar near linear trend, which is expected since a larger number of
RAs means less insider threat since each RA will be assigned less tasks and hence
given less privileges. On the other hand, most of the solid lines follow a similar
trend of starting flat then increasing almost linearly before reaching the plateau.
This trend indicates that, the mitigation solution can significantly reduce the
insider threat when the number of RAs is within certain ranges past which it
becomes less effective (because each RA already receives minimum privileges).
The trend of 4 tasks per RA is slightly different mostly due to the limited number
of RAs (Fig. 4).

Fig. 3. Average of k among 500 RAs
before and after applying the mitiga-
tion solution

Fig. 4. Average of k among different
number of RAs before and after the
solution

The objective of the next two simulations is to study how the worst case
insider threat (i.e., the minimum k values among all RAs) behaves under the
mitigation solution. Figures 5 and 6 are based on similar X-axis and constraints
as previous two simulations, whereas the Y -axis shows the minimum k among
all RAs (averaged over 300 simulations).

Results and Implications: In Fig. 5, we can see that the minimum k values
also decrease (meaning more insider threat) almost linearly as the number of
tasks increases. In contrast to previous simulation, we can see the minimum k
values are always lower than the average k values, which is expected. In Fig. 6,
we can see the minimum k values also increase almost linearly before reaching
the plateau as the number of RAs increases. In contrast to previous simulation,
we can see the increase here is slower, which means the worst case results (min-
imum k values) are more difficult to improve with a increased number of RAs.
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Also, we can see that the worst case results reach the plateau later (e.g., 900
RAs for 8 tasks per RA) than the average case results (700 RAs).

6 Related Work

The insider threat is a challenging issue for both traditional networks and clouds.
Ray and Poolsapassit proposed an alarm system to monitor the behavior of
malicious insiders using the attack tree [25]. Mathew et al. used the capability
acquisition graphs (CAG) to monitor the abuse of privileges by malicious insid-
ers [23]. Sarkar et al. proposed DASAI to analyze if a process contains a step that
meet the insider attack condition [29]. Chinchani et al. proposed a graph-based
model for insider attacks and measure the threat [11]. Althebyan and Panda pro-
posed predication and detection model for insider attacks based on knowledge
gathered by the internal users during work time in the organization [6]. Bishop
et al. presented insider threat definition based on security policies and determine
source of risk [8]. Roy et al. studied an employee assignment problem to find an
optimal tasks assigned to the employee based on constraints in role-based access
control [26].

There is lack of work focusing on the cloud security metrics in general and
for insider attacks especially. Our previous work focus on applying threat mod-
eling to cloud data center infrastructures with a focus on external attackers [5].
Gruschka and Jensen devise a high level attack surface framework to show from
where the attack can start [16]. The NIST emphasizes the importance of secu-
rity measuring and metrics for cloud providers in [1]. A framework is propose by
Luna et al. for cloud security metrics using basic building blocks [22].

Besides threat modeling, mitigating insider attackers in clouds is also a chal-
lenging task. There are many works discuss securing the cloud from insider attack
by limiting the trust on the compute node [32]. Li et al. focuses on supporting
users to configure privacy protection in compute node [20]. Closest to our work,
Bleikertz et al. focus on securing the cloud during maintenance time by limit-
ing the privilege grant to the remote administrator based on the tasks assigned

Fig. 5. Minimum k for 500 RAs Fig. 6. Minimum k for varying # of
RAs
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to that administrator [9]. We borrow their categorization of the privileges. Our
mitigation approach is also inspired by the network hardening approaches using
genetic algorithms [10,17].

7 Conclusion

In this paper, we have modeled the insider threat during maintenance task
assignment for cloud providers to better understand such threat posed by third
party remote administrators, and we have formulated the optimal assignment
problem as an optimization problem and applied standard optimization algo-
rithm to derive a solution under different constraints. We have also conducted
simulations whose results show our solution can significantly reduce the insider
threat of remote administrators. Our future work will focus on following direc-
tions. First, we will improve our solution to handle more realistic scenarios, e.g.,
incremental assignment for streams of new maintenance tasks, and handling
dynamics (joining or leaving) of RAs, giving priority or weight to tasks. Second,
we will consider explicit cost models for assignments and incorporate the cost
into the mitigation solution, e.g., based on the number of RAs, the amount or
duration of tasks, and privileges needed.
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Abstract. Public key server is a simple yet effective way of key manage-
ment in secure end-to-end communication. To ensure the trustworthiness
of a public key server, CONIKS employs a tamper-evident data struc-
ture on the server and a gossiping protocol among clients in order to
detect compromised servers. However, due to lack of incentive and vul-
nerability to malicious clients, a gossiping protocol is hard to implement
in practice. Meanwhile, alternative solutions such as EthIKS are too
costly. This paper presents Trusternity, an auditing scheme relying on
Ethereum blockchain that is easy to implement, inexpensive to operate
and resilient to malicious clients. We also conduct an empirical study of
system behaviour in face of attacks and propose a lightweight anomaly
detection algorithm to protect clients against such attacks.

Keywords: Authentication · Public key · Blockchain · Auditing
Ethereum

1 Introduction

In order to meet user demands regarding online privacy and prevent digital
snooping, identity and data theft, we can see in the last years an increase in the
number of end-to-end encryption (E2EE ) messaging services. A major challenge
in any E2EE system is to prevent man-in-the-middle attack (MITM ) where
an adversary impersonates a legitimate communication participant. Thus, some
E2EE systems leverage Out-of-Band (OOB) channels for client authentication by
means of manual comparison of public key fingerprints [27] or pre-known shared
passwords [5]. However, secure and easy to use OOB channel is hard to achieve in
practice. Password entropy is often overlooked by users while fingerprint compar-
ison is error-prone and cumbersome [22]. Other client authentication solutions
rely on trusted third parties, i.e. key servers to distribute and authenticate public
keys among clients. Many popular E2EE services such as WhatsApp [21] adopt
centralized key servers as they are easy to use and straightforward to implement.
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However, a centralized key server becomes a system single point of failure being
vulnerable to attacks from adversaries or surveillance agencies. Therefore, secure
and autonomous client authentication remains a major challenge for E2EE.

Rather than preemptively verify the exchanged keys, by using the Key trans-
parency approach [13,17,26], clients can verify if the key server behaves correctly
during communication. The general idea is to turn the key server to a transparent
log server using an authenticated data structure [18] that is append only and can
be efficiently audited. The key server acts as a prover who returns public keys
upon request along with compact proofs that can be verified by clients. Thus,
clients do not worry about MITM attack as any attempt to modify client keys
is recorded on the auditable server log.

Authenticated data structure ensures that the server cannot change user keys
without being recorded. It is, however, possible for a compromised key server
to equivocate by presenting different answers to different clients. Therefore, log
clients need a way to cross validate the received information to ensure the key
server consistency among clients. This process is called auditing. There are third-
party clients (auditors) who frequently query the key server for proofs. Thus,
whenever clients receive replies from the key server, they can cross check the
proofs with these auditors. State of the art suggests the use of a gossiping protocol
among log clients and auditors to exchange information and effectively blacklist
any exposed compromised key server.

However, such gossiping mechanism is hard to implement in practice [3].
It is vulnerable to certain classes of failures when attackers are present in the
network i.e. Sybil attack [10]. It is hard to incentivize clients to participate
and bootstrap the gossiping network. Users’ privacy may also be at risk [20].
So far, we are not aware of any complete gossiping protocol design in current
Transparent log systems. A similar effort in Certificate Transparency [15] is being
standardized though after several years, and it is still not finished. Rather than
using a separate gossiping protocol, EthIKS [4] implements the transparent log
server on Ethereum blockchain [23]. However, as EthIKS operation cost increases
proportionally with the number of users and due to the significant increase in
the price of ETH, the system does not scale to large key servers with millions of
users.

Auditing is a mandatory mechanism to secure a transparent log scheme. How-
ever, proposed auditing mechanisms using gossiping are vulnerable and difficult
to implement. Meanwhile, blockchain based auditing is considered too expen-
sive to operate as demonstrated in EthIKS. To tackle this problem, we present
Trusternity , a practical transparent log auditing scheme using blockchain that
is secure, easy to implement, suitable for large scale key servers, as well as
lightweight for clients. The contributions of this paper are the following:

– We design Trusternity, a secure, scalable auditing mechanism using a
blockchain to ensure key server consistency. Our scheme is complete and more
cost effective in comparison to state-of-the-art approaches.

– We implement a proof-of-concept for Trusternity using Ethereum and extend-
ing a state-of-the-art solution.
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– We simulate an attack that deceives clients to accept a compromised
blockchain and provide metrics to help detection of such attack.

2 Requirements

We now define several requirements for our auditing system.

R1 Trustless auditor: The system must be able to detect anomaly in auditing
process even when clients connect to malicious auditors.

R2 Scalability: The system is scalable with unbounded number of servers and
clients. For this, the system must satisfy the following sub requirements.

R2.1 Incentive: Auditors must be incited for their service of querying key
servers and answer client requests.

R2.2 Budget operation: We want to reduce the operation cost of the key server
when participating in the auditing process.

R2.3 Thin client: The auditing mechanism must not require extensive client
resources so that it can be easily adopted in practice.

3 Background and Related Work

In this section, we shortly describe some background notions and related work.

3.1 Key Transparency

Key transparency brings autonomous key verification to end users in order
to eliminate the need to fully trust a key server. Melara et al. introduced
CONIKS [17], the first key transparency scheme which also preserves user pri-
vacy. Google Key Transparency [13] and Yahoo End-to-End [26] rely on this
approach.

A CONIKS system includes three major components: (1) a CONIKS server
managed by an Identity Provider (IP) that stores bindings between user iden-
tities and their public keys, (2) CONIKS clients which run on users’ devices
to manage cryptographic keys and (3) auditors who help clients to verify IPs
consistency.

A CONIKS server uses a Merkle radix tree to map each user to his public key
in a binding. The index path of each binding in the tree is randomized based on
the user identity. At every fixed period of time (called an epoch), the CONIKS
server signs the root of the Merkle tree to create a Signed Tree Root (STR) value.
A STRt at epoch t is also hashed together with STRt−1 to form a hash chain
of the entire history of the key server. The server then publishes STRt to all
clients and auditors. When a client queries for a public key, the CONIKS server
returns the chain of STR values, the binding at the leaf and an authentication
path from the leaf to STR to prove that the binding exists in the tree. The client
can cross validate STR value with any auditors to validate the CONIKS server
answer.
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CONIKS guarantees two security properties:

S1 No malicious keys: At every epoch t, a client looks up its own binding
on the server by performing a monitor operation. Thus, an IP cannot insert
malicious keys binding for users without being detected.

S2 Non-equivocation: After monitoring, the client queries STRt from audi-
tors via an auditing protocol. Thus, an IP cannot provide different answers
to different user queries without accepting a high risk of being exposed. In
case that an IP and auditors collude to equivocate a client, Melara et al. [17]
shows that by choosing randomly 4 auditors, a CONIKS client can discover
a malicious server with 99,7% probability.

As CONIKS data structure is very efficient and privacy-preserving, our solu-
tion extends CONIKS by replacing its auditing mechanism.

3.2 Gossiping

In CONIKS execution model, an IP and clients need to disseminate STR in
every epoch to ensure that the key server does not equivocate different STR
to different clients. CONIKS suggests a decentralized gossiping protocol for this
purpose. In this protocol, all IPs act as auditors for each other. For example,
Alice@foo.com can perform audit with bar.com while Bob@bar.com can audit
his key server with foo.com.

However, such gossiping network is hard to design in practice where there
are potentially millions of IPs and clients. The protocol has to be decentralized
so that the system does not depend on any single trust party. Each IP needs to
broadcast his STR at every epoch to all other parties and has to answer random
queries from any clients. There is no incentive for IPs to provide such extra
overhead of communication bandwidth or for third party auditors to query an
IP and to answer to random clients.

Another limitation for the gossiping network is the epoch time. CONIKS
suggests an epoch time of one hour. This period depends not only on the com-
putational power of each key server, but also the efficiency of the gossip protocol.
The longer the epoch time is, the longer it takes for a client to register or revoke
its key to the system, hence the longer the vulnerability window for an attack
is. Meanwhile, shorter epoch time will increase the communication traffic in the
gossiping network.

Finally, a decentralized gossip protocol is still vulnerable to network partition
attack. An attacker can isolate a client from honest gossiping nodes to trick the
client to accept compromised results from the server. Similarly, an attacker can
plague the network with a great number of malicious nodes to increase the
possibility that the client will connect to his nodes (Sybil attack).

A good example for the challenging aspect of this situation is the standard-
ization process for gossiping protocol in Certificate Transparency [20] where
browsers, auditors and certificate authorities gossip about the root hash of Cer-
tificate Transparency log. The standard has been on discussion for several years
but it is still not finalized.
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To sum up, while the proposed gossiping network protocol in CONIKS and
similar systems is necessary for auditing CONIKS key server, such solution is
hard to implement in an efficient, scalable, Sybil resilient and incentive manner.

3.3 Blockchain

Blockchain [19] is an append-only list of blocks where each block is linked directly
to the previous one with cryptographic hashes. A blockchain system operates
using a peer-to-peer (P2P) architecture where peers create and exchange trans-
actions to modify the state of the system. Those transactions can hold different
data types from financial records [6] to arbitrary code execution instructions [23].

Wust et al. [25] show a methodology to determine how a blockchain system
solves various technological problems. Indeed, we can simplify a set of require-
ments for an auditing method as follows. First, a CONIKS server needs to dis-
seminate a state (which is encapsulated in a STR) every epoch. There should be
multiple servers that can disseminate information asynchronously since a user
might have different accounts at different IPs. There is also no trusted third
party in the network. Wust methodology shows that blockchain – either permis-
sioned or permissionless, depending on whether only authorized set of entities
or any entities can read or write the blockchain respectively – is the suitable
solution for those requirements. In this paper, we consider a generic auditing
mechanism that allows any untrusted CONIKS server to participate. Therefore,
we choose permissionless blockchain, in particular, Ethereum as the underlying
platform.

Ethereum is one of the major permissionless blockchain systems in the world
besides Bitcoin. Ethereum uses blockchain as a ledger of transactions where a
sender deposits coins (money) to a receiver. The sender signs the transaction
with his private key and gives the ownership of the coin to the receiver so that
later the receiver can redeem the received coin for subsequent transactions. A
main issue addressed by the system is how to avoid sender generating invalid
transactions of double spending a coin to two different receivers. Due to the
decentralized nature of the system, the two receivers might not know each other,
thus blindly accept the invalid transaction.

Similar to Bitcoin and some other blockchain solutions, Ethereum resolves
this issue using Proof-of-work (POW). A group of miners participating in the
system uses their computing power to solve a puzzle in a form of exhaustive
search at a given difficulty. The first miner who solves the puzzle can create a
block consisting of a set of pre-selected transactions and broadcast the solution.
Other miners validate the block and move on to solve next puzzles. In the case
that a sender attempts to double-spend, only transactions chosen by the winning
miner will be considered valid.

In case there are multiple forks of the chain, a miner always chooses the
longest chain, i.e. the chain with the highest accumulated difficulty, to work on
the next block. Thus, after some time, the whole network will abandon shorter
forks. According to this consensus rule, the longer a block stays in the blockchain,
the harder it is to be discarded by other miners. An alternative fork would have
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to solve all puzzles starting from the mentioned block to the end of the chain.
Unless there is a party who owns more than 50% of the computing power of
the whole Ethereum network, it is impossible for somebody to always produce
a longer chain.

We chose Ethereum as our underlying platform as, in contrast to Bitcoin,
it features a Turing-complete virtual machine that can execute scripts defined
by users in various smart contracts and submitted inside a transaction. The
script, along with the transaction, is permanently included within the blockchain
unless it is scripted to self destruct at some point. Users can execute functions
in the script by sending other transactions to the contract with appropriate
transaction fee and parameters. These transactions are validated and executed
by all Ethereum clients. The transaction fee is calculated by an internal unit
called gas and then paid by the sender in ETH. In this paper, we use an exchange
rate of e 500 for 1 ETH (as in January 1st 2018).

3.4 EthIKS

EthiKS is the first contribution that proposes using a blockchain to enhance
CONIKS. EthIKS implements a CONIKS server in an Ethereum smart contract.
In particular, the smart contract stores the Merkle tree in the persistent storage
of Ethereum. The server can update the tree by executing the smart contract,
while a client can query public keys by extracting data from the blockchain
storage. As EthIKS clients have the same view of the key server within the
blockchain, no separate gossip protocol is needed for key server consistency.

However, EthIKS introduces several inconveniences to the original CONIKS
scheme. In order to fully trust the blockchain, EthIKS clients must download and
validate every single transaction from the genesis block to the most recent block
which is around 100 GB. This is in contradiction with our R2.3 requirement.
Although Ethereum light client can significantly reduce the bandwidth amount,
EthIKS must trust a third party to deliver the lightweight block header (see R1).

Moreover, EthIKS server operates entirely on Ethereum smart contracts.
Every operation affecting the key server database has to be recorded in a trans-
action. EthIKS claimed that those transactions are relatively cheap (e.g. approx-
imately e 0.0004 for an insertion, not including the mandatory transaction fee).
However, for a large size key server (million users) with high key change fre-
quency, it will introduce great additional cost for the Identity Provider. Thus,
R2.2 is not satisfied.

4 Architecture

We present the architecture design and implementation of our proposed audit-
ing scheme. As discussed above, we choose CONIKS data structure for our
transparent-log server so we focus our proposal on the auditing scheme. Sim-
ilar to EthIKS, we consider blockchain as an effective piggyback channel for
such purpose. We also optimize the system so that server operation cost is kept
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Fig. 1. Trusternity architecture

at minimum. We develop Trusternity [9] and depict the general architecture in
Fig. 1. The architecture contains four modules: Storage, Smart Contract, Server
and Client. We explain each module in detail in the following subsections.

4.1 Storage

We consider Ethereum as an immutable distributed database. Thus, we can use
Ethereum to store and distribute STR to all clients. We consider transaction
log for this purpose. A transaction Log L is a collection of Log entry l which is
the result of the code execution in Ethereum virtual machine (EVM ) and can
be recomputed at anytime by re-executing the code stored in the blockchain.
Therefore, storing data in log costs only 8 gas per byte, 80 times less than
storing data inside the smart contract as in EthIKS [23]. The downside of this
method is that we cannot directly access log data from smart contracts. Yet, we
designed our own smart contract to address this problem.

We also consider the hybrid approach where actual data is stored in an
immutable data structure provided by third party services such as IPFS [2] while
the smart contract only holds a reference pointer to data location. Although this
method significantly reduces the blockchain storage cost, clients have to rely on
third party services. Thus, we do not use this approach.

4.2 Trusternity Smart Contract

We develop a Trusternity smart contract TSC on Ethereum1. Each IP is mapped
by its Ethereum wallet address in a map data structure ProviderList. We
assume that each IP only uses one address to create and sign transactions. The
smart contract exposes two main functions: Register and Publish. Register
accepts server name and related meta-data to insert into ProviderList then set
it’s lastepoch as 0. At each epoch, a registered server calls the Publish function
by sending an epoch number and a 32 bytes STR. A key server must not be
able to publish different STR for the same epoch or modify the previous ones. It
also must not be able to publish STR in different sequence order to limit client

1 The full source can be found at https://github.com/coast-team/trusternity-
contract/blob/master/src/trusternity log.sol.

https://github.com/coast-team/trusternity-contract/blob/master/src/trusternity_log.sol
https://github.com/coast-team/trusternity-contract/blob/master/src/trusternity_log.sol
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difficulty in tracking and ordering those values. To use transaction log storage,
we defined event Published which is fired at every Publish function call. The
event is indexed by two topics, i.e. the sender address and epoch number while
STR is kept in data field.

4.3 Trusternity Server

A Trusternity server TS is a transparent key server that enables auditing via
Ethereum. TS consists of three components: a CONIKS Server S, a Trusternity
extension for server Sx and an Ethereum wallet W . S is the original CONIKS
server. A CONIKS server handles registration, look-up and monitoring keys
operations. At every epoch, the server automatically recalculates its Merkle Tree
database. We then developed Sx as a plugin for S. The extension allows S to
communicate with W , the official Go implementation of the Ethereum proto-
col [1], via a RPC API. In every epoch, TS sends an Ethereum transaction,
embedded with STR, to a smart contract on the blockchain network.

1. Register: Sx calls smart contract Register function.
2. Calculate STR: As defined in CONIKS.
3. Get lastEpoch: Sx checks last epoch from TSC. Though this step is

optional, it helps Sx to avoid sending duplicate transactions blindly to TSC.
Sx then performs a check to make sure that the server is at the correct epoch
e where e = lastepoch + 1.

4. Publish: Sx calls Publish function and sends the new STRe to TSC.
5. Canonical chain confirm: It is required to wait for a certain number of

blocks γ to avoid chain reorganization [24]. Currently, we set γ = 5. After γ
block, Sx checks again if the transaction is correctly included in the chain.

4.4 Trusternity Client

A Trusternity client TC is a key management software that a user runs on his
computer. TC has three components: a CONIKS client C, a Light Ethereum
Wallet Wl and a Trusternity Extension for client Cx. C performs public key
registration and looks up other public keys by sending HTTP requests to S as
designed in CONIKS.

We add an extension module Cx to C that handles public key auditing using
Ethereum. The extension is configured to synchronize epoch time with the server
and then it regularly performs look up and audits registered public keys. Unlike
TS, TC uses a light Ethereum wallet that can significantly reduce local storage
and network bandwidth concerning the blockchain. We also found that a light
wallet for client is enough to secure Trusternity scheme. The auditing process
involves three steps as follows.

1. Register: As defined in CONIKS.
2. Lookup: When TC enables auditing with Trusternity, TC periodically per-

forms public key lookup operation with its own identity (i.e. email) and vali-
dates the authentication path.
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3. Light chain lookup: After validating the authentication path and the public
key, TC follows light wallet look up protocol to find the corresponding STR′

of the server in that epoch. This value is then compared to the received STR
from step 2.

4.5 Light Ethereum Wallet

In a cryptocurrency scheme, in order to fully trust the blockchain, a client must
download and validate all transactions starting from the genesis block. Cur-
rently, an Ethereum wallet must download around 100 GB data. This type of
client is called a full client/wallet which we run on Trusternity server. However,
for a client who is not interested in cryptocurrency, it is hard to force him to
download and store all transactions just to extract the log from some particular
transactions published by TS.

A light client, on the contrary, only downloads block headers and transactions
filtered with requests from the client. Ethereum light client protocol is specified
in [8]. As stated in the specification, an Ethereum light client can efficiently
“watch” for events that are logged by TS by filtering transactions tagged only
with log topics IP.Adr and e.

According to the protocol specification, using a light client does not offer full
security function of a blockchain. In fact, Wl cannot check if a downloaded block
header H is completely valid or not. Wl can only make sure that H contains a
valid POW result. Wl also does not have access to other information in a full
block such as the block state tree. As Trusternity does not use that information,
we do not need the state tree. Yet, the described security limitation of Wl is a
great concern. Section 5 will discuss this problem in detail.

4.6 Deployment Architecture

As Trusternity works over Ethereum, we want to make sure the system does not
create undesirable impacts to the Ethereum ecosystem. We assume that there are

Fig. 2. Trusternity deployment with a proxy wallet
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thousands of W and millions of corresponding Wl connected over Ethereum P2P
network. A light client does not, or cannot, relay data like a full node, yet it con-
sumes bandwidth from other full nodes. Thus, it reduces the network throughput.

For this reason, we propose that each TS hosts a centralized proxy service
Wp that relays Ethereum block headers and relevant transactions from TS to
other Wl. Wp can be replicated and balanced so that there is no bottleneck in
system availability. Optionally, if needed, Wl can also participate in the public
Ethereum network. We depict the deployment architecture in Fig. 2.

From a security point of view, Wl should trust Wp in the same way as Wl
trusts any other full client in the public Ethereum network. The only difference
here is that Wp is hosted by IP as a way to improve the availability of Trusternity
without damaging the Ethereum ecosystem.

5 Security Analysis

In this section we analyze the security of Trusternity in terms of requirements
defined in Sect. 2.

Trusternity uses S and C from CONIKS. Thus, we retain security require-
ment [S1] from CONIKS. For [S2], if we assume Ethereum blockchain is trust-
worthy, the auditing is then similar to that in CONIKS where auditors are
Ethereum clients. However, if an adversary Adv compromises TS, it is possi-
ble that the adversary presents TC a fake blockchain. We now present several
scenarios where Adv can perform such attack.

5.1 Scenarios

Let us consider a scenario where Alice, Bob and Charlie use a key server TS
as in Fig. 2. An adversary Adv compromises TS and wants to perform MITM
attack against the 3 users. Thus, besides an honest TS, Adv maintains a compro-
mised TS′ where he keeps <Alice, PKAdv>. At epoch e, TS sends a Publish
transaction Te to Ethereum blockchain (MainNet) for Alice to monitor while
sends T ′

e from TS′ to a fake blockchain. Adv then sends this fake chain to Bob
to trick him into accepting PKAdv.

As in Fig. 2, if Adv can compromise Wp, he will succeed in tricking Bob into
accepting a compromised blockchain. Thus, Bob will have no way to detect the
attack. However, if the user already has connection to other Ethereum nodes in
MainNet as Charlie, the situation is more complex. First, Adv can compromise
several Ethereum full nodes and find a way to redirect Charlie to those compro-
mised nodes. This is sometimes referred as eclipse attack [16]. Secondly, if Adv
can hijack Charlie’s network connection, he can simply block all connections
to honest nodes except to Wp. Lastly, Adv can try to perform Sybil attack on
MainNet. Nevertheless, we see that Adv has various ways of tricking a user to
connect a compromised full node and accept a compromised blockchain.

Detecting a malicious blockchain while connecting to an untrusted full node
is a mandatory step to satisfy both [S2] and [R1] requirements. We now simulate
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scenarios when a client is fed on a malicious blockchain and present how to detect
such problem.

Recall from Sect. 3.3 that miners run a POW algorithm to solve a computing
puzzle at a given block difficulty dn of block number n > 0 at tn. dn is calculated
based on dn−1 and the time interval Δtn = tn−tn−1 [7]. The calculation function
is tuned so that the average block time of the Ethereum network is around 17 s.
For example, dn increases if Δtn < Δtn−1 and decreases otherwise. dn, tn and
the accumulated difficulty

∑
d of all blocks in the chain is stored in each block

header. Therefore, if Adv controls all of the neighbor nodes of Wl, Adv must
provide a malicious, yet valid blockchain to Wl. Assume that Wl has access to
a portion of MainNet from block 0 to block m − 1 until Adv decides to fork into
a fake chain. This can be achieved by hard coding checkpoint blocks in Cx. If
the adversary does not have enough computing power, he cannot solve POW
with the honest chain difficulty as fast as MainNet. Thus, the client will observe
significant increases in block time interval and drops in block difficulty. We then
conduct a simulation on a private Ethereum network to simulate this scenario
and propose our method to automatically detect the attack on the client side.

5.2 Attack Simulation

We deploy a private Ethereum network of 40 miners on a testbed system. All
miners are connected to a bootnode which helps bootstrapping the peer-to-peer
network. We then study the distribution of MainNet mining pools [11] to have a
brief understanding of a potential adversary capability. There are many mining
pools who process relatively large computing power (Hashrate) in comparison
to the rest of the network. Our simulation is based on the assumption that an
adversary can compromise one of the pools and use its computing power for a
brief period of time to conduct the attack. We define p > 0 as the capability of
Adv over total computing power of MainNet. Since Adv should not have more
than 50% computing power of the whole network, p < 0.5. Our experiment
consists of two phases:

1. Stable: We run a fresh private Ethereum network with all 40 miners from
our genesis block beginning with d0 of block 0. We run this phase for 1 h to
produce a base chain of a stable Ethereum network where all nodes are honest.
Our simulation script automatically switches to the second phase after 1 h.

2. Malicious: Instead of keeping running all 40 miners, we only keep m min-
ers for an additional hour where m/40 = p. As in [11], the biggest mining
pool has around 25% of MainNet computing power. Thus, with m = 10, we
can simulate the situation when this pool is compromised. We repeat the
simulation varying m range from 1 to 19 multiple times.

We did not choose to simulate this attack on any official Ethereum test
network (e.g. ropsten2) because our simulated attack could cause temporary
forks in the network that may harm experiments from other parties.
2 https://ropsten.etherscan.io/.

https://ropsten.etherscan.io/
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5.3 Results

In all experiments, we are interested in the aberration of d and Δn. Figure 3
shows two sample results from our experiments with m = 4 and m = 10 respec-
tively. m = 10 can be interpreted as the adversary has 25% of the total network
Hashrate by compromising the biggest mining pool, i.e. ethpool [12] while m = 4
is when the secondary biggest pool with 10% Hashrate is compromised. d is col-
lected directly from the chain header and is presented with a blue line. The
average block time interval t is calculated as in Eq. 1 where we set l1 = 10. We
will explain the rationale of choosing l1 in the next section.

tn =
∑l1−1

i=0 Δtn−i

l1
(1)

In both cases, we observe the immediate change in the trend of d and t
when the malicious phase kicked in. t is kept below 20 s in the stable time
then increased significantly after block 241. On the other hand, d experienced
a dropping trend after block 241 due to the increase in time between blocks.
However, it is not trivial to automatically distinguish between malicious attempt
and an occasional fluctuation of the result.

Fig. 3. Average block time interval and difficulty where m = 4 (p = 10%) and m=10
(p=25%) respectively

5.4 Detection of Malice

Given the presented results, we want to detect the block when the adversary
forks the chain as soon as possible. Our general idea is to detect anomalies in
the change of d and t over time. Several approaches of anomaly detection in
multi-time series data have been proposed [14]. However, due to R2.3, we follow
a simple approach in anomaly detection. We first analyze 4 million Ethereum
blocks in MainNet. For a block i on MainNet, we observe that ti is less than 20 s
in 92% of the time. We also find that di never decreases continuously more than
20 times.
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Algorithm 1. Detection of Malice
input : A block header Hi contains ti and di

output: true if Hi is malicious, else false

1 Constant: l1, l2, λ, 〈t〉;
2 ti ← equation 1 ;

3 S1 ←
l1−1∑

k←0

ti−k/〈t〉; // l1 block before i

4 Δdi ← (di − di−1) < 0; // 1 iff true, 0 iff false

5 S2 ←
l2−1∑

k←0

Δdi−k ;

6 return (S1 > 2 ∗ l1) ∨ (S2 > l2 ∗ λ);

Fig. 4. Prediction error.

Assuming we start monitoring blockchain header at block i, all previous
blocks are trusted. We then design an adaptive algorithm to detect the malicious
in real-time manner as presented in Algorithm 1. We introduce 4 parameters:

l1: Number of blocks to compute average block time.
l2: Number of blocks to compute difficulty decrease streak.
〈t〉: Mean of Δt from block 0 to the most recent trusted block.
λ: Longest decrease times of Δd over l2.

The idea of l1 and l2 is to smoothen out the block time and difficulty value.
If they are too small, we cannot eliminate the risk of true negativity for detec-
tion. Meanwhile, large values mean that we might not detect the attack early
enough after it happens. Our aim is to keep the time required for detection at
a reasonable length, i.e. ≈ 15 min. We find those values by permuting a set of
possible parameters and rerun the algorithm. We achieve a result where l1 = 10
and l2 = 20. In MainNet we can set 〈t〉 at 17.5 s and 13 in our private net.
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Figure 4 presents our detection result when the number of malicious miners
change. The figure shows the prediction error, i.e. how much time or number
of block we need after the malicious miner appears to detect the attack. Two
dashed lines in Fig. 4 represent the regression line, i.e. to show the trends of
prediction errors when the number of malicious participants change.

We see that the number of needed blocks increases almost linearly when the
number of malicious miners increases, yet the needed time shows almost no differ-
ence (≈ 15 min as intended) due to the decrease in average block time when there
are more malicious miners in the network. We note that our prediction results
are acquired in conjunction with analyzing past 4 million Ethereum blocks on
MainNet. Thus, while we cannot guarantee 100% confidence in detecting future
attacks, we have a strong base of trust in the method if the network continues to
behave as in the past. Obviously, in case there are events that significantly affect
block time and difficulty such as a hard fork or natural disasters, our algorithm
will yield true negative results. However, it makes sense to notify users when
such events happen since Trusternity depends on Ethereum.

6 Evaluation

In this section, we show a thorough evaluation of Trusternity with regard to
network bandwidth overhead and operating costs in comparison to CONIKS
and EthIKS. We also suggest various options to apply Trusternity into other
systems.

6.1 Network Overhead

We reuse most of setup and assumptions from CONIKS and EthIKS. In particular,
Trusternity client uses the eliptic-curve based VUF and signature scheme. There
are total U = 232 users, u = 221 users update their keys per epoch and k = 24
epochs per day. Ethereum block time average is set at a lower bound of 12 s.

However, our calculation3 shows that an Ethereum client has to download
≈ 0.6 KB for each header instead of only 0.2 KB per block header as in EthIKS
scenario. We slightly modify EthIKS calculation to reflect this change and cal-
culate our result for Trusternity in Table 1.

Overall, we see there are no change in look up and monitor cost compared
to CONIKS since the calculation separates blockchain into auditing section. An
EthIKS full client has to download all α transactions related to EthIKS. This
assumption is rather complicated since we do not have the source code of EthIKS
smart contract, however, α should be proportional to the number of updates to
the contract per epoch. Thus, in a naive assumption, we can have α ≈ u. We
also cannot compare to a EthIKS light client since the author assumes that the
light version has a trusted source to query for Ethereum block header and data.

3 https://github.com/coast-team/trusternity-contract/blob/master/appendix/calcul
ation.md.

https://github.com/coast-team/trusternity-contract/blob/master/appendix/calculation.md
https://github.com/coast-team/trusternity-contract/blob/master/appendix/calculation.md
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Table 1. Client bandwidth requirements (KB) with α is the number of transaction in
each epoch

Operation CONIKS EthIKS Trusternity

lookup (per binding) 1.2 7.9 1.2

monitor (per epoch) 0.7 5.2 0.7

monitor (daily) 17.6 1405 17.6

audit (per epoch) 0.1 200.4 + α * 2 201.6

audit (daily) 2.3 4809.6 + α * 48 4838.5

In summary, we can see that Trusternity only adds a fixed amount of band-
width overhead per epoch of 200 KB, result in less than 5 MB per day to operate
in comparison to the original CONIKS client. We calculate this number entirely
based on Ethereum formal specification so the actual amount might be slightly
different due to encoding, extra protocol messages or bloom filter false positive
result. However, our calculation shows a clear advantage of our approach to
EthIKS over network bandwidth.

6.2 Gas Cost

The transaction costs of operating Trusternity only come from the two listed
functions on the smart contract. Overall, Register costs 63,000 gas and Publish
costs 44,000 gas. We take the assumption from Sect. 4.1 which is 0.0004ETH
per 20,000 gas and each ETH costs e 500. This results in Register costs e 0.63
which an IP only has to pay once when he installs Trusternity and e 0.44 for each
Publish call per epoch or ≈ e 10.56 per day. Comparing our results to EthIKS,
assume that we only take into account 221 update mapping transactions of 12,000
gas per epoch, this costs ≈ e 6 million per day.

6.3 Final Result

We compare our implementation to the pre-defined requirements from Sect. 2.
S1 and S2 are satisfied as we discussed in Sect. 5. Regarding R1, our anomaly
detection algorithm can effectively detect a fork attack from a sub network of
malicious Ethereum miners in less than 15 min, assuming that the malicious net-
work only has less than 50% of the main network computing power. Thus, even
with untrusted auditors, Trusternity is still able to detect malicious behaviors
after a short period of time.

We also show above the improvement over network bandwidth and gas cost
overhead of Trusternity over EthIKS. Our scheme adds a flat amount of e 10
per day for an Identity Provider to operate regardless of the client amounts
(R2.2). Each Trusternity client only has to download a merely extra 5 MB every
day. Although our anomaly detection algorithm requires clients to continuously
monitor the downloaded Ethereum block header, the algorithm is simple enough
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to not cause any noticeable overhead for clients. As a result, R2.3 is satisfied.
Lastly, Trusternity operates on Ethereum, any Ethereum client can be considered
an auditor, including W . Thus, R2.1 is trivial to achieve.

7 Conclusion

We presented Trusternity, an auditing mechanism for Transparent-log key server
using Ethereum which is significantly more efficient and budget than state-of-
the-art approach. Our solution scales with an unbound number of log clients,
cheap to operate (e 10 per day for the server) and does not require huge network
bandwidth or storage of clients. Our solution is also independent of any trusted
third party by being able to detect malicious sudden change in the network.
Trusternity is also easy to extend for other purposes. Other transparent log
based approaches such as Certificate Transparency [15] can also benefit from
our proposal. CONIKS client and server components are also replaceable with
similar components, i.e. Key Transparency [13] server and clients.
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Abstract. Diagnosing accidental and malicious events in an industrial
control system requires an event model with specific capacities. Most
models are dedicated to either safety or security but rarely both. And
the latter are developed for objectives other than diagnosis and therefore
unfit for this task. In this paper, we propose an event model considering
both safety and security events, usable in real-time, with a probabilistic
measure of on-going and future events. This model is able to replace alerts
in the context of more global scenarios, including with reinforcements or
conflicts between safety and security. The model is then used to provide
an analysis of some of the security and safety events in the Taum Sauk
Hydroelectric Power Station.

1 Introduction

With the increasing interconnection of Industrial Control Systems (ICS) through
cyberspace, new challenges arise when ensuring their safety and security. Once
rather well separated, both characteristics of the system are now completely
interleaved: a cyber-attack may have consequences on an industrial process and
the response to a safety incident can inadvertently impact the security of the
system. Therefore, when an incident occurs in an ICS, it is more and more
difficult, yet essential, to understand what is happening in order to select the
appropriate response. The analysis of the incident is the diagnosis.

Providing explanation of purely accidental and malicious incidents is typically
done using, respectively, fault trees [1] and attack trees [2]. Risk analysis or
incident tracking can be done using more advanced methods such as Bayesian
networks [3] or Petri networks [4] However, they can in practice be viewed as a
refinement of fault and attack trees.

There exist several models dedicated to one characteristic, either safety or
security, but they are hardly adaptable to the other one. The reason is that
safety and security have their different semantics and using one for the other
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is not always meaningful. Therefore, the propagation of the incident is different
and most models cannot represent both. A small number of models exist that can
represent both safety and security at the same time, such as BDMP [5,6] or the
FIGARO language [7]. However, they were not originally developed for diagnosis
purposes and therefore, lack essential features considered in this paper, such as
real-time monitoring or alert instantiation, towards achieving this objective.

According to [8], diagnosis can be divided into three sub problems: detecting
the problem, locating it and determining its scope. Detecting the problem means
having the knowledge that a safety or a security incident is happening. Locating
the problem is knowing what components are at fault or targets of an attack.
Determining its scope is being able to identify the affected subsystems. In a
nutshell, it means explaining what is happening. In order to do so, a model of
what can happen is required. Risk analysis models based on fault and attack trees
are suited for that. Then, mapping the ongoing situation to the model allows
for finding the roots of the problem or generating hypotheses on evolutions of
the problem, such as the objective of an attacker or the next components to fail.
Sometimes, though, the ongoing situation might not completely fit the model.
Therefore, a measure of the variation of the incident from the model should be
provided. Being able to reason beyond the scope of the system is an important
part of diagnosis and is what we provide with our model.

The objective of this paper is to lay the foundations of a way to model safety
and security in order to perform diagnosis of incidents in ICS. We propose a
model to represent safety and security events, draw logical connections between
them in order to generate complete scenarios and a probabilistic component to
compute the likelihood of both the complete scenarios and the elementary events.

The paper is organised as follows: Sect. 2 introduces the LAMBDA language
for describing security attacks and upon which the proposed model, described in
Sect. 3, is based. Section 4 illustrates the capabilities of the model on a use case.
Section 5 compares the proposed model to existing research and Sect. 6 gives
insights on future uses and evolutions of the model.

2 Background

LAMBDA [9] is a language used to describe security attacks. It is based on
the general concept that an attack can succeed if a set of conditions (called
preconditions) is satisfied, and will have effects (called postconditions) on the
system if it succeeds. It is also described by a scenario, being the different actions
needed to be combined to perform the attack. Attacks described in LAMBDA
can be of any granularity going from elementary steps that an attacker needs
to carry out to progress towards his objective, to the description of a complete
scenario.

CRIM [10] is a correlation engine that draws connection between attacks
described in LAMBDA: if a postcondition of an attack A1 matches with a pre-
condition of an attack A2, then the realisation of A1 favours the realisation of A2.
That is A1 enables the attacker to then perform A2. In this particular example,
the attack graph generated would have a connection from A1 to A2.
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Unfortunately, LAMBDA does not fit to model safety events. Indeed, every
attack is to be described by a scenario, being a set of actions. When modelling
safety, a component failure, like the one of a hard-drive, can happen without
being the result of a particular action: it is its regular wear. Moreover, LAMBDA
in itself is devoid of any probabilistic evaluation. [11] proposes a modification of
LAMBDA to overcome this issue but it only computes a mean time to success
(MTTS) and this is not sufficient for a complete evaluation of the likelihood of
an incident.

Nonetheless, we will base the model we present in Sect. 3 on a heavily mod-
ified version of LAMBDA in order to reuse its event-tracking ability and the
pre/postconditions modelling, as well as CRIM.

3 The Model

In this section, we present our model. First we define the events, then we con-
struct scenarios out of events, and we finally compute the probabilities required
for diagnosis.

3.1 The Event

In the model we propose, the system in which incidents happen is represented
by a set of variables. This set is called the system state. We define an event
as a modification in the system state. Therefore, an event is the result of the
occurrence of an attack or an accidental failure.

An event is characterised by its attributes: a set of preconditions, a set of
postconditions, the nature of the event, a realisation process and a detection
process.

The preconditions set and the postconditions set are inherited from
LAMBDA. They are composed of predicates combined with the logical connec-
tives ∧, ∨ and ¬. The former set is used to describe the value that the variables
of the system state must have for the event to be feasible. The later set is used
to describe the value that the variables of the system state will have after the
event has occurred.

The nature of the events is a label used to quickly know the type of the
event: so far, we only used safety and security but any other type of events
could potentially be added, such as countermeasures or regular events whose
occurrence is part of the industrial process.

We define the realisation process as a probability distribution function
(PDF). It is used to describe the evolution of the occurrence probability of the
event over time, given that all of the conditions for the event to happen are
met. Any PDF can be used, even custom ones. This is where the difference in
modelling security and safety events lies in our model. Indeed, their realisation
process is different and is represented, in this model through the PDF. With
this approach, the model can therefore acknowledge for any kind of propagation:
when modelling a specific event, one simply has to use its most appropriate PDF.
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The detection process is used to link the modelled event to an alert A
collected by the SCADA or SIEM system. It is used to inform the model that
the event has been realised in order to update the system state and trigger
instantiation of said alert A.

Figure 1 gives the model of the failure of a hard-drive. The PDF associated
with the event is a Weibull distribution. The distributions and their parameters
are chosen by the experts modelling the system, but can be derived from size-
able return on experience. For instance, when it comes to hard-drive failures,
[12] has determined that the Weibull distribution is much more suited than the
exponential distribution. Modelling this event with a PDF allows us to compute
the mean time to failure of the event (5 years) or the probability of failure after
ninety days (7.52 × 10−9) for instance.

Name Hard-drive failure
Preconditions ¬failed(HardDrive)
Postconditions failed(HardDrive)
Nature safety

Realisation
Weibull distribution (lambda = 5.516,
k = 4)

Detection server operating system raises alert

Fig. 1. Hard-drive failure

3.2 The Attack Graph

After the set of elementary events have been defined, it can be used by CRIM to
correlate the dependencies between the events and generate event graphs corre-
sponding to complete scenarios. CRIM says that events A and B are correlated
if Post(A), the postconditions of A, and Pre(B), the preconditions of B, are
correlated. And this happens when at least one of the predicates of Post(A)
and one of the predicates of Pre(B) are unifiable through a most general unifier
(mgu) [13]. If such an mgu is found, a directed connection from A to B is present
in the event graph output by CRIM. CRIM tries to correlate every pair of events
and then generates its event graph displaying the logical dependencies between
the events, as illustrated in Fig. 4.

3.3 Recombining PDF

Once the logical dependencies have been established between the different events
and a scenario has been selected, its PDF can be computed. To do so, the local
PDF associated with each event needs to be recombined in order to express the
global PDF of the scenario. There exists three different situations: the sequence,
the AND, and the OR.

On a side note, we will assume that the random variables associated with
two events are always independent. It means that, the time taken to realise one
event has no influence on the time taken to realise another event.
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The Sequence. Let us consider that events A and B happen in sequence.
C1 corresponds to “A happens then B happens”. A, B, and C are respectively
associated with the PDF fA, fB , and fC . The probability that C happens in a
given timespan I given that nothing has happened yet is actually the probability
that both A and B happen in I. This can be written:

fC : R → R

x �→
∫ +∞

−∞
fA(t)fB(x − t)dt

In other words, fC is the convolution of fA and fB : fC = fA ∗ fB .

The AND. Let us consider that both events A and B need to happen for C
to happen. A and B are respectively associated with the PDF fA and fB, the
CDF FA and FB (the cumulative distribution function evaluated at x is the
probability that the event will be realised at x), and with random variables X
and Y . The probability that A and B happen in a given timespan I can therefore
be written P (X ∈ I, Y ∈ I). X and Y being independent, we have:

P (X ∈ I, Y ∈ I) = P (X ∈ I)P (Y ∈ I)

If we call g the PDF associated with the event “A and B has happened”, we
obtain:

g = fAFB + FAfB

The OR. The case of the OR is similar to the one of the AND, with the
difference that the AND is the set intersection when the OR is the set union.
The resulting PDF, using the same notations as the AND case is:

g = fA + fB − fAFB − FAfB

The nature of the calculus used to obtain the PDF corresponding to the three
situations make it so that they can be done in any order. For instance, the PDF
associated with (Aor B) or C is the same as Aor (B or C).

3.4 Perspectives of the Probabilistic Recombinations

In this paragraph, we illustrate how to recombine the distributions with a generic
example. Let us consider three events A, B and C respectively associated with
PDF fA, fB and fC and with their cdf FA, FB and FC . We use the same
events calculus algebra as LAMBDA [9] to combine the events: “A;B” represents
A in sequence with B and “A&B” means that both A and B must happen.
1 C is not a LAMBDA event. It is just an abstraction used to compute the PDF asso-

ciated to a set of events. It has no meaning outside of the scope of the probabilistic
calculations.



Probabilistic Event Graph to Model Safety and Security 43

Let us consider the situation A; (B&C). Using the formulas demonstrated in the
precedent paragraph, we obtain the distribution function g associated with this
situation: g = fA ∗ (fBFC + FBfC).

Distribution g can then be used to evaluate the mean time that it will take
for a composition of events to occur, or to compute the probability that this
composition will happen in any given duration. The recombination formulas
we provide in this section are valuable tools for the diagnosis. Indeed, where
a system expert can realistically provide accurate distributions for elementary
events, it becomes much more arbitrary for more complex events. By decompos-
ing a complex event in elementary ones, then defining PDF for these elementary
events and recombining them to have the one of the complex event, we obtain
an accurate description of the realisation process of this event. The PDF can
then be used as a metric and combined with other ones, such as the impact, in
order to give comprehensive feedback to a decision-maker who is looking for the
most appropriate response, for example.

4 The Use Case

The case study is based on an actual power station: Taum Sauk Hydroelectric
Power Station [14–16]. For our study, we will consider the upper and the lower
reservoir, the pump, the Operator Control Center (OCC) and the two automa-
tons Common PLC (Common PLC) and Upper Reservoir PLC (UR PLC).
OCC, Common PLC and UR PLC are in the same network Operator Control
Network (OCNet). When the water level in the upper reservoir overcomes a
certain threshold, sensors send this information to the PLCs that forward the
information to the OCC that can turn off the pump. If for whatever reason the
pump does not stop, other sensors sends the information to the two PLCs who
directly trigger a hard stop on the pump. If the water level keep rising, it will
eventually overtop the reservoir, erode the relief upon which it is built and will
cause a massive breach as it happened in december 2005 [14–16].

Following the methodology of our model, in order to get the scenarios, one
must first describe all of the elementary attacks or failures. In this paper we will
present two elementary events in Figs. 2 and 3: an intruder gaining access to
the OCNet and an attacker compromising the communication link between the
Common PLC and the Pump.

After defining all of the events identified by the safety and security experts,
they are fed to the correlation engine that outputs scenarios. Several scenarios
can lead to the failure of the upper reservoir. For the sake of this article, we have
selected one displayed on Fig. 4. The graph output by CRIM corresponding to
the selected scenario is displayed in Fig. 4. It describes that one can cause the
overtopping by intercepting all stop orders sent to the pump while it is active.
Three sources can produce the stop orders: the Common PLC, the Upper Reser-
voir PLC and the Operator Control Center. All of the orders can be intercepted
if one compromises the communication links between the order sources and the
pump. Finally, all of the communication links can be compromised if one has
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Name
Access Operator Control
Network

Preconditions encryption(OC Net, null)
Postconditions remoteAccess(A, OC Net)
Nature attack

Realisation
exponential distribution
(1/λ = 3years)

Detection
IDS detects unknown IP
address

Fig. 2. Access to the Operator Control
Network

Name
Compromise Common
PLC communication link

Preconditions
remoteAccess(A, OC Net) &
vulnerable(Common PLC,
cve-2004-1234)

Postconditions
manInTheMiddle(A,
Common PLC, Pump)

Nature attack

Realisation
exponential distribution
(1/λ = 10min)

Detection IDS detects ARP spoofing

Fig. 3. Compromising of the communica-
tion link

access to the Operator Control Network. For reference, all of the probability
distributions are chosen exponential, except for the event “Pump does not stop”
which is a Dirac delta function. The parameters are displayed next to the name
of the corresponding event.

A

B C D

E F G

H – A: Access OC net; 1/λ = 3years
– B: Compromise Common PLC com. link; 1/λ = 8min
– C: Compromise UR PLC com. link; 1/λ = 8min
– D: Compromise OCC com. link; 1/λ = 10min
– E: Send false order (Common PLC); 1/λ = 5min
– F: Send false order (UR PLC) ; 1/λ = 5min
– G: Send false order (OCC); 1/λ = 7min
– H: Pump does not stop

Fig. 4. Scenario output by CRIM

We will consider various cases where several alerts have been raised. The
cases and the probabilistic results are displayed in Table 1. Only the MTTS is
shown but, as in the precedent paragraph, the probability of occurrence after any
duration can be computed. As a matter of fact, we have plotted the probability
that event H happens for case 6 in Fig. 6. All of the computations can be done
beforehand or in real-time.

Table 1. MTTS associated with various cases

Case Alerts raised MTTS

1 ∅ 3y 23min 27 s

2 A 23 min 27 s

3 A,B 21 min 13 s

4 A,B,E 20 min 54 s

5 A,C,D 14 min 54 s

6 A,B,C,D,G 7 min 30 s
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Having an evaluation of the MTTS depending on the raising of various alerts
is a precious asset for a decision-maker. First, it is a metric that can be recom-
bined with others, like the impact, in order to have an accurate assessment of
the risk. Moreover, a safety/security supervisor might want to define a threshold
under which the deployed countermeasures are different. Indeed, an impending
undesired event may call for a response more effective, but with more negative
side-effects.

Fig. 5. Evolution of the probabilities in
case 1

Fig. 6. Evolution of the probabilities in
case 6

With several different cases over one scenario, we have shown that the model
adapts to real-time scenarios: the probabilities of the undesired events evolve over
the realisation of subsequent ones. This is important because, for example, the
choices of the attacker may change which are the most probable scenarios. And the
appropriate response may differ depending on what parts of the system are at risk.
Safety and security supervisors obtain precious information from the model in the
form of probabilistic evaluations of the evolution of the failure/compromise rate.

5 Related Work

In this section, we will discuss about existing models that give a probabilistic
evaluation of the duration until an incident occurs. Models that give a proba-
bilistic evaluation of a choice the system or the environment makes is out of the
scope of this study.

FIGARO [7] is a versatile object language used to populate knowledge bases,
later on used to model safety and security events through two kinds of rules:
occurrence and interaction rules.

After the model has been defined using the FIGARO language, it is fed
to the KB3 platform: a calculus engine. KB3 can not be used in real time to
monitor the evolution and propagation of ongoing incidents. By using CRIM, our
model is able to track which events have occurred. Their realisation changing the
probabilities of possible undesired events, it is an important part of diagnosis.

[17] proposed a model based on Markov chains to compute MTTS (named
MTTF in the paper). This model can only consider exponential distributions,
which is understandable for security but not for safety. Moreover, with a model
based on Markov chains, it can only consider transitions present in the model.
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It is therefore impossible of analysing interleaved scenarios, since the scenarios
will be modelled as disjoint Markov chains.

Bayesian networks is a popular model for safety modelling [18]. Notably, [19]
had an interesting take on the matter. Like in our approach, they associated a
random variable to each node of their Bayesian network. The random variable
models the probability of failure of a component for a given duration. They also
use the distributions associated with the random variable to compute failure
rates for a scenario. However, they have to discretize the timespan they consider
for their scenario, when we have a purely continuous approach, providing more
accurate results.

6 Conclusions

In this paper, we presented an incident model responding to the needs and respect-
ing the constraints of diagnosis. We proposed a graphical model of safety and secu-
rity incidents, usable in real-time if need be, and able to track the realisation of
events and updating itself accordingly. The model, considering concurrent events,
is thus able to get the context in which alerts are raised, locating the problem.
Through PDF embedded in each event, the model allows for a probabilistic evalu-
ation of possible future events, as well as an estimation of the likelihood of occur-
rence of an event. This feature gives us both the possible reach of the incident and
a way to measure the appropriateness of the model to the situation. We have illus-
trated the capacities of the model on an industrial use case.

With this usecase we have presented that it is possible to compute the likeli-
hood of one scenario. Since the model acknowledges for several scenarios, one can
compute which is the most probable one, given a set of alerts. Or which are the
five most probable one, with the information that the undesired events associated
with these scenarios are safety or security events. Moreover, with the model keep-
ing track of past events, it is able to give the origin of a scenario, and whether it
was caused by failures, attacks, or both. The model is also able to evaluate the
likelihood of an event by comparing its realisation time with references values in
the form of a PDF that describes the realisation time. All of this is valuable infor-
mation that helps to the diagnosis of an event, as well as represents a precious aid
when deciding of the appropriate response to an incident.

The model is modular and easily extendible. That will incidentally be the
object of future works in order to add a measure of the impact of an incident
and its propagation to be able to assess the risk, as well as countermeasures.
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Abstract. The flexibility, portability and identity-less access control
features of Attribute Based Access Control (ABAC) make it an attrac-
tive choice to be employed in many application domains. However, com-
mercially viable methods for implementation of ABAC do not exist while
a vast majority of organizations use Role Based Access Control (RBAC)
systems. In this paper, we present a way in which organizations having a
RBAC system can deploy an ABAC policy. Thus, we propose a method
for the translation of an ABAC policy into a form that can be adopted
by an RBAC system. We compare the cost of enforcement in ABAC and
RBAC with respect to time taken to evaluate an access request, and
experimentally demonstrate that RBAC is significantly better in this
respect. Since the cost of security management is more expensive under
RBAC when compared to ABAC, we present an analysis of the differ-
ent management costs and present mitigation approaches by considering
various administrative operations.

1 Introduction

Role-Based Access Control (RBAC) has been a well accepted standard for access
control for more than three decades. Most businesses today use RBAC to assign
access to the network and systems based on job title or defined role. However,
a primary limitation of RBAC is its significant dependence on user identity for
mapping it to a set of roles. As an alternative, the Attribute Based Access Con-
trol (ABAC) model has been developed. In ABAC, subject requests to perform
operations on objects are granted or denied based on assigned attributes of the
subject, assigned attributes of the object, environment conditions, and a set of
policies that are specified in terms of those attributes and conditions [8]. As
such, ABAC can comprehensively handle various factors affecting access control
decisions like location, time, server load, etc., and also facilitates inter-domain
accesses. Furthermore, use of user and object attributes for defining access con-
trol makes ABAC more portable across organizational domains. Indeed the flex-
ibility, portability and identity-less access control features make ABAC very
c© IFIP International Federation for Information Processing 2018
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attractive to be employed in many application domains, including cloud com-
puting, web services, collaborative and coalition based systems, as it is feasible
to make access control decisions without any prior knowledge of the subject. As
a result, many organizations are now moving to ABAC, which is a non-identity
based model and is highly dynamic and flexible. Indeed, Gartner predicts that
by 2020, 70% of enterprises would use ABAC as the dominant mechanism to
protect critical assets, up from less than 5% today [8].

ABAC is also advantageous from a security management perspective. Since
ABAC allows for the creation of access policies based on the existing attributes of
the users and objects, rather than the manual assignment of roles, ownership or
security labels, it minimizes the need for manual intervention in configuring and
deploying access control. More specifically, if an employee changes roles or leaves
the company, an administrator must manually change access rights accordingly
perhaps within several systems. As organizations expand and contract, partner
with external entities, and modernize systems, this method of managing user
access becomes increasingly difficult and inefficient [8]. On the other hand, such
organizational changes effectively do not incur any manual cost under an ABAC
system as no changes need to be made to the access control configuration. As
such, the administrative cost of ABAC is significantly lower as compared to that
of RBAC (or even that of discretionary access control (DAC)).

Despite many organizations wanting to adopt ABAC as their method of
access control, there do not yet exist many commercial ABAC implementa-
tions. Some vendors such as Axiomatics, do offer ABAC implementations as
dynamic authorization solutions, however, ABAC implementations have not yet
been incorporated into any of the popular operating systems, or applications
such as DBMS, etc. As such, organizations wanting to adopt ABAC, need to
implement it on their own, which can often be error-prone and unreliable. Since
RBAC is widely deployed in almost all commercially available OS and applica-
tion systems, our basic idea in this paper is to propose an approach that can
help realize an ABAC policy using a RBAC system. Essentially, we translate
the ABAC policies into an equivalent RBAC configuration so that a user gains
access to a resource in RBAC if and only if that user has the specified access
under ABAC.

There are a number of benefits for taking this path to enforcing access control.
First, our approach is an alternative where ABAC can simply be realized with
a readily available RBAC implementation. Second, it is well known that when
an access request is submitted by a user, the enforcement in ABAC is much
more expensive in terms of time and processing power than that in RBAC. We
experimentally show that this is indeed true. As a result, with our approach, one
can enjoy the benefits of ABAC (such as flexibility, etc.) as well as the benefits of
RBAC (efficient authorization enforcement). Due to this, one may still want to
go on our proposed path, even if an ABAC implementation were to be available
in future. Third, as ABAC paradigm is more suited for cloud environments due
to its fine-grained property. Therefore, our proposed approach is a solution for
the organizations that have an RBAC system in place and would like to be a
part of cloud or another data sharing environment.
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However, while RBAC administration and maintenance are considered less
costly when compared to DAC, as mentioned earlier, it is more expensive when
compared to ABAC. Recognizing this fact that the maintenance cost in RBAC
is significantly higher than that of ABAC, we propose methods to handle such
changes effectively by considering the different change scenarios such as addi-
tion/deletion of users and objects, changes to ABAC policies including addi-
tion/deletion of subject/object attributes, addition/deletion of ABAC rules.

The rest of this paper is organized as follows. In Sect. 2, we provide a brief
overview of ABAC and RBAC. In Sect. 3, we discuss the problem of converting
an ABAC policy to RBAC. The idea is to cover all the authorizations of ABAC
model and build an equivalent RBAC model. We also examine how the number
of policy rules in ABAC relates to the number of roles in RBAC. In Sect. 4
we experimentally compare the cost of enforcement in an ABAC system to the
cost of enforcement in RBAC once the ABAC policies are implemented in the
RBAC system. In Sect. 5, we discuss the management cost by considering the
administrative operations in this system and ways to make it more efficient. In
Sect. 6, we discuss related work. Finally, in Sect. 7, we conclude the paper and
discuss future research directions.

2 Preliminaries

In this section, we briefly present the attribute based access control (ABAC)
model [1,12] and the Role Based Access Control model [7], upon which all of the
following work is based. In ABAC, the authorization to perform an operation
(e.g.,read/write/modify) is granted based on the attributes of the requesting
user, requested object, and the environment in which a request is made. In
RBAC, the authorization to perform an operation is based on role of a user
requesting permission to access and object.

2.1 RBAC

The basic components of RBAC are as follows:

Users (U): Represents a set of authorized users/subjects. Each member of this
set is denoted as ui, for 1 ≤ i ≤ |U|.
Objects (O): Represents a set of resources to be protected. Each member of this
set is denoted as oi, for 1 ≤ i ≤ |O|.
ROLES (R): Represents a set of roles. Each member of this set is denoted as
r i, for 1 ≤ i ≤ |R|.
OPS: Represents a set of operations. Each member of this set is denoted as opi,
for 1 ≤ i ≤ |OPS|.
PRMS: Represents the set of Permissions PRMS ⊆ {(o-op) | o ∈ O ∧ op ∈
OPS}.
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UA: User Role assignment relation, UA ⊆ U × R is a many-to-many mapping
of user to role assignments. We use a m × n binary matrix to represent UA.

PA: Permission Role assignment relation, PA ⊆ PRMS × R is a many-to-many
mapping of permission to role assignments.

2.2 ABAC

The basic components of ABAC are as follows:

Users (U): Represents a set of authorized users/subjects. Each member of this
set is denoted as ui, for 1 ≤ i ≤ |U|.
Objects (O): Represents a set of resources to be protected. Each member of this
set is denoted as oi, for 1 ≤ i ≤ |O|.
Environment (E): Represents a set of environment conditions, independent of
users and objects. Each member of this set is denoted as ei, for 1 ≤ i ≤ |E|.
UA: Represents a set of user attribute names. Members of these sets are repre-
sented as uai, for 1 ≤ i ≤ |UA|, Each uai is associated with a set of possible
values it can acquire. For instance, if a user attribute Position is associated with
the values {Manager, Associate, Customer}, then for every u ∈ U , value of the
attribute Position can be either Manager, Associate or Customer.

OA: Represents a set of object attribute names. Members of these sets are rep-
resented as oai, for 1 ≤ j ≤ |OA|. Each oai is associated with a set of possible
values it can acquire. For instance, if an object folder with records of customers
has object attribute Region associated with a set of values {EastCoast, West-
Coast}, then for every o ∈ O, Region can be either EastCoast or WestCoast.

For the sake of simplicity, in this paper, we ignore environmental attributes.

UC : Represents a set of all possible user attribute conditions denoted as ucj , for
1 ≤ j ≤ |UC |. Members of this set are represented as equalities of the form n = c,
where n is a user attribute name and c is either a constant or any. For instance if
user attribute Position has possible values {Manager, Associate, Customer} and
user attribute Region has possible values as {EastCoast,WestCoast}, then UC
will be a set comprising of {Position = Manager}, {Position = Associate},
{Position = Customer}, {Position = any}, {Region = EastCoast},
{Region = WestCoast}, {Specialty = any}. Note here, that the condition
n = any does not have to be explicitly chosen. It is set only if at least one
other condition for n is present. We use the notation UC .ui to express the user
attribute condition set of a user ui.

OC : Represents a set of all possible object attribute conditions denoted as ock,
for 1 ≤ k ≤ |OC |. Members of this set are represented as equalities of the form n
= c, where n is an object attribute name and c is either a constant or any. For
instance if object attribute Region has possible values {EastCoast, WestCoast}
and object attribute RecordOf has possible values {Manager, Associate, Cus-
tomer, Staff }, then OC will be a set comprising of {Region = EastCoast},
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{Region = WestCoast}, {Region = any}, {RecordOf = Manager},
{RecordOf = Customer}, {RecordOf = Associate}, {RecordOf = Staff},
{RecordOf = any}. For an attribute name n, if the value of c is any, then the
attribute n is not relevant for making the corresponding access decision. There-
fore, as above, the condition n = any does not have to be explicitly chosen. It is
set only if at least one other condition for n is present. We use the notation OC .oi
to express the object attribute condition set of an object oi. ABAC Policy base
ΠA: This represents a set of access rules in the ABAC system. Each member of
this set is denoted as πi, for 1 ≤ i ≤ |Π|, where π is a quadruple of the form
〈uc, oc, ec, op〉. If a user makes a request to access an object, the policy base
is searched for any rule through which the user can gain access. If such a rule
exists, then access is granted, otherwise it is denied.

In UC and OC we have represented the attribute conditions as equalities,
however, our approach is flexible to include the complex attribute condition
constructs (inequalities, negation, subset, etc.) by converting them to their cor-
responding list of attributes conditions. In the following, we define the map-
ping between users and user attribute conditions as well as objects and object
attribute conditions.

Table 1. UAR

User (u) Region =
EastCoast(uc1)

Position =
Manager(uc2)

Region =
WestCoast(uc3)

Position =
Associate(uc4)

u1 0 1 1 0

u2 0 0 1 1

u3 1 1 0 0

u4 1 0 0 1

UAR: User attribute relation UAR ⊆ U × UC is a many-to-many mapping of
users and user attribute conditions. We use a m × n binary matrix to repre-
sent UAR, where UAR[i,j ] = 1, if user ui satisfies an attribute condition ucj .
As shown in the example in Table 1, user u1 is an Manager whose region is
WestCoast.

Table 2. OAR
Object

(o)

Region

=WestCoast

(oc1)

Region

=EastCoast

(oc2)

Recordof

=Customer

(oc3)

o1 1 0 1

o2 0 1 1

Table 3. Policy (ΠA)

Attributes Permission

uc3, uc4, oc1, oc3 op1

uc2, uc3, oc1, oc3 op1

uc1, uc2, oc2, oc3 op1

uc1, uc4, oc2, oc3 op1

uc2, uc3, oc1, oc3 op2

uc1, uc2, oc2, oc3 op2
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OAR: Object attribute relation, OAR ⊆ O × OC is a many-to-many mapping
of objects and the set of all attributes conditions, where we again use a m × n
binary matrix to represent OAR. OAR[i,j ] = 1 if an object oi satisfies an object
attribute condition ocj . Table 2 shows an example where object o1 is the recordof
Customer in WestCoast region.

3 ABAC to RBAC Translation

This section presents our methodology to translate the ABAC policy configura-
tion to an equivalent one in RBAC. Towards this end, we first formally define
the optimal ABAC to RBAC translation problem and then present our approach.

3.1 Problem Formulation

Intuitively, our goal is to discover RBAC roles from ABAC policy base in such
a way that the set of RBAC roles is minimum and at the same time the autho-
rizations are the same as those under ABAC. In the following, we formalize the
definition of the ABAC to RBAC translation problem.

A: An authorization a having the form of 〈u, o, op〉 denotes that the user u is
allowed to perform an operation op on the object o, where u ∈ U , o ∈ O, and
op ∈ OPS. We use u.a, o.a and op.a to denote the user, object and opera-
tion associated with a. We denote the set of all authorizations as A. For each
operation opi ∈ OPS, we define Aopi

⊆ A such that for every a ∈ Aopi
,

op.a = opi. For example, if OPS = {read,write}, we have Aread and Awrite

such that Aread ∪ Awrite = A.
Given an ABAC policy base ΠA, we say A covers π if for every user u and

object o combination where u is allowed to perform operation op on o, there exists
an authorization a = 〈u, o, op〉 ∈ A. (In the following subsection, we provide an
algorithm on how to derive such A from Π.) Similarly, given an RBAC policy
ΠR, we say A covers ΠR if for every user u and object o combination where
u is allowed to perform operation op on o in ΠR, there exists an authorization
a = 〈u, o, op〉 ∈ A. Now we are ready to formally define the optimal ABAC to
RBAC translation problem.

Problem Statement. Given an ABAC policy ΠA, Users U , Objects O, User
Attribute relation (UAR), and Object Attribute relation (OAR), the ABAC to
RBAC translation problem is to identify a RBAC policy ΠR that includes a set
of Roles R, PA and UA such that the set of authorizations A derived from ΠA

and ΠR are equal and the number of roles |R| is minimum.

3.2 Approach

In this section, we discuss how we develop a system that will translate ABAC
policies in a manner that they can be implemented by an RBAC. The UAR,
OAR and ABAC policy base ΠA is fed to an ABAC-RBAC Translator which
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Algorithm 1. Generating A and UPA
Require: UAR, OAR, ΠA

INITIALIZE A = ∅
for all (ui-oj) combinations in UAR and OAR do

for all πk in ΠA do
if πk ⊆ UC .ui

⋃ OC .oj then
A ← A ⋃

(ui,oj ,opk.πk)
end if

end for
end for
INITIALIZE UPA of size M × N such that M = 1,. . . , |U |; N = 1,. . . , |ui − oi| in A
for all al in A do

UPA(ui.al, oj .al-opk.al) ← 1
end for

Fig. 1. Approach for Deployment of ABAC in RBAC

generates ΠR, which includes R and the corresponding UA and PA that form
the RBAC policy. The detailed process for translation is described below and
has been shown in Fig. 1.

Steps for ABAC to RBAC translation:

Step 1. Construct the set of Authorizations A from the User Attribute Relation
(UAR), Object Attribute Relation (OAR) and the ABAC policy base (ΠA): For
each user(ui)-object(oj) combination from UAR and OAR, we check if their
corresponding attribute conditions(UC .ui and OC .oi) form a superset of any of
the given ABAC rules in ΠA. For every such superset occurence, we include
the set comprising of user(ui), object(oj) and the operation(opk.πk) in A. The
procedure is automated in the first part of Algorithm 1. As an example, given
UAR in Table 1, OAR in Table 2 and Π in Table 3, the derived A is shown in
Table 4.

Step 2. Derive User Permission Assignment (UPA) from A: The UPA is defined
as an M × N matrix, where M = |U| comprising of a row for each user, and
N = |O-op|, comprising of a column for each object and operation combination
in A. Using (A), we derive (UPA) as follows: We consider all the Users in
(A) and associate the objects with permissions to form PRMS(o-op) in RBAC.
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Table 4. A

User
u

Object
o

Permission
opi

u1 o1 op1

u2 o1 op1

u3 o2 op1

u4 o2 op1

u1 o1 op2

u3 o2 op2

Table 5. UPA

o1-op1 o1-op2 o2-op1 o2-op2

u1 1 1 0 0

u2 1 0 0 0

u3 0 0 1 1

u4 0 0 1 0

There is a row in UPA for each user and a column for each PRMS(o-op). For
each row, if the (o-op) is true for that user, the corresponding cell is filled
with 1, otherwise with 0. The procedure is automated in the second part of
Algorithm 1. Given A in Table 4, the derived UPA is shown in Table 5.

Step 3. Derive User Assignment Relation (UA) and Permission Assignment
Relation (PA) by performing Role Mining: For the automation of this step, we
have used DEMiner algorithm proposed by Uzun et al. [3]. The primary reason
to choose this is because it generates a compact set of roles which are disjoint in
their permissions. As a result, it makes administration of access requests much
easier, which is in sync with the idea of this work. When a user requests for
a specific permission, there will be a single role with that specific permission,
thus making the access control decision faster and efficient. This is the reason
why we choose this algorithm as the benchmark. It reduces the administrative
cost, as the roles generated are non overlapping and the access request decision is
evaluated faster than any other role mining algorithm that produces overlapping
roles.

We performed slight modification to the DeMiner algorithm by sorting the
users in the UPA in decreasing order of the number of PRMS before applying
the algorithm on our dataset. This helped improve the efficiency and effectiveness
of the algorithm in terms of time and the number of roles created. Considering
our example once again, given UPA in Table 5, the derived UA and PA are
shown in Tables 6 and 7, respectively.

Theorem 1. Let A be the set of authorizations covered by ΠA and R. If |ΠA| is
the minimum number of ABAC rules required to cover A and |R| is the minimum
number of roles required to cover A, then |ΠA| ≥ |R|.
Proof. Let ‘k ’ be the minimum number of ABAC Rules |ΠA|, where ΠA = {π1,
π2, π3 . . . πk} that cover a set of authorizations A and let ‘n’ be the minimum
number of RBAC roles R that cover the same set of authorizations A is R =
{r1, r2, r3, . . . rn}.
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Table 6. UA

r1 r2 r3 r4

u1 1 1 0 0

u2 1 0 0 0

u3 0 0 1 1

u4 0 0 1 0

Table 7. PA

o1-op1 o1-op2 o2-op1 o2-op2

r1 1 0 0 0

r2 0 1 0 0

r3 0 0 1 0

r4 0 0 0 1

Because ‘k ’ is the minimum number of rules, each rule covers atleast one
unique authorization. So, if we map each of the policy rules πi in ABAC to a
role rj in RBAC (where both πi and rj cover same set of authorizations in A),
we will get exactly ‘k ’ roles. We have shown the same in Example 1 described
below. Therefore, for every rule we can create one corresponding role which will
cover same set of authorizations. So, we can infer that in all possible cases, the
count of roles to express a set of authorizations A will never be more than the
count of rules. In the worst case, |ΠA| and |R| will be equal.

So far, we know that, for ‘n’ to be the minimum roles required to express A,
‘k ’ has to be equal to ‘n’ or greater than ‘n’. Else we cannot say that ‘n’ is the
minimum number of roles (i.e. k ≥ n). To check if ‘k ’ could be less than or equal
to ‘n’, we conjecture that, we can map the authorizations expressed by a single
role in RBAC to a single rule in ABAC. We use a simple counter example to
disprove the above conjecture. We can see in Example 2 below, that for 2 RBAC
roles, we need atleast 6 ABAC rules to express the same authorizations. We
need 5 ABAC rules: π1, π2, π3, π4 and π5 to describe authorizations of r1 and
one ABAC rule π6 to describe authorizations of r2. Note that it is impossible to
describe role r1 by a single ABAC rule as r1 covers the set users which satisfy
no common attribute condition(s).

In case we have common attributes between users or objects in the role,
for example in role r2, user u1 and u4 have a common attribute uc4, then one
ABAC rule could cover the same authorizations of r2, i.e. π6 (this will give
access to both u1 and u4 to o3 to perform op1 as both u1 and u4 satisfy user
attribute condition uc4). Hence, we need at least 6 ABAC Rules to express the
authorizations covered by 2 roles. Thus, Example 2 is a testimony to that fact
that it is possible to have an RBAC role where no single ABAC rule can express
the authorizations of that particular single role.

To conclude, the number of Policy Rules in ABAC is always greater than or
equal to the number of Roles in RBAC, i.e., |ΠA| ≥ |R|. 
�

Example 1: An ABAC rule π1: 〈uc1, oc1, read〉 gives users u1 and u2 (both
having attribute uc1), read access on object o1(having attribute oc1); i.e. two
authorizations A1 and A2, where A1 = 〈u1, o1, read〉 and A2 = 〈u2, o1, read〉.
The corresponding role r1 will be assigned to users(u1,u2) and will be granted
permission (o1,read).
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Table 8. A

User Object Permission

u1 o1 op1

u1 o2 op1

u1 o3 op1

u2 o1 op1

u2 o2 op1

u3 o1 op1

u3 o2 op1

u4 o3 op1

Table 9. UA

r1 r2

u1 1 1

u2 1 0

u3 1 0

u4 0 1

Table 10. PA

o1-op1 o2-op1 o3-op1

r1 1 1 0

r2 0 0 1

Table 11. UAR

User uc1 uc2 uc3 uc4

u1 1 0 0 1

u2 0 1 0 0

u3 0 0 1 0

u4 0 0 0 1

Table 12. OAR

Object oc1 oc2 oc3

o1 1 0 0

o2 0 1 0

o3 0 0 1

Example 2: An RBAC system which has two roles r1 and r2 giving authoriza-
tions A (Table 8) to four users(u1, u2, u3, u4). The UA relation is given in Table 9
and PA relation is in Table 10. The users and objects satisfy the attribute con-
ditions as shown in the User Attribute Relation UAR (Table 11) and Object
Attribute Relation OAR (Table 12). In total, atleast 6 ABAC policy rules are
required to cover the authorizations of both the roles. They are as follows:

π1: 〈 uc1 〉, 〈 Any 〉 π4: 〈 uc3 〉, 〈 oc1 〉
π2: 〈 uc2 〉, 〈 oc1 〉 π5: 〈 uc3 〉, 〈 oc2 〉
π3: 〈 uc2 〉, 〈 oc2 〉 π6: 〈 uc4 〉, 〈 oc3 〉

4 Experimental Comparison of Access Request
Evaluation Cost in ABAC and RBAC

In order to compare the time taken for access request (AR) evaluation, the same
ABAC and RBAC policy, we need to first create two equivalent policies and
compare the time taken to evaluate the same set of access requests. This is done
as follows. First, a synthetic ABAC policy base (ΠA) is created. For creating
synthetic ABAC Policies we used the data generator used by Talukdar et al.
[12]. Next, using the ABAC policy base and the User Attribute relation (UAR)
and Object Attribute Relation (OAR), the (UPA) relation is created, on which
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Role Mining is done on the (UPA) relation to create the User Assignment (UA)
and Role Assignment (PA) relation. Any Role Mining algorithm could be used,
as long as it completely covers the given UPA. In this particular case, we use
the DEMiner algorithm proposed by Uzun et al. [3].

For each set of experiments, we have compared the access request evaluation
time for both ABAC and RBAC. The experiments are performed on a Intel
Core i7 2.60 GHz machine with 8.00 GB memory running 64-bit Windows 10.
Since we are interested in seeing how the access request evaluation cost changes
with respect to different parameters, we run fours sets of experiments where
one parameter is varied while keeping the rest constant. Specifically, we examine
the following four different scenarios: (1) increasing the rule size, (2) increasing
the number of attributes in ABAC rules, (3) increasing the number of users
and objects, and (4) increasing the count of positive authorizations. Here posi-
tive authorizations imply access requests that should be granted, while negative
authorizations imply access requests that should be rejected. To compare the
efficiency of ABAC and RBAC, we have evaluated the time taken to evaluate
access requests for 100 user-object pairs. For the first three cases, we take 50
random positive authorizations and 50 random negative authorizations. For the
last case, we have increased the count of positive authorizations and reduced the
count of negative authorizations by keeping total access requests at 100. Further
these access request evaluations were run three times and the time was averaged
over all of these runs.

The key parameters are the number of users (U), objects (O), user attributes
(UC), object attributes (OC), number of rules given (ΠA) to the ABAC system.
In Tables 13, 14 and 15, the first column |U| is count of users, the second column
|O| is count of objects, third column |UC | is count of user attribute conditions,
fourth column |OC | is count of object attribute conditions, fifth column |ΠA| is
count of ABAC policy rules, |R| is the number of RBAC roles discovered after
role mining, AvgRTABAC is the average run time for ABAC and AvgRTRBAC is the
average run time for RBAC. In Table 16, there are two additional columns for
count of Positive Authorizations and Negative Authorizations.

For all the experiments, we observe that the count of roles |R| discovered
after role mining is much less than the count of ABAC policy rules |ΠA| for
the same set of authorizations. We can also observe that the run time for access
request evaluation for ABAC is significantly greater than the run time for access
request evaluation for RBAC. Next we see the individual effects of varying the
parameters while keeping all others constant.

Varying Number of ABAC Rules: Table 13 and Fig. 2 show the results
obtained for access request evaluation time of ABAC and RBAC, while increasing
the count of ABAC Rules, but keeping all other parameters constant. We have
varied the ABAC rule count between 500, 1000, and 2000. We observe that the
count of RBAC roles discovered was 200 in all the three cases. The average access
request evaluation time for RBAC remains roughly the same, whereas the access
request evaluation time for ABAC increases linearly. This is due to the fact that
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Table 13. Increasing rule size

|U| |O| |UC | |OC | |ΠA| |R| AvgRTABAC AvgRTRBAC

(in ms) (in ms)

200 200 500 500 500 200 19.385 0.032

200 200 500 500 1000 200 35.227 0.032

200 200 500 500 2000 200 69.108 0.032

Fig. 2. Increasing rule size Fig. 3. Increasing attribute size

Table 14. Increasing attribute size

|U| |O| |UC | |OC | |ΠA| |R| AvgRTABAC AvgRTRBAC

(in ms) (in ms)

200 200 500 500 500 200 19.385 0.032

200 200 1000 1000 500 200 35.381 0.032

200 200 2000 2000 500 200 73.894 0.033

Table 15. Increasing User/Object Size

|U| |O| |UC | |OC | |ΠA| |R| AvgRTABAC AvgRTRBAC

(in ms) (in ms)

300 300 150 150 50 41 0.656 0.008

400 400 150 150 50 41 0.705 0.008

500 500 150 150 50 41 0.658 0.009

Fig. 4. Increasing User Object Size Fig. 5. Increasing Positive Authoriza-
tions
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Table 16. Increasing Positive Authorisations

|U| |O| |UC | |OC | |ΠA| |R| Positive
accesses

Negative
accesses

AvgRTABAC

(in ms)
AvgRTRBAC

(in ms)

200 200 2000 2000 500 200 0 100 128.640 0.032

200 200 2000 2000 500 200 20 80 106.464 0.031

200 200 2000 2000 500 200 40 60 86.615 0.032

200 200 2000 2000 500 200 60 40 65.242 0.032

200 200 2000 2000 500 200 80 20 46.610 0.031

200 200 2000 2000 500 200 100 0 25.495 0.032

the size of UA and PA remain the same for the three cases, whereas the count
of ABAC rules to be checked for granted access doubles each time.

Varying Number of User and Object Attributes: Table 14 and Fig. 3 show
the results obtained for access request evaluation time of ABAC and RBAC,
while increasing the count of Users Attributes and Objects Attributes for ABAC
policy rules, while keeping all other parameters constant. We have increased both
user and object attribute counts for ABAC rules using values 500, 1000 and 2000
for both. We observe that the count of RBAC roles discovered was 200 in all three
cases. The average access request evaluation time for RBAC remains roughly the
same, whereas the access request evaluation time for ABAC increases linearly.
This is because of the fact that the size of UA and PA relation remains the same
for the three cases, whereas the count of attributes to be checked for granting
access in each rule increases.

Varying Number of Users and Objects: Table 15 and Fig. 4 show the results
obtained for access request evaluation time of ABAC and RBAC, while increasing
the count of Users and Objects, but keeping all other parameters constant. Again,
we observe that the average access request evaluation time in ABAC is almost
75 times that of RBAC.

Varying Number of Positive Authorizations: Table 16 and Fig. 5 show the
results obtained for access request evaluation time of ABAC and RBAC, while
varying the count of positive authorizations, but keeping all other parameters
constant. Out of the 100 random user-object access requests we predetermine the
number of accesses that would evaluate to be positive (granted). These positive
access requests were varied between the values 0, 20, 40, 60, 80, and 100, with the
remaining requests used being negative requests. We observe that the average
access request evaluation time in RBAC is roughly the same as earlier, however
the average access request evaluation time in ABAC has reduced linearly. An
ABAC system checks each policy rule, one by one, to see if it can grant the
access. When an access request is granted, no further policy rules need to be
checked; whereas, when an access request is denied the ABAC system keeps on
checking all the policy rules it has.
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The overall results indicate the fact that evaluation of access requests in
RBAC is significantly faster across the board in all cases than those of ABAC.

5 Maintenance Cost Comparison in ABAC and RBAC

In this section, we discuss the configuration and the maintenance cost while
dealing with various changes to the ABAC policy and the cost of translating them
into an equivalent RBAC policy. The list of operations that can be performed
on the original ABAC policy system is as follows:

1. Addition/Deletion of Rules
2. Addition/Deletion of Users/Objects
3. Addition/Deletion of User/Object Attributes
4. Addition/Deletion of Attributes in ABAC Rules

We know that in ABAC, the initial configuration cost is the sum of number
of attributes of users, objects and the policy rules, i.e., |UC | + |OC | + |ΠA|.
Whereas, when we implement ABAC in an RBAC system, the initial config-
uration cost will be the sum of the number of user role assignments and role
permission assignments, i.e., |UA| + |PA|. The maintenance cost of the above
mentioned operations will be negligible in case of an ABAC system as every
access request is evaluated at the time of enforcement. However, if we wish
to deploy the ABAC policies using an RBAC system with our approach, the
maintenance cost for some operations vary from making changes to the RBAC
system directly to performing the entire ABAC-RBAC translation again. In the
following, we have identified the maintenance cost associated with each change
operation. While Fig. 6 provides the overview of how these changes are handled,
the exact approach for each change is discussed in detail. To discuss the way
these change operations are handled, we have divided them into two types based
on the type of effort required. Specifically, some changes require the ABAC-
RBAC translation to be done all over. On the other hand, due to the additional
information that we maintain, they do not require such translation to be done
again, but lend itself to make the relevant changes to the RBAC policy directly.
In the following subsections, we elaborate on these cases, and discuss what addi-
tional information need to maintained. It turns out that, very few cases require
performing the ABAC-RBAC translation all over again.

5.1 Changes Requiring Direct Modification to the RBAC Policy

Addition of Users: When a new user is added to the system, the UPA changes
which would require performing role mining all over again. However, if we keep
the user attributes required for that role, we can avoid this expensive step, as
we can simply derive which role to assign to the user. Therefore, we create a
Role User Attribute Assignment Relation RUA, which is a many-to-many map-
ping of roles to user attribute conditions, i.e., RUA ⊆ R × UC . We use a m × n
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Fig. 6. Management of Administrative Operations on the system

binary matrix to represent RUA, where RUA[i,j ] = 1, if user attribute condition
ucj is present in all the users assigned to a role r j .

For example, we created a RUA in Table 17 using Tables 1 and 6. Notice
that role r1 in RUA, has uc3 = 1 as uc3 is present in both the users assigned to
r1 (u1 and u2). Basically, attribute conditions assigned to a role are the set of
maximum possible common attribute conditions of users in a given role. When a
new user is added we can now simply select the roles to be assigned to this user
by checking if user has the user attributes necessary for the role. A new row will
be added to UA to reflect this.

Table 17. RUA

Role uc1 uc2 uc3 uc4

r1 0 0 1 0

r2 0 1 1 0

r3 1 0 0 0

r4 1 0 0 1

Table 18. ROA

Role oc1 oc2 oc3 op1 op2

r1 1 0 1 1 0

r2 1 0 1 0 1

r3 0 1 1 1 0

r4 0 1 1 0 1

Addition of Objects: Similar to the case of adding a new user, in this case we
maintain a Role Object Attribute Assignment Relation ROA which is a many-
to-many mapping of roles to object attribute conditions (Oc) and operations
(OPS), i.e., ROA ⊆ R × (OC

⋃
OPS). We again use a m × n binary matrix

to represent ROA, where ROA[i,j ]=1, if object attribute condition ocj (or op)
is present in all the objects (or operations) assigned to a role r j . Table 18 shows
ROA created using Tables 2 and 7. The attribute conditions assigned to a role
are the set of maximum possible common set of object attribute conditions and
permissions in a given role. When a new object is added, we select the roles that



66 G. Batra et al.

contain the permissions to perform an operation on the object by checking if
the object has the object attributes necessary for the role. PA relation will be
updated with this PRMS(o-op) by adding a corresponding column to it.

Deletion of Users/Objects: When a user is removed, the row corresponding
to that user is deleted from UA. Similarly, on deletion of an object, all the
permissions associated with the object will be deleted from PA.

Addition of User/Object Attributes: Addition of new attributes to a user
requires updates to UA. Essentially, we need to delete the earlier record of this
user from UA and find the new roles to be assigned from RUA based on this
new set of attributes. Similarly, when new attributes to an object are added, the
row pertaining to the object needs to be deleted from PA, and a new row need
to be added based on this new set of attributes after checking eligibility using
ROA.

Addition of Rules: Upon adding an ABAC rule, since the UPA changes
accordingly, we need to redo the ABAC-RBAC translation step to generate the
new UA and PA. However, there is an alternative to avoid this expensive step.
Instead, one can add a new role corresponding to this new ABAC rule by exam-
ining the users and objects satisfying this new rule and reflect that in UA and
PA. While this is somewhat a manual process, this avoids redoing the transla-
tion every time a new ABAC rule is added. However, in this case, the translation
step can be performed after a batch of ABAC rules are added. Note, however,
that this action might create redundant roles in the system.

5.2 Changes Requiring Redoing of ABAC-RBAC Translation

Deletion of Rules: On deleting an ABAC rule, the UPA changes, and as a
result the step of ABAC-RBAC translation has to be redone, which generates
new UA and PA.

Addition/Deletion of Attributes to ABAC Rules: Since addition or dele-
tion of attributes to a ABAC rule essentially creates a new rule, it results in a
new UPA. Therefore, it requires redoing of the ABAC-RBAC translation step.

6 Related Work

There have been attempts in past to integrate ABAC and RBAC. Authors
have proposed methods to unify both the models to get benefits of both. Kuhn
et al. [10] discussed incorporating attributes into roles to combine the best of
ABAC and RBAC and provide an effective access control. Also, Al-Kahtani et
al. [11] proposed a model to dynamically assign users to roles using attribute
based rules. Further, Jin et al. [9] proposed RABAC: Role-centric Attribute
based Access Control where they extend RBAC with user and object attributes
and also add a Permission Filtering Policy (PFP) to their model. All these focus
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on extending RBAC rather than using the basic RBAC that is available in most
commercial implementations today.

Huang et al. [5] have proposed a model to integrate ABAC and RBAC
at two levels: aboveground and underground. The aboveground level is RBAC
model with environment constraints added to it and the underground level uses
attribute-based policies for user-role assignment and role-permission assignment.
Their work is different from that of ours as they focus on a top-down model to
integrate ABAC and RBAC.

To the best of our knowledge, there have been no attempts to address this
problem of deployment of an ABAC policy in a RBAC system. The NIST report
on ABAC [1] mentions that “while it is possible to achieve ABAC objectives
using ACLs or RBAC, demonstrating access control (AC) requirements compli-
ance is difficult and costly due to the level of abstraction required between the
AC requirements and the ACL or RBAC model. Another problem with ACL
or RBAC models is that if the AC requirement is changed, it may be difficult
to identify all the places where the ACL or RBAC implementation needs to be
updated.” Our approach attempts to draw the benefits from ABAC as well as
RBAC by automatically translating a ABAC policy into RBAC.

7 Conclusions and Future Work

In this paper we demonstrate how ABAC can be deployed using an RBAC sys-
tem. Our evaluation shows that the access request evaluation cost of RBAC is
always less than the cost of the ABAC system implementing the same policy.
However, since RBAC’s maintenance cost is higher than that of ABAC, we also
discuss several mitigation strategies to minimize the cost of various administra-
tive operations that cause changes to ABAC. In future, we plan to implement
this deployment approach while enforcing segregation of duty constraints [2].
In this work, we assumed there were no environmental conditions in ABAC. In
future, we would like to include the environmental conditions as well and see
how they translate into a context aware RBAC model.
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Abstract. Entities, such as people, companies, institutions, authorities
and web sites live and exist in a conjoined world. In order to live and
enjoy social benefits, entities need to share knowledge, resources and to
cooperate together. The cooperation brings with it many new challenges
and problems, among which one is the problem of trust. This area is
also important for the Computer Science. When unfamiliar entities wish
to cooperate, they do not know what to expect nor whether they can
trust each other. Trust negotiation solves this problem by sequential
exchanging credentials between entities, which have decided to establish
a trust relationship in order to reach a common goal. Entities specify
their own policies that handle a disclosure of confidential information
to maintain their security and privacy. Policies are defined by means of
a policy language. This paper aims to identify the most suitable policy
language for trust negotiation. To do so, policy languages are analysed
against a set of criteria for trust negotiation that are first established.

1 Introduction

Entities in our world, in order to live and enjoy the benefits of our civilisation,
need to cooperate together and share many resources, such as knowledge, ser-
vices, products and jobs. This sharing or exchanging requires fair conditions for
all parties, so that everybody can use shared resources equally and receive fair
consideration for each contribution. One of the biggest issues is trust. Entities
need to know who they can trust when cooperating, to prevent deception and
abuse. They need to be sure the others are going to behave as expected [1].
Trust is usually built up over a long period of time, as entities get to know each
other better. In this case, the main constructor of trust is experience, which is
gained with each interaction and if the output is positive, trust increases. This
way trust is built step by step. An entity supposes that others generally do not
change too much over time, so its previous experience with them is also relevant
for the future. An entity expects others to provide similar outputs in the future,
as they have provided in the past. This expectation, positive or negative, is de
facto trust.
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However, trust cannot always be established in this natural way. Nowa-
days with online environments, our communication capabilities have been widely
extended and the number of participating entities is enormous. Because there are
so many of them, their anonymity tend to increase. However, entities still need to
be sure about the provision of their resources, information, etc. to other parties
[2]. For this reason suitable approaches for establishing trust and maintaining
confidence should be used. Trust negotiation establishes trust without the need
of a direct previous experience with an entity. It is a credentials exchange process
between two entities resulting in the establishment of trust [4,5], where entities
authenticate themselves by disclosing their private information. This informa-
tion may be signed by an authority assuring their genuineness and authenticity.
Generally, entities involved in trust negotiations need to control access over their
data. This can be achieved by a definition of policies in a policy language. Policy
languages provide a suitable way to express various types of policies and cover by
them diverse aspects of trust negotiation, such as security and privacy. During
trust negotiation, policies are read and evaluated in order to make credential
disclosure decisions.

For the purpose of this paper, policy languages are observed for their suitabil-
ity of usage for trust negotiation. This requires analysing the trust negotiation
criteria that comprise a set of requirements needed to efficiently handle trust
negotiation. The policy languages are analysed by classifying their attributes.
Then, the attributes are checked against the identified criteria and if a match
is found, the language is marked as supporting the criterion. The more criteria
the policy language supports, the more suitable it is. Some criteria may be more
important than others and some may even be essential. As a result, one or more
policy languages suitable for trust negotiation can be identified. This paper iden-
tifies the general criteria for trust negotiation and analyses and classifies policy
languages according to the selected criteria. It is important to carefully select
the possibly suitable languages for trust negotiation that are to be classified.
This classification is helpful to make a decision, which policy language should be
chosen for a trust negotiation model. An engineer designing such model can view
attributes of the analysed languages and thus select the most suitable language
according to his needs.

The remainder of this paper is organised as follows: In Sect. 2, related work
on trust, trust negotiation, policy languages and their classification is presented.
Section 3 describes and explains the general concepts of trust negotiation and
Sect. 4 identifies and presents the trust negotiation criteria. In Sect. 5, policy
languages are analysed and matched against the criteria identified in Sect. 4.
Finally, Sect. 6 concludes the paper and outlines future work.

2 Related Work

Entities experience trust on an everyday basis as they relate to each other and
make decisions. Gambetta [1] defines trust as a subjective probability, by which
an individual A expects another individual B to perform a given action, on which
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its welfare depends. This definition supposes that the trustor is dependent on
the trustee and the trustee is reliable. According to Jøsang [2], there are two
common definitions of trust called reliability trust and decision trust. Reliability
trust can be interpreted as the reliability of something or somebody and decision
trust as a magnitude of willingness of one entity to be dependent on another in
a given scenario. The entity should feel relatively secure and comfortable about
the other, even though it must accept possible negative consequences. Grandison
and Sloman [3] define trust related to a given context: “Trust is the firm belief
in the competence of an entity to act dependably, securely, and reliably within a
specified context.” From these definitions it is clear that the area of trust is quite
diverse and it is difficult to define a single, standard and general trust definition
covering all possible aspects and scenarios.

Trust establishment is a process of creating trust between two entities.
Winsborough [4] claims that the mainstream approaches presume that the enti-
ties already know each other. Two standard approaches are used: Identity-based,
when an entity is authenticated based on its known identity and capability-based,
when an entity possesses capabilities needed by the requester. However, this app-
roach does not work well in open systems, e.g. online environments, where the
entities are anonymous and their attributes are unknown. In this case, trust nego-
tiation can be used. It belongs to the trust-based decision-model concept [7] and
is a process of incrementally establishing trust by exchanging credentials, one
by one between two entities. The exchange process continues until the required
trust level is reached [4,5]. Credentials are private resources of an entity that
contain sensitive information and can lead to identify the entity or to disclose
facts about it. According to Winsborough [4] credentials or property-based digi-
tal credentials are the on-line analogues of paper credentials that people carry in
their wallets. They appear to be well suited to establish trust in open systems.
Credentials can also authenticate other entities, their properties and relation-
ships. Yu et al. offer another definition [6], which states that digital credentials
are verifiable, unforgeable digitally signed assertions. They are signed by a cre-
dential issuer about the properties of the parties mentioned in the credential.
They can also contain a public key of one or more of the parties they mention,
so these parties can prove that the credentials describe them.

Policies are defined in policy languages and they are essential for trust nego-
tiation, because they control access to credentials and protect the security and
privacy of entities. In many cases policy languages are implementation depen-
dent and there are no standard metrics to analyse and evaluate the effectiveness
of these languages or to compare them [11]. Further attempts to classify policy
languages have been made. Kasem and Meier [10] present an overview of lan-
guages that are suitable for security and privacy. They classify their attributes
into four main categories, such as type, intention of use, scope and design and
implementation details. The work in [11] classifies policy languages into the
following categories: sophisticated access control languages, web privacy policy
languages, enterprise privacy policy languages and context sensitive languages.
Seamons et al. [12] present a classification that is aimed at trust negotiation.
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They propose many criteria that can be useful for trust negotiation, such as
credential combinations, sensitive policies, transitive closure and so on. This
work is similar to ours. The difference is that we chose different criteria for the
language comparisons and we include more languages.

The first trust-based negotiation-model was TrustBuilder and TrustBuilder2
is its enhanced version [8,9]. Another trust-based negotiation-model is
PROTUNE and it is rule-based [25]. Trust negotiation is classified as a sub-
class of the trust-based decision-model concept [7]. The models can use various
negotiating strategies. PROTUNE uses a cooperative default strategy, where all
the relevant and releasable information are disclosed at each step. TrustBuilder
allows the entities to choose the most suitable strategy for their needs. They can
choose for example the eager or the parsimonious strategy [4].

This paper aims to identify trust negotiation criteria and to classify policy
languages against them. Kasem and Meier classified PPL, A-PPL, P2U, PRML,
SecPAL4P, XPref and XACML [13,14,16,17,21,24,27] as security or privacy
languages, which makes them good candidates for the analysis. Seamons et al.
chose for their classification of trust negotiation languages such as PSPL, TPL,
X-Sec and the language of the KeyNote trust management system [28–31], which
makes them also good candidates. The other languages that seem to be valid
for trust negotiation, are PlexC, the language of the Cassandra trust manage-
ment system, X-TNL, ASL and HiPoLDS [18–20,22,26]. In the following, the
language of Cassandra and the language of KeyNote will be referred as Cassan-
dra and KeyNote, respectively. All these languages have been selected, because
they have proven useful for keeping privacy of entities, the appropriate access
control handling or for other models of credentials exchange.

3 General Concepts of Trust Negotiation

Trust negotiation belongs to the trust-based decision-model concept that uses
defined rules and policies to control access to credentials and resources [7]. It
can be defined as a process of incrementally establishing trust by exchanging
credentials between two entities, while they may be complete strangers to each
other [4,5]. The entities share their credentials iteratively one by one. The first
entity discloses one credential to the other one and thus builds a basic trust in
the second entity and then the second entity discloses one credential to the first
one achieving the same effect. The exchange process continues until the required
trust level is reached.

The basic concept of the trust negotiation is depicted in Fig. 1. It shows two
entities trying to establish trust in each other. Entity (1) requests a credential
from another entity (2). If entity (2) is willing to do so, it discloses a credential
to entity (1) and by this action entity (1) might be willing to disclose another
credential to entity (2). This way the entities exchange their credentials and
build up trust in each other. The negotiation process continues until the desired
level of trust is reached and the entities are willing to disclose new credentials.
Once sufficient trust has been built, the trust negotiation successfully terminates.
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Fig. 1. Trust negotiation basic concept

If an entity is not willing to disclose more credentials, depending on the nego-
tiation strategy, it may be asked to provide alternative credentials or the whole
negotiation process is terminated without being successful.

4 Trust Negotiation Criteria

The criteria are a set of requirements that will guide the whole process of trust
negotiation. We identified, analysed and collected the generally accepted require-
ments for trust negotiation from the literature. We were looking for the impor-
tant criteria that are needed to accomplish or that can simplify the process of
establishing trust between two entities. The requirements are defined quite gen-
erally as they should cover wide areas that can be further divided and can be
mapped to diverse existing policy languages. Entities possess credentials and
various resources that may contain private and sensitive data. For that reason,
the requirements must ensure that the resources are protected and the conditions
under which they can be accessed must be clearly defined. A set of requirements
may form a policy that is a statement of intent to guide decisions and achieve
rational outcomes. Entities in trust negotiation must be able to specify their own
policies defining access to their private resources. For example, some negotiation
strategies, such as the eager strategy, use a concept of locked and unlocked cre-
dentials, where only the unlocked credentials can be disclosed and the locked
credentials may become unlocked after receiving new credentials from the other
entity [4]. The following requirements can be identified for trust negotiation:

– Privacy of resources. This is an important requirement of trust negotia-
tion. An entity must be confident that access to its private data will not be
abused. It should not be possible to obtain the protected resources through
a swindle, e.g. by providing forged credentials. The private data must not be
intentionally modified by a third party. The access policy itself can lead to
facts about obtaining access to credentials, so it should be protected.
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– Access control to resources. This requirement partially covers the need
for privacy, which is natural as it comes from a proximity of this criterion to
the previous one. Entities need to manage access to their private data, such
as credentials. The access control should define the conditions under which
resources can be accessed. The access control management should be simple
but efficient enough and it should be transparent to the entity, so the entity
can be sure that its confidentiality will not be compromised.

– Usage control of resources. This requirement is referred as usage control,
however it is understood more broadly, like a general compliance. It partially
covers the need for privacy too, which comes from its nature. As entities
exchange their credentials, they establish trust. However, an entity may dis-
cover that the other one is not playing according to the rules, e.g. it is provid-
ing false information or forged credentials. In this case the entity may decide
to stop the process of building trust and terminate the trust negotiation. The
entity may mark the other one as a cheater and may refuse to cooperate with
it in the future.

– Exchange of resources. This criterion is very important for trust negoti-
ation and also for a policy language in order to allow definitions of policies
suitable for the exchange process and to support trust negotiation efficiently.
The principle of trust negotiation means to exchange credentials that are the
private and confidential resources of their owning entities. An entity must be
provided with a secure and straightforward way of passing its credentials to
another entity. An entity may use credentials and certificates exchange with
an authority to verify their authenticity.

– Authority. Trust negotiation may require access to an authority for the
validation of credentials. In case of doubts during a trust negotiation, entities
can independently communicate with a local or global authority where they
can verify credentials provided from the other entity involved. The rejection
of credentials has implications. The use of authorities is not mandatory for
all scenarios in trust negotiation, however sometimes it can be very helpful.

– Information granularity. Credentials exchanged during trust negotiations
may comprise various information levels. The information contained in a cre-
dential may be too detailed and for the actual needs it would be enough to
disclose only a part or a more general, less detailed version. For example,
rather than disclosing the exact location information by providing the GPS
coordinates, the region or the city name would be provided instead. It may
be useful to support information granularity for trust negotiation, because
the credential confidentiality levels can be controlled during their disclosure
and thus protect the security and privacy of their owner.

– Context sensitivity. Trust negotiation should take place in the context of
an intended goal. Entities have diverse capabilities and they possess various
skills in different fields. For this reason, the trust built is context-sensitive
and it should only be used for the defined goal or for goal-related purposes.
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– Roles. Roles are related to context sensitivity. Entities play various roles that
may determine attributes of the entities and the purpose of the entity in trust
negotiation. Roles can also determine the access control to the resources of
an entity.

One of the most important requirements is the exchange of resources, which
is implicit in the nature of trust negotiation, where credentials are exchanged
between entities. Other important requirements are privacy of resources and
access control to resources that handle privacy and protection of sensitive data.
Context sensitivity is important too, if the intended trust relationship is consid-
ered to be established for a specific purpose. The rest of the requirements may
enrich and simplify trust negotiation in specific scenarios.

5 Analysis of Policy Languages

The analysis of potentially suitable policy languages for trust negotiation is pre-
sented here. The languages were chosen if their attributes seemed to be helpful,
e.g. they supported security or privacy. The languages will be analysed to classify
their features and then these features will be checked against the trust negotia-
tion criteria identified in Sect. 4. If a match is found with a particular criterion,
the language is marked supporting trust negotiation.

5.1 Privacy of Resources

The maximum privacy preservation would be to not disclose any credentials or
resources to anyone. This approach is not desirable as for trust negotiation infor-
mation exchange is essential. Privacy preservation contradicts the requirement of
exchanging resources. Therefore, it is important to find a trade-off between the
two. To preserve privacy, it is important to disclose credentials sequentially and
alternately, as they are received from the other negotiator. This approach is used
by P2U [17], PlexC [18], Cassandra [19], X-TNL [20], HiPoLDS [26] and PSPL
[28]. They can be configured to initially exchange fewer confidential credentials
and as trust builds, more confidential ones are disclosed, thereby protecting pri-
vacy. However, we do not consider X-TNL, HiPoLDS and Cassandra to satisfy
this privacy criterion as they neither explicitly provide any expressions of privacy
policies nor include the preservation of privacy in their design. Other languages
such as PPL [14], A-PPL [16], P2U, PlexC, XPref [21], SecPAL4P [24], PRML
[27] and PSPL do support the definition of privacy policies. They can be used
to define the accepted maximum confidentiality level and in that way control
the exposure of credentials. Each language takes a different approach. Some lan-
guages, such as PPL, A-PPL, P2U and PRML use privacy specification elements,
where policies express the privacy relationships among them. Other languages,
such as XPref and SecPAL4P allow entities to specify their privacy preferences,
which handle the way of treating their sensitive information by a service. PlexC
ensures privacy by a minimisation of the over-exposure problem. When an entity
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reaches the desired acceptable exposure area, the credentials disclosure risk is
minimised and its privacy is preserved. This provides the best approach for pri-
vacy, because it tries to keep the exposure within desired boundaries. This is also
done through a given feedback, if the boundaries are exceeded. Other languages
do not provide a feedback about privacy abuse. PSPL focuses on privacy preser-
vation of clients and servers by avoiding unnecessary disclosures. The rest of the
languages, such as XACML, ASL, TPL, X-Sec and KeyNote do not provide any
privacy-preserving features.

5.2 Access Control to Resources

Access control is supported by all policy languages, because each one provides a
data protection and an authorised access. This criterion is given by the nature
and proposed operation of policy languages. Only credentials with a certain
confidentiality level can be disclosed to preserve privacy and only to the autho-
rised entity. The attribute-based access control (ABAC) is a basic one and is
supported by XACML [13], PPL [14] and A-PPL [16]. These languages define
access rights through attribute-combining policies with the use of Boolean logic
and use triggers, which are events filtered by conditions, related to an obligation.
This paradigm is suitable for defining disclosure policies with respect to negotia-
tors. It combines entity attributes with Boolean logic to implement an exchange
model. The values, such as the credential confidentiality level or a list/number
of disclosed and received credentials should be defined. The role-based access
control (RBAC) represents another approach to access control. Disclosure poli-
cies are defined based on the entities’ roles. However, complete strangers may
interact with each other and if they do not take on any roles, it is impossible to
make control decisions based on them. The role-based access control is used by
PRML, TPL and Cassandra, where entities are mapped into roles e.g. based on
issued credentials by third parties. When an entity requests permission to per-
form an action, its role is checked against a policy in order to permit access. Yet
another approach to access control are the privacy policies used by P2U, PlexC,
XPref and SecPAL4P. Access to a sensitive resource is determined based on the
entity’s privacy preferences. They are highly suited to trust negotiation, because
an entity can maintain its desired disclosure level to protect its privacy. KeyNote
uses a compliance checker that controls the disclosure of credentials. The compli-
ance checker is an appealing solution, because it handles the disclosure decisions
on behalf of the entity. A similar approach is to use personalised access rights
with respect to an authorised entity. PSPL defines a client-server access control,
X-TNL uses disclosure and certificate policies, ASL defines policies and authori-
sations managing the access control decisions, HiPoLDS defines policy domains
describing a global system architecture and X-Sec manages access control to
web documents. The languages, such as PlexC, X-TNL, SecPAL4P, PSPL, TPL,
X-Sec, Cassandra and KeyNote make use of authorities to handle access control
decisions.
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5.3 Usage Control of Resources

During trust negotiation, the entities involved exchange of credentials. The prob-
lem is that once credentials have been disclosed, their owner loses control over
them. Access control policies define under which conditions credentials can be
disclosed. Usage control policies specify how the disclosed credentials can be
used by the recipient. Usage control policies are not mandatory for trust negoti-
ation, however, they can improve an entity’s privacy in the case that it obtains
a credible feedback about its credentials usage. PlexC uses an exposure control
loop that provides a periodical exposure feedback to entities about the conceded
access paths to their resources and how they are being shared. This feedback is
then used to adjust the entity policies over time in order to prevent over-exposure
in the future. It is called exposure polymorphism [18]. Over-exposure is classed
as when too many credentials are disclosed and their overall confidentiality is too
high. PlexC may catch this situation and accordingly revise policies to prevent
too many disclosures in a future trust negotiation. However, the exposure control
is dynamic, non-trivial and some input values, such as the credential use after
the disclosure, may be unknown. Therefore, PlexC tends to revise the policies
continuously and to catch small changes in feedback. The rest of the languages
neither control nor monitor credentials once they have been disclosed.

5.4 Exchange of Resources

Generally, policy languages supporting this criterion can be considered as usable
for trust negotiation. The exchange of resources is a must for trust negotiation,
because it is a given consequence of the process itself. Entities exchange creden-
tials during trust negotiation and it is important that the exchange process is
gradual and balanced to preserve privacy. Resources may be exchanged in large
and distributed networks, such as the Internet. PlexC and Cassandra permit
a trust negotiation scenario to be easily implemented in these networks. The
languages, P2U, PlexC, Cassandra, X-TNL, HiPoLDS and PSPL are suitable
for trust negotiation, because they allow rules for credentials exchange to be
defined and controlled. Credentials are exchanged sequentially and alternately,
which ensures a balanced privacy exposure of both parties. Each language can
be used with a negotiation strategy that handles the exchange process, cal-
culates the established trust from the credentials received and controls the
disclosure of credentials based on their confidentiality. The strategy is not defined
in the language itself, but rather in the system using the language. The Cas-
sandra trust management system uses a strategy similar to the “Parsimonious
Strategy” [4]. It handles the exchange process itself through agents thereby
removing this responsibility from the user. PlexC and Cassandra are designed
to process trust negotiations in large networks, which introduces security and
privacy issues. PlexC reduces them by the over-exposure control and Cassan-
dra follows well-defined conditions, defined by the local access control policies.
The languages, P2U, HiPoLDS and PSPL use a different approach to exchange



78 M. Kolar et al.

resources. P2U facilitates a user data sharing and negotiation over various appli-
cations, HiPoLDS uses reference monitors to control the exchange process among
policy domains and PSPL exchanges credentials and declarations between clients
and servers. The rest of the languages, XACML, PPL, A-PPL, XPref, ASL,
SecPAL4P, PRML, TPL, X-Sec and KeyNote do not support this criterion and
thus are not suitable for trust negotiation. However, TPL is extensible and
provides other suitable criteria for trust negotiation, such as access control,
authority and roles, so it could be extended to include this criterion.

5.5 Authority

Trust negotiation may require the presence of one or more authorities. A trusted
certification authority serves to issue and verify credentials, which, in turn makes
the negotiators more confident about the credentials’ authenticity. A general
authority is referred as it may stand for different types of authorities, however,
the analysed languages do not specify the exact type of a certification authority.
It is supported by a few languages, such as X-TNL, SecPAL4P, PSPL, TPL and
X-Sec. This is the basic use of authority and it can be helpful for entities involved
in trust negotiation to verify the validity and the genuineness of credentials.
X-TNL, TPL and X-Sec allow authorities to be organised into categories. In
X-TNL and X-Sec, credentials and declarations form certificates that are col-
lected into X-Profiles. TPL organises certificates into certification profiles and
is able to automatically collect missing certificates from peer servers. Some
languages, such as PlexC, SecPAL4P, Cassandra and KeyNote support a del-
egation of trusted decisions or actions, where the trustee can act on behalf of
the trustor. These languages are designed for large decentralised networks, such
as the Internet. Delegation of authority is useful here, because the requester
and the authoriser may not have established a trust relationship. A disclosure
decision of a trustor may be inspired by a disclosure decision of a trustee. The
delegation of authority, trusted decisions or actions is also suitable for trust
negotiation, because it allows entities to delegate disclosure decisions to trusted
parties, such as security agents. The Cassandra trust management system uses
trusted agents to control the credentials exchange process. These agents take
responsibility for actions and decisions that are delegated to them by trustors.
The rest of the policy languages, XACML, PPL, A-PPL, P2U, XPref, ASL,
HiPoLDS and PRML do not support this criterion.

5.6 Information Granularity

Credentials possess various confidentiality levels depending on, for example, their
importance. When a credential is disclosed, its owner’s privacy is automatically
compromised, as far as the confidentiality allows. PlexC allows information about
an entity to be disclosed with different accuracy levels. The degree of information
provided can be defined by policies. For example, an entity can provide its precise
position with GPS coordinates, or less accurately by disclosing only a region
or a city name. Additionally, rules can be defined based on the current time
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or location. For example, the access to resources can be permitted, only when
the entity is located in a certain region or for a certain period of time. Data
can be shared with more or less precision so as to preserve privacy. PlexC may
revise the disclosure policies to provide less precise and therefore less confidential
information, when the entity during trust negotiation reaches the over-exposure
area. The revision of policies is controlled by PlexC automatically. The rest of
the languages do not explicitly support any form of different accuracy levels.
They understand credentials disclosure as a binary operation, so a credential
is either disclosed completely or not at all. If an entity wants to provide less
confidential information, it must do so for itself e.g. by dividing the credential
into parts.

5.7 Context Sensitivity

Entities that want to establish trust with each other, do so to accomplish a
common goal, for a specific purpose. Each entity possesses different knowledge,
abilities, skills and resources, for which the entity can be trusted to successfully
participate in reaching the goal. The entity might not be trusted for another
purpose, because different attributes would be required. Therefore, trust nego-
tiation examines important attributes for the intended purpose, for which the
entity can be trusted. One approach is to define purpose-dependant conditions,
under which credentials can be shared or disclosed. This is the case of PPL,
A-PPL, P2U, PlexC and XPref. On the other hand, PRML defines such con-
ditions in order to control data operations, i.e. what operation on which data
can be performed. This approach is more general, because it allows an entity to
define its own purpose-dependant data operations. All these languages allow the
purpose for the credentials exchange to be defined during the trust negotiation.
If a credential is demanded for a different purpose then this is specified in the
disclosure policy and the access may be denied. Concretely, PPL and A-PPL
define authorisation types that can use resources only for a particular set of pur-
poses, P2U uses the purpose-relevance-sharing principle, where only the relevant
resources to the specific purpose and context of use are shared, PlexC defines
context-dependant policies that influence the access traces to private data and
XPref and PRML specify a purpose object for the same reasons. Unlike the oth-
ers, PPL and A-PPL allow a hierarchy of the purpose elements to be created,
so that Boolean logic can be applied to them, which improves and simplifies
the purpose-relevant access decisions. For example, the parent-purpose element
may specify that a credential may be disclosed only for establishing trust and
its child-purpose element may specify in which context. The credential will be
disclosed if both of the conditions are satisfied. Some languages, such as A-PPL,
P2U and XPref, allow a retention value to be defined, which specifies the dura-
tion of access to a resource. This feature improves security and privacy of the
resource owner. After the defined time period, the resource will be deleted. The
rest of the languages are not context sensitive and do not allow purpose-relevant
conditions to be specified.
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5.8 Roles

As mentioned earlier, entities take part in trust negotiations to reach a common
goal. Only those entities with suitable attributes become trusted to accomplish
it. Entities may take on roles that are associated with their attributes, e.g. a
certain role requires that an entity possesses certain features. These roles can
be specified by some languages, such as XACML, PPL, A-PPL, PlexC, ASL,
HiPoLDS, PRML, TPL and Cassandra. Some of them, such as XACML, PPL
and A-PPL already contain some specific, predefined roles that entities can have
and that control access to their resources. However, all these languages allow
entities to define a new role and to perform a particular action based on it.
In PlexC, roles can be assigned to a group with given permissions, which sim-
plifies the permission management and is useful for large networks. Cassandra
supports auxiliary roles that can express some attributes of their owner and
can be used without an active role. HiPoLDS defines roles by assigning policy
domain attributes to policy domains representing entities. PlexC, TPL and Cas-
sandra can use an authority to issue and verify certificates about the assigned
roles. The languages, ASL, PRML and Cassandra can form a hierarchy of roles.
This enables a role combination to be easily defined in order to perform an
action or disclose a credential. As occurs for the context sensitivity, Boolean
logic is applied when forming the hierarchy of the roles. PRML allows a role
to extend over multiple other roles and to inherit their permissions. Unlike the
others, Cassandra supports a role retention, which means that a role validity
period can be defined. After its expiration the role is no longer valid and in
consequence, obtaining credentials during trust negotiation can be refused. This
feature improves the security and privacy of negotiators.

5.9 Analysis Summary

After the policy languages analysis is performed in Sect. 5 we can summarise our
findings in Table 1. A partially supported criterion is defined as a criterion that
was found as a secondary effect of other criteria supported by the language, but
was not explicitly mentioned in the literature nor its presence was intended or
designed by the authors of the language.

Each of the languages was originally designed to solve another type of prob-
lem. Some of them already included some form of trust negotiation in their
design, such as P2U, PlexC, X-TNL, HiPoLDS, PSPL and Cassandra. The best
one for trust negotiation seems to be PlexC, as it is the only one to support
all of the identified criteria in Sect. 4. PlexC takes an interesting approach. It
introduces the exposure control problem and claims that there is an area of
acceptable exposure. Entities try to eliminate the over-exposure of their data
and tend to transform it into the most acceptable exposure that does not expose
them to a major risk. For trust negotiation this means that only a minimal set of
credentials will be disclosed to reach the required level of trust. The other highly
recommended languages are P2U and Cassandra. P2U focuses on the purpose
of data sharing, so the context is important. It simply defines the data provider,
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Table 1. Supported trust negotiation criteria

Language Privacy of

resources

Access

control to

resources

Usage

control of

resources

Exchange

of

resources

Authority Information

granularity

Context

sensitivity

Roles

XACML × ×
PPL × × × ×
A-PPL × × × ×
P2U × × × ×
PlexC × × × × × × × ×
Cassandra ∗ × × × ×
X-TNL ∗ × × ×
Xpref × × ×
ASL × ×
SecPAL4P × × ×
HiPoLDS ∗ × × ×
PRML × × × ×
PSPL × × × ×
TPL × × ×
X-Sec × ×
KeyNote × ×
Legend: (×): supported

(∗): partially supported

the data consumer and the relevant policies for the data exchange. Cassandra
acts as a local service and it is completely decentralised. It supports roles and
actions that are performed over these roles. In this way each entity has total
control over its resources and policies in trust negotiation.

The languages, X-TNL, HiPoLDS, PSPL and TPL support the criteria only
partially. They can be used for a special or simple case of trust negotiation,
but they lack its general support. All the languages except TPL support the
exchange of resources, which is essential. TPL supports access control, authority
and roles, but can be further extended to the exchange of resources. X-TNL
although originally designed for trust negotiation, lacks some criteria, such as
roles, context sensitivity and partial privacy of resources. HiPoLDS and PSPL
were designed for different purposes, but their capabilities could also be used for
trust negotiation. PSPL is an expressive and extendible language. The remainder
of the languages, XACML, PPL, A-PPL, XPref, ASL, SecPAL4P, PRML, X-Sec
and KeyNote serve specific purposes that are not concerned with trust negotia-
tion. XACML is an attribute-based access control system, PPL and A-PPL are
extensions over XACML with data handling and protection capabilities, XPref
and SecPAL4P serve for users to define their privacy preferences, PRML merges
the corporate privacy policies and the data handling policies, ASL serves for
expressing authorisations, X-Sec protects web documents and KeyNote handles
authorisations in decentralised environments.
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6 Conclusion

In this paper we have analysed policy languages to check their suitability for
trust negotiation. In order to do so, we have first identified the following crite-
ria: privacy of resources, access control to resources, usage control of resources,
exchange of resources, authority, information granularity, context sensitivity and
roles. We believe them to be quite a complete list of general criteria for trust
negotiation regardless that they can be refined in the future for specific purposes.

Then, the policy languages have been analysed against them. From this anal-
ysis, it has emerged that only PlexC is fully suited for trust negotiation. PlexC
was found to be the only one from all the languages analysed that supports
all of the identified criteria for trust negotiation. Due to its completeness and
flexibility, PlexC is a good candidate to be used in the Internet of Things (IoT)
trust negotiation scenarios.

A subset of the chosen languages were suitable in part, because they generally
support the exchange of resources, but lack the other possible criteria demanded
by trust negotiation. The rest of the languages are not suitable, because they lack
the essential criterion for trust negotiation, which is the exchange of resources
and other possibly important requirements too.

In the future work, the identified criteria will be divided into more fine-
grained criteria, if needed for specific purposes, that could match the analysed
policy languages more precisely. The current criteria are quite broad, so it is a
good idea to make another identification of more specialised criteria important
or useful for trust negotiation. They will form a subclass of the currently iden-
tified criteria. In addition, other criteria although not directly related to trust
negotiation could be taken into consideration, such as the languages syntax and
user-friendliness.
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Abstract. Facebook allows its users to specify privacy settings for the
information they share with other users and Apps. Apps seek a set of
permissions from the user at the time of installation. There is no check
that is performed to evaluate any possible adverse implications of App’s
permissions on the in-force privacy settings of an user. In this paper,
we have investigated Facebook’s platform for access to users’ data by
Apps and Advertisers. By signing up with Facebook, users implicitly
trust the platform, which they believe can be held accountable in case
of a breach. However, similar expectation of accountability from Apps
is hard to imagine and difficult to ensure. At times, Apps have as much
access to user data as Facebook and such a common access to user data
undermines provenance of data leakage. Recently, though Facebook has
reduced the extent of data access for Apps by deprecating certain APIs,
a systematic design approach is missing for platform-wide access pol-
icy specification and conformance. We have presented several scenarios
where App permissions are violating user privacy policies. Our findings
have been presented with the help of experiments using Facebook Devel-
oper Platform.

Keywords: Social network · Privacy · Linkability

1 Introduction

Facebook is the largest social network. Maintaining 1.5 billion daily active users,
their connections and updates in real-time is a tremendous engineering feat. How-
ever, it appears that the guiding principles in the evolution of Facebook’s data
platform have been: real-time response [2] and features to users, app developers,
and advertisers. The recent revelations [3] have forced Facebook to acknowl-
edge that data privacy is an important feature! The platform’s design choices,
for speed and features, will hinder it from coherently enforcing privacy policies
anytime soon in the near future.
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Facebook’s platform allows users to establish and organize their relation-
ships with other users using social relationship categories like “Friends”, “Close
Friends”, “Family”, etc. An update in user’s personal life is more relevant to
members of “Family” than “Friends” and the platform does such a priori-
tization intelligently. Similarly, among the categories of relationships further
prioritization of updates is done based on the interests of the users that are at the
other end of the connection. That is, a friend from school falls in sub-category
school and likewise a friend from university. Furthermore, friends from school
who have interest in history are distinguished from the friends who have interest
in finance. Such a segmentation of categories helps the platform to build relevant
audiences for a user’s updates. Users are given a control to decide which seg-
ment should see what updates. Facebook organizes all these information about
its users and their interactions as a graph – called social graph. Users (nodes)
are free to form new relationship (edge) and update the old ones. Social graph
is a continuously evolving graph and this type of organization of users and their
data helps Facebook in segmenting users with similar interests so that they can
be introduced to a new post or an advertisement.

Facebook platform allows developers to write Apps, which users can install.
An App serves a specific function to its users. When a user installs an App (rep-
resented by an edge between the App and the user on social graph), it signifies
that user’s interest in the functionality provided by that App. Thus, users get
a functional convenience and Facebook automatically gets contextual insights
about users. Both, the App and the platform will have an access to users’ inter-
actions within the administrative sphere of the App. Facebook can build an
accurate context about an user than an App because it has other insights about
the user. Thus an App, through its functional category, helps the platform to
segment users in a specific category so that it can be used in profiling the users.
For example, a flower delivery App can help identify users who are single, male,
within a specific geographical area, and who have purchased flowers last year
on Valentine’s day. In order to build audiences of such type, Facebook needs
to build, maintain a detailed profile for each of its users. Higher the interac-
tions of a user, richer the profile. Connectivity and interactions are important
objectives of the platform, and Facebook does it very well in its ecosystem of
users, Apps, content and interactions among them. This ecosystem of interact-
ing nodes is depicted as a pyramid, in Fig. 2), to highlight their access privileges
(either explicit or implicit) on the platform. Each layer (user layer, app layer,
advertisement layer) serves a different purpose and has a different access control
mechanism to control access to users’ information. In [21], we have analyzed
privacy claims of the platform at the user level alone. In this paper, we ana-
lyze conformance of user privacy settings in the presence of Apps. We will
show that there is no coherence in policy enforcement across the lay-
ers, which undermines the privacy of its users. We have validated our
observations through experiments on Facebook’s developer platform v2.12 and
Facebook Audience Network. While Facebook does profiling of users for varieties
of reasons, one of the trusting factors of Facebook is that it shall not divulge
intentionally or for price the data that violates its committed privacy setting
with its users. However, this cannot be said about the app developers or the
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advertisers on the app. Thus, our findings show the challenges to plug the leaks,
due to apps/advertisers, Facebook should undertake.

In the following section, we present the somewhat hybrid, ad-hoc nature of
access control mechanisms employed by Facebook. In Sect. 3, we analyze the plat-
form and trace the flow of user information beyond the layers of its policy sphere.
In Sect. 4, we present a few scenarios where defined privacy settings of a user are
violated due to Apps. Section 5 discusses related work followed by conclusion in
Sect. 6.

2 Access Control in Facebook

At the different layers of the platform, Facebook employs different types of access
control mechanisms. At the user layer, user content and user attributes are pro-
tected by a discretionary access control. At the App layer, user content and user
attributes are protected by capability lists. The other entities of the platform
are not governed by any policy that user can influence. Also, the metadata the
platform collects about user is not controlled by the user in any way. The plat-
form organizes all of its entities and content in a graph, which has a sub-graph
that can be traversed by users/Apps according to their respective permissions.
The platform owner can traverse the whole graph without any restriction and
acts as a proxy to its collaborators (the advertisers).

Social Graph - Reachability as the Condition for Access: Social graph
in Facebook is a representation of user information on Facebook. Two user
nodes have an edge between them if the users are friends with each other. Hav-
ing an edge between two nodes establishes connectivity between them and in
turn extends their reachability: that is, a user can access posts of her friend
because there is a path present on the graph between the user and her friend’s
post via the friend node. Now, if the user likes her friend’s post, this will
be reflected in the social graph by putting an edge of type like between the
user and her friend’s post. Thus, each and every action or event created by
Facebook’s users is consumed by the social graph. The graph continuously
changes its state reflecting its users’ actions and interactions. Updates to social
graph happen by adding/deleting nodes (or updating fields of nodes), and
adding/deleting/updating the labelled edges – all such updates are due to a
user’s and app’s interactions with their reachable nodes. Passive nodes like posts,
photos, et al., do not interact on their own. Social graph also allows its nodes to
be queried [21]. A user is allowed to compose a query by specifying a particular
node (of type root [8]) about which the requester needs information. It is very
likely that different sets of information about a node are presented based on who
the requester is.

Lists as Access Policies for Users: Each user is provided with pre-defined
relationship categories, called lists, along which users organize their relationships
with others. Then there is a category of lists that Facebook creates for a user
based on her social affiliations. And a user is also allowed to create and manage
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her own private lists. Given below is a typical set of labels provided to express
access control policies:

– Only Me: is a label/list in which user herself is the only member
– Public: is a label, when used, the associated object is accessible publicly
– Friends: is the primary list under which all friendship relations are enlisted
– Restricted: is a list of friends to whom only Public labelled information is

allowed
– Family: is a list of friends who are assigned as family members
– Close Friends: is a list of friends who are assigned as close friends
– Acquaintances: is a list of friends who are assigned as acquaintances
– Friends of friends: list of users who have friendship relation with “Friends”
– University : is a social list of friends who are also members of Smart List
University

– School : is a social list of friends who are also members of Smart List School
– Cycling : is a Private List to which user has assigned a set of friends
– Custom: is a custom policy constructed using the label types described above.

Access control of objects in Facebook is a simple check on associated list’s mem-
bership. If a requester of an object is a member of the list with which the object
is protected, the requester gets access. Tagging is a positive exception to the
membership check. There are two negative exceptions to the membership check:
“Restricted” list and “Blocked” list. If a requester of an object is member of one
of these lists, access is denied even when the requester is member of the list with
which the object is protected.
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In Fig. 1, User2 can reach
& access Post1 because there
is a path and the access pol-
icy for Post1 is set as friends
by its owner User1. There-
fore, User2 could interact
with Post1 by like action.
User1 & User2 can access
Post3 because User1 is a
friend of friend of User3 and
User2 is friend of User3.
Post2 cannot be accessed by
User1 because the custom
policy allows access to all
friends of User2 except User1. The Event created by User1 cannot be accessed
by anyone except User1 because the access policy is only me. Thus, labels or
lists are used to control access to the content owned/posted by Facebook users.

Capabilities as Access Policies for Apps: Facebook Apps too are repre-
sented by nodes on social graph. However, Apps’ traverse-ability on the social
graph is limited to the immediate neighborhood of the user node consisting only
the object nodes. In other words, the App can neither reach the friends of the
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user nor the other Apps installed by that user. What interactions the App can
do in the user’s neighborhood is determined by the set of permissions the user
has allowed at the time of establishing the installed relationship with the user.
There are 48 such permissions an App can obtain from its user. This is similar to
capability lists in access control paradigm [16]. In later sections we shall discuss
which of these permissions to an App undermines user’s privacy.

The utility of social graph is not limited to representation of subjects, objects
and their relationship but to also provide real-time updates about the changes
in the neighborhood of the subject. Prioritization of updates according to their
relevancy to a user based on users’ past interactions on social graph is handled
by NewsFeed algorithm; a core function of Facebook platform. How the App
ecosystem helps it in achieving precision is explained below along with the other
important components of platform.

3 Architecture of Facebook Platform

Figure 3 gives a schematic architecture of Facebook platform depicting the rela-
tionships between the major entities of this platform. In the following we describe
the entities and their functionalities. The platform is logically divided into two:
public space & private space. The entities in public space are the users and
applications. They are said to be in public space because, having an account on
Facebook, these types of nodes can query and interact among each other based
on the access policies. Though the entities from private space can influence and
have a richer view of the graph topology, they cannot perform any of the oper-
ations available to nodes in public space without being a node in the public
space. Figure 2 depicts the access-hierarchy in the social graph of Facebook. The
primary objective of the platform is to build accurate user profiles (behavioral,
psychometric, etc.) so that advertisers can be accurately matched to their audi-
ence. The platform has been quite successful in micro-targeting users in real-time
so that it artificially puts limits on advertisers while building their target audi-
ences. An advertiser cannot compose a target audience whose size is less than
100. Similarly, an advertiser cannot request audience-tracking for audience size
less than 100. To understand the design of this platform let us describe the role
and functionality of its individual entities.
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NewsFeed: Facebook has an
intelligent algorithm to pri-
oritize the updates to a
user, which is called News-
Feed. If we assume that each
object/content on the social
graph has a category type
associated with it, like: edu-
cation, finance, food, sarcasm,
celebrity, etc., then a subject’s
interaction with these objects
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determine the probability of interest the subject may have in such categories.
Each interaction of a subject with its neighborhood node improves the confi-
dence level of subject-category mapping. The objective of NewsFeed algorithm
is to increase subjects’ interaction with varying categories [11] of content so that
a rich user profile can be built. Such a user profile is necessary to determine
relevancy of updates to the user and also to match the user with an advertiser
interested in particular category [22]. If we assume the nodes in the graph are
labelled with categories and edges are weighted proportional to the confidence
level of the category, then we can think of an influence function over two nodes.
A node with higher confidence value influences the confidence value of its peer.
Thus the utility of NewsFeed function is incite the user to interact with content
from its neighborhood and also from other influential nodes with whom the user
does not have relationship (either friend or follow) yet. Higher the engagement
of the user, more are the interaction, and thus higher the confidence value to
categorize the user.

Sets
Data

pr
iv

at
e

an
al

yt
ic

s

re
qu

es
ts

au
di

en
ce

Non−FB
User

co
nt

en
t

A
d−

su
pp

or
te

d

Pr
iv

at
e 

sp
ac

e 
(o

nl
y 

th
e 

pl
at

fo
rm

 o
w

ne
r 

ca
n 

qu
er

y/
up

da
te

)
T

he
 P

la
tf

or
m

 is
 a

va
ila

bl
e 

up
on

 p
ay

m
en

t (
A

dv
er

tis
er

s)

NewsFeed FBAN
supplies
audiences

(Global
Policies)

Filters

noise
delay
decay

adds

Profiles

Pub
lic

da
ta 

ex
ch

an
ge

s

enriches

enriches

AUX

AUX

uploads

Advertiser Pixel

corroborates

an
al

yt
ic

s

identifies
audience

User2 User1

App1

likes

Post Post PageEvent Group

of
f−

pl
at

fo
rm

 tr
ac

ki
ng

co
de

 to
 m

ap
 e

ve
nt

s 
to

 tr
ig

ge
rs

friends
User1 Profile

influences

controls controls

User1

accesses

accesses

Pu
bl

ic
 s

pa
ce

 (
A

 n
od

e 
ca

n 
re

ac
h 

an
d 

in
te

ra
ct

)

purchases

enriches

feeds (updates, advertisem
ents, personalized content)

shares

interactions
build

up
da

te
s

ad
ve

rt
is

em
en

ts
, e

ve
nt

 tr
ac

ke
rs

list of events

uploads

issues 1x1 unique pixels

ins
tal

led

Fig. 3. Facebook’s schematic architecture



Role of Apps in Undoing of Privacy Policies on Facebook 91

Users: Users are the largest part of the platform. Their interactions within
their reachable neighborhood and with the nodes introduced by the NewsFeed
builds their individual user profiles. Users interactions with content outside the
platform also helps in building the profile.

Apps: The platform gives a general purpose connectivity and interaction mech-
anism to the users, whereas the Apps give a context to user profile. Apps serves a
specific functionality (e.g., finance, education, dating, et al.) to its users and that
functionality is a stronger measure to categorize users. Apps can opt for mon-
etization of their functionality by serving advertisements to the users via the
App. Apps obtain analytics over their users interactions. The analytics infor-
mation contains attributes (like mobile advertisement ID, Facebook UID, email,
phone, Device info, location, etc.) that can uniquely measure interactions of App
users. To advertise itself, or to persuade its existing users the App may share its
analytics with advertisers to target the existing and new users.

Advertisers: Advertisers are the paid interfaces to the platform’s ability to find
precise audiences for a specific category/issue. Advertisers build advertisement
campaigns by requesting specific audience type from the platform against a fee.
To build the audience request, advertisers upload data fields that are compared
against the user profiles that are built by the platform. Upon evaluating the
scope of campaign targeting based on the uploaded data by the advertiser, the
platform either accepts or rejects the request. Advertisers are allowed to micro-
target a specific audience that is already engaged with it. Advertisers do so by
defining events inside the Apps and trigger actions via Pixel for those events’
realization. For example, list of users who have browsed a product but did not
checkout.

Pixel: It is a micro-targeting framework https://fb.com/business/learn/
facebook-ads-pixel that uniquely identifies users of the platform and also the
users off-the-platform. This is a script that generates a unique tracking number
each time a defined event occurs. The events could be as simple as loading a web-
site or a user selecting a product in her cart. The unique number concatenated
with cookie at user side tracks the user event by event. These user behavior
analytics are shared by the platform with the advertisers so that advertisers can
measure the impact of their advertising campaigns.

FBAN: Facebook Audience Network (https://fb.com/audiencenetwork) is the
core component of the platform and has access to users profiles generated by the
platform. It has its own data-set that is built from user tracking (analytics) and
other associated platforms’ meta-data information (like WhatsApp, Messenger,
Instagram). It accepts audience requests from advertisers and based on the cor-
roboration with its data-sets and user profiles, it identifies the target audience
for a campaign. There exist public data-exchanges for user information, which
can help enriching the profile attributes of users that come in contact with the
platform.

Profiles: All individual user profiles are further enriched and attributed by the
insights obtained from platform analytics and plausibly external public/private

https://fb.com/business/learn/facebook-ads-pixel
https://fb.com/business/learn/facebook-ads-pixel
https://fb.com/audiencenetwork
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data-sets [5] (For Indian users, Facebook tried to link their Aadhaar numbers
with their profiles. Aadhaar numbers are not secret but are used in various
financial and public services delivery).

Filters: These determine the general access policy of the platform. For example,
Facebook recently decided not to allow querying of its users (nodes) by their
email/phone. This is also responsible for guiding the behavior of the platform
in general. For example, to suppress a specific category of nodes appearing in
the NewsFeed. Facebook had made an understanding with a large government
(Project Colorful Balloons) to ensure a specific category of nodes is identified,
tracked and controlled.

Having understood the roles various entities play in the Facebook ecosystem
and keeping in mind those entities’ access hierarchy, the question we ask is the
following:

Assuming users explicitly trust Facebook to handle their private data
against the free services, and assuming that Facebook desensitizes user
data before making use of it for advertisement: what privacy & leakage
assurances can we expect from the platform?

As Apps are only loosely coupled with the ecosystem as compared to the other
entities in the ecosystem, it is difficult to assume that (smaller) Apps will strive
for achieving the same level of trust with users as Facebook may have. In the
following we present a few scenarios in which Apps violate users’ privacy settings.
In [21], we have presented whether Facebook users really preserve their privacy
as they understand it or certain of their innocuous actions leak information
contrary to their privacy settings. We would like to list those findings (at user-
object layer of the platform) here:

1. Nonrestrictive change in policy of an object risks privacy of others,
2. Restrictive change in policy of an object suspends other’s privileges,
3. “Share” operation is privacy-preserving,
4. Policy composition using intensional labels is not privacy-preserving,
5. “Like”, “Comment” operations are not privacy-preserving.

In this paper, we extended the scope of our investigation to higher layers in the
platform: that is, App layer and advertiser layer.

4 Experimental Scenarios of Access by Apps

In this section we list out our experiments using apps and advertisement facility
of Facebook and highlight their potential in undermining user’s privacy and
security. The experiments are carried out using Facebook APIs (v2.12) and our
findings are reproducible as of April 13, 2018. This sort of gap analysis in privacy
policy conformance across platform is ignored [7], and precisely due to the lack of
a platform-wide, coherent, privacy policy enforcement, rouge apps are tracking
and siphoning off user data.
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4.1 App Finds Out User’s Friends
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Fig. 4. Scenario: Alice has installed App1.
Bob is Alice’s friend

Facebook has deprecated Apps to
access its user’s friend list. Consider a
scenario as shown in Fig. 4, in which
Alice has set her list of friends to pri-
vate in her privacy settings. This set-
ting sets an expectation that Alice’s
friend list will not be available to
others. Alice installs App1 with per-
mission user posts. This permission
allows App1 to reach all of Alice’s
posts and their fields (comments, reac-
tions, post privacy settings). Figure 5
is the list of posts retrieved by App1
from Alice’s timeline. Figure 6 shows
the retrieval of comment & reaction on the first post in the list shown in Fig. 5.
Facebook’s NewsFeed function presents updates from Alice’s timeline to her
friends (Bob). When a friend interacts with the post, App1 can observe it and
deduce with high probability that Bob is Alice’s friend. The probability of such
an inference is 1 when Alice has given App1 permission to post with post’s
access policy as “Friends”. Similarly, depending on post’s permission policy set-
ting, App1 can reason about Family et al.

Fig. 5. List of posts retrieved by App1
from Alice’s timeline

Fig. 6. Retrieval of comment & reac-
tion on the first post in the list shown
in Fig. 5



94 V. T. Patil et al.

4.2 App Can Access User Objects Despite “Only Me” Policy

Consider in Fig. 4, Alice changes the access policy of her post P1 to “Only Me”.
This implies that only she can access this post. However, App1 can still access
the post P1 even when Alice sets the policy to “Only Me”, see Fig. 7.

Fig. 7. Results of App1’s query to
Post1

Fig. 8. Scenario: Alice has installed
App1 and App2. Bob is Alice’s friend

4.3 App Can Find Out Other Apps Installed by the User

Consider the scenario shown in Fig. 8. Both the apps have permission
user posts. App2 (i.e., anshx.ananx as its real name in our experiments) has one
additional permission publish actions as shown in the figure. Let us assume
that App2 publishes a post on Alice’s timeline. App1 can observe this event and
can obtain the post ID. Figure 9 shows the query composed by App1 and its
result, through which App1 deduces that Alice has also installed App2. Such a
knowledge is useful is various ways.

4.4 App and Advertiser Can Identify Users: Linkability

Figure 11 is the analytics report for a campaign we designed for a Page under
our control. The analytics is available in real-time. The campaign was to invite
users to follow our page on “Online Privacy”. We could correlate the Likes (by
Facebook users) on our page with the feed sequence report and find out which
user has accessed the advertisement from what type of device and device OS
version. This information greatly narrows down the types of attack payloads
one can design to compromise a device. We could also access App user’s Device
Information (Fig. 10).

A summary of privacy violations & data leaks from the above scenarios is given
below:

1. App finds out user’s friends despite user setting it private.
2. App can access user objects with “Only Me” policy.
3. App can find out what other apps are installed by its users.
4. Linkability: App and advertiser can identify their audience from the analytics

data.
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Fig. 9. Query composed by App1 and
its result

Fig. 10. Retrieving App user’s device
information

4.5 Analysis

Given that the trust levels of Facebook and an app are not comparable, the
question is how Facebook can control such data leaks? Some of the broad ways
to contain these data leaks are:

1. By increasing the user’s privacy policy specification scope from current user-
object layers (refer Fig. 2) to all the layers of the platform, except the owner’s
layer. The current approach is fragmented and incoherent – that is, impact of
changes at app layer on in-force settings at user layer is not communicated
to users. The use of naturally understandable labels like “Friends”, “Family”
should be devised to categorize apps and advertisers, using which user can
define her access policies.

2. By encrypting the analytics available to apps and advertisers such that per
campaign a distinct but ciphered string is generated for each measurable
event that cannot be used to track users across campaigns. Only the platform
owner should link the events across campaigns. Thus, only one entity takes
the accountability.

3. It appears that Facebook is trying to address this issue of linkability through
the concept of scope id. A user is assigned a unique local ID, whose scope
is limited to the context (App, Page) for which it is generated. For exam-
ple, App1 will generate a scope id, which is different from the scope id
generated by App2. Thus App1 and App2 or their parent cannot link users.
However, we observed that, as of now, these scope IDs are resolving to the
real user ID for whom the scope IDs were generated. For example, https://
fb.com/100007460080360, https://fb.com/2051781625080487, and https://fb.
com/1708004396124880 reveal the actual user.

5 Related Work and Discussion

Social networks like Facebook, Twitter, Snapchat have come to prominence in
last decade because of their ability to engage users online such that users can
carry out their social discourse 24× 7, around the world. As the users get con-
venience and real-time engagement with their connections for free, the platform

https://fb.com/100007460080360
https://fb.com/100007460080360
https://fb.com/2051781625080487
https://fb.com/1708004396124880
https://fb.com/1708004396124880
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Fig. 11. Campaign measurement report

gets user insights. The platform recovers its operational costs by sharing the
insights in plausibly privacy-preserving fashion with advertisers https://fb.com/
ads/about/. The rich data-sets generated by such social networks have ush-
ered: advertising into a real-time persuasion industry [17,24,25], communica-
tion into a precision tracking system [1,6], and social network platform into a
rich user/content/relation labelling platform. All of these transformations have
brought in tremendous challenges [18] in terms of privacy of users.

Privacy in social networks has been studied for quite some time and the
research community had been highlighting privacy implication of connectivity
[13,23] even before the Cambridge Analytica fiasco. In [12], a survey on secu-
rity and privacy in social networks is presented that touches upon properties
like: anonymization, de-anonymization, link predictability [10,14], information
leakage, trust [20], and link privacy [19]. In [9], a privacy-preservation model for
Facebook-style social network is proposed. Concepts for privacy-preservation in
an app ecosystem, presented in [15] for mobile platforms, can be borrowed in
Facebook’s platform. Facebook’s infrastructure [2] is a unique and not much is
available in public. It remains interesting to see how Facebook adopts to the
forthcoming European GDPR [4] regulation. The data generated across layers
of Facebook platform is interlinked and once a data-tuple is associated with
personal data, it becomes tainted and the tainted attributes propagate user’s
identity further. Under GDPR, when a Facebook user invokes her right to be
forgotten/erased, it will be interesting to see how far the data deletion chain
goes; since the data is linked across the ecosystem. We believe that Facebook
will have to define context and scope of user information and the deletion of user
data will happen within that pre-defined scope.

6 Conclusion

We presented the role Apps play in tracking and profiling users on Facebook
platform. We have shown a few instances of App configurations that violated
the underlying primary privacy settings of the user. Apps may use such short-
comings in policy enforcement for various reasons that can seriously undermine

https://fb.com/ads/about/
https://fb.com/ads/about/
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not only the privacy of users but also their security. From the study of ecosystem
on Facebook’s platform we showed that Apps potentially have as much visibility
of its users’ objects, connections, and interactions as Facebook itself. If a coher-
ent access control model across layers of Facebook ecosystem is not deployed,
then Facebook with its ad-hoc approach will remain a sophisticated surveillance
system available to any user. People, including lawmakers, around the world are
asking Facebook should it really be expanding into influencing people based on
what it has captured as their profile? This conundrum is multiplied in the pres-
ence of millions of Apps on its platform. App permission management need to be
made understandable and available as extensional/intensional labels similar to
permission management at users layer. It is not hard to see why our recommen-
dations based on our analysis demands expansion of the scope of user privacy
policies across user layer, app layer, and beyond.
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Abstract. Access control systems are nowadays the first line of defence
of modern IT systems. However, their effectiveness is often compromised
by policy miscofigurations that can be exploited by insider threats. In
this paper, we present an approach based on machine learning to refine
attribute-based access control policies in order to reduce the risks of users
abusing their privileges. Our approach exploits behavioral patterns rep-
resenting how users typically access resources to narrow the permissions
granted to users when anomalous behaviors are detected. The proposed
solution has been implemented and its effectiveness has been experimen-
tally evaluated using a synthetic dataset.

Keywords: Access control · Machine learning · Policy adaptation
Insider threat · Runtime monitoring

1 Introduction

Data are recognized as the most vital asset of an enterprise and, thus, their
protection is of paramount importance. Access control systems are typically
employed as the first line of defence for the protection of data as they guarantee
that only authorized users can gain access to sensitive resources. Over the past
few years, Attribute-Based Access Control (ABAC) [1] has gained in popularity
due to its flexibility and expressiveness, allowing the specification of fine-grained
and context-aware access control policies.

Despite this flexibility and expressiveness, ABAC (and access control in
general) has an intrinsically static nature that makes it difficult to adapt poli-
cies in order to timely response to critical events, e.g. a cyber attack. At the
same time, policies can become out-of-dated quickly, thus requiring continuous,
manual maintenance, which makes policy management and administration a
cumbersome and error-prone task. These issues can lead to policy misconfigu-
rations that leave organizations exposed to attacks against data confidentiality
and integrity.
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A study conduced by SANS in 2017 on threats against sensitive data1 showed
that insider threats are the top concern for organizations, followed by ran-
somware and denial of service attacks. Insider threats are current or former
employees, contractors or business partners who have or had authorized access
to the organization’s network, system or data, and intentionally exceeds or mis-
uses their privileges in a manner that negatively affected the confidentiality,
integrity or availability of the organization’s information or information system
[2]. Thus, organizations need to reinforce their access control systems with pro-
cedures to identify policy misconfigurations that could be exploited by an insider
threat and update the policies to prevent such exploitations.

Detecting and preventing insider threats by analyzing access control
policies and monitoring user behavior have been an active area of research. Com-
mon approaches rest on rule mining techniques to discover harmful exploitable
policy faults [3,4] or on monitoring systems based on behavioral models to detect
insider threats [5–8]. Other works [5,9] have also exploited knowledge from access
control policies to detect insider threats. However, these approaches only aim at
threat detection and do not focus on the adaptation of access control policies.
To date, only a few works (e.g., [10,11]) have exploited user behavior to gener-
ate and adapt access control policies. However, these approaches either require
human intervention for policy update [10] or build models that do not properly
discriminate behaviors of different types of users [11].

Contribution. In this paper, we propose an approach based on machine learn-
ing to dynamically refine policies to prevent misconfiguration exploitation. The
proposed approach allows the refinement of access control rules according to
behavioral features monitored at run-time. The designed system, named ML-AC,
exploits a white-box decision learning approach whose aim is to learn behav-
ioral profiles of users accessing resources so to accurately refine policies. There
might exist different behavioral profiles, here called classes of interaction, that
can be determined based on the analysis of contextual knowledge that concerns
users and resources. Such knowledge has proven to be a valuable source of infor-
mation for approaches devoted to improve insider threat detection and access
control [6,12].

ML-AC uses access pattern knowledge learned at run-time to introduce
controls on behavioral features into access control rules to avoid abuse of granted
rights. Behavioral features refine access policies by introducing controls like fre-
quency of access, amount of data, location, etc. By building an access control
knowledge model, this work poses the basis towards machine-assisted adminis-
tration procedures to support timely changing of access rights.

Paper Structure. Section 2 provides a motivating example. Section 3 provides an
overview of ML-AC and details how machine learning is empowering access con-
trol. Section 4 describes the implementation and evaluation of the performance
of ML-AC. Section 5 concludes the paper and outlines directions for future work.

1 https://www.sans.org/reading-room/whitepapers/analyst/sensitive-data-risk-2017
-data-protection-survey-37950.

https://www.sans.org/reading-room/whitepapers/analyst/sensitive-data-risk-2017-data-protection-survey-37950
https://www.sans.org/reading-room/whitepapers/analyst/sensitive-data-risk-2017-data-protection-survey-37950
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2 Motivating Example

To outline our approach, we introduce an ABAC system managing accesses to
software projects within an organization where users’ permissions depend on
their role and on the projects they are assigned to.

Let us assume an access control policy allowing users assigned to role junior
manager to read resources of type R1. However, only junior managers working
on ProjectA and from Department 1 can actually access those resources. This
policy can be represented in the FACPL language [13], an XACML-like ABAC
language that we use for its conciseness, as follows:

policy policy1 {deny-unless-permit

rule rule1(permit

target:

equal ("read", action/id) && equal ("R1", resource/type)

&& equal ("Junior manager", subject/role)

&& equal ("Department1", subject/department)

&& equal ("ProjectA", subject/project))}

Intuitively, our sample policy consists of a policy element (policy1 ) comprising a
permit rule (rule1 ) whose target defines an access condition built on attributes
describing which action a certain subject can perform on a resource.

Let us assume that Bob, a junior manager of Department 1, attempts to read
a resource of type R1, represented by the following access request (req1 ):

(subject/department,"Department 1")

(subject/role, "Junior manager")

(subject/project, "ProjectA")

(action/id="read")

(resource/type,"R1")

It is easy to observe that the attributes in the request match the rule target,
thus yielding a permit decision.2

Suppose now that Bob attempts to retrieve a large amount of sensitive
project documents without a plausible reason. As the previous request exem-
plifies, policy1 would allow him to do so regardless of how many documents he
has retrieved. This situation, however, may indicate that the junior manager is
abusing his access privileges for personal interests and benefits (e.g., to sell the
documents to a competitor).

These insider threats cannot be prevented by existing access control systems.
The main problem lies in the fact that access control is static in the sense
that the enforced access conditions do not change dynamically according to user
behaviour. We argue that contextual features, such as the number of accesses
and amount of accessed data, should be taken into account in access decision
making. For instance: Could a user perform multiple read queries in a given
time window? Could a user access large amounts of data? Failing to answer

2 We overlook combining algorithm deny-unless-permit as it yields permit if the
enclosed rule returns permit, and yields deny otherwise.
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these questions can lead to neglect anomalous behaviour representing the abuse
of granted access privileges from insider threats.

To reduce the risks of users abusing their privileges, we need to empower
access control with proactive measures that adapt policies according to user
behavior. Specifically, our goal is to dynamically refine access control policies
based on user behaviour monitored at run-time by narrowing granted privileges.

To achieve this goal, we need to equip access control systems with a means to
build user profiles representing how users normally access resources and use those
profiles to dynamically refine access rules. This requires extracting contextual
features that capture the behavior exhibited by users accessing a specific set of
resources by means of a selected set of operations.

For the sake of exemplification, let us assume that contextual features
feature/NumberOfReadsPerHour and feature/BytesReadPerHour are moni-
tored by the system and can be checked via new attributes in access rules.
In particular, it is observed that every hour junior managers typically access at
most 14 project documents for a total 345.6 KB. This knowledge can be exploited
to refine policy1 as follows:

policy policy2 {deny-unless-permit

rule rule2 (permit

target:

equal ("read", action/id) && equal ("R1", resource/type)

&& equal ("Junior manager", subject/role)

&& equal ("Department1", subject/department)

&& equal ("ProjectA", subject/project))}

&& less-than (feature/BytesReadPerHour, 345.6)

&& less-than (feature/NumberOfReadsPerHour, 14)

Intuitively, policy2 narrows the access conditions of policy1 through contex-
tual features by imposing additional constraints on how much and how often
resources are typically accessed by junior managers. Consider, for instance, the
case where Bob attempts to access 50 project documents within 10 min. Based
on the updated policy, this behavior would be deemed as anomalous and thus
denied, preventing Bob to access all documents.

3 Adaptive Access Control

In this section, we introduce ML-AC, a system for adaptive access control that
aims to reduce the risks of users abusing their privileges. Figure 1 presents the
ML-AC architecture. It comprises the following components:

– Authorization Server is a standard ABAC infrastructure à la XACML based
on PEP/PDP.

– Policy Administration Point (PAP) features the proactive policy refinement
functionalities proposed in this work.

– Monitoring System supervises the whole system and provides the informa-
tion needed to build behavioral profiles used by Policy Administration in its
refinement process.
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Fig. 1. The ML-AC system

Once an access request is received by the Authorization Server (step 1), it is
evaluated following typical PEP/PDP evaluation frameworks. If access is granted
(i.e., a permit decision is returned) by the Authorization Server, the request,
together with the corresponding behaviour provided by the Monitoring system,
is forwarded to the PAP (step 2) to determine whether it is anomalous. The
PAP dynamically refines the access control policies based on the user behavior
and enforce them in the Authorisation Server (steps 3–4). Administrators are
informed of the changes (step 5).

Our contribution lies in the Policy Administration component. Specifically,
we equip PAPs with the Contextual Behaviour Learning component, which is
responsible to build user profiles according to the monitored behavior and refine
access control policies based on those profiles. The Concept Drift component
detects the evolution of the learned user profiles and inform the Contextual
Behavior Learning component when new behaviors are detected (step 3).

In the remaining, we introduce our representation of behavioral models
and present the mechanics of the Contextual Behaviour and Concept Drift
components.

3.1 Behavioral Model

To build the behavioral models used to identify anomalous accesses, we introduce
the notion of user behavior. Behaviours, denoted as b, represent how users are
utilizing resources. They are defined in terms of the attributes forming access
requests (i.e., user, resource and action) and of any contextual knowledge features
that can be exploited by the access control system for decision making (e.g.,
working time, working location, types of activities). Formally, a behaviour is
defined as:

b � 〈Au
1 , . . . , A

u
m, Ao

1, . . . , A
o
h, A

r
1, . . . , A

r
k, . . . A

c
1 . . . A
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z〉

where attribute Au
i describe users, Ao

k operations, Ar
y resources and Ac

z the con-
text. An attribute is an expression of form A � name op value , where op is a
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relational operator (e.g., =, >) between an attribute name and a value from the
attribute’s codomain. For instance, the following behaviour (we shorten attribute
names for ease)

b1 = 〈role = jnr-mng, act = read, res = R1 ,#byte = 250,#read = 10〉

corresponds to the access request reported in Sect. 2, where #byte and #read
are contextual features provided by the Monitoring System.

Behaviors are grouped into so-called class of interactions. Each class repre-
sents a group of homogeneous behaviours (i.e., whose representation involves the
same set of attribute name) that are considered normal. We assume that the set
of initial classes are defined according to the access policy rules, hence on the
basis of the controls on user, action and resource attributes. Changes at runtime
to the classes are managed by the Concept Drift component (Sect. 3.3).

3.2 Contextual Behavior

Our approach builds behavioral profiles of normal accesses in the form of class of
interactions. To determine to which class of interaction a given behavior belong,
we relies on Random Forest (RF) [14], where each RF is used to characterize a
class of interaction. Based on this matching, the knowledge on the corresponding
contextual features is used to refine access control policies.

Learning Practicalities. Given a class of interactions Ci, our goal is to recognize
whether a user behavior bi is similar to those represented by Ci or not, i.e.
whether bi is anomalous. Practically, being bi a potentially anomalous behavior,
we cannot assume it will always match (the attributes of) Ci. It follows that
this problem cannot be addressed as a multi-class classification (labels would be
represented by the classes of interactions and our goal would be to determine if
the label of a test sample bi is Ci or another Cj , with i �= j), but as a One Class
Classification (OCC) problem [15] for each of class of interaction Ci individually.

Solutions for the OCC problem are numerous. However, being our goal to
obtain learning outputs that can be used to refine policies, we opted for the
white-box approach of RF. Specifically, each RF is an ensemble of Decision
Tree (DT) each of which models the conditions on the attributes identifying
the normal behaviors of a class. Each DT produces an output of the form of
antecedent ⇒ consequent rules [16]. The antecedent consists of logical conjunc-
tions stating under which conditions a behavior can be classified as normal or
anomalous, as indicated by the consequent.

It is worth noting that each DT produces its own output, leading to poten-
tial inconsistencies. For instance, let us suppose a RF with three DTs. Given a
behavior b, each DT produces its own decision, e.g. DT1(b) = 1, DT2(b) = 0 and
DT3(b) = 1, where 1 and 0 denote normal and anomalous behavior, respectively.
To solve this problem RF relies on a majority vote algorithm among DTs; hence
b is classified as normal. Notably, a final decision can always be guaranteed by
using a known RF voting solution [17].
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Access Control Refinement. The DT outputs, hereafter called ML-rules, is used to
bridge from the machine learning world to the actual refinement of access control
policies. Practically, they encode the obtained knowledge in terms of additional
conditions to add to the access control policy. The syntax of ML-rules is defined
by the following grammar:

ML-rule ::= Antec ⇒ Consec
Antec ::= Cnd {&& Cnd} Cnd ::= name op value

Op ::= = | > | < | ≤ | ≥ | in Consec ::= true | false

where true (resp., false) identifies a normal (resp., anomalous) behavior. The
antecedent consists of a conjunctive sequence of conditions, whereas the conse-
quent is a Boolean value stating whether a behavior satisfying the antecedent
is normal or anomalous. For instance, the following ML-rule represents the
refinement leading from policy1 to policy2 of the example

role = jnr -mng && act = read && res = R1
&& #read < 14 && #byte < 345.6 ⇒ true

Therefore, ML-rules are used to transfer the contextual knowledge learned by
the RFs into the access control policies. Policy refinement occurs on the basis of
the conditions on the contextual features present in an ML-rule (e.g., the #read
and #byte above). Practically, the access control rules to refine correspond to
those matching the conditions on user, action and resource attributes present in
the ML-rule. The refined rules contain the additional controls on the contextual
features as per the example of policy2.

3.3 Concept Drift

After the behavioral models have been build, the system starts monitoring the
evolution of user behaviors to detect concept drifts in order to maintain the RF
models accurate over time. It follows from the RF design that concept drifts can
only be detected on the contextual features.

To this aim, we rely on Olindda [18], a clustering-based approach similar
to the one followed by BBNAC [11]. Olindda uses the well-known k-means
algorithm (or one of its extensions, e.g. k-modes for categorical features) to
cluster behaviors of the classes of interactions and detect the emergence of new
classes (aka new clusters) based on the distance among clusters.

Figure 2(a) depicts a scenario where concept drift can be observed. For
instance, given three classes of interactions C1, C2 and C3, at the beginning
just three groups of user behaviors, respectively the clusters A, B and D of
blue-filled shapes, are identified. After a certain amount of time, the behaviors
in the cluster D change to the point that concept drift is detected: the red-filled
shapes. Therefore, these behaviors are used by the RF modelling the class C3 to
update its knowledge accordingly. Additionally, when behavior like those repre-
sented by red cross shapes are observed, i.e. not forming any cluster, Olindda
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Fig. 2. Detection of concept drift

deems them as anomalies. This is the key assurance to avoid RF to refine access
control policies with conditions allowing anomalous behaviors.

Notably, emerging concepts may overlap among classes leading to difficulties
in their classification. For instance, Fig. 2(b) depicts new concepts emerging from
the cluster D that present similarities to both cluster D (circle shapes) and
cluster B (square shape). All emerging concepts like the latter are treated as
anomalies.

Divergence in Clusters. A key aspect of concept drift is the emergence of sub-
clusters within an existing cluster. Given a class Ci, it may happen that a subset
of its users start behaving significantly different from the remaining users, over
time. This would lead to the discovery of new classes of interactions detailing
different behavioral profiles.

Our approach aims to build classes of interactions that are characterized
by behaviors that are very similar to each other. Therefore, in the light of the
new discovered sub-clusters, we derive two new classes of interaction from Ci,
namely Cn

i and Co
i , representing behavior related to the new and old concepts,

respectively. This has the consequence of introducing a new RF modelling the
new class. In order to keep updating the policy refinements generated by the
initial Ci, it is required a layered RF modelling able to discriminate between the
two new classes. Further details are left to future work.

4 Evaluation

To evaluate the effectiveness of our approach, we have implemented it3 and
performed experiments using a synthetic dataset. The goal of the experiments
is to demonstrate the benefits of combining domain context knowledge (inferred
using machine learning) with knowledge based on access control rules (used to
create classes of interaction) for the detection of anomalies. In particular, we

3 The tool is freely available at https://github.com/cybersoton/ml-ac/.

https://github.com/cybersoton/ml-ac/
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Fig. 3. Comparison among ML-AC, BBNAC and ML-ACnok

assess the detection accuracy of ML-AC by analyzing the number of true and
false positive. This will allows us to demonstrate how the refinement based on
this detection approach will prevent anomalies to happen a priori. Note that we
do not evaluate the use of machine learning to classify user behavior, being this
extensively reported in the literature (e.g., [19]).

In the experiments, we compared our approach for anomaly prevention with
two other approaches. We took BBNAC [11], the closest approach from the
literature. To avoid bias in the experimentation, we re-implemented BBNAC in
Matlab. Additionally, we performed a comparison with ML-ACnok, a variant of
ML-AC where a priori knowledge on the policy is not used. This allows us to
better assess the role of contextual knowledge.

Dataset. We generated a synthetic dataset whose data instances represent user
behaviors, under the assumption that there are two classes of interactions. The
behaviors are represented as three-dimensional points and based on numerical
features. We generated over 3000 behaviors, with almost an equal number of
normal and anomalous instances. Intuitively, about 2000 behaviors were used
for training, while the rest for testing.

Results. To evaluate the accuracy of the approaches, we computed the ROC
curve for the three evaluated approaches (Fig. 3). The ROC curve is a graphical
plot we use to evaluate how well the classifier we defined distinguishes between
normal and anomalous behaviors, based on a varying discrimination thresh-
old (i.e., the value used to deem a behavior anomalous). Specifically, it shows
the true positive rate or TPR (y-axis) against the false positive rate or FPR
(x-axis) with respect to different threshold settings. These performances can also
be reduced to a single scalar value, called area under the ROC curve (AUC),
which represents the probability that a classifier will rank a randomly chosen
anomalous instance higher than a randomly chosen normal instance. This gives
better insights on the number of false positive detected.

As can be seen in Fig. 3, ML-AC achieves the best performance. ML-AC
significantly surpasses the others due to the use of a priori knowledge on the
policy. This allows ML-AC to create more accurate profiles and hence to discern
more precisely among groups of behaviors. Specifically, we have that the AUC
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drops from the 99% of ML-AC to the 87% and 85% of ML-ACnok and BBNAC,
respectively. The main cause is that both BBNAC and ML-ACnok classify most
of the anomalous behaviors of each class as a normal behavior of the other class.

5 Conclusion

In this paper we proposed ML-AC, an approach to refine and update access
policies in order to eliminate policy misconfigurations that can be exploited by
insider threats. ML-AC builds behavioral models representing the normal usage
of resources and exploits these models at run-time to prevent anomalous accesses.
Our approach has been implemented and validated using a synthetic dataset.

Future Work. There are a number of interesting aspects to address as future
work. Firstly, we plan to conduct more extensive experiments based on real-life
datasets and measure the number of refinement applied in practice to the access
control policies.

Moreover, we would like to study further the presence of an adversarial
attacker [20], who may try to deceive the machine learning algorithm in order
to bypass security controls. ML-AC employs different machine learning algo-
rithms to achieve its goals, therefore it may incur in the risk of being subject
to adversarial attacks. The definition of class of interaction may constitute a
starting point for devising strategies to hinder typical attacks such as causative
and exploratory. The fact that user behaviors are split based on the classes,
may make the task of deceiving ML-AC quite difficult. Many anti-adversarial
algorithms have been proposed in literature, like those presented in [11] that
effectively mitigate threats related to concept drift.

Another aspect concerns classes of interactions. It might not always be pos-
sible to clearly define those classes based only on the knowledge derived from
the context and access control policies. There may be some classes that should
be merged or split, hence we plan to design a preprocessing step to support the
classes definition process.
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Abstract. Dynamic Searchable Symmetric Encryption (DSSE) allows
search/update operations over encrypted data via an encrypted index.
However, DSSE has been shown to be vulnerable to statistical infer-
ence attacks, which can extract a significant amount of information from
access patterns on encrypted index and files. While generic Oblivious
Random Access Machine (ORAM) can hide access patterns, it has been
shown to be extremely costly to be directly used in DSSE setting.

By exploiting the distributed cloud infrastructure, we develop a series
of Oblivious Distributed DSSE schemes called ODSE, which enable obliv-
ious access on the encrypted index with a high security and improved
efficiency over the use of generic ORAM. Specifically, ODSE schemes
are 3×–57× faster than applying the state-of-the-art generic ORAMs on
encrypted dictionary index in real network settings. One of the proposed
ODSE schemes offers desirable security guarantees such as information-
theoretic security with robustness against malicious servers. These prop-
erties are achieved by exploiting some of the unique characteristics of
searchable encryption and encrypted index, which permits us to harness
the computation and communication efficiency of multi-server PIR and
Write-Only ORAM simultaneously. We fully implemented ODSE and
have conducted extensive experiments to assess the performance of our
proposed schemes in a real cloud environment.

Keywords: Searchable encryption · Write-Only ORAM
Multi-server PIR · Privacy-preserving clouds

1 Introduction

Data outsourcing allows a client to store their data on the cloud to reduce data
management and maintenance costs. Despite its merits, cloud services come with
severe privacy issues. The client may encrypt their data with standard encryption
to protect their privacy. However, these techniques also prevent the client from
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performing basic operations (e.g., search/update) over the outsourced encrypted
data. This significantly degrades the benefits of cloud services. In the following,
we first outline the current state-of-the-art techniques and their limitations and
then, present our methods towards addressing these challenges.

1.1 State-of-the-Art and Limitations

Information Leakage in DSSE. The concept of searchable symmetric
encryption (SSE) was first proposed by Song et al. [24]. This construction
can only search on static encrypted data. Curtmola et al. [11] introduced
single-keyword-searched SSE with formal security definition, followed by refine-
ments with extended capabilities such as ranked query [27], multi-keyword
search [26] or their combinations [7]. Dynamic Searchable Symmetric Encryp-
tion (DSSE) was introduced by Kamara et al. [17], which offers both search and
update on encrypted files F via an encrypted index I representing keyword-file
relationships. Many DSSE schemes have been proposed, each offering various
performance, functionality and security trade-offs [4] (e.g., [6,9,17,20,29,31]).

It is known that all standard DSSE schemes leak significant information,
which are vulnerable to statistical inference analysis [8,16,18,30]. There are two
sources of information leakages in DSSE: (i) leakages through search and update
on encrypted index I, (ii) leakages due to access of encrypted files F . Specifi-
cally, since the search and update tokens are deterministic, all DSSE schemes leak
access patterns on both I and F . Furthermore, most of them also leak the content
of updated files during the update (i.e., forward-privacy) and historical updates
(add/delete) on the keyword during the search on I (i.e., backward-privacy). By
exploiting these leakages, recent studies have shown that, sensitive information
about encrypted queries and files can be recovered [8,18]. Zhang et al. [30] has
presented file-injection attacks that can determine which keywords have been
searched, especially in forward-insecure DSSE schemes. Although some DSSE
schemes with improved security (e.g., forward and backward privacy) have been
proposed (e.g., [6]), they rely on extremely costly public key operations and
still leak access patterns. Liu et al. [18] demonstrated an attack that can deter-
mine which keywords have been searched by observing the frequency of search
queries (search patterns). Zhang et al. [30] has indicated that, future research on
DSSE should focus on sealing information leakages rather than accepting them by
default. Unless these leakages are prevented, a trustworthy deployment of DSSE
for privacy-critical applications may remain extremely difficult.

Performance Hurdles of the Existing Approaches to Reduce
Information Leakages in DSSE. Several attempts (e.g., [5,15]) are either
highly costly or unable to completely seal all leakages in DSSE access patterns.
Generic Oblivious Random Access Machine (ORAM) [25]1 can hide access pat-
terns, and therefore, it can prevent most of the information leakages in DSSE.

1 By generic ORAM, we mean oblivious techniques that can hide operation type
(whether it is read or write), as opposed to PIR or Write-Only ORAM.
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Fig. 1. Our research objective and high-level approach.

Garg et al. [12] proposed TWORAM scheme, which optimizes the round-trip
communication under O(1) client storage when using ORAM to hide file access
patterns2 in DSSE. Despite its merits, prior studies (e.g., [9,21]) stated that
generic ORAM (e.g., [25]) is still costly to be used in DSSE due to its logarith-
mic communication overhead. Although several ORAMs with O(1) bandwidth
complexity have been introduced recently, they are still very costly due to the
use of Homomorphic Encryption (HE). The performance of such schemes has
been shown to be worse than O(log N)-bandwidth ORAMs [2].

1.2 Our Research Objective and Contributions

It is imperative to seal information leakages from accessing encrypted files F and
encrypted index I. Since the size of individual files in F might be arbitrarily large
and each search/update query might involve a different number of files, to the
best of our knowledge, generic ORAM seems to be the only option for oblivious
access on F . The objective of this paper is to design oblivious access techniques
on I, which are more efficient than using generic ORAM, by exploiting special
properties of searchable encryption and I as elaborated in Fig. 1. Particularly, we
identify a suitable data structure for I that allows search and update to operate
on separate dimensions. This property permits us to harness communication-
efficient techniques such as Write-Only ORAM for update and, by exploiting
distributed cloud infrastructure, multi-server PIR for search with low computa-
tion overhead. Note that the low communication and computation are important
factors in practice since they directly translate into the low end-to-end delay and
consequently, improve the quality of services of cloud systems. Notice that the
price to pay for such low delay is the collusion vulnerability in the distributed
setting, where we assume a limited number of servers that can collude with each
other, which is the common adversarial model of multi-server PIR techniques
(see Sects. 2 and 4).

2 It differs from the objective of this paper, where we focus on hiding access patterns
on the encrypted index in DSSE (see Sect. 5 for clarification).
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We propose a series of Oblivious Distributed Encrypted Index I on the dis-
tributed cloud infrastructure with the application on DSSE, which we refer to
as ODSE (Fig. 1). We present two ODSE schemes called ODSEwo

xor and ODSEwo
it ,

each offering various desirable performance and security properties as follows.

• Low end-to-end delay: ODSE schemes achieve low end-to-end-delay, which
are 3×–57×faster than the use of efficient generic ORAMs (e.g., [22,25])
(with optimization [12]) on encrypted index under real network settings (see
Sect. 5).

• Full obliviousness with Information-theoretic security: ODSE seals informa-
tion leakages due to accesses on encrypted index I that lead into statistical
attacks such as forward/backward privacy, query types (search/update), hid-
den size and access patterns. ODSEwo

xor and ODSEwo
it offer computational and

information-theoretic security for I and operations on it, respectively.
• Robustness against malicious servers: ODSEwo

it can tolerate a certain number
of malicious servers in the system.

• Full-fledged implementation and open-sourced framework: We fully imple-
mented all the proposed ODSE schemes, and evaluated their performance
on real-cloud infrastructure. To the best of our knowledge, we are among the
first to open-source an oblivious access framework for DSSE encrypted index
that can be publicly used for comparison and wide adaptation (see Sect. 5).

It is clear that the standard DSSE constructions (e.g., [9]) are much faster,
but also less secure than our proposed methods in the sense of leaking more
information beyond the access patterns (e.g., forward-privacy, backward-privacy)
over the encrypted index. Compared with standard DSSE where access patterns
are leaked by default, ODSE schemes offer higher security by sealing all these
leakages at the cost of higher latency. Nevertheless, they are more efficient than
using generic ORAM techniques atop the DSSE encrypted index to seal such
leakages in some certain cases regarding database and query sizes. We provide
the detail analysis in Sect. 5.

2 Preliminaries and Building Blocks

Notation. We denote Fp as a finite field where p is a prime. Operators || and ⊕
denote the concatenation and XOR, respectively. (·)bin denotes the binary repre-

sentation. u ·v denotes the inner product of two vectors u and v. x
$← S denotes

that x is randomly and uniformly selected from set S. Given I as a row/column of
a matrix, I[i] denotes accessing i-th component of I. Given a matrix I, I[∗, j . . . j′]
denotes accessing columns j to j′ of I. Let E = (Enc,Dec,Gen) be an IND-CPA
symmetric encryption: κ ← E .Gen(1θ) generating key with security parameter θ;
C ← E .Encκ(M) encrypting plaintext M with key κ; M ← E .Decκ(C) decrypting
ciphertext C with key κ.
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Fig. 2. Shamir Secret Sharing (SSS) scheme [23].

Shamir Secret Sharing (SSS). We present (t, �)-threshold Shamir Secret
Sharing (SSS) scheme [23] in Fig. 2. Given a secret α ∈ Fp, the dealer generates a
random t-degree polynomial f and evaluates f(xi) for party Pl ∈ {P1, . . . ,P�},
where xl ∈ Fp \ {0} is the deterministic identifier of Pl. We denote the share for
Pl as [[α]]l. The secret can be reconstructed by combining at least t + 1 correct
shares via Lagrange interpolation. Note that the secret can be recovered from a
number of incorrect shares by error correction techniques (discussed in Sect. 4).
We use this property to improve the robustness of our protocol in malicious
settings.

SSS is t-private so that any combinations of t shares leak no information
about the secret. SSS offers homomorphic properties including addition, scalar
multiplication, and partial multiplication. We extend the notion of share of value
to indicate the share of vector: [[v]]i = ([[v1]]l, . . . ,[[vn]]l) denotes the share of vector
v for party P�, in which [[vi]] is the share of component vi in v.

Private Information Retrieval (PIR). PIR enables private retrieval of a
data item from a (unencrypted) public database server. We recall two efficient
multi-server PIR protocols: (i) XOR-based PIR [10] (Fig. 3) which uses XOR
operations and requires each server Sl to store bl, a replica of database b contain-
ing m blocks (b1, . . . , bm) with the same size; (ii) SSS -based PIR [13] (Fig. 4),
which relies on homomorphic properties of SSS, where each server stores bl, a
replica of the database b containing m blocks (b1, . . . , bm), where bi ∈ Fp.

Fig. 3. XOR-based PIR [10].
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Fig. 4. SSS-based PIR [13].

Write-Only ORAM. ORAM allows the user to hide the access patterns when
accessing their encrypted data on the cloud. In contrast to generic ORAM where
both read and write operations are hidden, Blass et al. [3] proposed a Write-Only
ORAM scheme, which only hides the write pattern in the context of hidden
volume encryption. Intuitively, 2n memory slots are used to store n blocks, each
assigned to a distinct slot and a position map is maintained to keep track of
block’s location. Given a block to be rewritten, the client reads λ slots chosen
uniformly at random and writes the block to a dummy slot among λ slots. Data
in all slots are encrypted to hide which slot is updated. By selecting λ sufficiently
large (e.g., 80), one can achieve a negligible failure probability, which might occur
when all λ slots are non-dummy. It is possible to select a small λ (e.g., 4). In this
case, the client maintains a stash component S of size O(log n) to temporarily
store blocks that cannot be rewritten when all read slots are full.

3 The Proposed ODSE Schemes

Intuition. In DSSE, keyword search and file update on I are read-only and
write-only operations, respectively. This property permits us to leverage specific
bandwidth-efficient oblivious access techniques for each operation such as multi-
server PIR (for search) and Write-Only ORAM (for update) rather than using
generic ORAM. The second requirement is to identify an appropriate data struc-
ture for I so that the above techniques can be adapted. We found that forward
index and inverted index are the ideal choices for the file update and keyword
search operations, respectively as proposed in [14]. However, doing search and
update on two isolated indexes can cause an inconsistency, which requires the
server to perform synchronization. The synchronization operation leaks signif-
icant information [14]. To avoid this problem, it is necessary to integrate both
search index and update index in an efficient manner. Fortunately, this can
be achieved by leveraging a two-dimensional index (i.e., matrix), which allows
keyword search and file update to be performed in two separate dimensions
without creating any inconsistency at their intersection. This strategy permits
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us to perform computation-efficient (multi-server) PIR on one dimension, and
communication-efficient (Write-Only) ORAM on the other dimension to achieve
oblivious search and update, respectively, with a high efficiency.

3.1 ODSE Models and Data Structures

System Model. Our model comprises a client and � servers S = (S1, . . . ,S�),
each storing a version of the encrypted index. In our system, the encrypted files
are stored on S′, a separate server different from S (as in [15]), which can be
obliviously accessed via a generic ORAM (e.g., [25]). In this paper, we only focus
on oblivious access of the encrypted index on S.

Threat Model. In our system, the client is trusted and the servers S are
untrusted. We consider the servers to be semi-honest, meaning that they follow
the protocol faithfully, but can record the protocol transcripts to learn infor-
mation regarding the client’s access pattern. However, our system can be easily
extended to deal with malicious servers that attempt to tamper the input data
to compromise the correctness and the security of the system (see Sect. 4). We
allow upto t < � (privacy parameter) servers among S to be colluding, meaning
that they can share their own recorded protocol transcripts with each other. We
present the formal security model in Sect. 4.

Data Structures. Assume that the outsourced database can store up to N
distinct files and M unique keywords, our index is an incidence matrix I, where
each cell I[i, j] ∈ {0, 1} represents the relationship between the keyword at row
i and the file at column j. Each keyword and file is assigned to a unique row
and column index, respectively. Each row of I represents the search result of a
keyword while the content (unique keywords) of a file is represented by a column.
Since we use Write-Only ORAM for file update, the number of columns in I are
doubled and a stash S is used to store columns of I during the update. Therefore,
the size of search index I is M × 2N .

We leverage two static hash tables Tw, Tf as in [28] to keep track of
the location of keywords and files in I, respectively. They have the following
structure: T := 〈key, value〉, where key is a keyword or file ID and value ← T [key]
is the (row/column) index of key in I. Since there are 2N columns in I while
only N files, we denote D as the set of dummy columns that are not assigned to
a particular file.

3.2 ODSEwo
xor: Fast ODSE

We introduce ODSEwo
xor that harnesses XOR-based PIR and Write-Only ORAM

to achieve low search and update latency.

Setup. Let Π and Π ′ be random permutations on {1, . . . , 2N} and {1, . . . , M}
respectively. The procedure to setup encrypted index for ODSEwo

xor is as follows.
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(I, σ) ← ODSEwo
xor.Setup(F): Create distributed encrypted index from input files F

1. Initialize a matrix I′ of size M × 2N , Set I′[∗, ∗] ← 0
2. Extract unique keywords (w1, . . . , wm) from files F = {fid1 , . . . , fidn}
3. Construct I′ for i = 1 . . . , m and j = 1, . . . , n:

(a) Tf [idj ] ← Π(j), Tw[wi] ← Π ′(i), x ← Π ′[wi] and y ← Π[idj ]
(b) If wi appears in fidj , set I′[x, y] ← 1

4. Generate master key as κ ← Gen(1θ)
5. Encrypt I′ for i = 1, . . . , M and j = 1 . . . , 2N :

(a) τi ← KDFκ(i)
(b) I[i, j] ← E .Encτi(I

′[i, j])
6. Let D contain column indexes that are not assigned to any file IDs
7. Output (I, σ), where I ← {I1, . . . , I�} with Ii = I and σ ← (κ, Tw, Tf , c)

Once I is constructed, the client sends Ii to server Si, and keeps σ as secret.

Search. Intuitively, to search for a keyword w, the client and server execute
the XOR-based PIR protocol on the row dimension of I to privately retrieve
the row data of w. Since the row is encrypted rather than being public as in the
traditional PIR model, the client performs decryption on the retrieved data and
filter dummy column indexes to obtain the search result. The detail is as follows.

R ← ODSEwo
xor.Search(w, I, σ): Search for keyword w

1. Get row index x of the searched keyword w as x ← Tw[w]
2. Execute I[x, ∗] ← PIRxor(x, 〈I1, . . . , I�〉) protocol (Fig. 3) with � servers:

(a) Each server inputs its encrypted index Ii, where each row of Ii is inter-
preted as an item in the database

(b) Client inputs x, and receives I[x, ∗] from protocol’s output
3. Decrypt I[x, ∗] for j = 1, . . . , 2N :

(a) I′[x, j] ← E .Decτx(I[x, j]) where τx ← KDFκ(x)
4. Output R ← id′ in Stash S and id s.t. Tf [id] = j where I[x, j] = 1 and j /∈ D

Update: The overall strategy is to perform a Write-Only ORAM on the column
of I to achieve oblivious file update operations as follows.

ODSEwo
xor.Update(fid, I, σ): Update file fid

1. Initialize a new column as Î[i] ← 0, for i = 1, . . . , M
2. Set Î[xi] ← 1, where xi ← Tw[wi] for each keyword wi appearing in fid

3. Add 〈id, Î〉 to Stash S, add Tf [id] to dummy set D
4. Download λ random columns of encrypted index I from a server:

(a) Randomly select λ column indexes J ← {j1, . . . jλ}
(b) Get λ columns {Il[∗, j]}j∈J from random server Sl

5. Decrypt each column Il[∗, j] for each j ∈ J and for i = 1, . . . , M :
(a) τi ← KDFκ(i)
(b) I′[i, j] ← E .Decτi(Il[i, j])

6. For each dummy column I′[∗, ĵ]:
(a) Pick a pair 〈id, Î〉 from stash S, and set I′[∗, ĵ] ← Î
(b) Set Tf [id] ← ĵ, and remove ĵ from dummy set D

7. Re-encrypt λ columns as Î[i, j] ← E .Encτi(I
′[i, j]) for i = 1 . . . , M and ∀j ∈ J

8. Send λ columns {Î[∗, j]}j∈J to � servers, where each server Si updates its
encrypted index as Ii[∗, j] ← Î[∗, j], for each j ∈ J
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3.3 ODSEwo
it : Robust and IT-Secure ODSE

Although ODSEwo
xor offers highly-efficient search and update operations, it has the

following security limitations: (i) it can only (at most) detect but cannot recover
from malicious servers, which might tamper the data to compromise the privacy
and correctness of the protocol. In privacy-critical applications, it is desirable to
recover from malicious servers to improve the robustness of the protocol; (ii) the
encrypted index and update operations on it are only computationally-secure
due to the IND-CPA encryption.

To address the limitations of ODSEwo
xor, we introduce ODSEwo

it that offers
(i) improved robustness against malicious servers with a partial recover capa-
bility, and (ii) the highest level of security (i.e., information-theoretic) for both
I and operations on it. The main idea is to share the index with SSS, and har-
ness SSS-based PIR to conduct private search. The robustness comes from the
ability to recover the secret shared by SSS in the presence of incorrect shares
(see Sect. 4).

Setup: The client first constructs an index I′ representing keyword-file relation-
ships as in ODSEwo

xor.Setup. Instead of encrypting I′, the client creates shares of
I′ by SSS. Since SSS operates on elements in Fp, each row of I′ is split into
� log2 p	-bit chunks before SSS computation. So, the index Ii is the SSS share
of I′ for server Si, which is a matrix of size M × 2N ′, where Ii[i, j] ∈ Fp and
N ′ = N/� log2 p	. The detail is as follows.

(I, σ) ← ODSEwo
it .Setup(F): Create distributed share index from input files F

1. Construct I′ by executing steps 1–3 in ODSEwo
xor.Setup procedure

2. Create SSS of I′ for i = 1, . . . , M and j = 1, . . . , 2N ′:
(a) Î[i, j]bin ← I′[i, (j − 1) · � log2 p	 + 1, . . . , j · � log2 p	]
(b) (I1[i, j], . . . , I�[i, j]) ← SSS.CreateShare(Î[i, j], t)

3. Output (I, σ), where I ← {I1, . . . , I�} and σ ← (Tw, Tf , D)

Similar to ODSEwo
xor, the client sends Ii to server Si and keep σ as secret.

Search. The client executes the SSS-based PIR protocol on the row dimension
of encrypted index to retrieve the row of searched keyword as follows.

R ← ODSEwo
it .Search(w, I, σ): Search for keyword w

1. Get row index x of the searched keyword w as x ← Tw[w]
2. Execute Î[x, j] ← PIRsss(x, 〈I1[∗, j], . . . , I�[∗, j]〉) protocol (Fig. 4) with � servers

for j = 1, . . . , 2N ′:
(a) Each server Si inputs a column of its shared index Ii[∗, j], where each cell

Ii[x, j] is interpreted as an item in the database
(b) Client inputs x, and receives Î[x, j] from protocol’s output. Note that client

executes SSS.Recover with privacy parameter of 2t, instead of t (step 5 in
Fig. 4) to recover Î[x, j] correctly.

3. Form the row as I′[x, ∗] ← Î[x, 1]bin|| . . . ||Î[x, 2N ′]bin
4. Output R ← id′ in Stash S and id s.t. Tf [id] = j where I[x, j] = 1 and j /∈ D
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Update: We execute Write-Only ORAM on the column dimension of the
encrypted index for the file update. Recall that in ODSEwo

xor, λ random columns
of the original index I′ are read to update one column. In ODSEwo

it , each col-
umn of the index Ii on Si contains the share of � log2 p	 successive columns of
I′. Therefore, the client reads λ′ = 
 λ

� log2 p�� random columns of Ii from t + 1
servers to recover λ columns of I′ before performing update. The detail is as
follows.

ODSEwo
it .Update(fid, I, σ): Update file fid

1. Initialize I ′[i] ← 0 for i = 1 . . . , M
2. Set Î[xi] ← 1, where xi ← Tw[wi] for each keyword wi appearing in fid

3. Add 〈id, Î〉 to Stash S, add Tf [id] to dummy set D
4. Download λ random columns of shared index I from t + 1 servers:

(a) Randomly selected λ′ column indexes J ← {j1, . . . jλ′}
(b) Get λ′ columns {Il[∗, j]}j∈J ,l=1...t+1 from t + 1 servers

5. Recover λ′ columns for each j ∈ J and i = 1 . . . , M :
(a) Î[i, j] ← SSS.Recover(〈I1[i, j], . . . , I�[i, j]〉, t)
(b) I′[i, j · 
 log2 p�, ..., (j + 1) · 
 log2 p�] ← Î[i, j]bin

6. For each dummy column I′[∗, ĵ]:
(a) Pick a pair 〈id, Î〉 from stash S, and set I′[∗, ĵ] ← Î
(b) Set Tf [id] ← ĵ, and remove ĵ from dummy set D

7. Create SSS for λ′ column for each j ∈ J , and i = 1 . . . , M :
(a) I[i, j]bin ← I′[i, j · 
 log2 p�, . . . , (j + 1) · 
 log2 p�]
(b) (Î1[i, j], . . . , Î�[i, j]) ← SSS.CreateShare(Î[i, j], t)

8. Send Îl[∗, j]) to Sl for each j ∈ J and l = 1 . . . , �. Each server Sl updates its
share index as Il[∗, j] ← Îl[∗, j] for each j ∈ J

4 Security

Definition 1 (ODSE security). Let op = (op1, . . . , opq) be an operation
sequence over the distributed encrypted index I, where opi ∈ {

Search(w),
Update(fid)

}
, w is a keyword to be searched and fid is a file with keywords to be

updated. Let ODSEj(o) represent the ODSE client’s sequence of interactions with
server Sj, given an operation sequence o.

An ODSE is t-secure if ∀L ⊆ {1, . . . , �} s.t. |L| ≤ t, for any two opera-
tion sequences op and op′ where |op| = |op′|, the views {ODSEi∈L(op)} and
{ODSEi∈L(op′)} observed by a coalition of up to t servers are (perfectly, sta-
tistically or computationally) indistinguishable.

Remark 1. One might observe that search and update operations in ODSE
schemes are performed on rows and columns of the encrypted index, respec-
tively. This access structure might enable the adversary to learn whether the
operation is search or update, even though each operation is secure. Therefore,
to achieve security as in Definition 1, where the query type should also be hid-
den, we can invoke both search and update protocols (one of them is the dummy
operation) regardless of whether the intended action is search or update.
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We argue the security of our proposed schemes as follows.

Theorem 1. ODSEwo
xor scheme is computationally (�−1)-secure by Definition 1.

Proof. (Sketch) (i) Oblivious Search: ODSEwo
xor leverages XOR-based PIR and

therefore, achieves (� − 1)-privacy for keyword search as proven in [10].
(ii) Oblivious Update: ODSEwo

xor employs Write-Only ORAM which achieves neg-
ligible write failure probability and therefore, it offers the statistical security
without counting the encryption. The index in ODSEwo

xor is IND-CPA encrypted,
which offers computational security. Therefore in general, the update access pat-
tern of ODSEwo

xor scheme is computationally indistinguishable. ODSEwo
xor performs

Write-Only ORAM with an identical procedure on � servers (e.g., the indexes
of accessed columns are the same in � servers), and therefore, the server coali-
tion does not affect the update privacy of ODSEwo

xor. (iii) ODSE Security: By
Remark 1, ODSEwo

xor performs both search and update regardless of the actual
operation. As analyzed, search is (� − 1)-private and update pattern is compu-
tationally secure. Therefore, ODSEwo

xor achieves computational (�− 1)-security by
Definition 1. ��
Theorem 2. ODSEwo

it scheme is statistically t-secure by Definition 1.

Proof. (Sketch) (i) Oblivious Search: ODSEwo
it leverages an SSS-based PIR pro-

tocol and therefore, achieves t-privacy for keyword search due to the t-privacy
property of SSS [13]. (ii) Oblivious Update: The index in ODSEwo

it is SSS-
shared, which is information-theoretically secure in the presence of t collud-
ing servers. ODSEwo

it also employs Write-Only ORAM, which offers statistical
security due to negligible write failure probability. Therefore in general, the
update access pattern of ODSEwo

it scheme is information-theoretically (statisti-
cally) indistinguishable in the coalition of up to t servers. (iii) ODSE Security:
By Remark 1, ODSEwo

it performs both search and update protocols regardless of
the actual operation. As analyzed above, search is t-private and update pattern is
statistically t-indistinguishable. Therefore, ODSEwo

it is information-theoretically
(statistically) t-secure by Definition 1. ��

4.1 Malicious Input Tolerance

We have shown that ODSE schemes offer a certain level of collusion-resiliency
in the honest-but-curious setting where the server follows the protocol faithfully.
In some privacy-critical applications, it is necessary to achieve data integrity in
the malicious environment, where the adversary can tamper the query and data
to compromise the correctness and privacy of the protocol. We show that ODSE
schemes can be extended to detect and be robust against malicious servers as
follows. In ODSEwo

xor, we can leverage Message Authentication Code (e.g., HMAC)
as presented in [19], where authenticated tag for each row and each column of I
is generated. The server will perform operations (i.e., PIR, Write-Only ORAM)
on such tags as similar to encrypted index data and send the result to the client.
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The client can recover/decrypt the row/column as well as its authenticated tag
verify the integrity.

Since ODSEwo
it relies on SSS as the building block, we can not only detect but

also be robust against malicious server. The main idea is to leverage list decod-
ing algorithm as in [13], given that the Lagrange interpolation in SSS.Recover
algorithm does not return a consistent value. Such techniques also allow to deter-
mine precisely which server has tampered the data. We refer readers to [13] for
detailed description. In general, the list decoding allows tm ≤ t < � − 
√�t�
number of incorrect shares of [[α]](t).

5 Experimental Evaluation

5.1 Configurations

Implementation Details. We implemented all ODSE schemes in C++. Specif-
ically, we used Google Sparsehash to implement hash tables Tf and Tw. We
utilized Intel AES-NI library to implement AES-CTR encryption/decryption
in ODSEwo

xor. We leveraged Shoup’s NTL library for pseudo-random number gen-
erator and arithmetic operations over finite field. We used ZeroMQ library for
client-server communication. We used multi-threading technique to accelerate
PIR computation at the server. Our code is publicly available at

https://github.com/thanghoang/ODSE

Hardware and Network Settings. We used Amazon EC2 with r4.4xlarge
instance for server(s), each equipped with 16 vCPUs Intel Xeon @ 2.3 GHz and
122 GB RAM. We used a laptop with Intel Core i5 @ 2.90 GHz and 16 GB RAM
as the client. All machines ran Ubuntu 16.04. The client established a network
connection with the server via WiFi. We used a real network setting, where the
download and upload throughputs are 27 and 5 Mbps, respectively.

Dataset. We used subsets of the Enron dataset to build I containing from mil-
lions to billions of keyword-file pairs. The largest database in this study contain
around 300,000 files with 320,000 unique keywords. Our tokenization is identical
to [21] so that our keyword distribution and query pattern is similar to [21].

Instantiation of Compared Techniques. We compared ODSE with a stan-
dard DSSE scheme [9], and the use of generic ORAM atop the DSSE encrypted
index. The performance of all schemes was measured under the same setting and
in the average-case cost, where each query involves half of the keywords/files in
the database. We configured ODSE schemes and their counterparts as follows.

• ODSE: We used two servers for ODSEwo
xor and three servers for ODSEwo

it scheme.
We selected λ = 4 for ODSEwo

xor, and λ′ = 4 with Fp where p is a 16-bit prime
for ODSEwo

it . We note that selecting larger p (up to 64 bits) can reduce the
PIR computation time, but also increase the bandwidth overhead. We chose
a 16-bit prime field to achieve a balanced computation vs. communication
overhead.

https://github.com/thanghoang/ODSE
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Fig. 5. Latency of ODSE schemes and their counterparts.

• Standard DSSE: We selected one of the most efficient DSSE schemes by
Cash et al. in [9] (i.e., Πdyn

2lev variant) to showcase the performance gap
between ODSE and standard DSSE. We estimated the performance of Πdyn

2lev

using the same software/hardware environments and optimizations as ODSE
(e.g., parallelization, AES-NI acceleration). Note that we did not use the Java
implementation of this scheme available in Clusion library [1] for comparison
due to its lack of hardware acceleration support (no AES-NI) and the dif-
ference between running environments (Java VM vs. C). Our estimation is
conservative in that, we used numbers that would be better than the Clusion
library.

• Using generic ORAM atop DSSE encrypted index: We selected non-recursive
Path-ORAM [25] and Ring-ORAM [22], rather than recent ORAMs as ODSE
counterparts since they are the most efficient generic ORAM schemes to date.
Since we focus on encrypted index rather than encrypted files in DSSE, we
did not explicitly compare our schemes with TWORAM [12] but instead, used
one of their techniques to optimize the performance of using generic ORAM
on DSSE encrypted index. Specifically, we applied the selected ORAMs
on the dictionary index containing keyword-file pairs as in [21] along with
the round-trip optimization as in [12]. Note that our estimates are also
conservative where memory access delays were excluded, and cryptographic
operations were optimized and parallelized to make a fair comparison between
the considered schemes.

5.2 Overall Results

Figure 5 presents the end-to-end delays of ODSE schemes and their counterparts,
where both search and update are performed in ODSE schemes to hide the actual
type of operation (see Remark 1). ODSE offers a higher security than standard
DSSE at the cost of a longer delay. However, ODSE schemes are 3×–57× faster
than the use of generic ORAMs to hide the access patterns. Specifically, with
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Table 1. Comparison of ODSE and its counterparts for oblivious access on I.

Scheme Security Delay (s) Distributed settingc

Forward

privacy

Backward

privacy

Hidden access

pattern

Encrypted

indexa
Search Update Privacy

level

Improved

Robust-

ness

Standard DSSE [9] ✗ ✗ ✗ Computational 0.036 0.62 – –

Path-ORAM [25] ✓ ✓ Computational Computational 160.6 – –

Ring-ORAM [22] ✓ ✓ Computational Computational 137.4 – –

ODSEwoxor ✓ ✓ Computationalb Computational 2.8 � − 1 ✗

ODSEwoit ✓ ✓ Information

theoretic

Information

theoretic

7.1 < �/2 ✓

This delay is for encrypted index with 300,000 files and 320,000 keywords regarding network and configuration

settings in Sect. 5.1.
aThe encrypted index in ODSEwoit is information-theoretically (IT) secure because it is SSS. Other schemes

employ IND-CPA encryption so that their index is computationally secure (see Sect. 4).
bAll ODSE schemes perform search and update protocols to hide the actual query type. In ODSEwoxor, search is

IT-secure due to SSS-based PIR and update is computationally secure due to IND-CPA encryption. Hence,

its overall security is computational.
c� is # servers. In ODSEwoit , encrypted index and search query are SSS with the same privacy level. Generic

ORAM-based solutions have a stronger adversarial model than ours since they are not vulnerable to collusion

that arises in the distributed setting.

an encrypted index containing ten billions of keyword-file pairs, Πdyn
2lev cost 36

ms and 600 ms to finish a search and update operation, respectively. ODSEwo
xor

and ODSEwo
it took 2.8 s and 7.1 s respectively, to accomplish both keyword search

and file update operations, compared with 160 s by using Path-ORAM with the
round-trip optimization [12]. ODSEwo

xor is the most efficient in terms of search,
whose delay was less than 1 s. This is due to the fact that ODSEwo

xor only requires
XOR operations and the size of the search query is minimal (i.e., a binary string).
ODSEwo

it is more robust (e.g., malicious tolerant) and more secure (e.g., uncon-
ditional security) than ODSEwo

xor at the cost of higher search delay (i.e., 4 s) due
to the larger search query and SSS arithmetic computations. For the file update,
ODSEwo

it costs 3 s, which is slightly higher than ODSEwo
xor (i.e., 2.2 s) since it needs

to transmit more data (4 blocks vs. 4 columns) to more servers (3 vs. 2). We fur-
ther provide a comparison of ODSE schemes with their counterparts in Table 1.
We dissected the total cost to investigate which factors contributed the most to
the latency of ODSE schemes as follows.

5.3 Detailed Cost Analysis

Figure 6 presents the total delays of separate keyword search and file update
operations, as well as their detailed costs in ODSE schemes. Note that ODSE
performs both search and update (one of them is dummy) to hide the actual
type of operation performed by the client.

• Client processing: As shown in Fig. 6, client computation contributes the least
amount to the overall search delay (less than 10%) in all ODSE schemes. The
client computation comprises the following operations: (1) Generate select
queries (with SSS in ODSEwo

it and PRF in ODSEwo
xor); (2) SSS recovery and

IND-CPA decryption (in ODSEwo
xor); (3) Filter dummy columns. Note that the
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Fig. 6. Detailed search (S) and update (U) costs of ODSE schemes.

client delay of ODSE schemes can be further reduced (by at least 50%-60%)
via pre-computation of some values such as row keys and select queries (only
contain shares of 0 or 1). For the file update, the client performs decryp-
tion and re-encryption on λ columns (in ODSEwo

xor), or SSS over λ′ blocks
(in ODSEwo

it ). Since we used crypto acceleration (i.e., Intel AES-NI) and highly
optimized number theory libraries (i.e., NTL), all these computations only
contributed to a small fraction of the total delay.

• Client-server communication: Data transmission is the dominating factor in
the delay of ODSE schemes. The communication cost of ODSEwo

xor is smaller
than that of other ODSE schemes, since the size of search query and the
data transmitted from servers are binary vectors. In ODSEwo

it , the size of
components in the select vector is 16 bits. The communication overhead of
ODSEwo

it can be reduced by using a smaller finite field, but at the cost of
increased PIR computation on the server side.

• Server processing: The cost of PIR operations in ODSEwo
xor is negligible as it

uses XOR. The PIR computation of ODSEwo
it is reasonable, as it operates on

a bunch of 16-bit values. For update operations, the server-side cost is mainly
due to memory accesses for column update. ODSEwo

it is highly memory access-
efficient since we organized the memory layout for column-friendly access.
This layout minimizes the memory access delay not only in update but also in
search, since the inner product in PIR also accesses contiguous memory blocks
by this organization. In ODSEwo

xor, we stored the matrix for row-friendly access
to permit efficient XOR operations during search. However, this requires file
update to access non-contiguous memory blocks. Hence, the file update in
ODSEwo

xor incurred a higher memory access delay than that of ODSEwo
it as

shown in Fig. 6.
• Storage overhead: The main limitation of ODSE schemes is the size of

encrypted index, whose asymptotic cost is O(N ·M), where N and M are the
number of files and unique keywords, respectively. Given the largest database
being experimented, the size of our encrypted index is 23 GB. The client stor-
age includes two hash tables of size O(M) and O(N log N), the stash of size
O(M · log N), the set of dummy column indexes of size O(N log N), a counter
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vector of size Ω(N) and a master key (in ODSEwo
xor scheme). Empirically, with

the same database size discussed above, the client requires approximately
22 MB in both ODSE schemes.

5.4 Experiment with Various Query Sizes

We studied the performance of our schemes and their counterparts in the context
of various keyword and file numbers involved in search and update operations
that we refer to as “query size”. As shown in Fig. 7, ODSE schemes are more
efficient than using generic ORAMs when more than 5% of keywords/files in the
database are involved in the search/update operations. Since the complexity of
ODSE schemes is linear to the number of keywords and files (i.e., O(M + N)),
their delay is constant and independent from the query size. The complexity of
ORAM approaches is O(r log2(N · M)), where r is the query size. Although the
bandwidth cost of ODSE schemes is asymptotically linear, their actual delay is
much lower than using generic ORAM, whose cost is poly-logarithmic to the
total number of keywords/files but linear to the query size. This confirms the
results of Naveed et al. in [21] on the performance limitations of generic ORAM
and DSSE composition, wherein we used the same dataset for our experiments.
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6 Conclusion

We proposed a new set of Oblivious Distributed DSSE schemes called ODSE,
which achieve full obliviousness, hidden size pattern, and low end-to-end delay
simultaneously. Specifically, ODSEwo

xor achieves the lowest end-to-end delay with
the smallest communication overhead among all of its counterparts with the
highest resiliency against colluding servers. ODSEwo

it achieves the highest level of
privacy with information-theoretic security for access patterns and the encrypted
index, along with the robustness against malicious servers. Our experiments
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demonstrated that ODSE schemes are one order of magnitude faster than the
most efficient ORAM techniques over DSSE encrypted index. We have released
the full implementation of our ODSE schemes for public use and wide adaptation.
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Abstract. We study the problem of privacy-preserving planarity test-
ing of distributed graphs. The setting involves several parties that hold
private graphs on the same set of vertices, and an external mediator that
helps with performing the computations. Their goal is to test whether
the union of their private graphs is planar, but in doing so each party
wishes to deny from his peers any information on his own private edge
set beyond what is implied by the final output of the computation. We
present a privacy-preserving protocol for that purpose which is based
on the Hanani-Tutte Theorem. That theorem enables translating the
planarity question into the question of whether a specific system of lin-
ear equations over the field F2 is solvable. Our protocol uses a diverse
cryptographic toolkit which includes techniques such as homomorphic
encryption, oblivious Gaussian elimination, and private set intersection.
This is the first time that a solution to this problem is presented.

Keywords: Secure multiparty computation
Privacy-preserving distributed computations
Distributed graphs · Graph planarity

1 Introduction

A planar graph G = (V,E) is a graph that can be properly embedded in the
two-dimensional plane R2 in the following sense: there exists a bijection ϕ from
the vertex set V to R2 and a representation of each edge e = (u, v) ∈ E as a
continuous simple curve in R2 with ϕ(u) and ϕ(v) as its end points, such that
no two curves intersect apart possibly at their end points.

Planar graphs constitute an attractive family of graphs, both in theory and
in practice. In many applications where graph structures arise, it is needed to
test the planarity of those graphs. A classical example is in the area of inte-
grated circuit (IC) design. An IC consists of electronic modules and the wiring
interconnections between them. It can be represented by a graph in which the
vertices are the modules and the edges are the wires. An IC can be printed on
the surface of a chip iff the graph is planar, because wires must not cross each
other. Another setting in which planarity is a natural notion is in road maps.
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A set of cities and interconnecting roads can be thought of as a graph; the graph
vertices are the cities while the edges are connecting roads. Such a map can be
constructed with non-crossing roads (in order to avoid constructing bridges or
obstructing the traffic flow by stop lights) iff the corresponding graph is planar.
Apart from the above motivating examples, there are cases in which the pla-
narity of a graph can be exploited in order to simplify and expedite the solution
of some computational problems. Examples include sub-graph isomorphism [1],
maximal clique [2], and maximum cut [3].

In this study we consider a distributed version of the planarity testing prob-
lem. In that problem there are several parties, P1, . . . , Pd, each one holding a
private graph on the same set of vertices; namely, Pi has a graph Gi = (V,Ei)
where V is publicly known and shared by all, while Ei is private, 1 ≤ i ≤ d. They
wish to determine whether the union graph G = (V,E), where E =

⋃d
i=1 Ei, is

planar or not. As the edge sets Ei, 1 ≤ i ≤ d, are private, the planarity testing
should be carried out in a privacy-preserving manner. Namely, after the conclu-
sion of the computational procedure Pi must not learn anything on Ej , j �= i,
beyond what is implied by Gi and the planarity of G. For example, two (or more)
companies may wish to check the possibility of printing the ICs which implement
their products on the same chip. They prefer not to disclose to each other their
own IC design, before they are verified that they could collaborate in that man-
ner. The algorithmic solutions which we propose herein for privacy-preserving
planarity testing could be used in that application scenario.

The strict notion of perfect privacy-preservation is sometimes relaxed by
allowing some leakage of information, if such a relaxation enables a more effi-
cient computation and if the leakage of information is characterized (in order to
decide, in any given application setting, whether the gain in efficiency justifies
the reduction in privacy-preservation). There are many examples of studies that
relax perfect privacy in order to allow practical solutions, from various domains
such as distributed association rule mining [4,5], anonymization of distributed
datasets [6–8], collaborative filtering [9,10], distributed graph mining [11], and
distributed constraint optimization problems [12–14].

Well known characterizations for planar graphs were proposed by both
Wagner [15] and Kuratowski [16]. For example, the Wagner’s characterization
states that a graph is planar iff it does not have K5 (the complete graph over
5 vertices) or K3,3 (the complete bipartite graph over 3 vertices in each part)
as a minor (see Fig. 1). Namely, K5 or K3,3 cannot be obtained from G by
a sequence of these operations: contracting edges, deleting edges, and deleting
isolated vertices. However, directly applying either Wagner’s characterization, or
the closely-related Kuratowski’s characterization, in order to test the planarity
of a given graph, yields exponential-time algorithms [17].

Optimal linear time planarity testing algorithms were proposed in [18,19].
These algorithms are iterative and use a DFS-subroutine [17]. Alas, those fea-
tures of these algorithms turn out to be significant obstacles when trying to
devise corresponding privacy-preserving variants of these algorithms. Thus, none
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Fig. 1. The minors that cannot appear in a planar graph—K5 and K3,3.

of the above-mentioned approaches seem to be adequate in order to base on them
an efficient privacy-preserving planarity testing protocol.

In this study we propose a privacy-preserving protocol for planarity testing
of distributed graphs, which is based on the Hanani-Tutte Theorem [20]. Our
protocol is based on the mediated model that was presented in [21]. In that
model, there exists an external mediator T to which the parties may export
some computations, but the mediator should not learn information on the private
inputs of the parties or the final output. We assume that all interacting parties
(P1, . . . , Pd and T ) are semi-honest. Namely, they follow the protocol correctly,
and do not form coalitions, but they try to extract from their view in the protocol
information on the private inputs of other parties. (All privacy-related studies
that we mentioned earlier also make similar assumptions.)

Due to page limitation and for the sake of clarity, we focus here on the case
d = 2. The extension to any d is deferred to the full journal version of this study.

The outline of this work is as follows. In Sect. 2 we provide the relevant back-
ground on planarity testing, while in Sect. 3 we describe the main cryptographic
toolkit that we use in our solution. We overview our solution and the two main
stages of which it consists in Sect. 4. The subsequent Sects. 5 and 6 include the
detailed description and analysis of each of the two stages in our solution. Finally,
we conclude in Sect. 7.

2 Planarity Testing Using the Hanani-Tutte Theorem

In this section we state the Hanani-Tutte Theorem and then use it in order
to translate the planarity question of a graph to the solvability of a system of
linear equations over F2. To that end, we introduce the following definitions and
notations:

– If e ∈ E we let a(e) and b(e) denote the two vertices that e connects.
– A drawing D of a graph G = (V,E) is an embedding of G in R2. Namely, it

is a mapping ϕ : V → R2 together with a representation of each edge e ∈ E
as a continuous simple curve that connects ϕ(a(e)) and ϕ(b(e)).
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– Two edges e, f ∈ E are called independent if {a(e), b(e)} ∩ {a(f), b(f)} = ∅.
– The set of all pairs of independent edges in E is denoted Eind

2 .
– For a given drawing D of G and {e, f} ∈ Eind

2 , parityD(e, f) is the parity of
the number of crossings between the curves representing e and f in D.

Theorem [Hanani-Tutte]. A graph G is planar iff it has a drawing D in which
parityD(e, f) = 0 for all {e, f} ∈ Eind

2 .

Let D be a drawing of G, e ∈ E, and v ∈ V \ {a(e), b(e)}. An (e, v)-move
consists of taking a small section of the curve that represents e in D and deform-
ing it in a narrow tunnel to make it pass over v, while not passing over any other
vertex. The effect of an (e, v)-move in a drawing D is that parityD(e, f) changes
for all edges f that are adjacent to v, but it remains unchanged for all other
edges f (see Fig. 2).

Fig. 2. An (e, v)-move. As a result, parityD(e, f) changes only for the four edges adja-
cent to v (from 0 to 1). For all other edges f , parityD(e, f) remains unchanged (0).

A remarkable corollary of this theorem is a planarity testing algorithm. It
starts with an arbitrary drawing D of the input graph G, preferably a drawing
in which parityD(e, f) can be computed efficiently for every pair of independent
edges in G. Then, the algorithm tries to find another drawing D′, by making
a series of (e, v) moves, in which parityD′(e, f) = 0 for all {e, f} ∈ Eind

2 . If it
succeeds, then the graph is planar, otherwise it is not (see [20, Lemma 3.3]).

The existence of D′ can be determined by considering the following system
of linear equations. Define for each e ∈ E and v ∈ V \ {a(e), b(e)} a Boolean
variable xe,v; that variable equals 1 iff the transition from D to D′ includes an
(e, v)-move. It follows that for any pair of independent edges {e, f} ∈ Eind

2 ,

parityD′(e, f) = parityD(e, f) + xe,a(f) + xe,b(f) + xf,a(e) + xf,b(e) in F2.

Hence, given the drawing D, there exists a drawing D′ in which
parityD′(e, f) = 0 for all {e, f} ∈ Eind

2 iff there exists a solution to the
following system of linear equations over F2:

parityD(e, f) + xe,a(f) + xe,b(f) + xf,a(e) + xf,b(e) = 0 {e, f} ∈ Eind
2 . (1)
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That is the Hanani-Tutte (HT hereinafter) system for the graph G = (V,E)
(with respect to the drawing D). It consists of |Eind

2 | equations (one for each
pair of independent edges) in |E| · (|V | − 2) unknowns (xe,v for all e ∈ E and
v ∈ V \ {a(e), b(e)}). The graph G is planar iff that system is solvable.

3 Cryptographic Toolkit

In this section we provide a birdseye view of the cryptographic primitives and
procedures that we shall be using later on.

3.1 Homomorphic Encryption

An encryption function F is called (additively) homomorphic if the domain
of plaintexts is a commutative additive group, the domain of ciphertexts is a
commutative multiplicative group, and for every two plaintexts, m1 and m2,
F(m1 + m2) = F(m1) · F(m2). When the encryption function is randomized
(in the sense that F(m) depends on m as well as on a random string) then
F is called probabilistic. Homomorphic encryption functions allow performing
arithmetic computations in the ciphertext domain. The property of being prob-
abilistic is essential for getting semantic security.

There are many well known ciphers that are probabilistic and additively
homomorphic. A basic example of such a cipher over F2, which we use in our
protocol, is the Goldwasser-Micali cipher [22].

3.2 Deciding the Solvability of an Encrypted Linear System

Nissim and Weinreb [23] presented a method for obliviously deciding whether
an encrypted system of linear equations is solvable or not. They considered a
setting that involves two parties – T and P . T holds an encrypted matrix F(M),
where M is a matrix of dimensions ka ×kb, and an encrypted vector F(b), where
b is a column vector of dimension ka. Both M and b are over the field F = F2,
while F is an additively homomorphic encryption over that field, for which P
holds the private decryption key. Their protocol is Monte Carlo in the sense that
its output may be wrong. Specifically, at the conclusion of the protocol T gets
F(β) for some bit β. If the system Mx = b is not solvable then β will always be
zero. Otherwise, if the system is solvable, then β = 1 with probability at least c
for some positive constant c. Hence, by performing several independent runs of
the protocol, it is possible to decide the solvability of the system with an error
probability sufficiently small.

4 Overview of the Proposed Planarity Testing Protocol

Our planarity testing protocol has two stages. The first one consists of a prelim-
inary check of the size of the unified edge set E. It is outlined in Sect. 4.1, and
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detailed in Sect. 5. The second stage includes the main protocol, in which the HT
system of equations for the unified graph is constructed obliviously, and then its
solvability is tested in a privacy-preserving manner. We provide a birdseye view
of that stage in Sect. 4.2, and dive into its details in Sect. 6.

4.1 Testing the Number of Edges in the Unified Graph

Let V = {v1, . . . , vn} denote the vertex set in the unified graph G = (V,E). A
well-known result (see e.g. [17]) states that G is planar only if

|E| = |E1 ∪ E2| ≤ 3n − 6. (2)

Hence, in the first stage, the three parties, P1, P2 and T , engage in a secure
protocol for checking whether inequality (2) holds or not. If it does not, they
know that the unified graph G is not planar. If it does hold, they proceed to the
second stage in the verification (Sect. 4.2).

Running this stage is optional. On one hand, it leaks to the interacting par-
ties information on |E| beyond the required output about the planarity of G
(specifically, whether inequality (2) holds or not). On the other hand, it may
enable the parties to detect non-planarity without running the costly compu-
tation of the second stage. Hence, if in the relevant application scenario the
information regarding whether inequality (2) holds or not is deemed benign, it
is recommended to run this stage.

4.2 A Privacy-Preserving Implementation of the Hanani-Tutte
Planarity Test

The three parties P1, P2 and T construct the HT system of linear equations,
Eq. (1), for the unified graph G. Towards that end, they begin by construct-
ing the system of linear equations for the complete graph on V , denoted KV

(i.e., KV is the graph on V that has all
(
n
2

)
edges):

xe,a(f) + xe,b(f) + xf,a(e) + xf,b(e) = parityD(e, f) {e, f} ∈ Kind
2 ; (3)

here, Kind
2 is the set of all pairs of independent edges in KV . The number of

equations in that system is

NKV
:= |Kind

2 | =
1
2

·
(

n

2

)

·
(

n − 2
2

)

. (4)

This step can be constructed publicly with no privacy risks, since the vertex set
V is known to all, and KV is the complete graph on V . The main effort is in
letting the mediator T extract from the large system in Eq. (3) the subset of
equations in Eq. (1). To protect the unified graph data from T , he will get only
an encrypted version of the subset of linear equations corresponding to G. The
last part of the protocol is dedicated to determining whether that system has a
solution or not. The main difficulty here lies in the fact that no party actually
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sees the relevant system of equations: only T holds that system, but he holds
an encryption of that system, where the corresponding decryption key is known
only to P1.

To allow this approach, we must start with some drawing of KV , which, in
turn, induces also a drawing of G. We consider the following embedding of V in
R2. If V = {v1, . . . , vn}, then vj is mapped into the point

vj 	→ ϕ(vj) := (cos(2πj/n), sin(2πj/n)), 1 ≤ j ≤ n. (5)

Namely, the vertices v1, . . . , vn are mapped to equi-distant points on the
unit circle, in a counter-clockwise order according to their index. The edge
ei,j = (vi, vj) is then represented by the straight line segment between ϕ(vi)
and ϕ(vj). Figure 3 illustrates that basic drawing for a graph over n = 6
vertices.

Fig. 3. Left: illustration of the embedding of n = 6 vertices, together with two con-
necting edges. Right: the corresponding drawing of KV and of G = (V, E) with
E = {e1,4, e1,5, e2,4, e2,6, e3,6, e5,6} (the six edges in E are marked by thicker lines).

Let us denote the above drawing of KV (and the corresponding drawing of G,
which is a sub-graph of KV ) by D. Consider now an arbitrary pair of independent
edges ei,j and ek,�; we may assume, without loss of generality, that i < j, k < �,
and i < k. Then it is easy to see that parityD(ei,j , ek,�) = 1 iff i < k < j < �.

The corresponding HT system (3) can be constructed publicly, by each of
P1, P2 and T , for this drawing D of the complete graph KV . As stated earlier,
the main problem will be to identify, among those NKV

equations, the |Eind
2 |

equations that relate to pairs of edges e and f that are both in E. Then, the
graph G = (V,E) is planar iff that sub-system of |Eind

2 | equations has a solution.
In Sect. 6 we provide the details of that computation.

5 First Stage: Testing the Size of the Unified Edge Set

Let V2 := {(vi, vj) : 1 ≤ i < j ≤ n} denote the set of all possible
(
n
2

)
edges in G.

Since E = E1 ∪ E2, we infer that Ec = Ec
1 ∩ Ec

2, where for any subset A ⊆ V2,
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Ac := V2 \ A denotes its complement within V2. Hence, by Eq. (2), the unified
graph G = (V,E) is planar only if

|Ec| = |Ec
1 ∩ Ec

2| ≥
(

n

2

)

− (3n − 6). (6)

In order to verify the latter inequality it is possible to invoke any of the
multitude of protocols for private set intersection. The first such protocol was
proposed in [24], and is based on the Diffie-Hellman protocol [25]. Protocol 1,
which we present below, is based on the private set intersection protocol of [24].

Protocol 1. Testing the size of the unified edge set
1: P1 and P2 select a large multiplicative group Z∗

p (p is prime) and a hash function
H whose range can be embedded in Z∗

p.
2: Ph selects a secret and random exponent 1 < αh < p − 1, h = 1, 2.
3: P1 sends to P2 a vector x1 of length

(
n
2

)
where, for each edge (vi, vj) ∈ Ec

1, i < j,
x1 includes an entry of the form H(i, j)α1 , while the remaining

(
n
2

) − |Ec
1| entries

are randomly selected from Z∗
p. The order of x1’s entries is random.

4: P2 sends to P1 a vector x2 of length
(

n
2

)
where, for each edge (vi, vj) ∈ Ec

2, i < j,
x2 includes an entry of the form H(i, j)α2 , while the remaining

(
n
2

) − |Ec
2| entries

are randomly selected from Z∗
p. The order of x2’s entries is random.

5: P1 sends to T the vector y2, where y2(i) = x2(i)
α1 , 1 ≤ i ≤ (

n
2

)
.

6: P2 sends to T the vector y1, where y1(i) = x1(i)
α2 , 1 ≤ i ≤ (

n
2

)
.

7: T compares the two received vectors and finds out the number z of matching entries
in them.

8: If z <
(

n
2

) − (3n − 6), T notifies P1 and P2 that the union graph is not planar.

As a result of Steps 1–6, which are self-explanatory, T receives two vectors,
y1 and y2, each of which is of length

(
n
2

)
. The vector yh, h = 1, 2, includes

the hash of all edges in Ec
h, raised to the exponent α1α2, while the remaining(

n
2

)−|Ec
h| entries are random elements in Z∗

p. The number z of matching entries
in those two vectors (Step 7) satisfies z ≥ |Ec|, while with very high probability
z = |Ec|. Indeed, if (vi, vj) ∈ Ec

1 ∩ Ec
2 then both vectors y1 and y2 will include

an entry that equals H(i, j)α1α2 ; hence, those two entries will be identified by
T in Step 7 as matching entries and, consequently, T will increment the counter
z by 1. However, we note that T may wrongly increment the counter z due to
random false matchings. False matchings can occur if there are collusions in H,
namely, if there exist two pairs (i, j) and (i′, j′) such that H(i, j) = H(i′, j′), or
if P1 and P2 selected in Steps 3 and 4 random entries ξ1 and ξ2, respectively,
so that ξα1

2 = ξα2
1 . By selecting a secure hash function with a sufficiently large

range, the probability of such false matchings is negligible.
The security of Protocol 1 follows from the hardness of the Discrete Log

problem. The protocol entails O(n2) hash function evaluations and exponentia-
tions (for P1 and P2) and O(n2 log n) comparisons for T . The protocol has only
two rounds of communication in which O(n2 log p) bits are transmitted.
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Protocol 1 reveals to T the size of E. If P1 and P2 wish to prevent T from
learning that information, they may modify Protocol 1 towards hiding that infor-
mation. They can choose an integer K > 0 and then select at random an integer
k ∈ [0,K]. Next, they will select 2K − k random and distinct elements from Z∗

p:
ai, 1 ≤ i ≤ k, and bh,i, 1 ≤ i ≤ K−k, h = 1, 2. Then, P1 will add to y2 additional
K entries, at random locations, with the values a1, . . . , ak, b1,i, . . . , b1,K−k, while
P2 will add to y1 additional K entries, at random locations, with the values
a1, . . . , ak, b2,i, . . . , b2,K−k. Given those modifications, T will recover in Step 7 a
value z that equals |Ec| + k (with high probability).

Hence, the inequality that needs to be verified now is whether z <
(
n
2

) −
(3n − 6) + k. In the latter inequality, T knows the left hand side (z) while P1

knows the right hand side, and the two parties need to verify the inequality
without disclosing to each other information on the compared values beyond
the information of whether the inequality holds or not. This is an instance of
the celebrated Yao’s millionaires’ problem [26]. By invoking any of the many
available protocols for solving that problem (e.g. [27]), the two parties may find
out securely whether |Ec| <

(
n
2

) − (3n − 6).
Such a modification of Protocol 1 prevents T from getting |E|. Higher values

of K will imply higher levels of obfuscation, but at the same time also higher
communication and computational costs. As implied by [28, Lemma 4], if K >(
n
2

)
then the probability of T not learning anything on |E| from z is exactly

1 − (
n
2

)
/(K + 1); in all other cases (namely, in probability

(
n
2

)
/(K + 1)), T will

learn either a lower or an upper bound on |E|.

6 Second Stage: Private Planarity Testing

Protocol 2 decides the planarity of the union graph G in a privacy-preserving
manner. It begins with P1 generating a key pair in a probabilistic additively
homomorphic cipher, F , over F2.

Next, the three parties execute a sub-protocol, called ConstructHTSys-
tem (Step 2). The purpose of that sub-protocol is to construct the HT system
for the union graph G, Eq. (1), in an oblivious manner. At the end of that sub-
protocol T will hold an (entry-wise) F-encryption of the coefficient matrix of
that system. (We note that T will actually get an “inflated” version of that
system, in the following sense: instead of an encryption of the HT system for
G, Eq. (1), he will hold an encryption of the larger HT system for the complete
graph KV , Eq. (3), where all equations that relate to pairs of edges that are not
in Eind

2 are zeroed.)
Then (Step 3), P1 and T execute a sub-protocol, called DecideSolvability,

which decides the solvability of the encrypted system that was constructed in
the previous step. T holds the encryption of the coefficient matrix and the right
hand side vector for that system, while P1 holds the relevant decryption key.
The sub-protocol DecideSolvability decides the solvability of the system in a
privacy-preserving manner, that is – without decrypting the system. The Boolean
flag that DecideSolvability returns indicates the solvability of the system. If
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it is true then the system is solvable and, consequently, the union graph G
is planar. Otherwise, if it is false, then, with high probability (which may be
tuned as desired), the system is not solvable and, hence, the union graph G is
not planar.

In the next sub-sections (Sects. 6.1 and 6.2) we discuss the implementation
of the two main steps in Protocol 2.

Protocol 2. Privacy preserving HT planarity testing
1: P1 generates a key pair in a probabilistic additively homomorphic cipher, F , over

F2. P1 notifies P2 and T of the public encryption key in F .
2: P1, P2 and T execute ConstructHTSystem. At its conclusion, T holds an F-

encryption of the HT system for the union graph, (re,f : {e, f} ∈ Kind
2 ).

3: P1 and T execute DecideSolvability(re,f : {e, f} ∈ Kind
2 ).

4: if DecideSolvability returns true then
5: Output “The union graph is planar”.
6: else
7: Output “The union graph is non-planar”.
8: end if

6.1 Constructing an F-Encryption of the HT System

Here we discuss the sub-protocol ConstructHTSystem, which is implemented
in Protocol 3. Before starting to do so, we take a look at the HT systems for G
and for the complete graph KV . The HT system for the complete graph KV , with
respect to the drawing D described in Sect. 4.2, is given in Eq. (3). All parties
can construct that system, since KV is a public graph. The HT system for G,
Eq. (1), which determines the planarity of G = (V,E), is a sub-system (subset of
equations) of (3). That sub-system includes only the equations relating to pairs
{e, f} ∈ Eind

2 ⊂ Kind
2 (namely, pairs of independent edges {e, f} where both e

and f are in E).
Let V2 := {ei,j = (vi, vj) : 1 ≤ i < j ≤ n} denote the edge set in the full graph

KV (consisting of all possible pairs of vertices from V ). The set Kind
2 consists of

all pairs of independent edges in KV . Its size is NKV
(Eq. (4)), and it consists

of all pairs of edges {e = (vi, vj), f = (vk, v�)} where all four indices i, j, k, � are
distinct (as the two edges are independent), and i < j, k < �, and i < k. Our
protocol, ConstructHTSystem, assumes that the set Kind

2 is ordered. We
assume hereinafter that it is ordered lexicographically by the 4-tuple (i, j, k, �).

For each edge e ∈ V2 and h ∈ {1, 2}, let αh
e be the Boolean variable denoting

whether e ∈ Eh or not. Then, e ∈ E iff α1
e ∨ α2

e = 1. Consequently, the equation
that corresponds to the pair of independent edges {e, f} ∈ Kind

2 appears in the
HT system for G, Eq. (1), iff

χe,f := (α1
e ∨ α2

e) ∧ (α1
f ∨ α2

f ) = 1. (7)
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In the first part of ConstructHTSystem (Steps 1–2), T gets the
F-encryption of χe,f for all {e, f} ∈ Kind

2 , where χe,f is the Boolean flag indi-
cating whether {e, f} ∈ Eind

2 (Eq. (7)), and F is the cipher that P1 selected in
Step 1 of Protocol 2. Towards that end, we observe that

χe,f := (α1
e ∨ α2

e) ∧ (α1
f ∨ α2

f ) = (α1
e + α2

e − α1
e · α2

e) · (α1
f + α2

f − α1
f · α2

f ). (8)

Hence, by opening the brackets on the right hand side of Eq. (8) and then apply-
ing F on both sides of that equation, we get, using the homomorphism of F and
simple algebra, that F(χe,f ) = A · B−1, where

A = αα2
f · βα2

e · γ1+α2
e·α2

f · F(α2
e · α2

f ), B = (α · β)α2
e·α2

f · γα2
e+α2

f , (9)

and
α := F(α1

e), β := F(α1
f ), γ := F(α1

e · α1
f ). (10)

In view of the above derivations, P1 sends to P2 the three values α, β, and γ,
for each of the NKV

pairs {e, f} ∈ Kind
2 , where the triplets (α, β, γ) are ordered

by the lexicographical order over Kind
2 (Step 1). P2 can then use Eq. (9) in order

to compute A and B, for each such pair. Note that all powers of α, β and γ in
Eq. (9) are determined by Boolean variables owned by P2, while F(α2

e ·α2
f ) can be

computed by P2 since he has the public encryption key of F . P2 then sends to T
a vector of length NKV

, in which each entry includes the value F(χe,f ) = A·B−1

for the relevant pair {e, f} ∈ Kind
2 (Step 2).

Protocol 3. ConstructHTSystem: Constructing an encryption of the HT
system
1: P1 sends to P2 the vector ((α, β, γ) : {e, f} ∈ Kind

2 ) (see Eq. (10)).
2: P2 sends to T the vector u := (F(χe,f ) : {e, f} ∈ Kind

2 ).
3: for all {e, f} ∈ Kind

2 , where e = ei,j , f = ek,�, i < j, k < � and i < k do
4: T allocates a vector re,f of dimension N + 1 where N :=

(
n
2

) · (n − 2).
5: T creates a bijection Φ : [N ] → {(g, v) : g ∈ V2, v ∈ V \ {a(g), b(g)}}.
6: for i ∈ [N ] do
7: (g, v) ← Φ(i).
8: if (g = e and v ∈ {a(f), b(f)}) or (g = f and v ∈ {a(e), b(e)}) then
9: re,f (i) ← F(χe,f )

10: else
11: re,f (i) ← F(0)
12: end if
13: end for
14: if i < k < j < � then
15: re,f (N + 1) ← F(χe,f )
16: else
17: re,f (N + 1) ← F(0)
18: end if
19: end for
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The goal of the main loop in Steps 3–19 is to let T construct an entry-wise
F-encryption of the HT system for G, Eq. (1). That system has |Eind

2 | equations
over |E| · (n−2) unknowns. It is a sub-system of the full system for KV , Eq. (3),
which has NKV

equations over N :=
(
n
2

)·(n−2) unknowns. The encrypted system
that T constructs in the loop in Steps 3–19 will be of the same dimensions as
the larger system for the full graph, but all rows in it that are not relevant for
G will be zeroed. T will remain oblivious to the rows in the full system that he
zeroes in this process. We proceed to explain how this is done.

Consider the augmented matrix that describes the HT system for KV , Eq. (3).
It has NKV

rows, one for each pair {e, f} ∈ Kind
2 . Each row, re,f , is a Boolean

vector of length N + 1, where N =
(
n
2

) · (n − 2), since it includes the coefficient
of each unknown variable (and there are N such variables, one for each coupling
of an edge and a non-adjacent vertex) plus the right hand side (parityD(e, f)).
In the linear equation corresponding to the pair {e, f}, the coefficients of all
variables are zero, except for four of those variables (see Eq. (3)). Hence, in
the inner loop in Steps 6–13, T goes over the first N entries of re,f ; in each
of the four entries that should equal 1, T places the value F(χe,f ) (those are
values that T got from P2 in Step 2), while in all the remaining ones he places
the value F(0) (those are encryptions that T can compute on his own since he
has the public encryption key of F). In the last position in re,f , corresponding
to the right hand side of the equation for the pair {e, f}, T places the value
F(χe,f ) in case the two edges intersect in the basic drawing D, while otherwise
he places the value F(0) (Steps 14–18). As a result, if χe,f = 0, T constructs an
encryption of the all-zero equation; but if χe,f = 1, T constructs an encryption
of the equation for the pair {e, f}, as in Eq. (3). In summary, T gets a system of
NKV

encrypted equations: |Eind
2 | of those equations are an F-encryption of the

system (1), while the remaining ones are F-encryptions of the trivial equation
(the equation in which all coefficients and right hand side are zero).

6.2 Determining the Solvability of an Encrypted Linear System

The sub-protocol DecideSolvability (Protocol 4) decides the solvability of a
system of NKV

linear equations over N =
(
n
2

) · (n − 2) unknowns. Let M denote
the NKV

× N matrix of coefficients of that system, and b denote the right hand
side vector (an NKV

-dimensional column vector). The two parties that run the
sub-protocol are P1 and T . P1 holds the decryption key in F (see Step 1 in
Protocol 2) – a probabilistic additively homomorphic cipher over F2; T , on the
other hand, holds F(M) and F(b). DecideSolvability determines whether
the system Mx = b has a solution or not. It does so in a privacy-preserving
manner, i.e., without revealing to neither of the two parties information on the
underlying matrix M and right hand side b.

To do so, the two parties execute the protocol due to Nissim and
Weinreb [23] that we outlined in Sect. 3.2, which enables them to obliviously
decide whether an encrypted system of linear equations is solvable or not.
We refer to this protocol below by the name SolvabilityLinearSystem.
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The output of Protocol SolvabilityLinearSystem is F(β), where β is a bit
that indicates the existence of a vector x for which Mx = b.

We recall that the basic protocol due to Nissim and Weinreb is a true-biased
Monte Carlo protocol. Namely, a true answer (i.e., the system is solvable) is
always correct, while a false answer may be wrong. We assume herein that the
procedure SolvabilityLinearSystem which is invoked in Step 1 of Protocol
4 executes the basic protocol due to Nissim and Weinreb a sufficient number of
times so that the probability of a false answer to be incorrect is reduced to below
some given desired threshold.

Sub-protocol 4. DecideSolvability

1: T and P1 run Protocol SolvabilityLinearSystem with inputs F(M) and F(b).
The output F(β) goes to T .

2: T sends to P1 the value F(β).
3: P1 decrypts and recovers β.
4: if β = 1 then
5: return true
6: else
7: return false
8: end if

6.3 Privacy Analysis

The potential leakages of information to any party is due to messages that he
receives from other parties. We proceed to discuss the security of each of the
steps in Protocol 2 that involves exchange of messages.

In Step 1 of Protocol 3 (which is invoked by Protocol 2), P2 receives from P1

information relating to E1. Specifically, for each pair of independent edges in KV ,
P2 receives the values α := F(α1

e), β := F(α1
f ), and γ := F(α1

e · α1
f ). However,

as that information is encrypted by F , P2 cannot extract information on E1,
assuming that the chosen cipher F is semantically secure (as is the case with
the Goldwasser-Micali cipher [22] which we propose to utilize here). Similarly
for Step 2 of Protocol 3 in which T receives information on E; as it is encrypted
by F , it is protected from T .

Finally, the security of Protocol 4 follows from the security of Solvability-
LinearSystem that was established in [23].

6.4 Computational and Communication Costs

We begin by assessing the computational and communication costs of the first
two steps in Protocol 3. The computational cost of Protocol 3 for P1 is 2

(
n
2

)

encryptions (for computing α and β for all edges in KV ), and, in addition, NKV

(Eq. (4)) encryptions, for computing γ for all pairs of edges in Kind
2 (Step 1).

The computational cost of Protocol 3 for P2 is dominated by the need to perform
NKV

encryptions (F(α2
e · α2

f )) in order to compute A for all pairs of edges in
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Kind
2 . The remaining operations for computing A and B (see Eq. (9)) in Step 2

are only multiplications (note that all exponents in Eq. (9) are 0, 1, or 2). The
communication cost of Steps 1–2 in Protocol 3 is O(NKV

) bits.
The computational costs for T due to Protocol 3 are negligible, as it has to

perform no new encryptions, other than computing F(0) once. We note that the
value F(0) appears in many entries in the encrypted HT linear system of equa-
tions. However, the procedure SolvabilityLinearSystem, which is executed
in the next stage, is designed so that there is no need for T to generate here
independent encryptions F(0) for each such entry.

The main computational bottleneck is Protocol 4. Indeed, as the underlying
matrix has ka = NKV

= O(n4) rows and kb =
(
n
2

) · (n−2) = O(n3) columns, the
computational cost of running an oblivious Gaussian elimination on it is of order
O(ka · k2

b ) = O(n10). Such a computational cost severely limits the applicability
of our protocol to very small graphs.

The main problem with Protocol 2 is that it runs the oblivious Gaussian
elimination over an encrypted matrix that has NKV

rows. We recall that the
actual system, Eq. (1), has only |Eind

2 | equations. Since |E| ≤ 3n − 6, as verified
in the first stage, then |Eind

2 | = O(n2). Hence, one goal is to reduce the number
of rows in the encrypted HT system from NKV

= O(n4) to the exact number of
relevant equations |Eind

2 | = O(n2). Moreover, the number of columns in Eq. (1)
is |E| · (n − 2) ≤ (3n − 6) · (n − 2) = O(n2). Hence, another goal is to reduce
the number of columns (unknowns) from O(n3) to O(n2). If we achieve both
goals then the cost of the oblivious Gaussian elimination would reduce to O(n6).
While this time complexity still limits the scalability of the protocol, it allows
its execution on graphs with several hundreds of vertices. Such time complexity
renders our protocol viable for application settings such as the two motivating
examples that were considered in the introduction (IC design and road networks).

6.5 Reducing the Size of the HT System

In the master thesis [29] on which this study is based, we present a variant of
Protocol 2 that achieves the above mentioned goals of reducing the number of
rows and number of columns in the HT system. Due to space limitations, we only
outline the main ideas of that variant herein, and leave the detailed description
and analysis to the full version of this study.

The main difference from Protocol 2 is that P1 generates the encryption of
the HT system for the full graph KV , Eq. (3), and sends it to T . Then, T extracts
from that large system the sub-system for G, Eq. (1). Specifically, P1 performs
a similar computation to the one that T does in Steps 3–19 of Protocol 3, where
the only difference is that in Steps 9 and 15 P1 inserts the value F(1) (and
not F(χe,f ) as done in Protocol 3) in the relevant entries. Before sending the
encrypted matrix to T , P1 applies on its rows and columns random permutations,
which are selected jointly by P1 and P2 and are kept secret from T .

Recall that the matrix has ka = NKV
= O(n4) rows and kb+1 =

(
n
2

)·(n−2)+
1 = O(n3) columns. By examining the structure of the matrix, see Eq. (3), each
of the ka rows has either four or five 1-entries, while the remaining entries are 0.
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Hence, in the encrypted matrix that P1 sends to T , there will be O(n4) entries
that equal F(1) and O(n7) entries that equal F(0). P1 cannot re-use encryptions,
since it is necessary to prevent T from distinguishing between 0 and 1 entries. It
is possible to generate those O(n7) encrypted entries by performing only O(n3.5)
encryptions and relying on the homomorphic property of F (which implies that
F(0) · F(0) = F(0) and F(0) · F(1) = F(1)).

In order to enable T to detect which rows in the encrypted matrix need to
be discarded (since they relate to pairs of edges in Kind

2 \ Eind
2 ), T generates a

key pair in a probabilistic additively homomorphic cipher, E , over F2. Then, P1

and P2 perform the computation in Steps 1–2 of Protocol 3 with E instead of
F . Hence, P2 sends to T the vector u := (E(χe,f ) : {e, f} ∈ Kind

2 ), where the
entries are permuted in accord to the selected order of rows in the encrypted
matrix that P1 had sent earlier to T . Subsequently, T computes v := E−1(u)
and then he removes from the matrix all rows that correspond to 0-entries in
v. A similar procedure can be used to enable T to remove columns that are
irrelevant for the HT system for G. After performing those two reductions, T
gets an encryption of the system in Eq. (1). That is the system on which the
procedure DecideSolvability is applied.

Such a variant of Protocol 2 has a computational cost of O(n6). It has larger
communication costs than Protocol 2, as P1 needs to transfer to T O(n7) bits.
In addition, it enables T to infer |E| (as the final number of columns equals
|E| · (n − 2)). If the latter value is deemed sensitive, P1 and P2 can obfuscate
it by sending to T information that will result in keeping unnecessary columns,
i.e., columns relating to variables xe,v where e /∈ E. Such course of action will
increase the computational cost, but will prevent T from inferring |E|.

7 Conclusions

We introduced the problem of privacy-preserving planarity testing of distributed
graphs. We presented a protocol that solves this problem. Our protocol, based on
the Hanani–Tutte Theorem, protects the private edge sets of each of the parties,
under the assumption that the parties are semi-honest and do not collude.

In the full version of this study [29] we present an extension of our protocol to
any number of parties; we present in detail and analyze the more efficient variant
of Protocol 2, which we outlined in Sect. 6.5; and we show how our protocol can
be used in order to reduce the complexity of various privacy-preserving graph
computations, such as testing 3-colorability or testing outer-planarity.

This study raises the following problems for future research:

(a) Improving scalability, either by devising more efficient ways to test the solv-
ability of the HT system, or by designing a privacy-preserving version of
another planarity testing algorithm.
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(b) Devising privacy-preserving protocols for solving graph problems, which are
known to have an efficient solution in cases where the underlying graph
is planar, e.g. the sub-graph isomorphism problem, or the maximal clique
problem.

(c) Enhancing the resiliency of the protocol to coalitions, and to stronger adver-
sarial models (i.e., malicious parties).

References

1. Eppstein, D.: Subgraph isomorphism in planar graphs and related problems. J.
Graph Algorithms Appl. 3(3), 1–27 (1999)

2. Papadimitriou, C.H., Yannakakis, M.: The clique problem for planar graphs. Inf.
Process. Lett. 13(4/5), 131–133 (1981)

3. Hadlock, F.: Finding a maximum cut of a planar graph in polynomial time. SIAM
J. Comput. 4(3), 221–225 (1975)

4. Kantarcioglu, M., Clifton, C.: Privacy-preserving distributed mining of association
rules on horizontally partitioned data. IEEE Trans. Knowl. Data Eng. 16, 1026–
1037 (2004)

5. Tassa, T.: Secure mining of association rules in horizontally distributed databases.
Trans. Knowl. Data Eng. 26, 970–983 (2014)

6. Jiang, W., Clifton, C.: A secure distributed framework for achieving k-anonymity.
VLDB J. 15, 316–333 (2006)

7. Tassa, T., Gudes, E.: Secure distributed computation of anonymized views of
shared databases. Trans. Database Syst. 37 (2012). Article 11

8. Tassa, T., Cohen, D.: Anonymization of centralized and distributed social networks
by sequential clustering. Trans. Knowl. Data Eng. 25, 311–324 (2013)

9. Jeckmans, A., Tang, Q., Hartel, P.: Privacy-preserving collaborative filtering based
on horizontally partitioned dataset. In: CTS, pp. 439–446 (2012)

10. Shmueli, E., Tassa, T.: Secure multi-party protocols for item-based collaborative
filtering. In: RecSys, pp. 89–97 (2017)
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Abstract. Ubiquitous surveillance cameras and personal devices have
given rise to the vast generation of image data. While sharing the image
data can benefit various applications, including intelligent transportation
systems and social science research, those images may capture sensitive
individual information, such as license plates, identities, etc. Existing
image privacy preservation techniques adopt deterministic obfuscation,
e.g., pixelization, which can lead to re-identification with well-trained
neural networks. In this study, we propose sharing pixelized images with
rigorous privacy guarantees. We extend the standard differential privacy
notion to image data, which protects individuals, objects, or their fea-
tures. Empirical evaluation with real-world datasets demonstrates the
utility and efficiency of our method; despite its simplicity, our method is
shown to effectively reduce the success rate of re-identification attacks.

Keywords: Image privacy · Differential privacy

1 Introduction

There is a massive amount of image data captured by personal and commer-
cial cameras nowadays. Every second 835 photos are uploaded on Instagram [1].
Over 18,000 traffic cameras spanning more than 200 cities in US are reported on
TrafficLand [2]. Sharing image data widely would benefit various research com-
munities. For instance, traffic images can be shared with third-party researchers
to study vehicle behaviors toward intelligent transportation systems [3]; images
uploaded on social media can be utilized by computer vision researchers to test
their algorithms for social relation recognition [4] and early screening of mental
illnesses [5]. However, publishing the aforementioned image data would raise pri-
vacy concerns. In fact, traffic cameras can capture the vehicle license plate; and
personal images may capture objects or text that may indicate religious belief,
health, habits, and location [6].

A number of studies proposed cryptography-based solutions for image shar-
ing [7,8], retrieval [9,10], and feature extraction [11,12] using untrusted ser-
vice providers. While those solutions secure the image data with encryption,
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they exhibit a few drawbacks which make them inapplicable in our setting.
Firstly, crypto-based image sharing explicitly trusts the data recipients, i.e.,
does not account for malicious recipients, and usually requires a secure channel
to exchange secrets/keys. It can be challenging in both efficiency and security
for sharing data with a wide range of recipients. Secondly, the features computed
by the untrusted server also need to be protected, such as shape positions and
scale-invariant feature transform (SIFT), as those features often disclose sensi-
tive information. Existing studies resort to more expensive cryptographic tools,
such as homomorphic encryption and garbled circuit [11], or multiple indepen-
dent servers [12], which potentially limit the feasibility of extracting complex
features and enabling time-critical applications.

The sanitization of private content in image data has been studied in com-
puter vision. Standard image obfuscation techniques, such as pixelization and
blurring, are used by most privacy enhancing approaches to obscure the regions-
of-interest (ROIs), including faces and texts. However, recent studies have shown
that pixelization [13], blurring [13], and the P3 system [7] are not effective in pri-
vacy preservation. Given sufficient training data and the obfuscation technique,
various models can be built to associate the obfuscated images to the ground
truth, which can be used to decode redacted documents [13], and to re-identify
faces and handwritten digits [14]. Therefore, we are in need of image obfuscation
methods that can provide rigorous privacy guarantees.

The goal of this study is to ensure a rigorous privacy notion, differential pri-
vacy [15], for image data sharing. By definition, the adversary cannot effectively
distinguish between secrets by observing the output of a differentially private
mechanism, thus privacy is protected. To our best knowledge, our study is the
first attempt of providing differential privacy guarantees for multimedia data
publication. The specific contributions of the paper are as follows:

(1) To extend the standard differential privacy notion to image data, we propose
the m-neighborhood notion, which allows for the protection of any sensitive
information represented by up to m pixels.

(2) Given the high sensitivity of direct image publication, we propose a
pixelization-based method with grid cells of b× b pixels, to achieve a utility-
privacy trade off. We show that it provides differential privacy guarantees.

(3) We empirically evaluate the utility and efficiency of the differentially private
pixelization with real-world image datasets with different resolutions. Two
utility metrics are adopted to measure the absolute error and the perceptual
quality, respectively. We show that our private method can yield similar
output to the non-private pixelization.

(4) We simulate the re-identification attacks via deep learning and the results
show that the differentially private pixelization significantly reduces the re-
identification risk, even with low privacy requirements, i.e., ε ≥ 0.1 and
m = 16.
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The rest of the paper is organized as follows: Sect. 2 reviews recent and
related literature; Sects. 3 and 4 provide the preliminaries and technical details
of the differentially private pixelization; Sect. 5 presents the empirical evaluation;
Sect. 6 concludes the paper and states future directions.

2 Related Work

Image Privacy Classification. Several studies (e.g., [6,16,17]) utilized image con-
tent features to predict the privacy settings for image sharing on online social
networks (OSN). In particular, those studies explored classification models to
predict whether an image is private or public: private images or ROIs should
not be shared publicly or with OSN providers so as to stop the flow of informa-
tion. While those studies show promise to understand the sensitivity of image
data, the selected features often lack interpretability, e.g., after PCA projection
or deep neural network features. Moreover, the classification models may not be
perfectly accurate and images classified as private will not be shared with the
public, preventing further utilization.

Image Obfuscation. Two popular image obfuscation techniques are pixelization
(also referred to as mosaicing) and blurring. Pixelization [13] can be achieved
by superposing a rectangular grid over the original image and averaging the
color values of the pixels within each grid cell. On the other hand, blurring,
i.e., Gaussian blur, removes details from an image by convolving the 2D Gaus-
sian distribution function with the image. YouTube provides its own face blur
implementation [18] for video uploads. McPherson et al. [14] studied pixeliza-
tion and YouTube face blur and concluded the obfuscated images using those
methods can be re-identified. In addition, a secure image sharing method named
P3 [7] was also studied in [14] which encrypts the significant Discrete Cosine
Transform (DCT) coefficients of the image. As YouTube face blur and P3 are
not available/applicable in our study, we will focus on the pixelization technique
and design a quantifiable privacy model for obfuscating image data.

Differential Privacy. Differential privacy [15] has become the state-of-the-art pri-
vacy paradigm for sanitizing statistical databases. While it provides rigorous pri-
vacy guarantees for each individual data record in the database, it is challenging
to apply the standard differential privacy notion to non-aggregated data. Several
variants of the privacy notion have been proposed. For instance, event-level pri-
vacy [19] aims to protect the presence of individual events in one person’s data
when releasing aggregated data. Local privacy [20] enables answering aggregate
queries without a trusted data curator. Geo-indistinguishability [21] was pro-
posed to release anonymized locations in a trajectory by sampling according to
geo-distance in a randomized fashion. Although briefly mentioned in [22], there
have not been any studies on ensuring differential privacy for image data. The
goal of our work is to study the feasibility of differential privacy in image data
sanitization by proposing an extended privacy model and an efficient mechanism
to achieve it.
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3 Preliminaries

Setting. We consider the problem setting where a data owner wishes to share
one or more images with a wide range of untrusted recipients, e.g., researchers
or the greater public. The data owner must sanitize the image data prior to its
publication, in order to protect the privacy of individuals or objects captured in
the images.

Image Data. In the paper we focus on grayscale images: an input image I is
regarded as an M × N matrix with integer values between 0 and 255 (0 is
black and 255 is white). I(x, y) denotes the “pixel” value at position (x, y) in
the matrix. We note that the proposed privacy model and algorithm can be
extended to RGB (red-green-blue) and HSV (hue-saturation-value) representa-
tions by considering each channel separately. We assume the sensitivity of each
image is independent of other images to sanitize. Therefore we defer the exten-
sion of our study to inter-dependent images, such as a sequence of video frames,
to future work in Sect. 6.

Pixelization. The pixelization technique renders the source image using larger
blocks. It is achieved by partitioning the image using a two-dimensional grid, and
the average pixel value is released for each grid cell. Similar to [13], we adopt a
“square” grid where the pixel width is equal to the pixel height in the grid cells,
i.e., each grid cell contains b× b pixels. In general, a smaller b value yields better
approximation and visual quality, as is shown in Fig. 1.

(a) Image (b) b = 4 (c) b = 8 (d) b = 16

Fig. 1. A sample AT&T [23] image and its pixelization with different b values

Standard Differential Privacy. The widely adopted Differential Privacy [15] def-
inition operates in statistical databases.

Definition 1 [ε-Differential Privacy]. A randomized mechanism A gives ε-
differential privacy if for any neighboring databases D1 and D2 differing on
at most one record, and for any possible output ˜D ∈ Range(A),

Pr[A(D1) = ˜D] ≤ eε × Pr[A(D2) = ˜D] (1)

where the probability is taken over the randomness of A.
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The parameter ε specifies the degree of privacy offered by A, i.e., a smaller ε
implies stronger privacy and vice versa. It has been shown [15] that ε-differential
privacy can be achieved with the Laplace mechanism, by adding i.i.d. noise Ñ
to a function f , i.e., f̃(D) = f(D) + Ñ . Specifically, Ñ is drawn from a Laplace
distribution with 0 mean and Δf

ε scale, and Δf denotes the global sensitivity [15],
which captures the maximum difference of f between any neighboring databases.
In this study, we extend the above definition to images, e.g., I1 and I2, and define
neighboring images in the next section.

4 Differentially Private Pixelization

In this section we first propose the notion of neighborhood for image data, and
then describe an effective privacy-preserving image publication algorithm.

Privacy Model. The concept of “neighboring images” is the key to the differ-
ential privacy notion, which should clearly define the private content under the
protection of differential privacy. In this paper, we propose the following notion
of image neighborhood.

Definition 2. [ m-Neighborhood] Two images I1 and I2 are neighboring images
if they have the same dimension and they differ by at most m pixels.

Allowing up to m pixels to differ enables us to protect the presence or absence
of any object, text, or person, represented by those pixels in an image. For
instance, each red rectangle in Fig. 2a illustrates sensitive information which can
be represented by ∼360 pixels, such as a pedestrian, a van, an object on grass,
and a signage. One example neighboring image is shown in Fig. 2b, differing only
at the left-most pedestrian. By differential privacy, an adversary cannot distin-
guish between any pair of neighboring images by observing the output image.
The privacy of the pedestrian, and any other sensitive information represented
by at most m pixels, can thus be protected. The m-Neighborhood notion can
also be applied to protect features of an object or person. For instance, the rect-
angle in Fig. 2c contains ∼120 pixels and encloses the area of the eyes which is
reportedly the optimal feature for a range of face recognition tasks [24].

When adopting the above definition, the data owner can choose an appropri-
ate m value in order to customize the level of privacy protection, i.e., achieving
indistinguishability in a smaller or larger range of neighboring images. We assume
that removing those pixels is sufficient to protect the privacy of the underlying
information, by definition of differential privacy [15].

Another advantage of our proposed privacy model is that it does not require
annotated or detected sensitive regions-of-interest (ROIs). But rather, we sani-
tize the given image1 to protect any ROIs of size m. A straight-forward appli-
cation of differential privacy is to apply Laplace perturbation to each pixel.

1 The given image could be an entire image as in Fig. 2a, or part of an image, e.g.,
only face as in Fig. 2c.
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(a) PETS [25] (b) Example neighbor image (c) AT&T [23]

Fig. 2. Sample images and an example neighboring image (Color figure online)

As up to m pixels can change and each pixel can change by at most 255, the
global sensitivity of direct image perturbation is very high, i.e., ΔI = 255m,
leading to high perturbation noise. Therefore, we propose differentially private
pixelization, which achieves differential privacy while reducing the amount of
perturbation noise added to the image.

Differentially Private Pixelization (Pix). In a nutshell, our algorithm first per-
forms pixelization on an input image, and applies Laplace perturbation to the
pixelized image. Specifically, let ck denote the k-th grid cell over an M × N
image. As shown in Fig. 3, there are �M

b ��N
b � cells in total. Let K = �M

b ��N
b �.

The pixelization of an image I can be denoted as a vector of length K, i.e.,

Pb(I) = { 1
b2

∑

(x,y)∈c1

I(x, y),
1
b2

∑

(x,y)∈c2

I(x, y), . . . ,
1
b2

∑

(x,y)∈cK

I(x, y)}.

Fig. 3. b × b grid cells over
an M × N matrix

The global sensitivity of Pb is thus ΔPb =
maxI1,I2 |Pb(I1) − Pb(I2)| = 255m

b2 , as the difference
between any two pixels is at most 255 and up to m
pixels can differ between any neighboring images I1
and I2.

Let ˜N = { ˜N1, ˜N2, . . . , ˜NK} and each ˜Nk (k ∈
{1, . . . , K}) is randomly drawn from a Laplace dis-
tribution with mean 0 and scale 255m

b2ε . The following
theorem states the privacy guarantee of the ˜Pb algo-
rithm, where ˜Pb(I) = Pb(I) + ˜N , ∀I.

Theorem 1. Algorithm ˜Pb satisfies ε-differential privacy.

Proof. Since the ΔPb = 255m
b2 , by definition [15] applying the Laplace mechanism

to Pb achieves differential privacy.

Note that each pixel in ˜Pb(I) is truncated to the range of [0, 255]. This post-
processing of ˜Pb does not affect its privacy guarantee.
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5 Experiments

Below we present the empirical evaluation of differentially private pixelization.

Datasets: We considered the Multiple Object Tracking Benchmark [25], which
contains video frame sequences widely used in the MOT community. Among
those, two datasets adopted in this study are: PETS dataset, i.e., PETS09-S2L1,
showing walking pedestrians on a university campus with 795 images and 768 ×
576 resolution; and Venice dataset, i.e., Venice-2, showing walking pedestrians
around a large square with 600 images and 1920×1080 resolution. Both datasets
were converted to grayscale. In addition, we adopted two datasets used in the re-
identification attacks via deep learning [14]: AT&T [23] database of faces which
contains 400 grayscale images of 40 individuals with 92 × 112 resolution; and
MNIST [26] which contains 60, 000 grayscale images of handwritten digits with
28 × 28 resolution.

Setup: We prototyped our method in Python, running on 2.3 GHz i5 Intel Core
with 16 GB memory. The parameters take default values in Table 1, unless speci-
fied otherwise. The utility of our method can be measured by the standard Mean
Square Error (MSE), which is defined between the input image and the sani-
tized image. We also adopted a widely used perceptual quality measure named
Structural Similarity (SSIM) [27], which considers the perceived similarity in
structural information in addition to luminance and contrast. One example of
SSIM’s advantage over MSE, is that an image derived by subtracting a certain
value from every pixel in the input image would exhibit high structural similar-
ity to the input at a significant absolute error. Due to this consideration, both
utility measures were evaluated. In each experiment, we reported the average
result among all the images in each dataset.

Table 1. Default parameter setting

Parameter Description Default value

ε Privacy parameter 0.5

m Number of different pixels allowed 16

b Grid cell length 16

5.1 Impact of b

We first varied the grid cell length b to empirically evaluate its impact on the
utility of the sanitized image. Note that in addition to our differential private
method Pix, we included the non-private pixelization method, i.e., Pix np, which
is parameterized with the same b value, as a reference for utility. Figures 5
and 6 present the utility results measured by MSE and SSIM, respectively.



Differentially Private Pixelization 155

(a) Pix (b) Pix np

Fig. 4. Pixelization output -
AT&T - b = 16, m = 16, ε = 0.5

As can be seen, by increasing b, the non-private
baseline yields a higher MSE and a lower SSIM
in each dataset, as a result of the coarser approx-
imation by pixelization. SSIM drops significantly
from b = 2 to b = 6. On the other hand, our
private method generates higher utility images
when b increases, approaching the utility of the
non-private baseline. This is due to a lower
Laplace perturbation error, the magnitude of
which is governed by 255m

b2 . As shown in Fig. 4,
our private method outputs an image closely
resembles the non-private pixelization, except for a few grid cells. Note that
in Fig. 5d Pix shows an increasing trend in MSE for 2 ≤ b ≤ 12. The reason is
that MNIST depicts white (255) digits on a black (0) background, and when b
is small the large Laplace noise does not significantly affect those extreme pixel
values.

(a) PETS (b) Venice (c) AT&T (d) MNIST

Fig. 5. MSE vs. varying b

(a) PETS (b) Venice (c) AT&T (d) MNIST

Fig. 6. SSIM vs. varying b

5.2 Impact of m

In the following experiment, we varied m, the number of pixels allowed to change
between any pair of neighboring images, characterizing the indistinguishability
requirements of the differentially private method. Intuitively, a larger m value
ensures indistinguishability on a wider range of images, hence stronger privacy.
The utility results are depicted in Figs. 7 and 8. Note that the non-private method
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Pix np should not be affected by the variation of m values. As m increases, the
utility of our private method Pix drops, as the Laplace perturbation noise is
larger. This shows the tradeoff between utility and privacy. For the MNIST
dataset, we observe a lower MSE when m > 32 in Fig. 7d. The increased Laplace
perturbation noise “helped” with sharing images are composed of black and
white pixels. However, the increased privacy requirement has a clearer manifest
on the perceptual quality, i.e., a steady decreasing trend in Fig. 10d, as SSIM
captures the image structural information in addition to pixel values.

To further illustrate the utility of the differentially private pixelization, sam-
ple images generated under the default parameter setting are provided in Table 4.
As can be seen, for images of larger size, e.g., the PETS and Venice datasets,
setting b = 16 and m = 16 would allow the viewer to recognize the street scene
and the number of pedestrians in the sanitized images. For smaller sized images,
e.g., the AT&T and MNIST datasets, the pixelization grid size b = 16 yields a
very coarse approximation, and with m = 16 the private perturbation mecha-
nism inflicts a higher visual quality loss, due to smaller image sizes. Therefore, m
can be adjusted by the user of our private method depending on the input image
size and the privacy requirement. However, we note that when any obfuscation
is applied to faces and digits, the goal is usually to reduce the identifiability of
the resulting image; the example AT&T and MNIST images show promising
visual results of our method.

(a) PETS (b) Venice (c) AT&T (d) MNIST

Fig. 7. MSE vs. varying m

(a) PETS (b) Venice (c) AT&T (d) MNIST

Fig. 8. SSIM vs. varying m
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5.3 Impact of ε

We also studied the impact on utility by varying the privacy parameter ε. Intu-
itively, lower ε value ensures stronger privacy, and yields lower utility. As can
be seen in Figs. 9 and 10, our private method Pix shows a lower MSE and a
higher SSIM when increasing ε. An expected exception is observed for MNIST
dataset in Fig. 9d, where smaller ε values, e.g., 0.1, can benefit sharing extreme
pixel values. Again, the SSIM measure is shown to be more robust than MSE,
exhibiting a consistently increasing trend when ε increases in Fig. 10d.

5.4 Runtime

Another important performance index is the efficiency of the proposed method.
To this end, we summarized the average runtime to process one image in each
dataset in Table 2. As can be seen, our private method is very efficient, taking
only 66 ms to sanitize a 1920× 1080 image. In every dataset, the process time
per pixel is around 10−5 ms.

(a) PETS (b) Venice (c) AT&T (d) MNIST

Fig. 9. MSE vs. varying ε

(a) PETS (b) Venice (c) AT&T (d) MNIST

Fig. 10. SSIM vs. varying ε

5.5 Mitigation of CNN Attacks

While differential privacy provides a rigorous indistinguishability guarantee, we
conducted a study similar to [14] in order to understand whether the differen-
tially private pixelization can mitigate intelligent re-identification attacks. For
this study, we partitioned the 10 images for each individual in the AT&T dataset
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(40 individuals in total) by randomly selecting 8 images for training and using
the remaining 2 for testing, as in [14]. The MNIST dataset is pre-partitioned
with 50, 000 for training and 10, 000 for testing. Assume the adversary has access
to the training set obfuscated by a given method, as well as the label of each
training image, i.e., individual identity (1–40) and digits (0–9). The goal of the
re-identification attack is to breach the privacy of the testing set, i.e., predicting
the label for each testing image produced by the same obfuscation method. In
this study, we compared our differentially private pixelization with a random
guessing baseline and the non-private pixelization method, i.e., mosaicing. Ran-
dom guessing method predicts the label of a testing image by randomly picking
a label, without considering the training set. Our method was applied with the
default parameter values, i.e., b = 16 and m = 16, when varying ε. We generated
the training set and testing set for each ε value.

A convolutional neural network (CNN) was trained for each dataset with
the suggested architecture [14]. We reported the classification results2 of our
differentially private method in Table 3. The results for “Mosaicing” were taken
from the original study [14]. As can be seen, with the same grid cell length
b = 16, our differentially private method significantly reduces the attack success
rate compared to the non-private method. For the AT&T dataset, recall that
with ε = 0.5 the differentially private pixelization yields similar output to that
of the non-private method as illustrated in Fig. 4. But the re-identification risk
is lowered by more than 52%, from 96.25% to 43.75%, thanks to the randomized
mechanism. As for the MNIST dataset, our private method also significantly
reduces the success rate of the attack. Dominated by black and white pixels and
at a lower resolution, the re-identification risk of MNIST images is less sensitive
to the privacy parameter ε. It is worth mentioning that when ε = 0.1, our private
method is very hard to breach, and the risk is close to that of random guessing.

Table 2. Runtime of differentially private pixelization

Dataset Dimension Time per image (in ms)

PETS 768× 576 11.95

Venice 1920× 1080 66.14

AT&T 92× 112 0.32

MNIST 28× 28 0.05

Table 3. Accuracy (in %) of CNN re-identification attacks

Dataset Random guess Mosaicing [14] DP Pixelization (b = 16)

– 16× 16 ε = 0.1 0.3 0.5 1

AT&T Top 1 2.50 96.25 3.75 18.75 43.75 77.50

MNIST Top 1 10.00 52.13 16.41 20.41 21.51 22.95

2 Top 1: the label predicted most likely was evaluated.
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Table 4. First row lists sample images in each dataset and second row is the corre-
sponding differentially private pixelization, under the default parameter setting. Note
that when obfuscation is applied to faces in AT&T and digits in MNIST, the desired
outcome is to reduce identifiability.

PETS (768 x 576):

Venice (1920 x 1080):

AT&T (92 x 112):

MNIST (28 x 28):
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6 Conclusion and Discussion

We have presented a private image pixelization method, which was the first
attempt at extending differential privacy to image data publication. We proposed
the m-neighborhood notion to define the indistinguishability requirement, i.e.,
roughly the same output for any images differing at up to m pixels. Given the
high sensitivity of direct image perturbation, pixelization with grid cells of b × b
pixels was adopted to achieve a utility-privacy trade off. We empirically evaluated
the utility and efficiency of differentially private pixelization with multiple real-
world image datasets, and showed that our private method can yield similar
output to that of the non-private pixelization. In addition, an intelligent re-
identification attack was simulated and the results showed that differentially
private pixelization significantly reduces the attack success even at low privacy
requirements, i.e., ε ≥ 0.1 and m = 16. Therefore, we concluded that our method
is simple yet powerful.

As a new research endeavor, a number of directions can be explored for future
work: (1) the design of post-processing techniques to further improve the utility
of the differentially private method, e.g., removing sharp differences; (2) the
study of application-specific utility such as crowd and vehicle counting; (3) the
evaluation of human users on the perceived privacy and utility; (4) the extension
to correlated images, e.g., video frame sequences.
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Abstract. Data integrity in cloud databases is a topic that has received
a much of attention from the research community. However, existing solu-
tions mainly focus on the cloud providers that store data in relational
databases, whereas nowadays many cloud providers store data in non-
relational databases as well. In this paper, we focus on the particular
family of non-relational databases—column-oriented stores, and present
a protocol that will allow cloud users to verify the integrity of their data
that resides on cloud databases of this type. We like our solution to
be easily integrated with the existing real-world systems and therefore
assume that we cannot modify the cloud; our protocol is implemented
solely on the client side. We have implemented a prototype of our solu-
tion, that uses Cloud BigTable as a cloud database, and have evaluated
its performance and correctness.

Keywords: Data integrity · Database outsourcing · NoSQL

1 Introduction

For a long time, relational database management systems (RDBMS) have been
the only solution for persistent data storage. However, with the phenome-
nal growth of data, this conventional way of storing has become problematic.
To manage the exponentially growing data volumes, the largest information
technology companies, such as Google and Amazon, have developed alternative
solutions that store data in what have become to be known as NoSQL databases
[1,2]. Some of the NoSQL features are flexible schema, horizontal scaling, and
relaxed consistency. Rather than store data in heavily structured tables, NoSQL
systems prefer simpler data schema such as key-value pairs or collections of doc-
uments. They store and replicate data in distributed systems, commonly across
datacenters, thereby achieving scalability and high availability. NoSQL databases
are usually classified into three groups, according to their data model: key-value
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stores, document-based stores, and column-oriented stores. The latter group was
inspired by BigTable [3] - a distributed storage system developed by Google that
is designed to manage very large amounts of structured data.

In column-oriented stores data is organized in tables, which consist of row
keys and column keys. Column keys are grouped into sets called column families.
Column-oriented stores can be used either as internal database systems (just like
BigTable inside Google) or as cloud databases - cloud services that provide users
with access to data without the need for managing hardware or software. How-
ever, storing data in a cloud introduces several security concerns. In particular,
since cloud users do not physically possess their data, data integrity may be at
risk. Cloud providers (or some malicious entity) can change users’ data, omit
some of the data from query results or return a version of the data which is not
the latest. In other words, data correctness, completeness and freshness might
be compromised.

Data integrity in outsourced relational databases has been studied for
several years [7–15]. Nevertheless, existing solutions are inappropriate for
column-oriented NoSQL databases for the following reasons:

1. Data volumes in NoSQL are expected to be much higher than in RDBMS.
2. Data model of column-oriented systems significantly differs from relational

model (e.g. a single row in column-oriented database may contain millions of
columns).

3. The query model in NoSQL is much simpler than in RDBMS (e.g. joins are
usually not supported).

These differences between RDBMS and NoSQL introduce both challenges and
opportunities. On the one hand, data integrity assurance in NoSQL systems
requires more sophisticated solutions due to its unusual data model. On the other
hand, extremely simple query model of NoSQL may allow us to design much
simpler and efficient protocols for data integrity verification. The goal of this
paper is to demonstrate that data integrity of column-oriented NoSQL databases
in the cloud can be verified better (in terms of efficiency and applicability) than
it was proposed in previous work. Our main contributions are as follows:

– Development of a novel probabilistic method that allows users to verify data
integrity of the data that resides in cloud column-oriented stores and its
analysis.

– A demonstration of the feasibility of our method by a prototype implemen-
tation and its experimental evaluation.

The rest of the paper is structured as follows: Sect. 2 provides background
information and overviews related work. Section 3 presents our method for data
integrity verification in column-oriented stores. Security analysis of our approach
is presented in Sect. 4. Section 5 introduces our proof-of-concept implementa-
tion and provides an experimental evaluation thereof. Section 6 presents our
conclusions.
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2 Background and Related Work

As mentioned earlier, the main goal of this paper is to propose a novel method
that provides data integrity assurance for column-oriented NoSQL databases in
the cloud. In this section, the relevant background is provided. In particular, an
overview of column-oriented NoSQL systems is presented in Sect. 2.1, the cloud
model is described in Sect. 2.2 and possible data integrity attacks are discussed
in Sect. 2.3. Section 2.4 reviews related work.

2.1 Column-Oriented Stores

Column-oriented stores, also called wide column stores, extensible record stores,
and column-oriented NoSQL databases are storage systems that were built after
Google’s BigTable [3]. A thorough review of BigTable is given in [4], below is a
brief summary.

BigTable is a distributed storage system. Data in BigTable is organized in
tables consisting of rows. Rows are composed of cells identified by a combination
of a row key and a column key. Column key consists of a mandatory column
family and an optional column qualifier. Table 1 provides an example of a typical
table in BigTable:

– User ID – is a row key.
– Personal Data and Financial Data – are column families.
– Name, Phone, Email, City and Card – are column qualifiers.
– Bob – is a value located in a cell (“1457”, “Personal Data: Name”)

Table 1. Sample “Users” table in column-orientes store

User ID Personal data Financial data

1457 Phone = “781455”, Name = “Bob” Card = “9875”

1885 Email = “john@g.com”, Name = “John”

2501 Phone = “781526”, City = “NY”, Email = “k@zzz.com”,
Name = “Alice”

Card = “6652”

3456 Name = “Carol”, City = “Paris” Card = “6663”

Supported data operations are:

– get – returns values from individual rows.
– scan – iterates over multiple rows.
– put – inserts a value into a specified table’s cell.
– delete – deletes a whole row or a specified cell inside a particular row.
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2.2 System Model and Assumptions

Database-as-a-service paradigm (DBaaS), firstly introduced more than a decade
ago [5], has become a prevalent service of today’s cloud providers. Microsoft’s
Azure SQL Database, Amazon’s DynamoDB and Google’s Cloud BigTable are
just a few examples. We assume that there are 3 entities in the DBaaS model
(Fig. 1):

– Data owner (DO) – uploads the data to the cloud.
– Cloud provider (CP) – stores and provides access to the data.
– Clients – retrieve the data from the cloud.

Fig. 1. DBaaS model

There is only one instance of DO and CP in our model, whereas the number
of clients is not limited. The data uploaded to the cloud is stored in a column-
oriented NoSQL database and all data operations (the DO’s writes and clients’
reads) are performed according to the column-oriented data model, described
in the previous section. Our system model is both write and read intensive.
The DO uploads data to the cloud by bulk loading (the rows in a bulk are
not necessarily consecutive). We assume that the DO writes only append new
rows to the database; existing rows are not updated. We are interested in a
highly applicable solution and therefore we assume that no server changes can
be performed on the cloud side.

Some of the use cases that may suit our system model are:

– Historical financial data—a stock exchange uploads historical stock prices to
the cloud for public use.

– Open science data—a scientific organization uploads results of the scientific
activities to the cloud for anyone to analyze and reuse.

– Server metrics—various server metrics (e.g. CPU, memory and network
usage) are periodically uploaded to the cloud for further monitoring and
analysis.
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2.3 Integrity and Attack Model

We assume that the CP is trusted neither by the DO nor by the clients and that it
can behave maliciously in any possible way to break data integrity. For example,
the CP (or somebody that had penetrated the CP machine) may modify values
of particular table cells, add or delete new rows or column families, or return
partial (or empty) results to the clients’ queries. We focus on data integrity
protection in the following two dimensions:

1. Correctness – Data received by the clients was originally uploaded to the
cloud by the DO and has not been modified maliciously or mistakenly in the
cloud side.

2. Completeness – The CP returns to the clients all the data that matches the
query. In other words, no data is omitted from the result.

Freshness is another important dimension of data integrity, meaning that the
clients get the most current version of the data that was uploaded to the cloud.
However, since in our system model there are no updates, freshness is not an
issue.

2.4 Related Work

Existing solutions can be mainly categorized into three types. The first type is
based on the Merkle Hash Tree (MHT), the second is based on digital signatures
(DS), and the third uses a probabilistic approach. In the following sections, we
review each of these approaches and describe their limitations pertaining to our
system model.

2.5 MHT-based Approach

MHT [6] is a binary tree, where each leaf is a hash of a data block, and
each internal node is a hash of the concatenation of its two children. Devanbu
et al. in [7] introduce a method that uses MHT as Authenticated Data Structure
(ADS) to provide data integrity assurance in the DBaaS model. The general
idea is to build an MHT for every database table such that MHT leaves are
hashes of table’s records ordered by a search key. To reduce the I/O operations
cost in both client and server sides, instead of using binary trees, trees of higher
fanout (MB-Trees) can be used [8]. Different MHT-based techniques to provide
efficient integrity assurance for join and aggregate queries are presented in [9,10]
respectively. One of the difficulties in adopting the MHT-based approaches in
practice is that RDBMS modification is required for managing ADS on the cloud
side. Wei et al. in [11] propose to serialize ADS into RDBMS thereby providing
integrity assurance without RDBMS modification.

All of the MHT-based approaches discussed so far assume that the outsourced
database is RDBMS. Among other things, it implies that the data is organized
in accordance with the relational model and the CP stores the database and the
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ADS’s on a single node. These assumptions are not valid for column-oriented
stores and hence another solution is required.

iBigTable [16] is a BigTable [3] enhancement that utilizes an MHT to provide
scalable data integrity assurance in column-oriented NoSQL databases. It uses
Merkle B+ tree – the combination of MHT and B+ tree as an ADS. iBigTable
overcomes the limitations of the MHT-based approaches for RDBMS mentioned
above. However, it requires modifications of core components of BigTable and
hence cannot be applied directly to existing BigTable implementations. More-
over, since iBigTable relies on BigTable internal architecture it cannot be applied
to column-oriented stores that have different infrastructure (e.g. Cassandra).

2.6 DS-Based Approach

A natural and intuitive approach to provide data integrity in RDBMS is to use
the digital signatures scheme (e.g. RSA [17]) in the following way:

– An additional column containing a hash of concatenated record values signed
by the DO’s private key is added to every table.

– Clients verify record integrity by using the DO’s public key.

To reduce the communication cost between client and server and the computa-
tion cost on the client side, signature aggregation technique [12] can be used to
combine multiple record signatures into a single one. To guarantee complete-
ness, rather than sign individual records, the DO signs consecutive pairs of
records [13].

Signature based technique for RDBMS uses row-level granularity of
integrity – every single row is signed by the DO and hence the smallest unit
of the data retrieval is a whole row. Whereas row-level granularity is a natural
decision for relational databases, it does not fit column-oriented stores design,
where rows may contain millions of column values.

2.7 Probabilistic Approach

Probabilistic approaches provide only probabilistic integrity assurance, but do
not require DBMS modifications and have better performance than MHT-based
and DS-based approaches. In this approach, a number of additional records
is uploaded to the cloud along with the original records. The more additional
records are being uploaded, the higher is the probability to detect data integrity
attack. All data is encrypted on a client side so the CP cannot distinguish
between the original and the additional records. These additional records may
be completely fake as was proposed in [14] or original records encrypted with a
different (secondary) secret key as was proposed in the dual encryption scheme
of [15].

Applying probabilistic approach to column-oriented stores raises difficulties
similar to those of the signature-based approach. In addition to the granularity
of a signature, granularity of additional data should be chosen according to the
column-oriented data model. Another limitation is that in probabilistic approach
the whole database must be encrypted.
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2.8 Summary

In this section we have shown that as of today there is no practical solution
for data integrity assurance in column-oriented NoSQL databases; RDBMS
approaches cannot be applied directly and the only column stores approach
(iBigTable) proposes a customized solution. In the next section, we will intro-
duce our novel approach for data integrity protection in column-oriented NoSQL
databases that overcomes the limitations of existing approaches presented above.
Some initial ideas of our approach were outlined in [27], but were limited to key-
value stores only.

3 Our Approach

Inspired by the existing probabilistic approaches for RDBMS [14,15], we propose
a novel method that provides probabilistic data integrity assurance in column-
oriented NoSQL databases without DBMS modification. In our solution, we
also eliminate the main limitation of the existing probabilistic approaches – a
requirement that the whole database must be encrypted. Below we describe our
protection techniques for correctness and completeness verification.

3.1 Preliminaries

In this section we present the basic notions and concepts necessary for the imple-
mentation and analysis of our approach.

Hash function: We use collision-resistant hash function that has a property
that it is computationally hard to find two inputs that hash to the same output.
SHA-256 and SHA-512 [20] are examples of such functions. Hash operation on
value x is denoted by H(x).

Secret keys: We assume that the DO and the clients share two secret keys—one
for data encryption and another one for data authenticity.

Data authentication: To verify data authenticity we use message authentica-
tion codes (MAC’s). The DO signs its data according to the MAC scheme (e.g.
HMAC [24]) and stores the MAC value in the cloud along with the signed data.
Then, based on the MAC value and the received data, clients can verify data
authenticity.

Data encryption: Sensitive data that is stored in the cloud is encrypted by
the DO and then decrypted by the clients by using symmetric encryption (e.g.
AES [23]).

Bloom filter: Bloom filters [18] are randomized data structures that are used
to test whether an element is a member of a set. To reduce storage and network
overhead Bloom filters can be compressed [19].

The notation we use is presented in Table 2.
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Table 2. Notation

Symbol Description

|| String concatenation

D A database

r A database row

cf A column family

Nr
cf Number of column families in row r

rkey Row key of the row r

BFcf Bloom filter containing all the columns of the family cf

p Number of rows linked to each DB row

3.2 Correctness

We have to provide correctness assurance to the following types of client queries:

1. Get row by row key.
2. Get column family by row key and family name.
3. Get column(s) by row key, column family and column name(s).

In order to support these queries, we use the MAC scheme in the following
way: When the DO inserts a new row, it calculates hash values for all of the
column families and stores them in a special “I-META” column family. After
that it calculates the row hash (hash of the concatenation of all of the column
family hashes), calculates the MAC of the row hash, and stores it under the
special “Row-Mac” column in “I-META” family. Then the correctness of queries
is verified as follows.

Verification of Queries of Type 1. Correctness of the queries of type (1) is
simply based on the computation and verification of the row MAC.

Verification of Queries of Type 2. Queries of type (2) are verified as follows:

1. Client receives the requested column family and computes its hash value.
2. Client computes the row hash from the column family hash (step 1) and all

other column families’ hashes from “I-META” family.
3. Client computes and verifies the row MAC.

Verification of Queries of Type 3. There is no trivial solution for queries
of type (3). One possible approach would be to transform queries of type (3)
into queries of type (2) by omitting column names, and then, after correctness
verification for all columns, filter out all the columns but the requested ones.
Another way would be to sign each column separately. However, since the num-
ber of columns in column stores may be very large, both these approaches are
inevitably going to produce an enormous overhead.
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In our approach, for queries of type (3) we use Bloom filters. For each column
family the DO computes a Bloom filter that contains all column values of this
family and stores it as a column in “I-META” family. To verify data correctness
of the particular column values, clients retrieve the corresponding Bloom filter
and use it to check the existence of the received values. If one of the values
does not exist in the Bloom filter, the client can be completely sure that data
integrity was compromised. If all the values exist, the client has a certain level
of confidence (a detailed analysis is provided in Sect. 4) that the data was not
tampered in the cloud side.

A malicious CP may modify the Bloom filters on the cloud side. To avoid
that, we compute hash values for all of the Bloom filters and insert them into
the row hash along with the column family hashes. We also add to the row hash
the row key, so the CP will not be able to return unrelated data values.

Hence, the formal definitions of the row hash is as follows:

Definition 1. Row hash

H(r) = H(rkey||H(cf1)||H(BFcf1)||H(cf2)||H(BFcf2)...H(cfNr
cf

)||H(BFcfNr
cf

))

If we would apply the scheme above to the Table 1 it would look as in Table 3.
The row hash of the row 1457 would be computed as follows:
H(Row-Key || Personal-Data-Hash || Financial-Data-Hash || Personal-Data-
Bloom-Hash || Financial-Data-Bloom-Hash) = H(1457 || 2873992 || 1976503 ||
8703341 || 5848258).

Table 3. Correctness scheme example for data from Table 1

User ID Personal data Financial data I-META

1457 Phone =
“781455”,
Name =
“Bob”

Card =
“9875”

Personal-Data-Hash = “2873992”

Financial-Data-Hash = “1976503”

Personal-Data-Bloom-Value = “0010010”

Financial-Data-Bloom-Value = “1000000”

Personal-Data-Bloom-Hash = “8703341”

Financial-Data-Bloom-Hash = “5848258”

Row-Mac = “A73Djd@83393k”

Note that our solution does not require DBMS modification but only slight
schema changes (an addition of the I-META column family).
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3.3 Completeness

Rows Linking. The intuition behind the rows linking is that every row knows
some information about the data stored in some other rows. For example, if
we would apply rows linking to the sample data from Table 1, it might look as
in Table 4. Row 1457 knows that row 1885 has columns “Email” and “Name”
and row 3456 has columns “Name”, “City” and “Card”. Row 1885 knows what
columns exist in rows 2501 and 3456, etc. The formal definition of rows linking
is as follows:

Definition 2. Rows Linking
∀ x,y ∈ D, x is linked to y ⇐⇒ x contains y’s row key and all its column names

The DO is responsible for the linking between the rows when uploading the
data to the cloud. This linking data then encrypted and stored under “I-META”
column family. Afterwards, the clients can rely on linking data to verify the result
completeness. For example, consider a query “get all users with id between 1000
and 2000” on Table 1 with linking data from Table 4 and the result that contains
only row with id 1457. By checking linking data of the row 1457, the client knows
that row 1885 should be a part of the result and thus detects the attack. Here
too, the addition of linking data does not require any DBMS modification, only
an addition of the new column.

Table 4. Rows linking example for data from Table 1

Row key Linking data

1457 1885:email, name; 3456:name, city, card

1885 2501:phone, email, city, name, card; 3456:name, city, card

2501 1457:phone, name, card; 1885:email, name

3456 1457:phone, name, card; 2501:phone, email, city, name, card

To increase the probability of assurance that all inserted rows are present we
use the crowdsourced verification technique.

Crowdsourced Verification. In crowdsourcing (CS) systems [21] users col-
laborate to achieve a goal that is beneficial to the whole community. The col-
laboration may be explicit (e.g. Wikipedia and Linux projects) or implicit as in
ESP game [22] where users label images as a side effect of playing the game. In
our approach we build CS system where users implicitly collaborate to achieve
a mutual goal – database integrity assurance. It works as illustrated in Fig. 2:

1. A client sends a query to the CP.
2. The CP sends the query result along with the linking data back to the client.
3. The client builds verification queries based on the received linking data and

sends them to the CP.
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4. The CP sends the result of the verification queries back to the client.
5. The client verifies that the result of the verification queries matches the linking

data.

Verification queries (step 3) are built such that the CP cannot distinguish
between them and the regular client queries (step 1). Thanks to that, CP’s
malicious behavior with the client queries will inevitably cause malicious behav-
ior with the verification queries as well and thus will be detected. Note that
there is no dependency between the client query (step 1) and the verification
queries (step 3) and hence steps 3–5 can be executed asynchronously (i.e. without
hurting reads latency).

Fig. 2. Crowdsourced verification

To ensure that all types of queries are covered (without performing all types
of queries each time) we build verification queries according to the original query
type. So if the original query was of type 1, in order to build verification query
we use only row keys from the linking data. For queries of type 2 and 3 we use
column families and column names respectively.

4 Security Analysis

4.1 Correctness

In Sect. 3.2 above we presented our technique for data correctness verification.
We considered three different types of queries that might be executed by the
clients. Verification of the queries of type (1) and (2) is based on provably
secure primitives—MAC scheme and collision resistant hash function, and hence
provides 100% data correctness assurance.

Correctness verification of the queries of type (3) is based on Bloom filters
and hence provides probabilistic correctness assurance. The DO calculates a
Bloom filter for each column family cf as follows:

∀c ∈ cf, c.name||c.value is inserted as a value to BFcf

Clients verify the correctness of the retrieved columns by testing their exis-
tence in the corresponding Bloom filter. If a particular column is not present in
the Bloom filter, they know for sure that its value was changed. In the opposite
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direction, since the probability of a false positive for an element not in the Bloom
filter is:

(1 − (1 − 1
m

)kn)k

where k is the number of the used hash functions, m is a Bloom filter size and
n is a number of elements in a Bloom filter [19], if it does exist they know that
the value is correct with the following probability:

1 − (1 − (1 − 1
m

)kN
cf
col)k

where N cf
col is a number of columns in a column family.

Parameters m and k are chosen by the DO according to the desired level of
the correctness assurance, and storage and computation time constraints. For
example, for column family containing 1, 000 columns, m = 8, 192 and k = 5,
the client knows with the probability of 98% that the retrieved column value is
correct. With a doubled Bloom filter size (i.e. m = 16, 384) the probability to
detect modified column increases to 99.8%.

4.2 Completeness

Our approach for completeness verification is based on two techniques: rows
linking and crowdsourced verification, described in Sect. 3.3. Simply put, rows
linking means that existence of every database row is known to p other rows
and crowdsourced verification means that, in addition to their regular queries,
clients perform verification queries to verify that rows whose existence is known
to other rows do actually exist.

Assuming a uniform distribution of both deleted rows (denoted by d) and
range of queries (denoted by q), the probability that after a single query the
client will not be able to detect that at least one of the d rows was deleted from
the database with |D| rows (or omitted from the result) is:

|D| − pd

|D|
Hence, the probability of detecting an attack after q queries is:

1 − (
|D| − pd

|D| )q

Figure 6 shows the probability to detect an attack as a function of a
number of queries performed by the clients with |D| = 1, 000, 000, p = 4 and
d ∈ {1, 5, 10, 20}. It can be seen that even with p as small as 4, after a rela-
tively small number of queries (production systems receive tens of thousands
of queries per second [25]) and deleted rows, the chance of the CP to escape
from being caught is very low. It looks like the addition of verification queries
should slow client queries, however as it is shown in the next section, since these
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queries are run asynchronously, they do not hurt reads latency. Some overhead
in terms of CPU, I/O, and other resources on both client and server sides is still
expected, but since this overhead does not affect user experience, it seems to be
a reasonable price for the achieved data integrity protection.

5 Implementation and Experimental Results

For experimental evaluation, we have implemented a prototype of our solution.
As a cloud column-oriented store we use Cloud BigTable – Google’s NoSQL Big
Data database service based on BigTable [3]. To evaluate our solution, we use
Yahoo! Cloud Serving Benchmark (YCSB) framework [26]. YCSB is a framework
for benchmarking database systems. The only thing which needs to be done to
benchmark a database with YCSB is to implement a database interface layer.
This will allow a framework client to perform operations like “read row” or
“insert row” without having to understand the specific API of the database.

We use YCSB in the following way (see Fig. 3 below):

– YCSB framework already has BigTable client implementation.
– We implemented our version of BigTable client (BigTable-I) based on the

techniques presented in Sect. 3. Our implementation is available online [28].
– For performance analysis, we executed different workloads on both clients

(BigTable and BigTable-I) and compared their execution time.
– For correctness analysis, we used our client to upload data to the cloud.

Then we deleted random rows from the database and performed random
read queries until the deletion of the rows was detected.

Fig. 3. Experimental evaluation with YCSB framework

5.1 Setup

For our experiments, we created Cloud BigTable cluster with 3 nodes. We con-
figured “zone” to be “europe-west1-b” and storage type to be “HDD”. For all
workloads, we used random rows of 1 KB size (10 columns, 100 bytes each,
plus key).
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5.2 Performance Analysis

We used the following types of workloads:

– Workload A (Inserts only): Predefined number of rows are inserted into the
database.

– Workload B (Reads only): Predefined number of rows are retrieved from the
database.

We executed each workload three times for each client with 1, 000, 3, 000 and
5, 000 operations and with parameter p (parameter of the linking factor) set to
4 (runs with the different p values are presented in Sect. 5.3 below). The results
below represent the average value of these three executions.

Workload A (Inserts Only). The cost of Bigtable-I insert operation is
dominated by two encryption and one hash operations (MAC calculation and
encryption of linking data). Experimental results of workload A (Fig. 4) show
that this overhead increases insert execution time by 5% in average for the client.

Workload B (Reads Only). The cost of BigTable-I read operations is
similar to the cost of inserts (MAC calculation and linking data decryption)
with an additional cost of p verification queries. Since in our implementa-
tion we perform verification queries asynchronously, they do not impact read
execution time. According to the workload B results (Fig. 5), our protocol
increases read execution time by 5% in average for the client.

Fig. 4. Workload A results Fig. 5. Workload B results

5.3 Correctness Analysis

To demonstrate that our approach works as expected, we uploaded 10, 000 rows
to the cloud via BigTable-I client. Then we deleted random rows from the cloud
database (up to 20 rows) and ran “random reads” workload until the deletion
of rows was detected. We performed this experiment with different values of
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parameter p - 4, 6 and 8. For each value of p and the number of deleted rows, we
ran “random reads” workload 3 times. The results presented in Fig. 7 represent
the average value of these three executions. Our experimental results support
our security analysis (Sect. 4.2) – even after a relatively small number of queries
and deleted rows the attack detection is inevitable. Only for the rare case of very
few deletions, many queries are required.

Fig. 6. Completeness verification
analysis

Fig. 7. Correctness analysis results

6 Conclusions and Future Directions

In this paper, we present our novel method for data integrity assurance in cloud
column-oriented stores. Our method provides both data correctness and data
completeness guarantees. To verify data correctness of rows and column families
we use a MAC scheme similar to the DS-based approach [12], while columns
correctness is verified probabilistically by using Bloom Filters [18]. Our method
for data completeness verification is inspired by crowdsourcing systems [21] -
users collaborate to achieve a mutual goal - database integrity assurance. To the
best of our knowledge, our work is the first work that utilizes Bloom Filters and
crowdsourcing model for data correctness and data completeness verification,
respectively.

The main advantage of our method over existing approaches is its high
applicability - it can be applied to existing systems without modifying the
server-side. We demonstrate its applicability through a proof-of-concept
implementation. While using cloud column-oriented NoSQL database (Cloud
BigTable) as a black-box, we have implemented our protocol solely on the client
side and conducted experimental evaluation thereof. The experimental results
show that our scheme imposes a reasonable overhead (around 5% in average)
while it can detect an attack after a relatively small number of client queries (in
most cases less than 2% of the database is queried before the attack is detected).
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The challenge of data integrity in cloud databases is far from being solved.
There are many different types of databases that may be addressed (e.g.
document-oriented, graph databases, time-series databases). Different system
models may be considered (e.g. multi-data-owner model, multi-cloud model, sup-
port for updates and freshness guarantees). For future work, we plan to address
some of these challenges by using techniques developed in this work and by
investigating other techniques as well.
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Abstract. Considering the popularity and wide deployment of text
passwords, we predict that they will be used as a prevalent authenti-
cation mechanism for many years to come. Thus, we have carried out
studies on mechanisms to enhance text passwords. These studies suggest
that password space and memorability should be improved, with an addi-
tional mechanism based on images. The combination of text and images
increases resistance to some password attacks, such as brute force and
observing attacks. We propose a hybrid authentication scheme integrat-
ing text and recognition-based graphical passwords. This authentication
scheme can reduce the phishing attacks because if users are deceived to
share their key passwords, there is still a chance to save the complete
password as attackers do not know the users’ image preferences. In addi-
tion to the security aspect, the proposed authentication scheme increases
memorability as it does not require users to remember long and complex
passwords. Thus, with the proposed scheme users will be able to create
strong passwords without sacrificing usability. The hybrid scheme also
offers an enjoyable sign-in/log-in experience to users.

Keywords: Passwords · Authentication
Recognition based graphical passwords

1 Introduction

User authentication is one of the most important parts of the security of infor-
mation systems. The most common approach for authenticating human users is
text passwords. Evidence shows that users generally choose weak passwords so
that they can remember them easily [1,21]. This increases the possibility of the
passwords being cracked. When users are requested to create long and complex
passwords, they resort to coping strategies such as writing passwords down or
reusing them [4]. Therefore, text-based passwords suffer from a whole variety of
drawbacks such as vulnerabilities to dictionary attacks, brute force attacks and
social engineering.

Graphical passwords are considered a good replacement for textual pass-
words. The fact that humans can recognize and remember images easier than
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text can be a solution to the memorability problem [16]. However, they are more
vulnerable to shoulder surfing attacks as compared to textual passwords. Also,
the graphical password authentication is relatively expensive to implement which
prevents it becoming widespread. To overcome the weaknesses of text and graph-
ical passwords, this paper introduces a hybrid authentication scheme which is a
combined approach of text and graphical passwords.

2 Background and Related Work

Many hybrid authentication schemes have been proposed in recent years to over-
come the drawbacks of knowledge based authentication schemes. While some
researchers integrated different types of graphical passwords [10], others com-
bined graphical passwords with text passwords [12,14,17]. These researchers
proposed solutions to shoulder surfing attacks to strengthen the graphical pass-
word schemes. Rao and Yalamanchili [14] proposed two authentication schemes
using graphical passwords called Pair Pass Char (PPC) and Tricolor Pair Pass
Char (TPPC). Both these schemes support two modes of input: keyboard entry
and mouse clicks. The first mode is the text mode and the other one is the
graphical mode. Rao and Yalamanchili carried out an experiment with 20 grad-
uate students and found that the average login times increase as the password
length increases in both schemes. The study also showed that the login times
for TPPC scheme is higher, and rules for this scheme are more difficult to be
applied. The PPC scheme provides passwords similar to that offered by con-
ventional password systems, and it is greatly enhanced in the TPPC scheme as
it uses the same character set in three colours. The login times increase where
the password space is enhanced in these proposed schemes, and thus usability is
sacrificed for security.

Zhao and Li [23] proposed S3PAS which is a scalable shoulder-surfing resis-
tant password authentication scheme. S3PAS is designed for client/server envi-
ronments. It integrates both graphical and textual password schemes and aims
to provide resistance to shoulder surfing, hidden camera and spyware attacks. In
this scheme two kinds of password are generated: original passwords and session
passwords. Users create original passwords when they create their accounts and
input different session passwords in every login process to protect their original
passwords. There are some drawbacks in this system similar to other text based
graphical password schemes. S3PAS schemes include complicated and longer
login processes.

In another study, two authentication techniques based on text and colours
are proposed [17]. These techniques are called pair-based authentication scheme
and hybrid textual authentication scheme which are suitable for Personal Digital
Assistants (PDAs). Both techniques use a grid for session passwords generation.
The researchers claim that these schemes are resistant to shoulder-surfing, dic-
tionary and brute force attacks. However, they did not conduct a detailed user
study to evaluate the security of the schemes. They only measured the registra-
tion and login times of the passwords created with these schemes by 10 partic-
ipants. Since these schemes are completely new to the users and there is not a
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proper security and usability analysis of them, these proposed techniques should
be verified extensively for security usability and effectiveness in the future. Sim-
ilarly, there is not any user study conducted to test the security and usability
of another text-based shoulder surfing resistant graphical scheme proposed by
Chen et al. [5].

Zhang et al. [22] also proposed a hybrid password scheme based on shape and
text. The proposed scheme uses shapes of strokes as origin passwords and allows
users to login with text passwords via traditional input devices. Although the
researchers claim that the scheme is resistant to shoulder surfing, hidden camera
and brute force attacks and that it has variants to strengthens the security level
through changing login interface of the system, the scheme still has some security
and usability drawbacks. It is not familiar to users so they may adopt simple
and weak strokes. This increases the chance of attackers to obtain the passwords.
Also, the password creating step is vulnerable to attacks since users have to tell
the system the original shapes and strokes. Moreover, the login process of this
scheme is longer than other graphical schemes. For these reasons, more advanced
authentication system should be proposed to improve this method.

In a recent study, a comprehensive survey on shoulder surfing resistant text
based graphical password schemes is conducted [12]. This study explained the
existing security problems, possible solutions and limitations of some of these
schemes. These studies primarily focused on the existing shoulder surfing attacks
in text based graphical password approach. However, a guessing attack is also a
potential problem for graphical password schemes because of the predictability
of user-chosen graphical passwords [18,20].

3 The Novel Authentication Scheme

All the aforementioned schemes have discrete text and graphical password cre-
ation steps which considerably increase the registration and login times. Com-
pared to these schemes, the novel hybrid authentication scheme introduced in
this research shortens password creation and login times as it has an integrated
registration phase. Unlike other schemes, in the proposed scheme, images are
used as cues to help users to complete their complex text passwords instead
of creating a second password. Thus, the proposed scheme improves recall rate
without sacrificing the security against attackers. Moreover, the results of the
previous studies showed that users have an adoptability problem with these
schemes as they are unfamiliar to users. However, the proposed scheme substan-
tially preserves the login experiences of users who are accustomed to traditional
textual passwords. As far as is known, the proposed scheme is the first scheme in
the literature associating the letters of the chosen text passwords with the images
by using the Tip of the Tongue (TOT) phenomenon. This feature significantly
increases the memorability of the passwords.

In the hybrid authentication method we propose, text passwords are strength-
ened by using images as an assistant tool for users to memorize complex char-
acter sets. Theoretically, it is a text password scheme integrating user chosen
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and system generated characters. However, users are allowed to choose images
from image portfolios to enter the system generated characters associated with
the images. In this approach, users continue to use text passwords, but strong
and memorable ones. They do not have to remember complex passwords at first
or write them down; with the help of the images they will be able to memorize
them naturally.

The proposed scheme has many advantages in terms of security and usabil-
ity. It allows users to create and memorize cryptographically strong passwords
easily. It eliminates the risk of passwords being hacked by dictionary attacks. It
also secures the passwords against shoulder surfing attacks. It is a user-friendly
authentication scheme.

The next sections describe the proposed scheme in detail considering its
design and security and usability aspects.

3.1 System Design

To test the proposed authentication scheme, a web application which also works
on mobile phones has been designed and implemented. This application uses
ASP as the server side programming, JavaScript as the client side programming,
and an SQL database is used to store the data.

The user authentication process in the designed scheme has two main steps: a
registration phase and a login phase. The registration phase consists of creating
key passwords and image selection. The reasons behind key design decisions and
how they relate to security and usability considerations are explained at every
stage of the registration and login phases in the following sections. The flowcharts
of the registration and login phases are illustrated in Fig. 1.

Registration Phase. In the first step of the registration phase, users are asked
to enter their username or email address in the username field. Then they are
asked to create a key text password called key characters. The only restriction
about the key password is that the first four characters should be upper- or
lower-case characters. The reason why the minimum length of key password is
set to four characters is that every user can remember it easily.

After creating the key password, the image selection process begins. This is an
integrated process of retyping the key password and choosing the images. While
users retype their key passwords in the “password” field, an associated image
portfolio appears each time they type a particular letter. For each typed letter,
there is a related image portfolio consisting of 20 images. This relation comes
from the idea of choosing images of objects, famous people, activities or known
figures which their names initials is the typed letter. It means, for example, when
users type “a”, as a character in their key passwords, an image portfolio appears
including images whose names are starting with “a” (the images of alpha, apple,
Albert Einstein etc.). Then users select the images from the image portfolio.
Users have to select an image from each set of images. This selection will be
performed so as users type the characters under the images into the password
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Fig. 1. The flowchart of registration and login phases.

field but not click on the image. There are a set of two random characters under
each image combining one alphanumerical character and one digit or letter.
Briefly, users will enter these two-characters after each character of their key
password. To make it easy for users to recognize which characters they should
enter, the password field is designed to include small and large squares. The
small squares coloured in green is to enter each character of key passwords, and
the larger squares coloured in red is to enter the characters under the images.
This helps users not to be confused of the order of the characters. In this study,
users are expected to choose four images in total which are associated to four
letters in their key password, considering the memorability issues. Therefore,
there are four small green squares for the first four alphabetical characters of
the key password. Also, there are four larger red squares for the two sets of
characters placed under the images. The last large square is to enter the rest
of the key password’s characters.
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The number of images in each portfolio is set for the first test of the scheme.
The theoretical password space calculated in this way have satisfying results to
provide high security.

This progress allows users to create a complex password mixing their key
passwords and the random characters associated with the selected images. The
characters under each image change for different users. The registration phase
of the scheme is illustrated in the Fig. 2(a–e) step by step with the example
username, user-1, and the password, abcd123.

As seen in the figures, the password abcd123 which is created as the key
password by the user whose username is user-1 turned into a complex pass-
word ah*b-pcJ:d&x123 including upper case, lower case, number and special
keyboard characters at the end of the experiment. The user chose the images of
Abraham Lincoln, bag, cake and yellow dress and entered the characters under
those images. The user does not have to remember the complex, 15 characters
long password as remembering the key password and the four images will suffice.
Even if users create four character password composed of only lower case charac-
ters, it will turn into a complex password including different type of characters
when the password creation process ends.

The proposed scheme has a help feature which visualize the password creation
instructions for users step by step. When the creation of a mixed password is
completed, the sign up button becomes active to so that users can complete the
registration process. All the details including username and complete passwords
entered in the registration phase are stored into the database which will be used
during the login phase for verification.

Login Phase. In the login phase users are asked to enter their user name/email
and their passwords (mixed password). Users will be able to see the images like
in the registration phase but the order of images within the set will be random
at every login time. After a while as users continue to login the system, they
will be able to memorize their complex passwords so they might not need to
look at the images. The system has a feature which allows users to hide pictures
whenever they want; this decreases the susceptibility shoulder surfing attacks.
In case they have difficulties to recall the part of their passwords, they can view
the images by simply ticking the “invisible pictures” box. The screen-shot of the
login phase of the authentication scheme is shown in Fig. 3.

In the login phase, while supplying the username/email and password infor-
mation, independent of whether or not they match those defined during pass-
word creation, the image portfolios will continue to appear based on the typed
character. Users must correctly enter the characters under all images pre-chosen
for their accounts in each round of password verification. If any information is
wrong, the user will be shown a “access denied” message at the end of the login
phase. Seeing an image portfolio including no familiar image allows legitimate
users to immediately realize that they entered a different character from key
passwords characters and gives them chance to fix it. However, this prevents an
attacker from knowing that the characters tried are invalid.
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(a) Entering the username and the
key password (key characters).

(b) Entering the first charac-
ter of the key password and
characters under the selected
image from the portfolio.

(c) Entering the second
character of the key
password and charac-
ters under the selected
image from the portfo-
lio.

(d) Entering the third
character of the key pass-
word and characters un-
der the selected image
from the portfolio.

(e) Entering the fourth
character of the key pass-
word, characters under the
selected image from the
portfolio and rest of the
characters of the key pass-
word.

Fig. 2. (a–e) User registration phase of the proposed scheme.
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Fig. 3. User login phase of the proposed scheme.

After the successful entries of both username/email and password, the users
are allowed to access their accounts.

3.2 Security and Usability Analysis

The following sections presents the security and usability analysis of the proposed
scheme. The password space of the scheme is formulated and its resistance to
attacks is discussed under the security analysis. Password creation, login time
and memorability of the passwords created with the scheme are discussed under
the usability analysis.

Security Analysis. A new password scheme should allow users to create pass-
words which are strong enough against guessing, brute-force and observation
attacks. The quality of a password authentication scheme depends on how it
is effective to limit attempts to guess users’ passwords either by people who
know them or a computer-based cracking program trying the possible pass-
words [10,11]. Password strength is determined by measuring the password space
which is the maximum possible number of passwords generated by the system.
The password space of the novel authentication scheme is formulated in the
following section.

Password Space. The strength of the proposed scheme can be evaluated by mea-
suring both the entropy of the user chosen key-text password and the graphical
password parts. Assume that the password space of the key password created by
the users in our scheme is P1, the length of the key password is l and n is the
numbers of the characters in an alphabet from which the key passwords char-
acters are randomly selected such as an alphabet including English upper and
lower letters, digits and non-alphanumeric characters. The key password which
is l characters long has an entropy of l · log2 n bits. In our scheme, however,
this should be somewhat lower than this since at least four letters of the key
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password must be either upper or lower case so we calculate the password space
of the key password in two parts. The password space for the key password is:

P1 = (l − 4) · log2 n1 · 4 · log2 n2

To find the total password space, we also calculate the entropy of image based
passwords. Let P2 be the password space of image based passwords, and c be
the number of rounds of choosing images from the related portfolios which is
4 in our case since at least 4 different images should be chosen from different
portfolios. Assume that n is the numbers of images in each portfolio, and k is
the number of images selected from each portfolio. The entropy of a randomly
selected images and accordingly the two-character sets is:

P2 = c · log2
n!

(n− k)!

The password space of the proposed scheme is: P = P1 × P2. Choosing dif-
ferent parameters, for example increasing the values of k, n or c can increase
security, but also decreases usability. We believe that remembering a key pass-
word and four images from different portfolios consisting of twenty images will
not be a burden for users’ memory, but it can increase the resistance to dictio-
nary attacks by increasing password space in practice. Text passwords used in
practice are generally far from randomly and independently selected. Most of the
user passwords consist of only lowercase or digits which significantly decreases
the entropy. For example, a randomly generated 8-character password consisting
of digits (0–9), lowercase (a–z), and uppercase (A–Z) has 8 · log2 62 = 47.6 bits of
entropy if all characters were selected randomly and independently. However, in
practice they have far less bits than this [19]. Considering the realistic scenario,
the added security from image selection parts of the proposed scheme becomes
more significant. The integrated scheme significantly decreases the possibility of
successful dictionary attacks.

Resistance to Attacks. As stated above, the proposed authentication scheme
decreases the chance of attackers to obtain passwords via brute-force and dictio-
nary attacks. The scheme has an integrated step of creating complex passwords
based on text and images, which increases the numbers of possible passwords
generated by the system, the password space.

While selecting the images and entering the associated characters, the input
is given through keyboard rather than clicking on the images to prevent other
people to observe the password over the user’s shoulder. Allowing users to use
mouse to enter the input maybe would make the system more adaptable but
also more susceptible to shoulder surfing attacks. It supports client-server envi-
ronment and its main advantage is the resistance to brute force and shoulder
surfing attacks. However, the handicap of the scheme is that people who look
over the user’s shoulder can find out the previous character of the key password
when they see the image portfolio. They of course, will not know the preferred
image as users do not click on the images but this is still a risk for part of the
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password. This might be prevented by not placing images of objects, foods or
famous people whose names’ initials is same in a portfolio, but we prefer to
evaluate its efficiency on memorizing images.

Usability Analysis. The idea of associating the images with the letters in the
key passwords to increase the memorability of the final complex passwords come
from the phenomenon called Tip of the Tongue (TOT). The phenomenon refers
to failing to retrieve a word from memory or partial recall but feeling that the
retrieval is imminent [2,9]. It reveals that lexical access occurs in several stages.
People who experience this phenomenon can often recall some features of the
target word mostly the first letter, or its syllabic stress and words similar in
sound or meaning [3,15]. The first letters of words are also important for coding
words. For this purpose, phonetic alphabets are produced including code words
which are assigned to each letter [7]. Users can code the words by assigning them
to the letters in their key password to recall later. Associating the typed letters
with images will help users to recall both the images and key characters.

Furthermore, to increase the memorability, the images in each portfolio are
chosen from different categories including famous people, objects, sport activi-
ties, known art figures, animals, foods and places to be used in the authentication
scheme similar to the Story scheme [8]. This allows users to have many options
in which they can select the most appropriate one to themselves as well as the
most probable one remember.

To evaluate the effectiveness of the scheme an empirical study was conducted
with users. The next section presents the details of this study.

4 Methodology

An empirical study was conducted with the students at the University of Sussex
in order to evaluate the security and usability of the proposed hybrid authen-
tication scheme. In addition to the security and usability aspects, the study is
also used to evaluate the user satisfaction of the proposed scheme. To perform
this study, an ethical approval was sought and obtained from the University of
Sussex.

4.1 The Design and Apparatus

A web application was developed to test the security, usability and user satis-
faction of the designed authentication scheme. The application also works on
mobile phones enabling users to create strong passwords. The apparatus used in
this study included a password register/login page of the designed authentica-
tion scheme; a questionnaire for the participants; and consent forms to read and
accept for the participants.
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First, the participants were asked to create an account using the scheme and
login afterwards. The participants were shown a register/login page to enter their
username and create a password. Once the participants had registered the appli-
cation, they were given a questionnaire to fill out. The questionnaire included
6 questions related to users’ experiences and satisfaction with the scheme.
The average time to complete the study including registration and filling the
questionnaire was approximately 10–15 min.

4.2 The Procedure

At the beginning of the empirical study, the participants were assigned a unique
ID number. The participants were given information about the study and asked
to read and accept the consent form. Once they had accepted the consent form,
they were able to register the application. For those participants who were
interested in getting more information about the study researcher’s contact infor-
mation were provided in the consent form. After the participants registered the
application successfully, they were asked to fill the questionnaire. Participants
were asked to login to the websites after a week and a month to find out whether
they recall their passwords.

4.3 The Measurements

There are several measurements involved in the empirical study: the password
strength, cracking time, creation and login time, memorability and user sat-
isfaction. To measure the security of the new authentication scheme, created
passwords were analysed using the “Password Meter” [13] and “How Secure is
my Password?” [6] tools. While the “Password Meter” measured the strength of
the passwords created with the scheme, “How Secure is my Password?” measured
the password cracking times.

The other elements measured in this empirical study were the password cre-
ation and login times. The researcher measured these while participants were
testing the authentication scheme. To measure the memorability, participants
were contacted approximately after a week and a month, and asked to login the
system again to understand whether they remember or not their passwords. User
satisfaction were measured based on questionnaire responses of the participants
to evaluate the authentication scheme.

52 students studying in the University of Sussex were recruited to participate
in this empirical study. There were 29 females and 23 male participants. Under-
graduate students as well as postgraduate students participated in the study: 33
of the participants were undergraduate students, 19 of them were postgraduate
students. Usability and security evaluation of the scheme based on the analysis
of the collected data is presented in the following sections.



A Novel Hybrid Password Authentication Scheme 193

5 Results

Here we give the results and an analysis of the empirical study.

5.1 The Password Analysis

Password Strength. To evaluate the strength of the passwords created with
the proposed authentication scheme, an empirical study was conducted with
52 participants. All the passwords created with the scheme were between 12 to
16 characters in length. Since eight characters come from the selected images
provided by the scheme inherently, the length of user-chosen key passwords were
6 characters long on average. The “Password Meter” is used as a tool to measure
the password strength. All participants created passwords with this scheme, and
all of them were strong passwords according to the measurement results. The
passwords created by the participants were scored out of 100 and the least score
was 81, whereas the mean password strength was M = 96.50(SD = 5.96). How-
ever, this tool alone is not sufficient to determine the resistance of a password
to cracking. The user-generated passwords should be strong enough to password
guessing attacks. The next section discusses the password cracking times of the
passwords created with the proposed scheme by the participants.

Password Creation and Login Time. The password creation time and login
time of the participants were measured by the researcher during the experi-
ment. Table 1 summarizes the time it takes to create a password and to login in
seconds. It took about one or two minutes on average to create a password or to
login for participants.

Memorability. Passwords created with the proposed authentication scheme were
remembered correctly most of the time. Although there was a slight decrease
from a weeks duration to a month, still 75% of 52 participants remembered their
passwords correctly, and successfully logged in to the system. Table 2 shows the
login success rates after a week and a month period.

Table 1. Password creation and login times in the empirical study.

Password creation time Login time

Proposed authentication scheme M = 94.08
(SD = 19.93)

M = 57.40
(SD = 15.73)

Table 2. Login success rates in the empirical study.

Login success rates
(after a week)

Login success rates
(after a month)

Proposed authentication scheme 90.38% (47/52) 75% (39/52)
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5.2 The Results Based on the Survey Responses

User Satisfaction. Participants were asked about their experiences on the use of
the novel authentication scheme to create an account. 92% of the participants
liked the method of password creation with the scheme. 94% of them considered
that it was fun to use, and similarly, 90% of the participants considered that the
scheme was easy to use (see Fig. 4).

Fig. 4. Participants’ opinion with regard to the use of the proposed scheme.

When it comes to the beliefs of participants in the method used by the
proposed authentication scheme, results showed that most participants agreed
that this method created stronger passwords than other commonly used methods
(89%). However, agreement was less on creating more memorable passwords with
this method, though still more than half of the participants (58%) agreed that
this method would create more memorable passwords. Figure 5 illustrates the
participants’ perception of the proposed schemes ability to allow users to create
strong and memorable passwords. However, results of the experiments showed
that the actual memorability rates were higher than participants expected.

Fig. 5. Users perception of the proposed scheme’s ability to produce strong and mem-
orable passwords.
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In addition to the users’ thoughts of the efficiency of the new authen-
tication scheme on creating strong and memorable passwords, they were
also asked whether they will prefer to use the scheme or not. Only 5 out
of 52 participants (9.6%) reported that they would not prefer to use the
scheme neither for important passwords nor for others. On the other hand,
30 participants (32.7%) reported they would use the novel scheme for impor-
tant passwords and 17 participants (57.7%) would use it for all passwords. The
empirical study gave results that show the proposed authentication scheme pro-
vides usability and security, as well as high user satisfaction rates.

6 Discussion

Traditional text passwords alone are vulnerable to brute-force and dictionary
attacks as users choose weak and predictable passwords in favour of memora-
bility. On the other hand, graphical passwords alone are subject to shoulder
surfing attacks. They also introduce usability issues by making password cre-
ation process longer for users. For these reasons, a hybrid authentication scheme
integrating text and recognition-based graphical passwords is proposed in this
paper. The design of the proposed scheme differs from other combined schemes
since it offers an integrated registration phase rather than two or three differ-
ent steps. It largely preserves the sign-in and log-in experiences of users who
are accustomed to use text passwords. The proposed scheme does not suggest
a discrete graphical password creation step, instead it uses the images as cues
to help users to create complex text passwords and memorize them easily. This
also provides a usable authentication method by decreasing the steps of pass-
word verification. The proposed hybrid authentication method is implemented
and an empirical study is conducted to evaluate its effectiveness on producing
strong and memorable passwords.

Users authenticate themselves in a similar way as they do with conventional
text-passwords, without increasing the registration time unreasonably. The small
difference with the registration and login time can be tolerated whereas the
additional security is added to the scheme over the usual text password authen-
tication. In the empirical study, the participants used the authentication scheme
to login only twice in a month. When this scheme is used for real systems, the
login times are likely to decrease as the frequency of logging into the system will
be higher. As time goes by, users will also be able to memorize their passwords
and will not need to resort to images to enter the characters.

The resulting scheme is easy to use, and it helps users to create memo-
rable as well as strong passwords which are resistant to dictionary attacks. Since
the images in the registration phase are randomly placed in the portfolio every
time, they include different characters for different users, and they are chosen
by entering the characters under them through keyboard but not clicking on
them provide a resistance to shoulder surfing attacks. It also provides a large
password space by combining the text and images to create passwords. This
reduces the possibility of cracking the passwords for third parties. The results of
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the study showed that password cracking times are significant so as to eliminate
brute-force and dictionary attacks.

With regards to improving the proposed hybrid password authentication,
an immediate endeavour that can be carried out is to investigate whether the
relation between the typed character with the first letters of the names of objects,
famous people, activities etc. in images affects the security. These relations have
been inspired by the Tip of the Tongue phenomenon in the hope of increasing
the memorability of passwords. In the conducted user study, the majority of the
participants indeed remembered correctly their passwords but yet it is difficult
to say if this is caused by the association between the key passwords characters
and image portfolios. While expecting to increase usability, it might reduce the
security by increasing the chance of shoulder surfing attacks. This is the dilemma
of proposed scheme that need to be clarified so further investigations will be
useful to find out the impact of associating typed characters with images on
password security and memorability. This is an interesting research question as
the challenge of balancing security and usability remains. It is also worthwhile
making slight modifications on the scheme in order to increase usability. For
example, the characters placed under the images can be changed each time even
for the same user which means creating a one-time password each time. The
security and usability evaluation of such scheme might yield interesting results.
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1 Introduction

In the last decade, the privacy of data users/owners has become a growing con-
cern due to the massive increase in personal information utilised in smartphone
apps [1], social networks [2], outsourced search applications [3,4], etc.

Smartphone apps are designed with consideration for the demands and con-
straints of the smartphones and to take advantage of any specialised capabilities
that they have. The smartphone apps market is rapidly growing. In 2017, the
total number of iOS and Android apps available on their marketplace were 2.2
and 3.5 millions, respectively [5]. Furthermore, the number of mobile app down-
loads has grown to 197 billion worldwide in 2017, which is almost 50 billion
more than 2016 [6]. Such enormous number of apps available and the high num-
ber of downloads resulted in increased dependency on apps. In 2017, eMarketer
released a study showing the average amount of time people spent using apps
is two hours, 25 minutes per day [7]. The Techcrunch’s report showed that on
average, smartphone owners used nine apps per day and 30 apps per month.
Accordingly, it was argued that smartphone users rely heavily on apps [8]. For
instance, Marketing Land [9] reported that the smartphone users spent 86% of
their internet usage time using apps. As a result, the landscape of smartphone
use today is very much app-focused. All of these factors make smartphones an
attractive target for privacy invasion.

Each app can request a certain number of permissions which allows it to gain
access to the device resources such as contacts, location, storage, camera, etc.
In older Android versions (prior to version 6.0), users had to grant permissions
requested by each app at the install time and they were not able to restrict those
permissions later. However, with the release of Android 6.0, the users were given
control, and they are able to restrict the requested permissions even at runtime.
Although this feature enables users to better preserve their privacy, prior studies
have shown that few users are aware of it, hence permissions are often ignored
even though they might appear irrelevant to the real functionality of the app
[10]. This is due to the fact that many users do not understand the technical
and sometimes ambiguous definitions of permissions [11]. Additionally, most of
them value the use of the apps more than their personal information, despite
the fact that the apps collect large amounts of personal information, for various
purposes ranging from functionality to empower their ads mechanisms [12,13].

The invasive nature of smartphone apps, harvesting personal data has been
demonstrated in many studies. The Wall Street Journal reported a study in which
101 popular smartphone apps were examined for personal information gathering
activities. Their results showed that more than half of the apps exhibited at least
one risky behaviour, such as location tracking, transmission of a smartphone’s
unique device ID number, or the gathering of other personal information [14]. A
report by Appthority showed that 95% of the top 200 free apps and 80% of the
top paid apps for Apple and Android phones did the same [15]. Chia et al. [16]
studied risk signaling concerning the privacy intrusiveness of Android apps in two
repositories. Their results showed that the number of dangerous permissions an
app requested was positively correlated with its popularity. Therefore, the fact
that an app is popular does not imply that it respects users’ privacy.
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This paper presents the results of interviews and surveys of 52 participants who
used our privacy enhancing tool called Android Apps Behaviour Analyser (A3)
that is solely designed and implemented for Android devices. In this study, we
examine, compare and contrast smartphone users’ concern and expectation, by
leveraging a user study as a reference point for understanding smartphone-specific
concerns and perceptions. This study is aimed to (1) propose a privacy enhancing
tool for smartphone users to support them for informed privacy decision-making,
(2) test our hypothesis that smartphone users are willing to take action and change
their privacy attitude once they realise how their personal resources are treated by
their installed apps, and (3) provide data over the understanding of users’ privacy
concern and expectation in using smartphone apps.

The rest of the paper is organised as follows: Sect. 2 reviews the existing
works in the literature related to the privacy concern and expectation analysis
of smartphone users. Section 3 describes the main concepts associated to the
Android Apps Behaviour Analyser (A3) as a novel privacy enhancing tool for
Android users. Section 4 presents the research steps and design decisions taken
in the implemented user study to analyse the impact of A3 on the users’ privacy
concern and expectation and the obtained results are then presented in Sect. 5.
Finally, we conclude the paper and point the future directions of research in
Sect. 6

2 Related Work

Kelley et al. [17] tried to identify possible causes and incentives for users to will-
ingly share their location with advertisers. The results showed that users were
highly concerned about their personal data. Almost 80% (19 out of 24) of the
people questioned expressed the highest level of concern towards an unsolicited
transfer of personal data gathered about them by a company on a corporate
level (e.g. to other companies, institutions, governments, etc.). The authors con-
cluded that the users are least concerned when they share information about
being at certain pre-selected locations. The study suggested that this could be
attributed, in part to the fact, that users may like being informed regarding
certain promotion activities or other similar events related to the places speci-
fied (e.g. coupons for favourite restaurants). Differently, Chin et al. [18] studied
overall privacy and security expectations of the users in choosing apps. They
first surveyed 60 smartphone users to measure their willingness to perform cer-
tain tasks using their smartphones to test the hypothesis that people currently
avoid using their phones due to privacy and security concerns. Second, they
investigated why and how the users trust a certain app. The results showed that
users are more concerned and conservative about privacy on their smartphones
than their laptops. The authors also identified the threats which scare smart-
phone users of using smartphones (e.g. malicious apps, data loss, etc.). Based on
these results, they suggested some recommendations to ameliorate privacy and
security confidence of users to increase trust in choosing apps. A different user-
centric study was published by Felt et al. [12]. They presented a risk ranking of
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sensitive smartphone resources by user concerns. A successive open-end enquiry
among a group of 42 participants gathered personal descriptions and ratings of
a subset of evaluated risks which disclosed that the lowest-ranked risks are seen
as disturbances, the highest-ranked risks however represent serious issues. They
found that warnings in Android and iOS do not satisfy users’ concerns. They
concluded that future permission systems should consider user concerns when
deciding which permissions are protected with warnings.

Lin et al. [10] investigated privacy expectations of smartphone users. The
main goal of the authors was to figure out when an app violates users’ expecta-
tions. Having considering this and by arguing that if a user’s mental model aligns
with what the app actually does, the authors claimed there would be fewer pri-
vacy issues since the user is adequately informed of the actual app’s behaviour.
This brought them to the point of allowing users to see the most common mis-
expectations about an app by revising users’ mental model. For this reason,
they suggested the use of both crowdsourcing users’ mental models and profiling
mobile apps using log analysis tools. Amini [19] employed crowdsourcing as part
of a procedure to analyse mobile apps privacy expectation. Participants were
asked to rate their expectation and comfort feeling according to the access of
sensitive information related to the identified tasks. Thus, by considering the
context of apps as well as privacy invasive behaviour, an assessment of the desir-
ability of this information leakage can be depicted. Continuing this work, Amini
et al. [20] envision the tool AppScanner, consisting of different sub-modules, to
be able to evaluate mobile apps privacy on a large scale. Enhancing the work
presented before, crowdsourcing still presents a main component for gathering
user’s expectation related to the privacy behaviour of apps. The analysis of the
past research lead to the following research questions:

RQ-1: What are people’s privacy expectations of mobile apps?
RQ-2: Do people have correct mental models of mobile apps resource access
behaviour?
RQ-3: Are privacy concerns and trust correlated with people’s expectations?

In [21], the authors studied the compliance of accessing permissions by
installed apps with regard to the users’ expectation. To this end, they modi-
fied the Android OS to log whenever an installed app accessed a permission-
protected resource and then gave modified smartphones to 36 participants who
used them as their primary phones for one week. Afterwards, they showed var-
ious instances over the past week where apps had accessed certain types of
data and asked whether those instances were expected, and whether they would
have wanted to deny access. The results showed that 80% of the participants
would have preferred to prevent at least one permission request, and overall,
they stated a desire to block over a third of all requests. This is an important
work that revealed the discrepancy between users’ expectation and actual app
behaviour. One of the most relevant outcomes from their work is identification
of the need of transparency with regard to which app accesses which resources
and at what frequency. A study from 2017 by Crager et al. [22] considered a
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different type of threat for users’ privacy that comes from smartphones’ sensors
and other wearables. One specific threat that they presented was from an adver-
tising software developer kit (SDK), that used the smartphone’s microphone to
listen the near-ultrasonic sounds placed in the TV, radio and Web ads, which
could be eventually used to infer the user’s preferences. The results showed that
users were only aware of the location tracking, and had not been considering the
other three, namely Device-Fingerprinting, Keystroke-Monitoring and Acoustic
Eavesdropping. As expected, users learning about the threats were immediately
concerned about their privacy. The authors concluded that more efforts should
be put into educating trivial (not experienced) users about the possible threats,
but acknowledged the fact that the users would generally avoid using an app or
a device if its security system affects usability.

Having included related work from 2011 to 2017, we conclude that although
people are concerned, they are not in fact, fully aware how their data is being
treated and how this affects their privacy. The part we shall be more con-
cerned about is that the users, even after being alerted, tend not to change
their behaviour (attitude) and instead try to rationalise using privacy-violating
apps and willingly ignoring or accepting the possible risks. This behaviour, was
coined in the literature as privacy paradox meaning that people’s attitude toward
privacy does not align with their actual behaviour [23,24]. This phenomenon
is frequently assigned to psychological biases and heuristics that accompanies
decision-making process. In the digital context the privacy paradox could be
diminished by the reduction of information asymmetry. Currently, the end-users
are not provided with a sufficient and understandable information about the data
collection processes, unlike the service providers who have all the information
about their data collection practice. Due to the lack of information, users are
trapped in the bounded rationality, where the rational maximisation of benefits
is restricted due to the limits of cognitive abilities [25].

Unlike the mentioned studies, we aim to increase the smartphone users aware-
ness of privacy. By proposing a transparency tool called Android Apps Behaviour
Analyser (A3) we analyse the behaviour of installed apps on the user’s smart-
phone to identify privacy deviated activities. Out tool does not rely on the
existing reviewed techniques for log analysis that require modification the OS
(or root access). Additionally, we perform a user study to examine the users’
privacy concern and expectation after revealing how much and to which level
their personal information is accessed with/without their awareness. Hence, our
remaining research questions are:

RQ-4: Is A3 tool capable of increasing mobile privacy awareness and altering
privacy concerns?
RQ-5: What are people’s reactions for the A3 tool and to the information it
provides?
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3 Technical Implementation: The A3 Tool

This section elaborates on the technical implementation followed in this paper to
develop the A3 tool including its respective components. Fig. 1 shows a high level
architecture of A3. As it can be seen, A3 has several components. In principle,
the log reader component is responsible to read device’s logs, and accordingly,
produce the raw data. These data are then sent to the data mining component
which aims to analyse the apps’ privacy behaviour. The results obtained from
the data mining component are then sent to the user for further evaluation and
decision.

Fig. 1. A high level overview of the A3 tool.

3.1 Log Reader Component

Throughout the implementation phase, we consistently target three main goals.
Firstly, A3 must work without any need for root access to the OS. Secondly, there
must not be any modification to the core of the OS. Lastly, it should be capable of
being installed on the recent versions of Android. We implemented the log reader
based on AppOps which is a privacy manager tool and introduced in Android
4.3. However, Google decided to make it hidden in later versions of Android
and it is currently inaccessible, unless the device is rooted [26]. To the best of
our knowledge, root access is only necessary to access the AppOps management
system, e.g. to tell the system to deny access to one of the operations that is
controlled by AppOps. We found that to view the AppOps logs, there is no
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need to root the device, and they are accessible to any app with debugging
privileges [27,28]. Generally, in order to collect the logs, a timer is sent to the
PermissionUsageLogger service periodically. When it is received, the logger
queries the AppOps service that is already running on the phone for a list of
apps that have used any of the operations we are interested in tracking. We then
check through that list and for any app that has used an operation more recently
than we have checked, we store the time at which that operation was used in our
own internal log. These timestamps can then be counted to get a usage count.

3.2 Data Mining Component

This component is supposed to behaviourally analyse the installed apps by get-
ting help from the results obtained from the log reader component. This is done
according to a rule-based approach which is supposed to increase the functional-
ity and flexibility of our data mining component. Consequently, we have defined
a set of privacy deviated behaviour detection rules that are aimed to analyse the
privacy behaviour of the users’ installed apps. We initially defined a set of sen-
sitive permissions (introduced by Android1) and we mainly analyse the accesses
to these resources. For example, consider the device’s screen is off and it is in
the horizontal orientation (and the user does not talk on the phone, meaning
that the AUDIO permission is not being used). In such situation, we assume that
the user does not use the phone (e.g. the phone lies on the desk) and if one of
the sensitive resources is accessed by a given installed app, we record this and
report to the user about the detail of the access (date, time and reason together
with a short explanation). Therefore, the users can transparently manage their
resource accesses (due to space limitations, we refrained from explaining all the
defined rules).

3.3 Graphical User Interface

The A3 tool informs users of the potential misuses of their personal data. For
this reason, we emphasize how the privacy indicators are shown to the user.
Therefore, the Graphical User Interface (GUI) plays a crucial role in A3. The
GUI offers the following functionality:

App selection. In order to follow the principle of data minimisation [29], the
users are given this option to choose the apps that they are interested to analyse
their privacy behaviour, meaning that the users can freely choose which app(s)
should be scanned (Fig. 2(a)).

Scan intervals. We have given users the ability to decide about the desired scan
intervals, meaning that they can determine the watchdog intervals at which
the sensitive resources are scanned for any potential privacy invasive activity
(Fig. 2(b)).

1 https://developer.android.com/guide/topics/permissions/requesting.html.

https://developer.android.com/guide/topics/permissions/requesting.html
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Fig. 2. A3 user interface (a) app selection (b) scan intervals (c) permission restriction,
and (d) behaviour analysis.

Permission restriction. As Google has initiated a new permission manager sys-
tem in Android 6.0 and later versions, we have embedded a direct access to this
permission manager system to revoke/grant permissions for any app (Fig. 2(c)).

Behaviour analysis. The users are able to check which personal resources (per-
missions) have been accessed by their installed apps. They can also observe the
time and frequency of accesses. Accordingly, a synopsis of apps and resources
accessed including the corresponding timestamps are communicated to the user.
This also entailed to translate the technical terms of permissions defined by
Android (e.g. PHONE_STATE, COARSE_LOCATION, etc.) to understandable defini-
tions for the ordinary users (Fig. 2(d)).

4 The Design of the User Study

The user study comprises four main phases, including, recruitment, enter survey,
a one week apps’ behaviour analysis, and exit survey. In order to link enter
and exit surveys, we supplied participants with an anonymous personal code.
We asked participants about their privacy concerns, attitudes and expectations
of the personal information that their smartphone would collect and transfer
before and after using A3. The results gathered from this user study provide us
with a sound foundation to compare the users expectations with actual results
obtained from A3. This helps and supports users to judge to which extent their
expectations match what the apps are doing in the reality. In the following, each
phase is described in detail.
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4.1 Recruitment

In total, 52 participants were recruited through placing an online recruitment
advertisement on social networks (e.g. Facebook) within a three month time
period (Nov 2017 to Jan 2018). In order to participate in the user study, the
participants were asked to read and sign a consent form in which they stated
that they are over 18 years old and they own Android smartphones. To reduce
potential biases, we requested for participants without advanced knowledge in
computer science and IT related areas.

4.2 Enter Survey

In this phase, the participants were given certain questions about their: (1) pri-
vacy concern and (2) expectation of the smartphone apps behaviour. We tried
to reuse the questions from [10,18,30,31] and adapted them to our application
domain. The majority of the survey used Likert [32] like item scales to measure
the privacy concern and expectation of the participants in the area of smart-
phones. The scores ranged from one extreme attitude (not at all concerned) to
another (extremely concerned). In the first set of questions, we collected data on
participant demographics, privacy concern and expectation. In the demograph-
ics section, we asked participants to provide information on their demographic
background, such as their age and gender. We then investigated participants’ pri-
vacy concern when using a smartphone app in different scenarios such as when
the information they shared was considered sensitive in general, or when an app
accessed information that did not seem as relevant. Lastly, we collected data on
participants’ expectation of what information they believed had been accessed
by different kinds of apps.

4.3 Apps Privacy Behaviour: A One Week Analysis

After the successful completion of the enter survey, the participants gave us the
permission to install A3 on their smartphones and they agreed to keep it running
for one week. In order to make sure whether this one week time period is repre-
sentative enough, we purchased ten Android smartphones and we installed the
A3 tool on them. We then let A3 to run in the background for two weeks while
it was scanning each individual phone (during this period, we never interacted
with the devices, ensuring that they have sufficient battery level). We found
that after almost one week, it is possible to observe a significant number of
permission (resource) accesses by installed apps which would give us an indica-
tor/understanding about the apps’ behaviour. That is why we decided to choose
the one week time slot. During the one-week interval, participants launched A3
on their smartphones and performed their usual daily activities with their phones
while the tool was scanning all the resource accesses by their installed apps. It
is worth to mention that we did not collect any personal information and all
the scan results remained on the users’ phones (the analysis results were not
transmitted to external parties, servers, etc.).
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4.4 Exit Survey

At the end of the week, the participants returned to our lab. They were presented
with the results of the analysis of their installed apps’ behaviour and completed
the exit survey. We asked the participants to go through the results of the scans
to see how their personal resources have been treated by their installed apps
during the one week period. The questions in the exit survey examined how
participants’ expectation changed as a result of using A3, e.g. whether they
changed their privacy attitude, do they have the intention/willingness to change
their behaviour, what do they think about A3, whether its results are informa-
tive, annoying, expected, etc. Finally, each participant was compensated by a
€15 Amazon voucher.

5 Results

5.1 General Exploration over the Data

Among 52 study participants, the majority (48.1%) were between 25–34 years
old. The sample was almost equally distributed among two genders, females
(42.3%) and males (57.7%). Most of the respondents held higher education,
either bachelor’s (57.7%) or master’s degree and higher (26.6%). The detailed
demographics are presented in Table 1.

Table 1. Participants demographics.

Demographic Group N %

Age 18–24 16 30.8

25–34 25 48.1

35–44 7 13.5

45 or older 4 7.7

Gender Female 22 42.3

Male 30 57.7

Education High school 4 7.7

Some college 4 7.7

Bachelors degree 30 57.7

Masters degree or higher 14 26.9

IT experience Not at all 21 40.4

Trivial 20 38.5

Moderate 9 17.3

A lot 2 3.8
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Only three (5.7%) participants admitted that they read privacy policy before
installing the new smartphone app, while 17 (32.7%) said they never read it, 23
(44.2%) said they read it rarely, and nine (17.3%) sometimes. The majority of
respondents expressed their lack of knowledge about privacy in general (N = 31,
59.6%). Most of them were certain (N = 23, 32.7%) or not sure (N = 16,
30.8%) whether they have a basic knowledge about technical terms of privacy
and security.

The participants admitted that they prefer social media and convenience to
privacy and security. 16 (30.8%) said it is very true and 16 (30.8%) said rather
true. Additionally, 33 (63.5%) participants confessed that they actively use social
media.

Regardless, most participants stated that they feel motivated, and spend
considerable time trying to protect their online privacy (N = 32, 61.5%). 29
(55.8%) respondents did not feel confident that somebody could track or monitor
their online activities, and 15 (28.8%) were not sure how they feel about it.

5.2 User Expectation

In the enter survey we asked participants about their expectations of apps
behaviour (RQ-1). First, we wanted to know how likely they think the app
which they did not create an account for, will have access to sensitive informa-
tion (i.e. location, contacts, etc.). The majority of participants said that it is
not likely (N = 22, 42.3%) or only slightly likely (N = 12, 23.1%). The small
percentage of respondents thought it is moderately (N = 10, 19.2%), or very
and extremely likely (N = 8, 15.3%). Additionally, we asked to what extent
the respondents agree with the following statement Smartphone apps are only
accessing resources and permissions which are related to their functionality (e.g.
navigation apps need to have access to your location etc.). In total 20 partici-
pants strongly or somewhat agreed with the statement (38.4%), and 13 (25%)
were neutral about it.

We wanted to examine whether participants would like to know more about
the data collection and processing of smartphone apps. First, we asked if they
would like to know what personal information is accessed by apps installed on
their smartphones. The majority of participants strongly agreed (N = 36, 69.2%)
or somewhat agreed (N = 10, 19.2%) with such statement. Additionally, we
asked whether they would like to know how their personal information is used
by apps installed on their phones. Once again, the participants even strongly
agreed (N = 39, 75%) or somewhat agreed (N = 9, 17.3%) that they wish to
know it.

5.3 App Resource Access Behaviour

We were interested to identify whether participants have the correct mental
model for the frequency of access to the phone resources of certain app types
(RQ-2). Therefore, in the enter survey we asked participants whether they have
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a social network, messaging and navigation app installed (most common sen-
sible app categories to ordinary users), and if so, how many times such app
is accessing their phone’s location, storage, contacts, accounts, phone number,
audio, calendar, camera and SMS/MMS. To see whether the assumptions were
close to reality, in the exit survey we asked respondents to provide the access
information from the A3 tool, collected over the week.

In general, respondents underestimated the frequency of resource access by
different apps. Among the respondents who had social network app on their
phones (N = 34), 48.1% underestimated the location access, 59.6% storage,
30.8% contacts while 38.8% overestimated camera access. Similarly, the owners
of messaging apps (N = 46) underestimated the numbers of access to location
(N = 20, 30.8%), storage (N = 43, 88.5%), contacts (N = 34, 65.4%), accounts
(N = 33, 63.5%), audio (N = 28, 53.8%), camera (N = 21, 40.4%). Lastly, the
respondents highly underestimated the navigation apps resource access, such as
location (N = 41, 78.7%) and storage (N = 44, 84.6%). We found that the real
frequencies of apps accessing various resources vary, and where really high, some
of them reaching over 40000 times per day.

5.4 Privacy Concern Aspects in Smartphone Apps

General Privacy Concerns and Trust. We developed a Likert scale [32] to
investigate privacy concerns and online trust. We checked the reliability, and
Cronbach α was .848 for the five trust items, and .754 for the five privacy con-
cerns items. The Cronbach alpha is a reliability test that should be applied
to check whether the scale is consistent, and whether it measures the desired
attitude. It is based on the calculation of the average value of the reliability
coefficients of all available items when divided into two half-tests [33].

We applied Spearman test for correlations to investigate whether there are
relationships between privacy concerns, trust and expectations (RQ-3). The
Spearman correlation was used because the data did not meet the assumptions
of parametric tests. Spearman correlation is used on the ranked data, and it
measures the strength of the relationship between two variables [34]. We found
significant correlations between trust and the role of an app reputation when
deciding upon personal information disclosure (rs = .35, p < .05). There was a
positive correlation between trust and a belief that an app accesses only resources
related to its functionality (rs = .49, p < .001). Additionally, we found a negative
correlation between trust and refusal of providing personal data to smartphone
apps (rs = −.41, p < .05), apps’ access to sensitive information (rs = −.30,
p < .05) and the restrictions of applications’ permissions (rs = −.40, p < .05).

Further, we found a significant correlation between privacy concerns and
willingness to uninstall the app, if it violates users’ privacy (rs = .38, p < .05).
Lastly, there was a correlation between concerns and fear about the safety of
information (rs = .30, p < .05).

We used Spearman test for correlations to examine whether people with
higher levels of privacy concerns rank higher the importance of clear information
about app’s access to different types of personal information (when deciding on
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app’s download or usage). We identified positive correlations between privacy
concerns and importance of information about access to the phone’s location,
storage, contacts, accounts, audio, and camera (Table 2).

Table 2. Spearman correlations: privacy concerns and importance of clear information
about the apps access to different types of personal information.

Information type Correlation Sig. (2-tailed)

Location .494 .000

Storage .335 .015

Contacts .362 .008

Accounts .522 .000

Audio .386 .005

Camera .508 .000

Privacy Issues in Smartphone Apps. One of the research goals was to inves-
tigate whether the A3 tool is capable of increasing smartphone users’ privacy
awareness (RQ-4). To examine this we used repetitive measures, pre- and post
questionnaires asking participants about their privacy concerns in the context
of smart-phone apps. We applied Wilcoxon test to measure whether the par-
ticipants’ level of privacy concern changed after using A3. We used Wilcoxon
test because we it is suitable for ordinal, ranked data. This test enables a
direct comparison in related design studies, between participant’s scores in two
conditions [35].

The test indicated that in the exit survey, participants scored significantly
higher on concerns about personal data being leaked or transferred to third
parties (Z = −5.106, p < .001). Similarly their concerns were significantly higher
about data falsification (Z = −4.088, p < .001), online bullying and flaming
(Z = −3.7006, p < .001), receiving spam emails (Z = −5.056, p < .001), and
receiving behavioural adds (Z = −4.080, p < .001). Further, after a week of using
A3 participants were more worried about government surveillance (Z = −4.375,
p < .001) and about apps accessing irrelevant information (Z = 5.442, p < .001).
However, there was no significant difference in before and after scores regarding
the level of concern about their credit card being used by others.

5.5 Reaction to the Transparency Tool

Overall, we were interested in how the participants react to the A3 tool, and to
the information it has provided (RQ-5). After using the A3 tool for a week,
the majority of respondents were surprised to learn how often apps access
their personal resources (N = 46, 88.5%). The respondents found informa-
tion provided by A3 shocking (N = 40, 76.9%) but informative (N = 36,
69.3%). The participants realised that some apps access permissions that are not
related to their functionality (N = 49, 94.3%), and they were shocked about it
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(N = 46, 88.4%). In regards of privacy intentions and concerns, participants
expressed the willingness to restrict apps permissions in the future (N = 46,
88.5%), as well as uninstalling some of the apps that they find privacy inva-
sive (N = 40, 86.9%). The majority (N = 46, 88.5%) found themselves more
worried about privacy than before using A3, and they intend to report privacy
invasive behaviours (N = 32, 61.6%), e.g. in the form of user comment on the
Google Play Store to increase the privacy awareness of other users. Similarly,
they expressed a willingness to read privacy policies before installing the app
(N = 36, 69.3%). Lastly, the respondents admitted they would like to have tool
like A3 earlier (N = 47, 90.4%) and if possible wish to use it to monitor their
smartphone apps behaviour (N = 43, 82.7%).

5.6 Additional Findings

Privacy Sensitivity Degree of Different Smartphone Resources. We
asked respondents about the sensitivity of different types of information, on a
scale from Not at all sensitive to Extremely sensitive. The participants perceived
as extremely sensitive storage information (photos & videos)(N = 20, 38.5%),
audio (N = 15, 28.5%), camera (N = 17, 32.7%). They perceived as a not at
all sensitive calendar information (N = 16, 30.8%) and SMS/MMS (N = 13,
25%). The other information types were scored as moderately (accounts on your
phone, phone number) or slightly (location, contacts) sensitive.

The Spearman correlation tests identified significant positive correlations
between the information sensitivity and privacy concerns. There was a weak
correlation between concerns and sensitivity of location and accounts. Addition-
ally, sensitive information about the storage, audio and calendar was correlated
with concerns. Further, we found that there is a significant negative correla-
tion between trust and sensitivity level of contacts, calendar and SMS/MMS
information. The results of correlation analysis are presented in Table 3.

Table 3. Spearman correlations: privacy concerns and trust with information
sensitivity.

Sensitive information Correlation Sig.(2-tailed)

Privacy Concerns Location .286 .040

Storage .417 .002

Accounts .277 .047

Audio .326 .018

Calendar .327 .018

Trust Contacts −.277 .047

Calendar −.346 .012

SMS/MMS −.276 .047
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5.7 Discussion

Our findings confirm that A3 is able to affect the way by which people are
concerned about their privacy. Although the majority of the participants (65.4%)
said it is not likely or slightly likely that an app which they did not create an
account for, will have an access to sensitive resources, the participants realised it
is incorrect. They reported a higher number of apps that were not being used by
them during the one week analysis, but still they were accessing users’ personal
resources in a very aggressive manner (without any user interaction, e.g. account
creation, etc.). Further, 38.4% of the participants believed that smartphone apps
only access resources relevant to their functionality (e.g. a weather forecasting
app requires access to location). However, we discovered that some apps (e.g.
health & fitness, navigation, etc.) that do not need to excessively request or
access privacy sensitive information, are doing so without users’ knowledge.

Overall, the information provided by A3 raised the participants’ privacy
awareness after a trial period. This indicates that the reduction of information
asymmetry by providing users with information about the apps resource access,
may help to overcome or at least reduce the privacy paradox. However, this
requires further investigation in different experimental settings enabling exami-
nation of causal relationship between the attitude and behaviour prior and after
using the A3 tool. Additionally, our results demonstrated that users have an
inaccurate mental model of apps’ resource access behaviour, and they mostly
underestimated the frequency of permission accesses by their installed apps.
However, the participants expressed willingness to change their attitude and
behavior after using the tool. This willingness to change suggests that the tool
such as A3 could adjust users mental models, raising privacy awareness and
enabling informed privacy decision-making.

5.8 Limitations

The scope of this paper comprises Android OS. Regardless of the choice of the
research area, currently the A3 tool cannot be applied to other smartphone
platforms (e.g. iOS). Another limitation is the low number of participants (52
people) due to the complexity of the study. This happened due to several reasons.
Firstly, A3 is solely executable on Android devices, correspondingly, we missed
lots of participants who showed interest but they were not technically qualified
to participate in the study (e.g. iOS users). Secondly, since A3 is not publicly
available on the Google Play Store, several interested people expressed that they
do not feel comfortable to install an app from unknown sources on their phones.
Further, we tried our best to keep the study safe from any biases (e.g. to not
focus on privacy experts). Unfortunately, in such studies, it is challenging to
have a diverse type of participants which would further enhance the validity of
our analysis.



“It’s Shocking!”: Analysing the Impact and Reactions to the A3 213

6 Conclusion

In this paper, we studied the smartphone users’ privacy awareness by conduct-
ing a user study based on an implemented privacy enhancing tool (A3 ). We
examined the applicability of such tool with the real users and investigated the
users’ reaction to A3. Thus, we performed a user study comprising of 52 partic-
ipants and we analysed their privacy concern and expectation before and after
using the A3 tool. The results clearly showed that users’ privacy concern and
expectation changed after using A3. We identified that users’ privacy aware-
ness increased due to the implication of A3. Moreover, we observed that users
mostly have poor knowledge of how their installed apps treat their personal
sensitive resources. Additionally, we found that there is a gap between what
smartphone users perceive about privacy and what is happening in the reality
by their installed apps. Study participants were shocked once they understood
how their apps are accessing their resources without their knowledge, especially
when accessing resources that are not necessary for the appropriate functionality
of an app. As a result, we believe that the smartphone users need such privacy
enhancing tool to better protect their privacy and to make informed privacy
decisions. Although the results showed the changed perceptions of privacy issues
that might be due to the use of A3, for the future work we plan to implement
an explanatory study investigating the role of A3 tool in the causal relationship
of privacy attitude-behaviour change. This will enable us to contrast the control
group with the experimental group for a more confident comparative analysis.
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Abstract. SELinux/SEAndroid policies used in practice contain tens of
thousands of access rules making it hard to analyse them. In this paper,
we present an algorithm for reasoning about the consistency of a given
policy by analysing the information flows implied by it. For this purpose,
we model SELinux policy rules using the Readers-Writers Flow Model
(RWFM). Using this model, our method identifies all possible indirect
flows due to a given policy that could lead to inconsistency. One of the
main features of the method is that it not only identifies inconsisten-
cies in the policy but also traces the rules that lead to inconsistency. To
distinguish between benign and vulnerable indirect flows, we further cat-
egorise the indirect rules that directly contradict neverallow rules in the
policy and hence have a high potential for information leak. We further
rank the rules and domains based on the number of policy violations
they cause. We have also implemented a tool FlowConSEAL based on
the above method and have applied it on various SELinux/SEAndroid
policies for providing a succinct feedback to the user.

1 Introduction

In this digital era, protecting data from intentional and unintentional misuse has
become a major concern. Security of Operating System (OS) plays a vital role
in data protection and privacy. With Linux kernel forming the core of a wide
range of computing devices ranging from mobile phones to supercomputers, its
security is of paramount importance. Over the years, several efforts have been
made to enhance the security of Linux, SELinux [1] being a prominent example.

Traditionally, Linux supports Discretionary Access Controls (DAC) where
access decisions are taken based on the user identity and the permission bits of
the object. It is well known that DAC alone is not powerful enough to effectively
protect the system because of its inherent weaknesses.
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SELinux introduced Mandatory Access Controls (MAC) to overcome DAC’s
drawbacks and enhance security through fine-grained access control. It does
so by labeling every entity in the system such as files, sockets, processes etc.,
and specifying a policy to control accesses based on the labels of subjects and
objects involved in actions. In addition to providing better protection against
unauthorized accesses, SELinux also helps in confining the attack in case of
a breach. From Android 4.3 onward SELinux is also being used in Android
(referred to as SEAndroid) to provide better application sandboxing and fine-
grained access control1.

In SELinux systems, a well-written policy is the key to protecting the sys-
tem resources against security threats. However, as these policies get larger and
complex, assuring the consistency of all the rules and information flows allowed
by them becomes difficult. Currently, the tools [2] used for writing and analysing
these policies are not sufficient for detecting information leaks in them. In this
paper, we describe a method to analyse information flows implied by a given
SELinux policy, and verify their consistency with respect to the accesses in the
given policy. The main contributions of the paper are:

1 Automatically analysing consistency of SELinux policies via implied
information flows (IF), enabling the policy writers in preventing IF leaks.

2 Identifying and producing evidence for indirect IFs which violate neverallow
rules specified by the policy.

3 Identifying security critical rules and domains.
4 Implementation of the tool FlowConSEAL to demonstrate the effectiveness

of our approach by applying it on various real-life policies.

In the rest of the paper, background is provided in Sect. 2, followed by the
need for IF analysis of SELinux policies in Sect. 3. Our approach and experimen-
tal analysis are given in Sect. 4 and Sect. 5 respectively. Discussion on related
work is presented in Sect. 6. Conclusions are presented in Sect. 7.

2 Background

2.1 SELinux

SELinux is a MAC system implemented using Linux Security Module (LSM)
framework [3]. LSM modules work on top of Linux’s built-in DAC and enhance its
security. In an SELinux system, every subject (active entities like processes) and
object (passive entities like files,sockets etc.) is assigned a label which consists
of four fields corresponding to SELinux user, role, type and an optional level
and it is denoted as user:role:type[: level]. The third field type represents
the logical grouping to which the entity belongs (type of a subject is commonly
referred as a domain). Although SELinux supports policies based on both type

1 As SELinux and SEAndroid policies have the same syntax, our approach is applicable
to both families.
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field (Type Enforcement policy) and level field (MLS, MCS policies), Type
Enforcement (TE) policies are the most commonly used in practice. The analysis
presented in this paper is focused on SELinux TE policies.

TE policy supports several types of rules. In this paper we are concerned with
two predominant rules - allow and neverallow. Every time a subject attempts
to perform an action on an object, a request is sent to the SELinux module.
Access decision is taken based on the subject and object’s label. By default,
every access is denied. allow rules are used to explicitly grant access permis-
sion. Unlike allow, the neverallow rules are used at policy compilation time
to ensure that there are no corresponding allow rules. The general syntax of
these rules is rule source target:class permissions where rule represents
the rule name, source represents the type of the subject requesting the access,
target represents the type of the object which is being accessed, class rep-
resents the category of the object (such as file, socket etc.) and permissions
denote actions associated with the object class.

2.2 Readers-Writers Flow Model (RWFM)

In a MAC system, we can ensure information flow security by employing a suit-
able formal information flow model and ensuring that the MAC policy conforms
to the model. In this paper, we use RWFM [4] model to capture the information
flows in a given SELinux policy. RWFM is a powerful lattice-based information
flow model based on Dennings model [5]. It can be used to provide both confi-
dentiality and integrity. It supports dynamic labeling and declassification. Also,
it can capture several well-known models like BLP [6], Biba [7] etc. Its labeling
and access rules are described below.

Labeling: Let S and O be the set of subjects and objects in the system respec-
tively. An RWFM label, also called as RW Class is defined as a triplet (s,R,W ),
where s ∈ S denotes the owner of the information in the class, R ∈ 2S denotes
the set of subjects which can read the objects of the class, and W ∈ 2S denotes
the set of subjects which can write or which have influenced the class.

Access Rules: Let owner(x), R(x) and W (x) be the functions mapping S ∪ O
to the owner, readers and writers components of the label respectively. Under
the above labeling model, access rules of RWFM are specified as follows:

– A subject s is allowed to read an object o if owner(s) ∈ R(o) and R(o) ⊇ R(s)
and W (o) ⊆ W (s)

– A subject s is allowed to write an object o if owner(s) ∈ W (o) and R(s) ⊇
R(o) and W (s) ⊆ W (o)
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3 Consistency Problem of SELinux Policies

In this section, we explain the indirect and contradictory rules and the associated
security concern. Consider the following set of rules R:

1 neverallow mozilla t security t:file write;
2 allow mozilla t user home t:file write;
3 allow sysadm sudo t user home t:file read;
4 allow sysadm sudo t security t:file write;

The second rule in R permits mozilla t to write to user home t:file. The
third rule allows sysadm sudo t to read from user home t:file, and the last
rule allows sysadm sudo t to write to security t:file. When actions permit-
ted by the last three rules are performed in that sequence, mozilla t can write
some data into user home t file, and sysadm sudo t can then read this content
and write it into a security t file. As a result, mozilla t can indirectly write
to a security t file which the policy writer intended to prevent using Rule 1.

SELinux enforcement of the policy fails to prevent such accesses because
it only controls individual accesses, and does not take the information flows
caused by these actions into account. Whenever a subject performs an action on
an object, the action results in an information flow between them. The direction
of such flow depends on the nature of the action. In case of a read, information
flows from the object to the subject, whereas in case of a write, flow is from
the subject to the object. When multiple actions are performed, the resulting
information flow may lead to unintended accesses.

The main objective of this paper is to identify all potential indirect accesses
caused by chaining legal accesses of a policy. However, not all of them necessarily
lead to a security breach. We focus only on the set of indirect accesses which
have corresponding neverallow rules in the policy similar to the indirect access
resulted due to rules 2–4 in R which contradicts rule 1. Such rules allow the
accesses explicitly denied by the policy writers and hence are obviously a security
concern and need to be further analysed. We call such rules as contradictory
rules and study their impact on security. Our analysis provides useful feedback
to policy writers which can be used to better understand the impact of their
rules and develop flow secure policies.

4 SELinux Policy Analysis: Our Approach

Our approach has five main steps that are described in detail below:

Step 1: Canonicalization of rules
In practice, a rule may contain sets of domains, types, object classes and per-

missions. In such cases, a single rule corresponds to multiple accesses, one for
each (domain, type, class, permission) combination in the rule. To understand
the effect of each individual access on the information flow, it is necessary to
consider each such combination as a separate rule. So we canonicalize rules such
that each resulting rule corresponds to a single access. It will help us extract
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precise information such as the rules responsible for an indirect flow, number of
indirect rules caused by each domain and so on. Further, to clearly differentiate
between objects of same type but different object classes, we use both type and
class to uniquely identify such combinations. In the rest of the paper we use the
term “object type” to refer to this combination unless specified otherwise. We
define a function canonicalize() which takes a policy as input and returns the
set of corresponding canonicalized rules.

Consider the following simplified policy P consisting of set of domains
D = {d1, d2}, set of object types T = {t1, t2}, and permissions r and w which
correspond to read and write operations respectively.

Policy Rules in P
1 allow d1 t1 {r, w}
2 allow d2 t2 {r, w}
3 allow d1 t2 {w}

Canonicalized Rules of P
1 allow d1 t1 r
2 allow d1 t1 w
3 allow d2 t2 r
4 allow d2 t2 w
5 allow d1 t2 w

Step 2: Extraction of labels of object types
In our analysis, we consider information flows between domains and object types
in terms of RWFM rules. For this, we first need to assign RWFM labels to the
domains and object types. Since we are working at the granularity of domain/ob-
ject types, we ignore the owner field of the RWFM label. Thus the labels are of
the form (R, W), where R stands for readers and W for writers/influencers.

For extracting readers and writers of any object type, we need to find the set
of domains which have read and write permissions for that object type respec-
tively. We do this by iterating over all the allow rules in the policy. For each
allow rule of the form allow d t r, we add d to R(t) and for allow d t w, we
add d to W (t). This procedure is described in Algorithm 1.

At present, we focus only on read and write permissions in the policy since
they are the high bandwidth channels. Other permissions can be mapped into
either read or write depending on whether they cause outward or inward informa-
tion flow. Our implementation is generic and can use such mappings to consider
any permission of interest.

On applying Step 2 on the set of rules obtained from Step 1, t1’s label will
be ({d1}, {d1}) and t2’s label will be ({d2}, {d1, d2}).

Algorithm 1. LabelObjectTypes

Data: Canonicalized policy rules
Result: Labels (Lot) of all the object

types in the policy

foreach t ∈ T do
R(t) = W (t) = {}

end

foreach rule “allow d t perm” do
if perm = r then

R(t) = R(t) ∪ d
else if perm = w then

W (t) = W (t) ∪ d
end

end

Algorithm 2. LabelDomains

Data: Canonicalized policy rules and
Lot

Result: Labels (Ld)of all the domains in
the policy

foreach d ∈ D do
R(d) = W(d) = D

end
foreach t ∈ T do

foreach d ∈ R(t) do
R(d) = R(d) ∩ R(t)

end
foreach d ∈ W(t) do

W(d) = W(d) ∩ W(t)
end

end
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Step 3: Extraction of labels of domains
Once the labels of object types are obtained, we use them to derive labels for
domains in the policy. Algorithm2 describes this procedure. Here we start with
the universal set of domains for reader and writer sets. For each object type t
which contains d in its reader set, we update the R(d) as the intersection of R(t)
and R(d). Since read operation causes information flow from object to subject,
as per RWFM rule, the label of the domain (subject) should dominate the label
of the type (object). For this, R(d) ⊆ R(t) should hold. Hence we update R(d)
as R(d)∩R(t). Similarly, when a domain d is in writer set of an object type t, we
update W (d) as W (d)∩W (t). On applying this algorithm on the sample policy,
label of d1 will be ({d1}, {d1}) and label of d2 will be ({d2}{d1, d2}).

Step 4: Identification of indirect accesses
Once we have the labels for all the object types and domains in the policy, we
apply the following RWFM access checks on each allow rule in the policy:

d ∈ R(t) ⇒ (R(t) ⊇ R(d)) ∧ (W (t) ⊆ W (d)) (1)
d ∈ W (t) ⇒ (R(d) ⊇ R(t)) ∧ (W (d) ⊆ W (t)) (2)

These checks help us verify whether the information flows caused due to the
accesses respect the permissions specified in the policy. Algorithm 3 describes
the procedure used for the checks.

Algorithm 3. AccessRuleChecks

Data: Canonicalized policy rules, labels of object types (Lot), and labels of all domains (Ld)
Result: Set of rules corresponding to indirect flow
IndirectRulesSet = {}
foreach rule “allow d t perm” do

if perm = r AND W (t) �⊆ W (d) then
foreach d1 ∈ (W (t) − W (d)) do

foreach t1 which has d ∈ W (t1) do
IndirectRulesSet = IndirectRulesSet ∪ {allow d1 t1 w }

end

end

else if perm = w AND R(d) �⊇ R(t) then
foreach d1 ∈ (R(t) − R(d)) do

foreach t1which has d ∈ R(t1) do
IndirectRulesSet = IndirectRulesSet ∪ {allow d1 t1 r }

end

end

end

end

With the label derivation methods described in Step 2 and 3, we can say
that the conditions R(t) ⊇ R(d) in (1) and W (d) ⊆ W (t) in (2) will always be
satisfied. Hence, we check only the remaining conditions. Failure to satisfy these
conditions imply the presence of indirect flows. i.e if the condition W (t) ⊆ W (d)
fails in (1), then all the domains in (W (t)−W (d)) can indirectly write to all the
types that d can write. Similarly, if (R(d) ⊇ R(t) in the above condition fails,
that means that all the domains in (R(t) − R(d)) can read everything that d
can read. We construct allow rules corresponding to these indirect accesses and
store them in IndirectRulesSet. Applying these checks to our sample policy will
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show that the check fails at rule 5. Here R(d1) 	⊇ R(t2). Hence d2 can read t1
even though there is no rule granting this permission.

The steps described above can detect only one level of indirection i.e indirect
flows via a single pair of subject and object. However, there can be multiple
levels of indirect flows. For example, if we add rules allow d3 t3 {r, w} and
allow d2 t3 {w} to our example policy, it would lead to a two level indirection.
To find multi-level indirect flows, we first need to add the first level indirect rules
identified i.e rules in IndirectRuleSet to our policy rules and repeat Step 2 to
Step 4. We do this until there are no more indirect flows caused by the rule set.
Algorithm 4 describes this procedure.

Algorithm 4. SELinuxPolicyConsistencyCheck

Data: SELinux policy P
Result: Set of all possible indirect allows
consistent = False
RuleSet = Canonicalize(P)
while not consistent do

Lot = LabelObjectTypes(RuleSet)
Ld = LabelDomains(RuleSet, Lot)
IndirectRuleSet = AccessRuleChecks(RuleSet, Lot, Ld)
if IndirectRuleSet is ∅ then

consistent = True
else

RuleSet = RuleSet ∪ IndirectRuleSet
end

end

For each rule in the RuleSet, along with the rule components, we store the
iteration number in which the rule was generated (Iteration), set of rules causing
the rule (Cause), and whether the rule is contradiction or not (Contradiction).

Step 5: Extraction of crucial information
In this step we extract the following information by using the data collected in
the previous step:

Analysing Individual Rules: Here we try to understand the impact of each
policy rule on flow security. We count the number of contradictions caused by
each rule in the policy. Higher the number for a rule, larger is its potential to
cause harm.

Analysing Domains: Here we study each domain in the policy and count
the contradictions caused by them. The domains are then ranked based on this
count. This information helps the system developers to understand the priorities
that should be given while developing the processes in those domains.

Analysing Indirect Accesses: As seen in the earlier sections, a one-level indi-
rection between a subject-object pair is caused by chaining of 3 accesses. For
each such indirection, we store the rule corresponding to the second access as
the causing rule. This helps in generating the complete sequence of rules causing
a particular indirection. We can use this procedure recursively to determine a
complete sequence of original policy rules causing any multi-level indirection.
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Remarks: Given a general access matrix model [8] along with the assertion
that a certain subject s can acquire a right ‘x’ on object o, it is of interest2 to
generate a command/rule sequence that could lead to the new state from the
original state of the access matrix. From the given access rules, FlowConSEAL
generates the new rights acquired by processes along with the sequence of rules
required for realizing that right.

5 Experimental Analysis and Illustration

We have implemented FlowConSEAL using Python 2.7. Our implementation
and experiments are performed on Ubuntu 16.10 running on a virtual machine
configured with 64GB RAM. We demonstrate the effectiveness of FlowConSEAL
on two policies, the Reference policy (refpolicy- 2.20170805)3 which is the
base policy used by all the Linux distributions for developing their SELinux
policies and the SEAndroid policy provided as part of the Android Open Source
Project (AOSP) tree in Android 74.

5.1 Analysis of Policies by FlowConSEAL

Here we provide a brief5 analysis of the above two polices obtained through
FlowConSEAL as depicted in Table 1.

Number of Types, Object Classes and Permissions: SELinux doesn’t have
any predefined types whereas object classes and associated permissions are pre-
defined. Policy writers define types based on the resources and services they want
to confine and the overall security goals. Larger number of types help specifying
fine-grained rules. But with increase in types, associated rules also increase dras-
tically and the policy management becomes difficult. As general purpose Linux
systems provide comparatively large number of services and resources, natu-
rally, SELinux Reference policy contains larger number of types, object classes
and permissions than Android’s AOSP policy.

Number of Canonicalized allow and neverallow Rules: Our tool parses
the policy only once and stores the canonicalized allow and neverallow rules
separately. All further processing is done on these rules. Hence performance of
the tool depends on the number of allow and neverallow rules.

Number of Iterations: Number of iterations required to generate all possible
indirect rules indicates the levels of indirect flows present in the policy. AOSP
policy conforms to RWFM check in its second iteration i.e., it contains only
single level of indirection. However, note that the Reference policy contains two
levels of indirection.
2 Note that it is a specific problem instance rather than the ‘safety problem’.
3 https://github.com/TresysTechnology/refpolicy.
4 https://android.googlesource.com/platform/manifest/.
5 A full extended report on FlowConSEAL is available at http://isrdc.iitb.ac.in/

reports/isrdc-tr-2018-rks-rbs-selinux-static.pdf.

https://github.com/TresysTechnology/refpolicy
https://android.googlesource.com/platform/manifest/
http://isrdc.iitb.ac.in/reports/isrdc-tr-2018-rks-rbs-selinux-static.pdf
http://isrdc.iitb.ac.in/reports/isrdc-tr-2018-rks-rbs-selinux-static.pdf
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Table 1. Experimental analysis

Reference policy AOSP policy

Policy size 3.3 MB 521.6 KB

Number of types 1276 612

Number of object classes 127 63

Number of permissions 447 286

Number of canonicalized allow rules 10374 24418

Number of canonicalized neverallow rules 22893 2369117

Number of iterations 2 1

Number of indirect rules generated 232189 244466

Number of contradictions 1545 11529

% of indirect allows that are contradictions 0.665 4.715

% of neverallows that are contradictions 6.75 0.486

Execution time 41min 3min

Number of Indirect and Contradictory Rules: The tool identifies all pos-
sible indirect information flows. As we can see in the table for both the policies,
these rules are in hundreds of thousands in number. In order to avoid false
positives and reduce these rules to a manageable subset, we consider only the
contradictory rules. Larger the number of contradictions, weaker is the secu-
rity of the policy. From the table, the Reference policy has lower number of
contradictions even though it has large number of indirect flows.

Percentage of Indirect Allows that are Contradictions: This factor
indicates the extent to which indirect rules can be exploited to cause policy
violations. Theoretically, for perfect security, this number should be zero. The
Reference policy with only 0.665% of its indirect allows causing contradiction,
prove to be much more stronger against policy violations using indirect allows.

Percentage of neverallows that are Contradictions: This factor indicates
the extent of potential policy violations. Larger the percentage, weaker is the
security. From the table, we can notice that in case of the AOSP policy only
0.486% of neverallows can be violated using the indirect rules. Hence compar-
atively, this is a well written policy with respect to information flow.

Execution Time: From the table, we can see that the execution time especially
that for the Reference policy is considerably high. However, considering the large
size of the policy and the size of the meta data being generated (10 GB in case
of the Reference policy), and the fact that this analysis is performed only once,
we can say the tool is quite useful.

Number of Contradictory Rules Generated by each Rule: This is useful
for understanding the impact of each rule on the flow security. Tables 2 and 3
show the top 3 allow rules along with the number contradictions that they cause
(Ctdr Count) in the Reference and AOSP policy respectively.
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Domain Ranking: Here the number of contradictions caused by each domain
is counted. Using this, we can get the domains which have high potential to be
exploited to gain an unauthorized access. Therefore subjects in these domains
need to be designed and implemented carefully. From our experiments, we
noticed that high ranking domains are mostly system processes and daemons
which are trusted by the system. However, considering the large number of pol-
icy violations that we have observed, it is important that these contradictions are
carefully analysed, and the processes running in these domains are thoroughly
verified to be safe against any attacks leading to those contradictions.

Table 2. Ctdr count (Reference Policy)

Allow rule in the RuleSet Ctdr Count

systemd tmpfiles t device t:lnk file write 468

udev t device t:lnk file write 468

getty t devlog t:sock file read 146

Table 3. Ctdr count (AOSP Policy)

Allow rule in the RuleSet Ctdr Count

init cgroup:dir read 5166

init urandom device:chr file read 5166

system server cgroup:dir read 927

6 Related Work

Preventing unauthorized information flows (IF) is crucial for ensuring security.
Uzun et al. [9] propose a method for preventing unauthorized IF in access matrix
model based DAC systems. They identify one-step transitive flows and elimi-
nate them by revoking necessary permissions; FlowConSEAL not only identifies
multi-level indirections, but also provides a sequence of rules that lead to each
indirect flow.

Over the years, several tools have been developed to understand and anal-
yse SELinux policies [2]. SETools [10] is one of the commonly used collection of
tools. It provides several tools for searching rules, comparison of policies and, IF
analysis which is limited to listing all the flows between domains specified by the
user. Unlike FlowConSEAL, it does not support verification of flows against a
security model or checking if the indirect flows are contradicting any neverallow
rules. PAL [11] is a logic programming tool that supports SELinux policies by
first translating them into a logic program. The user needs to construct appro-
priate queries to analyse the policy. Thus, the onus is on the user to come up
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with properties as queries which is not an easy task. In comparison, FlowCon-
SEAL yields the possible indirect flows, contradictions etc., without any user
intervention.

Gokyo [12] analyses integrity of the “Example policy” using manually speci-
fied high integrity types as Trusted Computing Base (TCB). The tool considers
only one level indirections between TCB types and non-TCB types, and checks
for conflicts between the integrity goal and the policy rules. Similarly, SCIATool
[13] also analyses integrity conflicts between TCB and non-TCB entities using
Colored Petri-nets.

Several visualization-based SELinux policy analysis tools [14–16] have been
developed to help policy writers to better understand the policies. Gove [14]
presents a tool for understanding and comparing SELinux/SEAndroid policies
by creating graph representations. SPTrack [16] helps visualize SELinux policies
as well as its attack logs to track IF. SEGrapher [15] generates cluster-based
focus-graphs of policies based on clustering.

Several tools have been developed specifically for SEAndroid policy analysis.
[17] analyses SEAndroid policies from Android 5.0 devices from a number of
OEMs and identify patterns of common problems. SELint [18] is an extensible
tool built to help policy writers in writing secure SEAndroid policies. It’s built-in
plug-ins mainly focus on making a policy more compact and readable and identify
potentially dangerous rules by assigning a risk score to each rule. The risk score of
a rule is computed based on the risk level and trust level of the rule components
whose values are policy-dependent and need to be manually configured by the
policy writers. A semi-automated tool to identify potential SEAndroid policy
misconfigurations is presented in [19]. EASEAndroid [20] analyses SEAndroid
policies using large-scale semi-supervised learning.

To sum up, FlowConSEAL provides a succinct analysis of SELinux policies
and enables the user to decide on benign and vulnerable indirect flows. One
distinct characteristic of FlowConSEAL is that it works like a “pushbutton”
tool unlike others that need user supplied abstraction of queries/properties.

7 Conclusions

In this paper, we have presented an efficient method and a tool FlowConSEAL to
analyze information flows in SELinux/SEAndroid policies. Our method verifies
the consistency of the policies in terms of indirect flows and helps in identi-
fying potential vulnerabilities. Furthermore, we also rank the policy rules and
domains based on their potential to misuse information. The tool enables the
policy writers to understand the security loopholes in the policy and handle them
appropriately to protect systems against flawed and malicious applications. The
experimental results demonstrate the effectiveness of the method. One of the
distinct advantage of using RWFM model is its capability to capture all the
influencers succinctly.
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Abstract. In the runtime permission model, the context in which a
permission is requested/used the first time may change later without
the user’s knowledge. Our goal is to understand how permissions are
requested and used in different contexts in the runtime permission model,
and compare them to identify potential inconsistencies. We present Con-
textDroid, a static analysis tool to identify the contexts of permission
request/use, and analyze 6,790 apps (chosen from an initial set of 10062
apps from the Google Play Store). Our preliminary results show that
apps often use permissions in dissimilar contexts: 15% of the apps use
the permissions in contexts where users are not prompted and may be
unaware; 46% of the apps use the permissions in multiple contexts while
only 20% of the apps request permissions in multiple contexts. We hope
our study will attract more research into non-contextual usage (and pos-
sible abuse) of permissions in the runtime model, and may spur further
work in the design of finer-grained permission control.

Keywords: Android · Smartphone · Permission model · App analysis

1 Introduction

The runtime permission model enables context-based control of resources. The
new model was introduced in Android 6.0 to facilitate user decision by provid-
ing situational context (e.g., current state of the app representing the purpose of
resource access) when the permissions are requested for the first time. However,
an app can trick a user to grant a permission in a valid context, and then use
it in malicious/unexpected contexts without the user’s consent/knowledge. For
example, accessing GPS when the user attempts to find the current location in
a map is a valid context, but accessing GPS when the app is in the background
may be unwanted. Indeed, such contextual differences defy user expectations
[10,13,14]. In contrast to the contextual analysis of resource access in the old
install-time permission model [7,8,15], such studies in the runtime model are
limited. Wijesekera et al. [13] modify an older version of Android to analyze
contextual integrity of Android apps and conclude that users mostly rely on the
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surrounding context in which a permission is requested to grant/deny a permis-
sion [14]. In this work, we focus on regular apps that are developed/adapted
for the runtime permission model and perform the first study to understand
the contextual use of resources in the runtime permission model using 6,790
regular apps.

We develop ContextDroid, a static analysis tool that extracts the context
when a permission is requested and used in an app using an app-wide call
graph. We define a context based on the active User Interface (UI) compo-
nent that is requesting the permission (and using it, if granted). To differentiate
between user activities and identify contexts, we leverage five Android compo-
nents (Activity, Fragment, Service, AsyncTask and Broadcast Receiver),
representing different types of UI and functionality. There are several challenges
in statically extracting contextual information from Android apps, e.g., handling
obfuscation introduced by widely-used ProGuard [1] and similar tools. While
Android framework classes and methods are excluded from obfuscation, classes
derived from support libraries that are shipped with the APK are obfuscated
by ProGuard (unless configured otherwise by the developer). We must iden-
tify Fragments and permission related APIs that are derived from the support
libraries. We use a combination of an extended call graph and sub-signature
matching to identify contexts in obfuscated code.

Our evaluation reveals a large difference between permission request vs. use.
Only 20% apps request permissions in multiple contexts, while 46% of the apps
use the permissions in multiple contexts, indicating that apps use permissions
more often than they request for and in varying contexts without the user’s
knowledge. Moreover, we find that apps request a permission in one context
without using it and use the permission in another context without requesting
the user. The context of permission use doesn’t match with the context in which
it is requested in 15% of the apps. Our findings suggest that apps often fail
to provide situational context while requesting permissions – one of the best
practices suggested by Google [3] in the runtime permission model.

Contributions. (i) We present ContextDroid that statically extracts the con-
texts in which the permissions are requested and the contexts in which they
are used, by leveraging the call paths that lead to sensitive API calls associated
with permissions. Our methodology for context identification may be useful for
other studies. (ii) We analyze 6,790 (chosen from 10,062) regular Android apps
to understand contextual resource usage under the runtime permission model.
To the best of our knowledge, this is the first study on contextual resource usage
in the runtime permission model, involving apps that target only the new model.
(iii) Our tool, albeit primitive, can be used by app market maintainers to iden-
tify apps that may be violating user expectation and subject them to further
analysis. We will make our tool and source code publicly available.
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2 Background

In this section, we briefly describe the necessary background of the Android
components and its permission model.

Android Components. Activity, Service, Content Provider, Broadcast
Receiver, Fragment, and AsyncTask are some of the major components of
Android. Apart from Content Provider that helps manage app data, other
components represent various elements associated with the UI and events. All
these components have their own life-cycle methods, and act as entry points for
the components (and the corresponding app functionality).

Activity and Fragment are foreground UI components allowing users to
interact with the app. An Activity can represent a standalone full screen UI.
Fragments can be considered as UI modules representing part or full screen of an
Activity. An Activity can hold multiple Fragments, and a Fragment can be
reused in multiple Activities. Multiple Fragments inside the same Activity
represents different UI and functionality.

Service is a background component that runs without any UI. Broadcast
Receiver receives updates from the OS whenever there is a change of state
and can perform tasks without interacting with the UI. App developers can
also implement their own Broadcast Receivers and broadcast an update to
trigger a background task. AsyncTask performs minor tasks in the background
and communicates results to the UI thread.

All these components have their own entry points that can be used to perform
specific tasks. Background components can also be used independently outside
the visible user flow. We differentiate contexts mainly by identifying whether a
permission is requested/used in any of these components.

Runtime Permission Model. Android maintains a set of dangerous per-
missions to protect privacy sensitive resources. While individual dangerous
permissions regulate access to specific actions or tasks (e.g., READ PHONE
STATE), they are categorized/clustered into permission groups to protect spe-
cific resources (e.g., READ SMS, WRITE SMS are grouped into SMS). In the
runtime model, dangerous permissions are requested at runtime when the app
first uses them. However, instead of showing prompt for each permission, it
requests for permission for the permission group.

3 Methodology

We develop ContextDroid as a static analysis tool by leveraging app-wide call
graph and Android permission mappings to extract the contexts (Fig. 1). The
app-wide call graph is generated by FlowDroid [4], a state of the art informa-
tion flow tracking tool. We use permission mappings from Au et al. [5] and
Backes et al. [6] to map API calls to associated permissions.
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3.1 Context Definition

We define context based on what components the user is using when they are
requested for a resource, or the resource is accessed. We determine this by
identifying the five Android components (i.e., Activity, Service, Fragment,
Broadcast Receiver and AsyncTask). As discussed in Sect. 2, these Android
components represent different types of UIs and functionalities. We consider
these components as the key elements representing different contexts.

We consider multiple instances of the same component type to be different
in terms of context. For example, if an app uses the same permission in different
Activities, they are considered as different contexts. If a permission is used
in multiple Fragments, they are also considered as different contexts even if
they reside inside the same Activity. Activity and Fragment are considered
as foreground contexts as the user can directly interact with them through the
UI. Service, Broadcast Receiver, and AsyncTask do not have their own UI,
and we consider them to be background contexts. The difference in the way these
components work enables us to differentiate between the active components of
an app when a permission is requested or used. However, to infer what the
users might consider as unexpected behavior is non-trivial, and may vary greatly
depending on how they view the importance of their privacy [13]. While a finer-
grained approach can be taken to further differentiate the context, we believe
that our definition provides an overall view of how permissions are used in various
components (contexts in our definition) by the apps.

FlowDroid Traverse Method ListExtend Call Graph List Callees

Identify Permission Request/Use

Type Signature Matching

Extract Context

ContextDroid

Call Graph API to Permission
Analysis  

([5][6])

Permission MappingCompare Contexts: 
Request vs Use 

Fig. 1. Overview of ContextDroid

3.2 Identifying Contexts

We consider the following three factors while identifying the contexts in which
permissions are requested and used: Activation event (an entry point of the
call graph), Request API (used to show permission prompts at runtime) and
Sensitive API (protected by dangerous permissions).

Context of Permission Use. We search each method in the call graph and
identify API calls associated with permissions. We match the type signature of
the APIs inside the method with APIs from the permission mappings. If we
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find a match, we first check whether it is a standalone method representing an
activation event. If not, we traverse back to all the callers of that method until we
find the activation events. We then extract contextual information that includes
the component type (e.g., Activity), class name, method name and the callers
of the method in which the sensitive API call is made.

We identify different instances of the same component type by using a com-
bination of class name and component type. To handle class name obfuscation
where component type cannot be identified, we recursively traverse back to the
parent classes of the method and identify whether it is a child of any of the
Android component classes.

Context of Permission Request. In the runtime model, apps can request
permissions by using one of the Request APIs. To infer the requesting context,
we identify calls to different instances of requestPermissions() APIs and follow a
similar approach described for permission usage to identify the active component.

However, unlike the system API calls that are not obfuscated by Pro-
Guard (with Google Play Services library being an exception), support library
APIs that are shipped with the APK can be obfuscated in the release build
(unless the developer excludes certain classes from obfuscation). The support
library contains APIs that also request permissions. For example, apps can
request permission by requestPermissions() call through the ActivityCompat
or ContextCompat class from the support library. To handle such instances,
we use partial type signature matching to identify the context of permission
request. We first identify whether the method contains permission strings, e.g.,
android.permission.AUDIO. If found, we examine subsequent API calls that
take the permission strings as a parameter. Specifically, we identify whether the
package name of the method partially matches with a support library package
(e.g., android.support.v4.a.a partially matches with the package name of support
library version 4). If a match is found, we further compare the parameter signa-
ture of the API with request APIs from the support library. If the partial type
signatures match, we consider this as an instance where permission is requested.

Analyzing Contextual Differences. We analyze the contextual information
associated with permission requests and usage to understand their differences.
For each permission required by the app, we find whether the permission is
requested and used in multiple contexts. We compare the number of contexts
identified for a permission, both in terms of when it is requested and when it is
used. If the number of contexts differ, we tag it as a permission that is used in
unexpected and dissimilar contexts. If the numbers match, we directly compare
the contexts to determine whether they match or not.

3.3 Extended Call Graph

Identifying obfuscated Fragments (e.g., by ProGuard [1]) that are derived from
support libraries is not straight forward. To identify Fragment contexts that
are otherwise excluded from the call graph (e.g., due to obfuscation), we use an
extended call graph in ContextDroid. We first iterate through all the methods in
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the call graph and identify the class in which they are declared. If the component
type of the class cannot be identified, we iterate through the parent classes to
determine whether they can be identified as one of the contextual elements. If
the component type cannot be determined, we attempt to find whether the class
is derived from the support library Fragment.

We start with the package name of the method and perform partial match-
ing with the support library package and iterate through the parent classes and
their package names until we find a match. Then, we extract the method list
of that class. Android Fragments used in third party apps must override the
OnCreateView() method. To determine whether the class is a Fragment com-
ponent, we match the return and parameter types (i.e., sub-signature) of the
listed methods with OnCreateView(). If the sub-signature matches, we tag it as
a Fragment and include the methods of that class in the call graph.

4 Analysis and Results

We select apps that target the runtime permission model from AndroZoo [2]. We
analyze 10062 apps and identify permission request/usage of dangerous permis-
sions in 6790 apps. For the rest of the apps, we could not identify any instance
of permission use or request, although permissions were declared in the manifest
(similar to past findings, e.g., [9]). We present our contextual analysis results
mainly in terms of resources (i.e., permission groups). Each resource consists of
related individual permission request/usage as identified by ContextDroid.

Performance. We perform our analysis on an Intel Core i7 3.60 GHz processor
with 24 GB of memory running Ubuntu 16.04. For an average app (of size around
20 MB), our analysis takes on average under a minute, including time taken by
FlowDroid. Note that we first use FlowDroid to generate an app-wide call graph;
this takes most of the time in our analysis (approximately 95%). We believe
that ContextDroid can be integrated into app security tools (maintained by app
markets) to identify permission use in unexpected contexts.

Permission Requests. We find that about 20% of the apps request at least
one permission in multiple contexts. Access to Storage (35%), Location (23%),
Camera (20%), Contacts (8%), and Phone (7%) are requested in multiple con-
texts more often compared to others. Users may see different contexts while they
are requested for the same permission. Note that when a permission is given in
one context, the app can use it in the other contexts without showing a prompt
to the user.

Permission Usage. Permission usage in multiple contexts is more prevalent
compared to permission requests. 46% of apps use at least one permission in
more than one context. Location (57%) and Phone (26%) resources are used the
most in multiple contexts. Comparing the number of times these two resources
were requested in multiple contexts reveals that these resources are very often
used in contexts where users may not see a prompt. For example, we found
only 580 instances where Location access is requested in multiple contexts, while
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3327 instances are found where Location is used in multiple contexts. In contrast,
Storage is not as frequently used in multiple contexts (no. request: 892 vs. use:
53). Note that, this difference may be partly attributed to the relatively small
number of permission mappings for Storage used in our analysis. Permissions for
Location, Phone and Contacts are also often used in the background contexts,
suggesting these permissions are used regardless of whether the app is being
actively used or not; see Fig. 2.

Fig. 2. The number of apps using permissions in background/foreground components,
compared to the number of apps that use permissions in both types of components.

Contextual Differences. We investigate the prevalence of mismatching con-
text between permission request and use. To make a fair comparison, we only
include permissions for which we could extract both, the request context and
the usage context in an app. We could identify 2722 permissions from 2012 apps
with both request and usage contexts.

We find 1420 permissions being used in dissimilar contexts (i.e., the context
of request for these permissions do not match the context of their use). More
precisely, either these permissions are requested in contexts where they are not
used at all, or the permissions are used in a context where the user may not
see a request prompt. The average number of dissimilar contexts for these per-
missions is 2.25. In other words, if the permissions are granted in their request
context, they may be used in two or more contexts without users’ knowledge.
Furthermore, we find 525 instances where dissimilar contexts include asking for
a permission in foreground and using it in background. We acknowledge that
such dissimilarity in context may be legitimate depending on the type of app.
We do not attempt to justify the use of permissions in dissimilar contexts and
leave it as future work.

We identify seven resources that are used in dissimilar contexts. Location,
Storage, Phone and Contacts are used in varying contexts more often than the
rest. While not as high, Camera and Microphone are also used in dissimilar usage
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contexts where the user might be unaware. Interestingly, we find seven apps that
request Camera permission in foreground and uses it in a background Service;
and two apps use Microphone in a similar fashion. Figure 3 shows the number
of times various resources are accessed in dissimilar contexts.

Fig. 3. The number of times different resources are accessed in dissimilar contexts.

Case Study. We take a messaging app named TextTray as an example. As a
messaging app it is obvious for the app to request for the SMS resource. We found
one foreground context (Activity component) where the permission prompt is
shown. Assuming the user will grant the permission based on the context, we
identify a valid use of that permission in the same context. However, we also
notice a background context (in a Service) where messages are sent. While
sending messages is the core functionality of any messaging app, such difference
in the contexts can indeed be unexpected. Google later removed this app from
Google Play.

5 Related Work

Several studies analyzed contextual resource usage in the install-time permission
model. Yang et al. [15] define context based on environmental attributes (e.g.,
time of the day), to differentiate between malware and benign apps. In contrast,
we define context differently, and target only regular apps. Wijesekera et al. [13]
perform a user study to identify contextual differences and user reactions during
permission use. They identify visibility to be an important context factor that
validates resource access, and found user dissatisfaction while the context of per-
mission usage changes subsequently. Both these studies analyze apps developed
for the install-time permission model. Therefore, it is difficult to understand
what context the user might see to make a decision on the permission in the
runtime model. We analyze apps that are developed for the runtime model that
enables us to identify the real contexts of a request prompt.

Another study by Wijesekera et al. [14] combines user privacy preference
and surrounding contextual cues to predict user decisions. The key idea is to
differentiate between the contexts of permission use and based on prior decisions
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made by the user, automatically grant or request users for a permission. While
identifying the contextual differences in permission usage closely relates to this
work, on both occasions [13,14], the analysis was performed on a modified version
of Android protected by the old permission model with apps not designed for the
runtime model. In comparison to these studies that perform dynamic analysis
to extract contextual information, we use static analysis to evaluate apps that
are specifically designed and adapted for the runtime permission model.

Micinski et al. [10] tie user interactions to resource access in the runtime
model. They develop a dynamic analysis tool named AppTracer to analyze the
extent to which user interactions and resource accesses are related. A corre-
sponding user study reveals that users generally expect resource access right
after interaction with a related app functionality. In contrast, we focus on the
different Android components in which the permissions are requested and used
along with user interactions. Similar to AppTracer, Chen et al. [7] propose the
Permission Event Graph (PEG) model, representing the relation between
resource access and event handlers. They combine static and dynamic approaches
to analyze regular and malicious apps. However, their analysis is also based
on the old permission model, and cannot differentiate between the context of
permission request and usage.

Another line of work use the permissions listed in the manifest to generate risk
signals and rank apps based on permission usage. Wang et al. [12] use permission
request patterns to identify potentially malicious apps. Taylor et al. [11] develop a
contextual ranking framework based on listed permissions. They propose relative
ranking of apps by identifying whether an app of a specific category requests
for permission(s) that are not required by other apps in the same category.
However, they do not consider how the listed permissions are used by the apps.
Merlo et al. [9] propose a risk scoring framework based on permission utilization
by apps. In comparison, we identify different contexts where the permissions are
actually used and compare them with contexts where users see a request prompt.

6 Conclusions and Future Work

We present the first large-scale (using 6,790 regular apps) study on the contextual
differences in Android apps in the runtime permission model. Our ContextDroid
static analysis tool extracts the contexts in which apps request and use dangerous
permissions. Our findings suggest a significant gap between the number of times
the users see a request prompt indicating the use of a permission versus the
number of times it is actually used. Difference in contexts of permission request
and use implies the prevalence of permission use without users knowledge, even
in the runtime permission model.

Both the ContextDroid tool and our experiments can be extended in future
work. ContextDroid currently cannot identify sensitive and request API calls
inside methods that are not included in the call graph (e.g., due to advanced
forms of obfuscation beyond ProGuard [1] and similar tools). We identify
sensitive API calls based on permission mappings from prior work [5,6]. If an
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API is missing in the mapping list, ContextDroid will fail to identify the usage
of the associated permission. Although we identify unexpected or dissimilar con-
texts, some of these occurrences might indeed be legitimate/benign depending
on the functionality of the app. However, usage in contexts where users may not
be aware should still be a matter of concern and needs a closer look. In this
work, we do not attempt to classify whether such dissimilarity in contexts imply
malicious intent by the app; we also leave this as future work.
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Abstract. Decision trees are a popular method for a variety of machine
learning tasks. A typical application scenario involves a client providing
a vector of features and a service provider (server) running a trained
decision-tree model on the client’s vector. Both inputs need to be kept
private. In this work, we present efficient protocols for privately evaluat-
ing decision trees. Our design reduces the complexity of existing solutions
with a more interactive setting, which improves the total number of com-
parisons to evaluate the decision tree. It crucially uses oblivious transfer
protocols and leverages their amortized overhead. Furthermore, and of
independent interest, we improve by roughly a factor of two the DGK
comparison protocol.

Keywords: Data mining · Privacy · Integer comparison
Decision trees

1 Introduction

Machine learning techniques are currently widely used for many real-world
applications. These applications range from spam detection [1], face and pat-
tern recognition [21,25], to the analysis of genome sequencing and financial
markets [17,22]. Unfortunately, in many cases, data mining and privacy are per-
ceived to be at odds since the data mining algorithm requires access to the user’s
information in the clear. Privacy is especially relevant to applications handling
sensitive data. As an example, consider the case of a medical study to diagnose
a certain disease. In this scenario, medical profiles of patients are considered as
highly sensitive data and their usage has to be compliant with regulations [7]
such as Health Insurance Portability and Accountability Act (HIPAA).

An important class of machine learning algorithms is known as classification
where each datapoint belongs to a certain class. The goal is to generate a model
that can predict the class of a new datapoint. These models are useful in appli-
cations that provide personalized services, such as recommender systems [29],
credit scoring models [35], automatic medical assessments [4], etc.
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In this paper, we address the problem of privacy-preserving classification.
We focus on commonly used classifiers: decision trees. Decision trees are simple
classifiers that consist of a collection of decision nodes in a tree structure. A
classical example is the twenty-question game where one player has in mind
some object and another player tries to guess the object with no more than
20 yes-or-no questions. Decision trees are non-linear models for classification,
yet they are easy to interpret since their evaluation simply corresponds to a tree
traversal.

The secure evaluation of decision trees involves two parties. A server pos-
sesses a decision-tree model and a client wishes to evaluate the model. This is a
typical setting in a cloud-based query system, where the service provider has a
model which was trained by integrating the data of thousands of users and the
client wants to learn the output of the model for her input data. An evaluation
protocol is said to be secure, when at the conclusion of the protocol execution,
the server cannot learn anything about the client’s data and the client cannot
learn additional information about the server’s model.

The output of a decision-tree model is computed by traversing the tree, level
by level. At each level, an entry of the client’s input is compared against a
fixed threshold and the result indicates how to traverse to the next level. The
comparison at each visited node has to be performed in a secure way, other-
wise there would be information leakage about the client’s input and/or the
server’s model. At the heart of our privacy-preserving decision-tree evaluation
lies an efficient protocol for the secure comparison of private values. It is worth
mentioning that comparison is an essential building block for developing many
other secure machine learning algorithms. These include clustering [8], support
vector machines (SVM) [32], matrix factorization [26], regression [27], and neu-
ral networks [23]. Hence, the proposed comparison algorithms can improve the
performance of a wide range of applications.

Related work. Privacy-preserving data mining was introduced in [2], [20], [12].
These works present different approaches to securely construct decision trees.
Protocols for the private evaluation of decision trees were subsequently devel-
oped in [5] and more recently in [7], [34], [31]. In [7], Bost et al. express the
decision tree as a polynomial whose output is the result of the classification.
Their representation requires a small number of multiplications and is evaluated
using a fully homomorphic encryption scheme. Wu et al. [34] reduce the problem
of decision-tree evaluation to the oblivious transfer of a leaf node. Assuming a
complete decision tree, they hide its structure to the client by applying a random
permutation. They so gain an order of magnitude reduction in client computa-
tion and bandwidth. Tai et al. [31] replace the evaluation step in [34] via linear
functions. This leads to better performance for sparse decision trees. Finally, we
note that [34] and [31] also introduce extended protocols that are made secure
against malicious adversaries.

In [9–11], Damg̊ard, Geisler, and Krøigaard (DGK) present an elegant
two-party protocol for comparing private values. It was later modified in [13]
and [33], and adapted in [7,34]. It relies on additively homomorphic encryption.
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The DGK protocol and its variants are dominated by exponentiations in the
group underlying the homomorphic encryption scheme. Those are costly opera-
tions. Another drawback in the DGK protocol is the communication cost. The
former issue was addressed by Veugen in [33]. The author was able to divide the
computational workload by approximately a factor of two, on average. Unfortu-
nately, the resulting implementation is subject to timing attacks [16].

Our contributions. We devise privacy-preserving comparison protocols that
reduce by roughly a factor of two both the computational complexity and the
necessary bandwidth. Furthermore, unlike [33], provided proper implementation
the proposed protocols are made resistant against timing attacks.

Another contribution of this work is a new protocol for evaluating a decision
tree model. We borrow from [34] the astute idea of hiding the indexes of the
comparison nodes using a random permutation at each level of the tree. However,
we reduce the number of comparisons with a more interactive setting. Doing so,
we also take advantage of the amortized complexity of efficient OT protocols.
The works of [34] and [31] require a comparison for every internal node. In our
setting, a single comparison per level is required. For a decision tree of depth d,
this amounts to a total of d comparisons. This has to be compared with the m
comparisons in [31,34], where m � d is the number of internal nodes.

Paper outline. The rest of the paper is organized as follows. The next section
introduces some cryptographic tools. Sections 3 and 4 are the core of the paper.
They present a new design for evaluating decision trees in a privacy-preserving
fashion, making use of an enhanced comparison protocol. The security and per-
formance are discussed in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Cryptographic Tools

2.1 Additively Homomorphic Encryption

An additively homomorphic encryption scheme [30] consists of a tuple of four
algorithms (KeyGen,Enc,Dec,AddH). On input a security parameter κ, the key
generation algorithm KeyGen returns a matching pair (pk , sk) of public key and
secret key. Let M denote the message space. The encryption algorithm Enc is
a randomized algorithm that takes as input pk and a plaintext m ∈ M, and
returns a ciphertext c. Given a valid ciphertext c, the decryption algorithm Dec,
using sk , returns the corresponding plaintext m.

For homomorphic encryption, the message space M is modeled as a finite
ring. Additional public-key algorithm AddH operates on ciphertexts. It takes as
input the encryption of two messages m,m′ ∈ M and returns an encryption
of m + m′. When the public key is clear from the context, it is customary to
write an encryption of m as [[m]] in lieu of Encpk (m). We then use the ‘boxplus’
operator (�) to denote the addition of two ciphertexts. Hence, an encryption
of m + m′ is obtained as [[m + m′]] = [[m]] � [[m′]]. Likewise, for a known con-
stant d, the encryption of d · m can be obtained from the encryption of m as
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[[d · m]] = d · [[m]]; i.e., as
∑d

i=1[[m]] = [[m]] � [[m]] · · · � [[m]] (d times). Finally, we
write [[m]] � [[m′]] for [[m]] � [[−m′]] = [[m − m′]].

2.2 Oblivious Transfer

Oblivious transfer (OT) [28], [14] is a two-party protocol between a chooser
and a sender. On a 1-out-of-N OT, the sender has a set of N t-bit strings
{σ0, σ1, . . . , σN−1}. The chooser selects an index j ∈ {0, 1, . . . , N−1} and exactly
obtains from the sender the string σj in an oblivious way (i.e., the sender does not
know the value of j). Oblivious transfer protocols can be constructed from many
cryptographic assumptions. Efficient implementations are provided in [24], [3];
see also Appendix A.

3 Private Comparison of Integers

In this section, we introduce our enhanced design for the secure comparison of
t-bit values based on additively homomorphic encryption. To make the presen-
tation easier to follow, we describe it in stages. We start with a basic protocol
which is not secure when some prior information is known. We then extend it to
get full security regardless of the inputs.

3.1 Basic Protocol

The setting is as follows. Each party possesses a private t-bit value: Party A
(Alice) has x =

∑t−1
i=0 xi 2i while party B (Bob) has y =

∑t−1
i=0 yi 2i. The goal

for parties A and B is to respectively obtain at the conclusion of the protocol
bits δA and δB such that δA ⊕ δB = 1{x � y}. Neither party can learn anything
more about the other party’s input.

We depict in Fig. 1 the protocol by describing the different steps performed
by the two parties. Party B is equipped with an additively homomorphic public-
key encryption scheme. We let [[m]] denote the encryption of a message m ∈ M
under B’s public key; see Sect. 2.1. The message space M is assumed to be a
finite integral domain and to satisfy #M � t + 1.

Remark 1. In Step 3 (Fig. 1), note that given [[yi]], A can obtain [[xi ⊕ yi]] as [[yi]]
if xi = 0, and as [[1]] � [[yi]] if xi = 1.

To show the correctness of the protocol, it is useful to introduce some nota-
tion. For a t-bit integer a =

∑t−1
i=0 ai 2i with ai ∈ {0, 1}, we let a denote the

complement of a; i.e., a = 2t − a − 1. In particular, for t = 1, a = a0 and
a = a0 = 1 − a0. With this notation, we can reformulate an observation made
in [9, Sect. 3].

Proposition 1. Let x =
∑t−1

i=0 xi 2i and y =
∑t−1

i=0 yi 2i, with xi, yi ∈ {0, 1}, be
two t-bit integers. Define

{
c−1 =

∑t−1
j=0(xj ⊕ yj) ,

ci = xi + yi +
∑t−1

j=i+1(xj ⊕ yj) for 0 � i � t − 1 .
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Fig. 1. Basic comparison protocol.

Then x < y if and only if there exists some unique index i with 0 � i � t−1 such
that ci = 0. Moreover, x = y if and only if c−1 = 0 and ci = 1 for 0 � i � t − 1.

Proof. As defined, ci is the sum of nonnegative terms. Therefore, for 0 � i � t−1,
ci = 0 is equivalent to (i) xi = yi = 0 and (ii) for i + 1 � j � t − 1, xj ⊕ yj = 0.
This in turn is equivalent to (i) xi < yi and (ii) for i + 1 � j � t − 1, xj = yj ;
that is, x < y. To see that index i such that ci = 0 is unique, suppose that
ci′ = 0 for some i′ �= i. Without loss of generality, assume that i′ < i. This leads
to ci′ = xi′ + yi′ +

∑t−1
j=i′+1(xj ⊕ yj) � xi ⊕ yi = 1, a contradiction.

The second part of the proposition is clear. If
∑t−1

j=0 xj 2j =
∑t−1

j=0 yj 2j then
c−1 = 0 and ci = 1 for i � 0. ��

By reversing the roles of x and y in Proposition 1, we get as an immediate
corollary the following proposition.

Proposition 2. Let x =
∑t−1

i=0 xi 2i and y =
∑t−1

i=0 yi 2i, with xi, yi ∈ {0, 1}, be
two t-bit integers. For 0 � i � t − 1, define

ci = yi + xi +
∑t−1

j=i+1(yj ⊕ xj) .

Then x � y if and only if there exists no index i with 0 � i � t − 1 such that
ci = 0.
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Proof. If there were such an index i, this would imply y < x by Proposition 1.
The absence of such an index therefore implies y � x. ��
We are now ready to show that the protocol must terminate with the correct
result. Following [33], depending on the value of h (see Step 2 in Fig. 1), we
distinguish three cases.

1. Suppose first that the Hamming weight of x is greater than �t/2	 (and thus
δA = 0). This means that x has more ones than zeros in its binary repre-
sentation. Specifically, among the t bits of x, at most �t/2	 bits are equal
to 0. Furthermore, for 0 � i � t − 1, Proposition 1 shows that ci needs
only to be evaluated when xi = 0 since when xi = 1 we already know that
the corresponding ci cannot be zero. The case x = y is taken into account
using c−1.

2. Now suppose that the Hamming weight of x is less than 
t/2� (and thus
δA = 1). In this case, among the t bits of x, at most �t/2	 bits are equal to 1.
We can then make use of Proposition 2. With at most �t/2	 tests for ci = 0
(i.e., when xi = 1), we can decide whether x � y.

3. The last case is when the Hamming weight of x is t/2 (and thus δA is equiprob-
ably equal to 0 or 1). This supposes t even. In this case, among the t bits
of x, t/2 bits are equal to 0 and t/2 bits are equal to 1. Proposition 1 or
Proposition 2 can be used indifferently to decide after at most t/2 = �t/2	
tests for ci = 0 whether x � y.

The above analysis shows that (i) only the indexes i ∈ L ′ need to be tested,
and (ii) #L ′ � �t/2	. If #L ′ < �t/2	 then additional indexes are added to
L ′ to form L . This ensures that #L is always equal to �t/2	 and is aimed at
preventing timing attacks. Now the correctness follows by noting that the [[c∗

i ]]’s
include the encryptions of ri · ci for all i ∈ L ′. It is also important to see that
[[c∗

−1]] is the encryption of a non-zero value when δB = 1.
By construction, δB = 1 if one of the [[c∗

i ]]’s decrypts to 0.

– When δA = 0, Proposition 1 is used. A decryption to 0 means x � y. We
therefore have 1{x � y} = 1 = δA ⊕ δB , as desired.

– When δA = 1, Proposition 2 is used and a decryption to 0 means x � y. Then,
1{x � y} = 0 = δA ⊕ δB , as desired.

If none of the [[c∗
i ]]’s decrypts to 0 then δB = 0. When δA = 0, this means x � y;

when δA = 1, this means x � y. In both cases, we have 1{x � y} = δA ⊕ δB , as
desired.

3.2 Full Protocol

The basic protocol needs special care. In particular, it requires that the Hamming
weight of x a priori has the same probability to be greater than �t/2	 or less
than 
t/2�. This guarantees that δA is uniformly distributed over {0, 1}. Indeed,
if party B knows for example that the Hamming weight of x is more likely less
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than 
t/2� (and thus δA is more likely equal to 1), a value δB = 0 tells party B
that x is more likely less than or equal to y since δA ⊕ δB = 1{x � y}.

We modify our basic protocol so that it remains secure when party B has
some prior knowledge on the Hamming weight of x. The resulting distribution
of δA will always be uniform over {0, 1}, independently of the value of x. The
full protocol is detailed in Fig. 2.

Fig. 2. Full comparison protocol.

It is worth remarking that x′ as defined in Step 1b (Fig. 2) is a random t-bit
integer. There is therefore no way for party B to gain more information on its
Hamming weight.

The correctness of the protocol is easily verified. By definition, we have
y∗ = y + η − 2tY ∗, z∗ = y∗ + x′ − x − 2tZ∗, and y′ = z∗ − η − Y ′2t. This
leads to

δA ⊕ δB = 1{x � y} =
⌊

y+2t−x
2t

⌋
=

⌊
y′+2t−x′

2t

⌋
+ Y ∗ + Y ′ + Z∗

= (δ′
A ⊕ δ′

B) + Y ∗ + Y ′ + Z∗ .

Reducing the above relation modulo 2 yields δA + δB ≡ δ′
A + δ′

B + Y ∗ + Y ′ + Z∗

(mod 2), a solution of which is δA = δ′
A+Z∗ mod 2 and δB = δ′

B +Y ∗+Y ′ mod 2.

3.3 Further Settings

Encrypted comparison bit. Let δ denote the comparison bit; i.e., δ = 1{x � y}.
In certain settings, a party wishes to produce an encryption of δ at the end of
the protocol, rather than a share δA of δ (the other share, δB , being held by
the other party). In this case, we can add the following step to our comparison
protocols:

5. Party B encrypts δB using his public key and sends [[δB ]] to A. Upon receiv-
ing [[δB ]], party A computes the encryption of δ as [[δ]] = [[δB ]] if δA = 0, and
[[δ]] = [[1]] � [[δB ]] otherwise.
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Encrypted inputs. There exists another practical setting for the comparison of
private inputs. Suppose that one party possesses [[x]] and [[y]], the encryption of
two t-bit values x =

∑t−1
i=0 xi 2i and y =

∑t−1
i=0 yi 2i. The other party possesses

the corresponding decryption key. Our protocols easily generalize to cover this
setting as well. An example is given in Sect. 4.2.

Other frameworks. The technique we employed is fairly generic and can be
adapted to increase the efficiency of other bit-wise comparison protocols, includ-
ing the protocol in [18].

4 Application: Private Evaluation of Decision Trees

Secure comparison protocols find numerous practical applications. We apply the
results of the previous section to the private evaluation of decision trees. As the
values being compared will be random, our basic protocol (Fig. 1) suffices.

4.1 Problem Setup

There are two parties involved: a client and a server. The client has a private
feature vector x = (x1, x2, . . . , xn) ∈ Zn and the server possesses a decision tree
model T : Zn → Z. At the end of protocol, the client obtains the value zr := T(x)
and learns nothing else; the server learns nothing.

In a binary tree, each internal node ν
(�)
k (with 0 � k � �) at level � in the

tree is associated with a Boolean function

f
(�)
k (x) = 1

{
x

i
(�)
k

� T
(�)
k

}
, (1)

where i
(�)
k is an index in the feature vector x ∈ Zn, and T

(�)
k is a threshold.

The depth of the tree (i.e., the longest path from the root to a leaf) is
denoted by d. The number of internal nodes is denoted by m. Without loss
of generality, we assume that T is a complete binary decision tree; that is, a
binary decision tree with exactly 2� nodes at each level �. We note that it is easy
to derive a complete binary decision tree by introducing dummy internal nodes
and assigning an arbitrary value in {0, 1} for the corresponding Boolean function
f
(�)
k (x). This is illustrated in the figure below on a decision tree of depth d = 2.

ν
(0)
0

ν
(1)
0

z0 z1

z2

ν
(0)
0

ν
(1)
0

z0 z1

ν
(1)
1

z2 z2

Fig. 3. Transforming a binary decision tree into a complete binary decision tree.
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4.2 From Public to Private Evaluation

On input x, the evaluation of a decision tree starts at the root node. At each
level �, depending on the result of f

(�)
k (x), either the left branch (for 0) or the

right branch (for 1) is taken. The process is repeated until a leaf node is reached.
The output of T(x) is zr, the value of the so-obtained leaf node.

Public evaluation. When the feature vector x and the decision tree T are avail-
able in the clear, the decision tree can be evaluated by performing d compar-
isons. Let β� ∈ {0, 1} denote the result of the decision (0 or 1) at level �, for
� = 0, 1, . . . , d − 1. It turns out that

{
β0 = f

(0)
0 (x)

β� = f
(�)
(β0,...,β�−1)2

(x) for � = 1, . . . , d − 1
. (2)

Consequently, the index r of the corresponding leaf node can be expressed as
r = (β0, β1, . . . , βd−1)2 =

∑d−1
�=0 β� 2d−1−�, where (β0, β1, . . . , βd−1)2 represents

the binary expansion of r.

Example 1. Figure 4 depicts an example of a binary decision tree with 4 levels.
In this example, the index r of the output, zr, is given by r = (β0, β1, β2, β3)2 =
(0, 1, 0, 1)2 = 5.
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0
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Fig. 4. Evaluation of a decision tree.

Private evaluation. In the private setting, the server knows the model T

(including i
(�)
k and T

(�)
k , for 0 � � � d−1) while the client knows x = (x1, . . . , xn).

– For � = 0, we have β0 = 1
{
x

i
(0)
0

� T
(0)
0

}
. However, the private comparison

protocols of Sect. 3 do not directly apply because the value of i
(0)
0 is unknown

to the client. This issue is resolved by providing the server with ��xi��, for
1 � i � n. Here, ��xi�� denotes an encryption1 of xi under the public-key of

1 We use triple brackets rather than double brackets to indicate that the encryption
scheme may be different from the one used for the comparisons.
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the client. The encryption scheme is supposed being additively homomorphic
with message space M such that #M � 2t+κ for a certain security parame-
ter κ. Using the techniques developed in the previous section, the client and
server can now engage in a two-party protocol to secret-share the decision bit
β0 = b0 ⊕ b′

0 —where the server holds b0 and the client holds b′
0. Details are

provided in Step 2 of Fig. 6.
– For � = 1, . . . , d − 1, Eqs. (1) and (2) become β� = 1

{
x

i
(�)
k�

� T
(�)
k�

}
with

k� := k�(�) = (β0, . . . , β�−1)2. In particular, for � = 1, we obtain

β1 = 1
{
x

i
(1)
k�

� T
(1)
k�

}
with k� = β0 =

{
b′
0 if b0 = 0

b′
0 ⊕ 1 otherwise

.

Specifically, if b0 = 0, the server knows that the client possesses the correct
result of the comparison; i.e., b′

0 = β0. If b0 = 1, the server knows that the
client possesses the flipped result. To maintain the consistency, the server
uses a copied version T∗ of the initial tree. If b0 = 1, the server updates T∗

by switching the left subtree and the right subtree at level � = 1. What is
important to observe here is that k� coincides with b′

0 in T∗. Hence, the client
can obtain

��
x

i
(1)
k�

−T
(1)
k� +μ1

��
—and in turn x

i
(1)
k�

−T
(1)
k� +μ1 after decryption—

from the server, where μ1 is a mask chosen by the server to hide the value
of x

i
(1)
k�

− T
(1)
k� . Next, the client and server engage in a two-party protocol to

secret-share the decision bit β1 = b1 ⊕ b′
1. To prevent the server to learn the

index k�,
��

x
i
(1)
k�

− T
(1)
k� + μ1

��
is obtained via oblivious transfer. Again, refer

to Step 2 in Fig. 6 for details.
The same process is iterated for � = 2, . . . , d − 1. Each time b� = 1, the

server switches all subtrees of T∗ at level � and calls T∗ the so-obtained tree.
– At this stage the client knows (b′

0, . . . , b
′
d−1)2, which is the index of the leaf

node containing the result in the permuted tree T∗. The client engages in a
1-out-of-2d OT with the server and thereby learns zr.

Example 2 (Example 1 cont’d). Suppose that the server successively obtains
b0 = 1, b1 = 0, b2 = 1, and b3 = 1. For � = 1, . . . , 3: if b� = 1 the subtrees
at level � are switched. This is illustrated in Fig. 5. The bottom picture is the
final permuted tree T∗.

Our decision-tree evaluation protocol is given in Fig. 6. The permuted tree T∗

is represented at level � � 1 by the string σ(�) = (b0, . . . , b�−1)2; T∗ = T for � = 0.
Step 2d in Fig. 6 outputs shares of the decision at level �. It is worth noting that
a single execution of the comparison protocol is run per level.

Proposition 3. With the notation of Fig. 6, for 0 � � � d − 1, the server and
the client secret-share the decision bit at each level; i.e.,

b� ⊕ b′
� = β� = 1

{
x

i
(�)
k�

� T
(�)
k�

}
where k� = σ(�) ⊕ j .
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Fig. 5. Public vs. private evaluation of a decision tree.

Proof. From m′
� = M ′

� − �M ′
�/2t	2t and m� = μ� − �μ�/2t	2t, we can write

δ� ⊕ δ′
� = 1{m′

� � m�} =
⌊m�+2t−m′

�

2t

⌋
=

⌊μ�+2t−M ′
�

2t

⌋ − ⌊
μ�

2t

⌋ − ⌊M ′
�

2t

⌋
.

Furthermore, defining s = σ(�)⊕j, we have M ′
� = M

(�)
j = x

i
(�)
s

−T
(�)
s +μ�. Hence,

we get
⌊μ�+2t−M ′

�

2t

⌋
=

⌊T (�)
s −x

i
(�)
s

+2t

2t

⌋
= 1

{
x

i
(�)
s

� T (�)
s

}
.

Putting the two relations together, modulo 2, yields

1
{
x

i
(�)
s

� T (�)
s

} ≡ δ� + δ′
� +

⌊
μ�

2t

⌋
+

⌊M ′
�

2t

⌋
(mod 2) .

This concludes the proof by noting that s = k�, b� = δ� + �μ�/2t	 (mod 2), and
b′
� ≡ δ′

� + �M ′
�/2t	 (mod 2). ��

As a result, the client learns the classification result T(x) at the end of the
protocol in Fig. 6.

5 Discussion

5.1 Security Considerations

The decision tree evaluation protocol presented in Fig. 6 is secure in the
semi-honest model, a.k.a. honest-but-curious model. It assumes two semantically
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Fig. 6. Secure decision tree evaluation protocol.

secure additively homomorphic encryption schemes, [[·]] and ��·��, and a semi-
honest secure 1-out-of-N OT protocol. Informally, if the parties interact accord-
ing to the protocol specification, the semi-honest model guarantees that (i) the
client only learns the classification result and a bound d on the depth of the
decision tree, and (ii) the server learns nothing.

The security is defined via the ideal-world/real-world simulation paradigm;
see e.g. the excellent tutorial provided in [19, Chap. 6]. The security proof of our
main construction is standard. We refer the reader to [34, Sect. 2.3] for precise
security definitions and to [34, Theorem 3.2] for the proof technique.

Selecting parameter κ. Step 2a in Fig. 6 requires a random mask μ� to blind the
value of x

i
(�)
k⊕σ(�)

− T
(�)

k⊕σ(�) in

M
(�)
k = x

i
(�)
k⊕σ(�)

− T
(�)

k⊕σ(�) + μ� ,
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for k = 0, . . . , 2� − 1. In Step 2c, as the output of the 1-out-2� OT, the client
obtains M ′

� = M
(�)
j for a single value j ∈ [0, . . . , 2� − 1]. This justifies that the

same mask μ� can be re-used at level �, for each successive value of k.
Moreover, when the message space M for ��·�� is much larger than the set

{0, 1}t, since x
i
(�)
k⊕σ(�)

and T
(�)

k⊕σ(�) are t-bit values, there is no need to draw the

mask μ� in the whole range of M. Any (t + κ)-bit value for a relatively short
security length κ will generate a mask that statistically hides x

i
(�)
k⊕σ(�)

− T
(�)

k⊕σ(�) .

When the message space M = Z2t (like in [6]), μ� and M ′
� are defined

modulo 2t as elements in Z2t (and thus �μ�/2t	 = �M ′
�/2t	 = 0). Parameter

κ will be in this case set to 0.

5.2 Performance Analysis

We compare the proposed evaluation protocol with the two most recent protocols,
Wu et al. (PETS 2016) and Tai et al. (ESORICS 2017), in the semi-honest
setting.

Let T be a binary decision tree of depth d with m [non-dummy] internal
nodes (i.e., decision nodes). Let also n be the number of entries in the feature
vector; each entry being represented as a t-bit integer. Both the computation and
bandwidth are analyzed. For the computation complexity, we count the number
of public-key operations performed by each of the parties. For the bandwidth,
we count the number of ciphertexts sent by one party to the other.

Table 1. Comparison.

In our protocol, the client first encrypts the feature vector. This requires O(n)
public-key operations and produces n ciphertexts. Next, in the main loop, at each
level � (for 0 � � � d − 1), the client mainly performs two steps with the server:
(1) one 1-out-of-2� OT where the client is the chooser and (2) one comparison
of two t-bit integers. We assume that the OT is implemented with the Naor-
Pinkas protocol (see Appendix A) and that the comparison makes use of our
comparison protocol (Fig. 1). So, on the client’s side, the OT requires in total for
the main loop O(d) public-key operations and d− 1 ciphertexts; the comparison
requires in total O(dt) public-key operations and d(�t/2	 + 1) ciphertexts. The
last step is a 1-out-of-2d OT, which requires O(1) public-key operation and
one ciphertext. Summing up, the total complexity for the client amounts to
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O(n+dt) with n+d−1+d(�t/2	+1)+1 = d(�t/2	+2)+n ciphertexts. On the
server’s side, the server processes in addition m encryptions (Step 2a in Fig. 6)
to form ��M

(�)
k �� for the non-dummy nodes. This corresponds to a complexity of

O(m). The OT in the main loop requires in total O(d) public-key operations
and 2d − 1 ciphertexts. The comparison requires O(dt) public-key operations
and dt ciphertexts (we suppose here that the server plays the role of Party B;
cf. Fig. 1). The last step for the final OT incurs for the server O(1) public-key
operation and 2d ciphertexts. Consequently, the total complexity for the server
is of O(m + dt) and the needed bandwidth is of 2d − 1 + dt + 2d = dt + 2d+1 − 1
ciphertexts.

A typical value for the precision is t = 64. As shown in Table 1, since
d � m, the proposed protocol greatly reduces the workload on both the client’s
and server’s sides. The bandwidth usage is also improved on the client’s side
with our protocol. On the server’s side, the savings depend on the tree spar-
sity. Denser decision trees give rise to more savings; for a complete binary tree
(i.e., m = 2d − 1), our protocol saves (2d − d)t ciphertexts on the server’s side.

5.3 Random Forests

As in [34], our main construction extend to the evaluation of random forests.
Introduced by Ho [15], the random forest improves the quality of the classification
task by combining the results of a multitude of decision trees. A random forest
F can be defined as an ensemble of decision trees, F = {Ti}i. Its output is
computed by taking the majority vote; i.e., F(x) = maj{Ti(x)}i.

6 Conclusion and Future Work

In this work, we introduced an enhanced comparison protocol and several exten-
sions thereof. As an application, combined with a novel design strategy and
a number of optimizations, we developed an efficient protocol for the private
evaluation of decision trees.

Future work. An interesting direction for future work is to design a privacy-
preserving evaluation protocol in the multi-user setting, wherein the feature
vector and/or the model are shared among multiple entities. Another inter-
esting direction is to extend the protocol to make it secure against malicious
adversaries.

A Naor-Pinkas OT Protocol

Let G = 〈g〉 be a group of order q, in which the Diffie-Hellman assumption
holds. Let also a cryptographic hash function H mapping to {0, 1}t, modeled as
a random oracle. The sender selects at random K1, . . . ,KN−1 ∈ G and com-
putes y = gx for some random integer x ∈ Zq. The sender’s public key is
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(g, y,K1, . . . ,KN−1) and the secret key is x. The sender pre-computes Si = (Ki)x

for 1 � i � N − 1.
The sender’s input is a set of N bit-strings σ0, . . . , σN−1 ∈ {0, 1}t. Suppose

a chooser (Carol) wishes to get string σj for some j ∈ {0, . . . , N − 1}. The
amortized 1-out-of-N Naor-Pinkas OT protocol [24, § 3.1] proceeds as follows.

1. The chooser draws a random integer r ∈ Zq and computes pk j = gr. If j �= 0,
she sets pk0 = Kj/pk j . She sends pk0 to the sender.

2. The sender computes (pk0)x and then, for 1 � i � N − 1, sets (pk i)x as
(pk i)x = Si/(pk0)x. Next, he chooses a nonce R and encrypts each string σi

as ci = H
(
(pk i)x, R, i

) ⊕ σi, for 0 � i � N − 1. He sends (c0, . . . , cN−1, R) to
the chooser.

3. The chooser recovers σj as cj ⊕ H(yr, R, j).

Interestingly, the protocol can be re-used multiple times. After the one-time
initialization phase, each transfer only costs a single exponentiation (in G) plus
N −1 multiplications for the sender. The chooser essentially computes one expo-
nentiation per transfer.
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Abstract. We identify a flaw in the proof of security of Garbled Bloom
Filters, a recent hash structure introduced by Dong et al. (ACM CCS
2013) that is used to design Private Set Intersection (PSI) protocols,
a important family of protocols for secure cloud computing. We give
counter-examples invalidating a claim that is central to the original proof
and we show that variants of the GBF construction have the same issue
in their security analysis. We then give a new proof of security that shows
that Garbled Bloom Filters are secure nonetheless.

Keywords: Garbled bloom filter · Private set intersection
Provable security

1 Introduction

Private Set Intersection (PSI) protocols is one of the most important family of
protocol for secure computation that plays a central role in cloud computing
(see Sect. 1 of [4]). Garbled Bloom Filters (GBF) are a recent hash structure
introduced by Dong et al. in [4] (ACM CCS 2013) that are useful in the design
of PSI protocols. The idea of GBF is to combine a Bloom Filter (BF) with
XOR-based secret sharing to enable efficient test membership with regard to a
set while hiding the presence of elements in this set that were not searched for.
The construction of Dong et al. had quite a large impact in research as it was
used [3,15–17], improved [11,12] and cited [5,7,9,10,14] numerous times already.

The proof of Dong et al. can be summarized the following way: In a first
part they use a property of Bloom Filters to show that some event happens
with negligible probability; then in a second part they assume the absence of
the previously mentioned event and invoke the security of XOR-based secret
sharing to conclude the proof. This invocation of the security of XOR-based
secret sharing is done in a very immediate way, neglecting the fact that the
functioning of GBF, however heavily inspired by the XOR-based secret sharing
scheme, is not strictly speaking an instance of this scheme. The same remarks
hold for a PSI protocol suggested by Pinkas et al. in [11], based on the original
GBF construction by Dong et al., for which the proof of security is very short
and follows a reasoning similar to the one of Dong et al.
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In this paper we show that a simple invocation of the security of XOR-based
secret sharing is in fact not sufficient to show that GBFs are secure. We do so
by providing a counter-example, and further a larger class of counter-examples,
that invalidate the claims made in both previously mentioned proofs.

We show however that GBFs do satisfy their claimed security properties by
providing a new, more rigorous proof.

1.1 Organization of the Paper

In Sect. 2 we describe Bloom Filters, Garbled Bloom Filters as introduced by
Dong et al. in [4], and the original proof of Dong et al. for the security of Garbled
Bloom Filters. In Sect. 3 we give a counter example (and a class of counter-
examples) that invalidates the proof of Dong et al. In Sect. 4 we describe the
impact of our results on other GBF constructions that were inspired by the one
of Dong et al. In Sect. 5 we give a new proof of security for the GBF construction
of Dong et al. Finally in Sect. 6 we compare this work with related work.

2 Preliminaries

2.1 Notations

We make use of the following usual conventions: With X a set, we denote by
x

$←− X the fact that x is sampled uniformly from X. With i a positive number,
we denote by [i] the sequence (1, 2, . . . , i). A function μ(·) is negligible if for every
positive polynomial p(·) and all sufficiently large n, it holds that μ(n) ≤ 1/p(n).
Throughout the paper, λ denotes the security parameter and two probability
ensembles X = {Xλ}λ∈N and Y = {Yλ}λ∈N are said to be computationally
indistinguishable [6, Definition 7.30] denoted X c≡ Y, if for every probabilistic
polynomial-time distinguisher D there exists a negligible function μ such that:

∣
∣
∣Pr[D(1λ, x) = 1;x $←− Xλ] − Pr[D(1λ, y) = 1; y $←− Yλ]

∣
∣
∣ ≤ μ(λ)

2.2 Bloom Filters

Bloom Filters (BFs), introduced by Bloom in [1] and further studied by Broder
and Mitzenmacher in [2], are a hash structure that aims at efficiently testing
membership in a set. A BF is an array B of M bits associated with k random
hash functions h1, . . . , hk : {0, 1}∗ → [M ] . B is initialized by setting all the
array values to zero and one inserts an element x ∈ S in B by setting B[hi(x)]
to 1 for all i. Finally one checks the presences of x in the set S encoded by B by
testing whether B[hi(x)] is equal to 1 for all i ∈ [k]; if it is not the case then x
cannot be in S, otherwise x is in S with high probability. Following [12] we use
the notation h∗ to denote the set of all positions corresponding to an element x
or a set S:

h∗(x) = {hi(x) ∀i ∈ [k]}
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h∗(S) =
⋃

x∈S

h∗(x)

We will denote by BFS the Bloom Filter encoding set S when there is no ambi-
guity about what parameters M and (hi)i∈[k] where used.

The event that x appears to be encoded in B while it is actually not in S is
called a false positive. Dong et al. [4] show that the probability for x /∈ S to cause
a false positive is negligible in the number of hash functions k. As a consequence,
setting the number of hash function as greater or equal to the security parameter
(which is what Dong et al. do) results in a false positive probability negligible
in the security parameter.

Broder and Mitzenmacher in [2] show that the optimal value for k, that
minimizes the false positive probability for a given M and set size N , is:

k = ln(2)
M

N
. (1)

They also show that with this value of k about half of the bits are set after
insertion of all the elements in S.

2.3 Garbled Bloom Filters

Garbled Bloom Filters (GBFs) were introduced by Dong et al. in [4] (ACM
CCS 2013). GBF is a variant of BF that has some security properties making
it suitable for the design of Private Set Intersection (PSI) protocols (see [11]
for a description of PSI and a review of most recent schemes, including the
one of [4]).

Like a BF, a GBF is an array of length M associated with k random hash
functions h1, . . . , hk : {0, 1}∗ → [M ] . However the components of a GBF are
not bits but bit strings of length λ. One inserts x in a GBF B by ensuring that
⊕

i B[hi(x)] = x, and checks the presence of x in B by testing the same equality.
During insertion, each share is picked uniformly at random as in a XOR

secret sharing scheme, except the shares that were already set by the insertion
of a previous element that are left unchanged. Components that were never
wrote during insertion of the whole set are filled with random values. Algorithm
1 gives a more formal description of how a GBF is built. As with “normal”
Bloom Filters, we will denote by GBFS a GBF encoding set S when there is no
ambiguity as to the parameters used.

The security property of GBFs, which will be given formally in Sect. 2.5, can
be informally described as follows:

Definition 1 (Security of GBF – informal). Let S and C be two sets; Given
only {GBFS [i] ∀i ∈ h∗(C)} one cannot get any information about S − C.

2.4 Private Set Intersection Based on GBF

We give a quick overview of how GBFs are used in the design of Private Set
Intersection (PSI) protocols with one-sided output. Informally, a PSI protocol
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Algorithm 1: An algorithm for building a GBF representing set S with
parameters M, (hi)i=1...k, λ
Algorithm: GBF.Build

Input: S, M, (hi)i=1...k, λ
Output: B
Initialize B as an empty array of length M ;
for x ∈ S do

if ∃j ∈ h∗(x) : (B[j] is empty) then
for i ∈ h∗(x) − {j} do

if B[i] is empty then

B[i]
$←− {0, 1}λ ;

set B[j] ← x ⊕ ⊕
i∈h∗(x)−{j} B[i] ;

else
Abort. ;

Fill any remaining empty component with fresh random values ;

is a protocol between two parties, each having a set, who want to compute the
intersection of their respective sets without revealing more information than this
intersection. In the one-sided output setting only one party, called the receiver,
learns the intersection, while the other party, called the sender, learns nothing.

In the PSI protocol of Dong et al. [4], the sender holds a set S and computes
GBFS while the receiver holds a set C and computes BFC . Both parties use the
same (G)BF parameters.

The two parties then run an Oblivious Transfer (OT) protocol, that is a
protocol that allows a party (called receiver and that matches the receiver of
the PSI protocol) to retrieve a record in a database held by another party (the
sender, who again matches the sender of the PSI protocol) without revealing to
the sender which record was retrieved by the receiver and without revealing to
the receiver the other records in the database.

The OT protocol is used in the PSI protocol of [4] by the receiver in order to
retrieve the components of GBFS corresponding to the “ones” in BFC . For any
element in S ∩ C, its corresponding components were retrieved so the receiver
is able to assert its presence in S ∩ C. At the same time, the security property
of GBFs guarantee that the receiver got no information about any element of
S − C. As for the sender, the privacy properties of the OT protocol suffice to
prevent him from learning anything about the set C of the receiver.

2.5 Original Proof of Security by Dong et al. [4]

The security of GBF is expressed by Theorem 4 in [4] which we reformulate in
an equivalent way in Theorem 1 of this paper. This theorem requires the defini-
tion of the intersection between a GBF and a BF sharing the same parameters
(see Sect. 4.2 of [4]).



Breaking and Fixing the Security Proof of Garbled Bloom Filters 267

Definition 2 (Intersection between a GBF and a BF). Let M, (hi)i=1...k

and λ be some GBF parameters. Let S and C be two sets, and let GBFS and BFC

be built with parameters M, (hi)i=1...k (and λ for the GBF). The intersection of
GBFS and BFC , noted GBFS ∩ BFC , is defined as:

(GBFS ∩ BFC)[i] ←
{

GBFS [i] if BFC [i] = 1
a random value otherwise

Dong et al. show that GBFS ∩ BFC is a correct GBF encoding S ∩ C. We
also define the notion of “extraction” of a GBF with a BF, which is equivalent to
the notion of intersection but will make our proof in Sect. 5 simpler. We will use
the notion of intersection mostly in Sect. 3 in order to stay as close as possible
to the notation of Dong et al., and in Sect. 5 we will mostly use the notion
of extraction. With extraction, “non-selected” components are simply dropped,
or equivalently set to a special “empty” value, instead of being replaced by a
random value. It should be obvious that one obtains as much information from
a uniform independent random value than from a fixed value.

Definition 3 (Extraction of a GBF with a BF). Let M, (hi)i=1...k and λ
be some GBF parameters. Let S and C be two sets, and let GBFS and BFC

be built with parameters M, (hi)i=1...k (and λ for the GBF). The extraction of
GBFS using BFC , noted Extract(BFC , GBFS), is defined as:

Extract(BFC , GBFS)[i] ←
{

GBFS [i] if BFC [i] = 1
empty otherwise

We now give Theorem 4 of [4] in a slightly reformulated but equivalent form:

Theorem 1 (Security of GBF (Theorem 4 of [4])). Let λ and N ∈ N

and let k = λ and M = Nk/ ln(2); let (hi)i∈[k] be a sequence of random oracles
{0, 1}∗ → [M ]. we have

(S,C,GBFS ∩ BFC)
c≡ (S,C,GBFS∩C ∩ BFC)

Where S and C have at most N elements. Equivalently with our “extraction”
notation:

(S,C,Extract(BFC , GBFS))
c≡ (S,C,Extract(BFC , GBFS∩C))

The proof Dong et al. give for Theorem 1 is reproduced below, with only
minor modifications to make it match our notation. Namely, what is written
GBFC∩S , GBF ′

C∩S and GBF ′′
C∩S in the original text is written respectively

GBFS ∩ BFC , GBFS∩C and (GBFS ∩ BFC) ∩ BFS∩C in ours. We give a quick
overview of their proof: In their “case 1”, they show that the probability that
some element of S − C has all its positions in h∗(C) is negligible; then in “case
2” they argue that if no element of S − C has all its elements in h∗(C), the
distribution of GBFS∩BFC is then identical to the one of GBFS∩C . They invoke
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“the security of the XOR-based secret sharing scheme” to argue that an element
of S−C of which one of the shares was re-randomized during intersection cannot
leave any trace in the resulting GBF (this is the argument we will go against in
Sect. 3).

(Proof of Theorem 1 as it appears in [4])
Given GBFS ∩ BFC , we modify it to get (GBFS ∩ BFC) ∩ BFS∩C . We
scan GBFS ∩ BFC from the beginning to the end and for each location i,
we modify (GBFS ∩ BFC)[i] using the following procedure:

– If (GBFS ∩BFC)[i] is a share of an element in C ∩S, then do nothing.
– Else if (GBFS ∩ BFC)[i] is a random string, do nothing.
– Else if (GBFS ∩BFC)[i] is a share of an element in S −C ∩S, replace

it with a uniformly random λ-bit string.
The result is (GBFS ∩ BFC) ∩ BFS∩C . Every (GBFS ∩ BFC)[i] must fall
into one of these three cases, so there is no unhandled case.

Now we argue that the distribution of (GBFS ∩BFC)∩BFS∩C is identi-
cal to GBFS∩C . To see that, let’s compare each location in (GBFS∩BFC)∩
BFS∩C and GBFS∩C . From Algorithm 1 and the above procedure, we can
see that (GBFS ∩ BFC) ∩ BFS∩C and GBFS∩C contain only shares of
elements in S ∩ C and random strings. Because (GBFS ∩ BFC) ∩ BFS∩C

and GBFS∩C use the same set of hash functions, for each 0 ≤ i ≤ m − 1,
((GBFS ∩BFC)∩BFS∩C)[i] is a share of an element in C ∩S iff GBFS∩C

is a random string. The distribution of a share depends only on the ele-
ment and the random strings are uniformly distributed. So the distribution
of every location in (GBFS ∩ BFC) ∩ BFS∩C and GBFS∩C are identical
therefore the distributions of (GBFS ∩ BFC) ∩ BFS∩C and GBFS∩C are
identical.

Then we argue that the distribution of (GBFS ∩ BFC) ∩ BFS∩C is
identical to GBFS ∩ BFC except for a negligible probability η.

Case 1: GBFS ∩ BFC encodes at least one elements in S − C ∩ S.
In this case the distribution of (GBFS ∩ BFC) ∩ BFS∩C differs from the
distribution of GBFS ∩ BFC . From Theorem 3, the probability of each
element in S − C ∩ S being encoded in GBFS ∩ BFC is ε. Since there are
d = |S| − |C ∩ S| elements in S − C ∩ S, the probability of at least one
element is falsely contained in GBFS ∩ BFC is:

η = [skipped...] ≤ 2dε

As we can see η is negligible if ε is negligible.
Case 2: GBFS ∩ BFC encodes only elements from C ∩ S. In this case,

each element of S−C∩S may leave up to k−1 shares in GBFS ∩BFC . The
only difference between GBFS ∩BFC and (GBFS ∩BFC)∩BFS∩C is that
in (GBFS ∩BFC)∩BFS∩C , all “residues” shares of elements in S −C ∩S
are replaced by random strings. From the security of the XOR-based secret
sharing scheme, the residue shares should be uniformly random (otherwise
they leak information about the elements). Thus the procedure does not
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change the distribution when modifying GBFS∩BFC into (GBFS∩BFC)∩
BFS∩C . So the distributions of GBFS ∩BFC and (GBFS ∩BFC)∩BFS∩C

are identical. The probability of this case is at least 1 − η.
Since (GBFS ∩ BFC) ∩ BFS∩C ≡ GBFS∩C always holds and GBFS ∩
BFC ≡ (GBFS ∩ BFC) ∩ BFS∩C in case 2, we can conclude that
Pr[GBFS ∩ BFC ≡ GBFS∩C ] ≥ 1 − η thus
|Pr[D(GBFS ∩ BFC) = 1] − Pr[D(GBFS∩C) = 1]| ≤ η. 
�

3 Invalidation of the Proof in [4]

The end of the proof contains the following assertion: “(GBFS ∩
BFC) ∩ BFS∩C ≡ GBFS∩C always holds and GBFS ∩ BFC ≡ (GBFS ∩
BFC) ∩ BFS∩C holds in case 2”. This should result in GBFS∩C ≡ GBFS ∩BFC

in case 2. We invalidate this claim by giving a counter-example. Let the number
of hash functions be k = 3; let x and y be two elements of S − C such that
h1(x) = h1(y) and that for all i �= 1, hi(x) ∈ h∗(C) and hi(y) ∈ h∗(C). This
example is illustrated in Fig. 1. Note that this example can be situated in the
case 2 of the proof of [4] as it does not require any element of S to have all its
positions in h∗(C).

Fig. 1. Illustration of our counter-example.

We have that GBFS must satisfy the following equations where we note
GBFS [hi(x)] as xi (and similarly with y):

x1 ⊕ x2 ⊕ x3 = x (2)
y1 ⊕ y2 ⊕ y3 = y (3)

x1 = y1 (4)

Combining (2), (3) and (4) gives:

x ⊕ y = x1 ⊕ x2 ⊕ x3 ⊕ y1 ⊕ y2 ⊕ y3

x ⊕ y = x2 ⊕ x3 ⊕ y2 ⊕ y3
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If we re-write the latter equation without our short-hand notation, we have that
GBFS satisfies the following:

x ⊕ y

= GBFS [h2(x)] ⊕ GBFS [h3(x)] ⊕ GBFS [h2(y)] ⊕ GBFS [h3(y)] (5)

Regarding GBFS ∩ BFC , it does not satisfy equations (2) and (3) anymore
because the component GBFS [h1(x)] was replaced by a fresh random value
during the intersection operation; but it still satisfies equation (5) as it only
involves components that were not re-randomized during intersection, thanks to
the fact that h2(x), h3(x), h2(y) and h3(y) are in h∗(C).

On the other hand GBFS∩C , which was built without the knowledge of x
and y, does not satisfy (5) (except with a very small probability). As a result a
GBF where relation (5) does not hold is a valid outcome for the distribution of
GBFS∩C but not for the distribution of GBFS∩BFC . Those distributions cannot
be identical, and the proof given in [4] of Theorem 1 is wrong. The same counter-
example can also be used to invalidate the claims that “GBF ′′

C∩S ≡ GBF ′
C∩S”

and that “GBFC∩S ≡ GBF ′′
C∩S”.

This is not just a typo in [4], but truly a flaw in the proof. Recall, the
proof uses the fact that any x ∈ S − C has, with overwhelming probability,
one of its positions, say h1(x), out of h∗(C). As a result this component is
overwritten during intersection (or never retrieved in a PSI scenario). Dong et al.
then invoke “the security of the XOR-based secret sharing scheme” to argue that
no information can be obtained about x1 ⊕ x2 ⊕ x3. But the GBF construction
is not the exact same thing as a XOR secret sharing scheme, and the argument
does not hold. More precisely, in a GBF the component GBFS [h1(x)] (or x1)
may not be independent from other components in the GBF and in particular
its value can be tied to the value of other components that may be in h∗(C) and
are thus “visible”, which is the case with components y2 and y3 in our example.

3.1 Generalization of the Counter-Example

We give a larger class of situations where the same claims prove wrong. Let
P (S,C) (or just P if there is no ambiguity about the inputs) be the set of
positions that appear an odd number of times in (h∗(x) ∀x ∈ S − C):

P (S,C) = {p ∈ h∗(S − C) : |{(x, i) ∈ (S − C) × [k] : hi(x) = p}| mod 2 = 1}
Then GBFS satisfies the following relation, of which (5) is a special case, and
which is obtained the same way as (5) was obtained:

⊕

S∩C

x =
⊕

p∈P

GBFS [p] (6)

If moreover P ⊂ h∗(C), none of the concerned components are re-randomized
during intersection so GBFS ∩ BFC satisfies the same relation, that is:

⊕

S∩C

x =
⊕

p∈P

(GBFS ∩ BFC)[p] (7)
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Fig. 2. An example of a more general counter-example involving 3 elements of S − C.

Figure 2 illustrates such a more general case with 4 hash functions and involving
3 elements x, y and z where GBFS ∩ BFC would satisfy the following relation
(but GBFS∩C would not):

x ⊕ y ⊕ z = x1 ⊕ x2 ⊕ y2 ⊕ y3 ⊕ z3 ⊕ z4

4 Other GBF Constructions

We describe the consequences of our findings on the other GBF constructions
that were inspired by the one of Dong et al., namely the ones of Pinkas et al. [11,
Sect. 4.3] (USENIX Security 2014), and Rindal and Rosulek [12] (EUROCRYPT
2017).

4.1 Pinkas et al. [11]: Same Situation as Dong et al. [4]

The construction of Pinkas et al. presents many optimizations over the one of
Dong et al., for instance through the use of random OT instead of “classical”
OT, but it also has a more essential difference with the construction of Dong et
al. in that the sum of the components associated to an element need not be equal
to the element itself. Instead, all component values are all chosen uniformly at
random and the sender sends for each element in her set a “summary value”
that is the sum of the components corresponding to this element, that is:

{
⊕

i

GBFS [hi(s)] ∀s ∈ S}

The receiver retrieves the components corresponding to her own elements via
OT and compute similar sums for these elements. Finally, the receiver compares
the sums she computed with the sums she received to learn which elements are
in both sets.
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The reasoning used by Pinkas et al. to show the security of this construction
is similar to the reasoning of Dong et al., namely, that unless there is a s ∈ S
such that h∗(s) ⊂ h∗(C) then the view of the receiver is not just computationally
indistinguishable from a simulated view, but truly independent from S − C.

Unfortunately the same problem appears as with the proof of Dong et al.
Take for instance the example of Fig. 1: if x and y are in the sender’s set S, then
the receiver must have received these two values:

Kx = GBFS [h1(x)] ⊕ GBFS [h2(x)] ⊕ GBFS [h3(x)]
Ky = GBFS [h1(y)] ⊕ GBFS [h2(y)] ⊕ GBFS [h3(y)]

and because h1(x) = h1(y) the XOR of these two received values is equal to:

Kx ⊕ Ky

= GBFS [h2(x)] ⊕ GBFS [h3(x)] ⊕ GBFS [h2(y)] ⊕ GBFS [h3(y)]
(8)

Which only depends on values the receiver knows. The receiver is then able to
detect the presence of x and y in S − C by testing whether any two summary
values have their sum equal to (8).

Again, and as with the GBF construction of Dong et al. [4], the construction
of Pinkas et al. is actually secure since our new proof given in Sect. 5 should also
apply. This means that such S and C are actually very hard to find. Nevertheless
this shows that the security of the GBF construction of [11] cannot be proven
simply by invoking the low probability to have h∗(s) ⊂ h∗(C) for some s ∈ S.

4.2 Rindal and Rosulek [12]: No Apparent Issues

Rindal and Rosulek [12] present a new PSI protocol following the idea of the
GBF-based PSI protocol of Pinkas et al. [11, Sect. 4.3] we presented in the pre-
vious section. They keep most of the ideas of Pinkas et al., including the use of
random OT and the optimizations it enables, as well as the idea of having the
sender sending summary values. However they build these summary values in a
different way, which is essentially:

Kx = H

⎛

⎝x ||
⊕

i∈h∗(x)

GBFS [i]

⎞

⎠

where H is a secure hash function and || denotes concatenation.
Interestingly, the presence of the hash function breaks the algebraic properties

of the summary values that were used in the previous section, meaning that
all the counter-examples we gave so far do not apply on the construction of
Rindal and Rosulek. This construction may thus be secure even against someone
knowing a subset X ⊂ S−C such that P (X,C) ⊂ h∗(C). But more importantly,
the security proof Rindal and Rosulek give for their construction [12, Sect. 5.3]
differs a lot from the proofs of Dong et al. [4] and of Pinkas et al. [11], and we
did not find in the paper of Rindal and Rosulek the issue we identified in [4,11].
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Note however that the construction of Rindal and Rosulek and of Pinkas
et al. cannot always be used as a drop-in replacement of the original construction
of Dong et al. One example is a Searchable Encryption protocol [13] that uses
Garbled Bloom Filters but where the receiver looks up several GBFs and must be
unable to know what response (in the form of components retrieved) comes from
what filter. This requires that the receiver must be able to decide on the result
of a lookup (“present” or “absent”) using only the components retrieved and
without remembering what was the component that was being looked for. The
authors modify the GBF construction of Dong et al. by having the components
corresponding to an element having their sum equal to a fixed value instead of
the value of the element itself:

⊕

i∈h∗(C)

GBFS [i] = 0

Such a property could not be reached in a trivial way using the construction
of Rindal and Rosulek (or even the one of Pinkas et al.) because the sending of
summary values by the sender requires that the receiver knows what to compare
these values with, which requires that the receiver knows what GBF the values
correspond to. This shows why the study of the security proof of constructions
other than the one of Rindal and Rosulek is still relevant.

5 New Proof of Security

5.1 New Case Distinction

Our proof follows the idea of the proof of Dong et al. [4]: we consider two cases,
one that occurs with negligible probability and one in which the two distri-
butions are actually identical, and this results in the two distributions being
indistinguishable. What differs between our proof and the one of [4] is the case
separation: as we saw, the assumption of case 2 of [4] that no element in S − C
has all its positions in h∗(C) does not suffice to have GBFS ∩ BFC ≡ GBFS∩C .

Instead, we make the following remark: it is very unlikely that there is some
subset X of S − C such that all the positions in h∗(X) being mapped by a
single element in X happens to be in h∗(C). Said differently, for any subset
X ⊂ S − C there is at least one position in h∗(X) that is both out of h∗(C)
and corresponds to a single element of X. Note that this covers the situation
described in Sect. 3.1 (an thus our counter-examples in Figs. 1 and 2 too): if all
the position in h∗(S − C) mapped an odd number of times are in h∗(C), then
all the positions out of h∗(C) are mapped at least 2 times. Formally we define
the mapped-once positions of X , noted m(X), and the never-mapped positions
of X , noted n(X), as follows:

Definition 4 (Mapped-once and never-mapped positions of a set). Let
X ⊂ {0, 1}∗; the set of mapped-once positions of X is defined as:

m(X) := {p ∈ h∗(X) : ∃!(x, i) ∈ X × [k] : hi(x) = p}
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Similarly, the set of never-mapped positions of X is defined as:

n(X) := {p ∈ h∗(X) : �(x, i) ∈ X × [k] : hi(x) = p}

The never-mapped positions of X correspond to the zeroes in BFX .

We then have the following:

Theorem 2. Let X ⊂ S − C, then:

P [m(X) ⊂ h∗(C)] ≤ negl(λ) (9)

Proof: We explain why Equation (9) holds. Our explanation is in two parts: First
we argue that the size of m(X) must be of size larger than k; from then the
probability that all these positions are in h∗(C) is lesser than the probability for
one element to have all its positions in h∗(C), which is already negligible (proved
by Dong et al. in their “case 1”). We start by showing that |m(X)| ≥ k with
overwhelming probability. Consider the sequence of sets X1,X2, . . . , X where
each set has one more element than the previous one. The number of mapped-
once positions of Xi = Xi−1 ∪ {x} for some i and some x is then the number
of mapped-once positions of Xi−1 plus the positions of x that are in n(Xi−1)
(some new mapped-once positions), minus the positions of x that are in m(Xi−1)
(positions that are not mapped-once anymore). Statistically, we thus have the
following expected difference:

E[|m(Xi)| − |m(Xi−1)|] = k
n(Xi−1)

M
− k

m(Xi−1)
M

(10)

That is:

m(X1) = k

E[m(X2)] = m(X1) + k
M − k

M
− k

k

M

= 2k

(

1 − k

M

)

. . .

Now because |X| ≤ |S −C| ≤ |S| ≤ N , and due to the way GBF parameters are
created (see Sect. 2.2) BFX and a fortiori BFXi

should have not less than half of
its bits unset, so n(Xi) ≥ M/2 and k n(Xi−1)

M ≥ k/2. At the same time m(Xi−1)
is always very small compared to M . It should then obvious that |m(X)| ≥ k.
Finally as we already explained, the probability for m(X) to be a subset of
h∗(C) is negligible because it is less than the probability for a single element to
have all its positions in h∗(C), given that we already show it has a size greater
than k. 
�
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5.2 New Proof of Security

We give a new proof of Theorem 1, that is, we show that:

(S,C,Extract(BFC , GBFS))
c≡ (S,C,Extract(BFC , GBFS∩C))

We consider two cases as it is done by Dong et al. [4]: The first case is where
there is a X ⊂ S − C such that m(X) ⊂ h∗(C). From Theorem 2, This case
happens with negligible probability. The second case is thus where there is no
such X, and we show that in this case the distributions are identical by showing
that any outcome of one distribution is a valid outcome of the other. Let B
be an outcome of the right-hand distribution, that is, the one with GBFS∩C ;
we show how to build a GBF B′ that is a valid outcome of GBFS such that
Extract(BFC , B′) = B. We build B′ the following way: We start from B which,
recall, is a Garbled Bloom Filter with all its components not in domain of C
being empty. We will insert each element of S − C in B, keeping components
that were already set untouched. Insertion happens just as in the GBF.Build
algorithm. When all elements have been inserted, the remaining components are
filled with random values, just as in the end of GBF.Build. If the algorithm did
not halt, the resulting B′ encodes every element of S ∩C (from the initial values
from B) and every element of S − C (that we just inserted). As a result, B′ is a
valid GBFS and Extract(BFC , B′) is a valid outcome for Extract(BFC , GBFS).

We now show that the algorithm does not halt. Recall, the building algorithm
halts when an element that must be inserted only maps to positions that are not
empty. Since we are in the case where no X ⊂ S − C satisfies m(X) ⊂ h∗(C),
there must be a position in h∗(S −C) that is not in h∗(C) and which is mapped
by a single element y ∈ S −C. As a result if (S −C)− {y} was inserted without
halting, then the final y can be inserted without halting as well. This reasoning
can be repeated to show that (S − C) − {y} can be inserted without halting as
well, and recursively S − C can be inserted entirely without halting.

Finally given an outcome B of Extract(BFC , GBFS) one can trivially build
a valid GBF B′ encoding S ∩ C such that Extract(BFC , B′) = B: it suffices
to fill all empty components of B with random values. As a result we have
Extract(BFC , GBFS) ≡ Extract(BFC , GBFS∩C) in our second case, and this
ends the proof of Theorem 1. 
�

Note that this proof would also apply to the construction of Pinkas
et al. [11].

6 Related Work

Security issues in the paper of Dong et al. [4] where identified by Rindal and
Rosulek [12] and by Lambæk [8], but none of these issues apply on the protocol
that we study in this paper. Indeed, [4] describes two protocol: one that aims at
providing security against honest-but-curious adversaries, which is the one that
is being studied in this paper, and one that aims at providing security against
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malicious adversaries. The issues identified in [8,12] only concern the malicious-
security protocol, and do not apply to the honest-but-curious-security protocol
(both present the honest-but-curious-security protocol as satisfying its claimed
properties).

By contrast, the issues we identify concern the security of the GBF construc-
tion. This property is invoked in the security proofs for both the honest-but-
curious-security protocol and the malicious-security one, so the two protocols
are affected. The issue we identify is thus different, and more general, than the
ones identified in [8,12].

7 Conclusion

Garbled Bloom Filters are a hash structure which, however still recent, already
had a significant impact on the design of secure protocols. We showed that
the security analysis of Garbled Bloom Filter contains a subtle difficulty as
the intuition that GBF security derives almost immediately from the security of
XOR-based secret sharing is actually false. Nevertheless we show that all existing
GBF constructions actually satisfy their claimed security property by providing
a new, more rigorous proof. This should strengthen the confidence we can have
in the GBF construction and promote a large use of it in the domain of secure
protocol design.
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Abstract. The Universal Serial Bus (USB) is becoming a prevalent
attack vector. Rubber Ducky and BadUSB are two recent classes of a
whole spectrum of attacks carried out using fully-automated keypress
injections through innocent-looking USB devices. So far, defense mecha-
nisms are insufficient and rely on user participation in the trust decision.

We propose USBlock, a novel approach to detect suspicious USB
devices by analyzing the temporal characteristics of the USB packet
traffic they generate, similarly to intrusion detection approaches in net-
worked systems.

Our approach is unique in that it does not to involve at all the user
in the trust decision. We describe a proof-of-concept implementation for
Linux and we assess the effectiveness and efficiency of our approach to
cope with temporal variations in typing habits and dynamics of legiti-
mate users.

Keywords: Security · USB · BadUSB · Linux kernel · System security

1 Introduction

The Universal Serial Bus (USB) is by far the most widely-used connector for
modern computer systems. It is used to connect a plethora of peripheral devices
to computers, including keyboards, mice, cameras, printers, and storage media.
Many different attack vectors abuse the pervasiveness of USB, as for example
dropping USB thumb drives on parking lots for users to pick up and attach on
their computers [19]. As network-based defenses steadily improve and can block
efficiently the malicious network traffic reaching an organization, USB becomes
an attractive entry point for penetrating an organization.
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Under the hood, USB is more than a simple connector. It is a complex com-
munication protocol, often implemented and offered as a firmware. Lately, there
are devices on the market with the ability to update their USB firmware. This
capability has been exploited as a subtle attack vector, hiding malicious func-
tionality on an abstraction layer that modern computer antivirus cannot cope
with. BadUSB1 and Rubber Ducky2 classes of attacks are successful demonstra-
tions of the attack feasibility. The associated threat is rather high: at this level
the device interfaces directly with device drivers that run in the most privileged
level of modern consumer-grade operating systems (e.g., as ring-0 modules of
the Linux kernel).

In this paper, we provide insights on how these USB-protocol-level attacks
work and explore how their attack patterns can be detected at the system level.
Such an approach relieves the end user from being involved in trust decisions and
thus, makes the security of the system less dependent to user actions. Specifically,
we make the following contributions:

– We study the behavioral characteristics of Rubber Ducky and BadUSB classes
of attacks.

– We devise criteria for automating their detection.
– We design, implement, and evaluate a simple yet very effective and extensible

system-level countermeasure based on USB packet traffic analysis to detect
and defend against such attacks without requiring user intervention.

The rest of the paper is structured as follows: Sect. 2 provides the necessary
background information for the USB protocol and related attacks and defenses.
Section 3 studies the temporal characteristics of USB-based attacks and proposes
a system-level defense mechanism. Section 4 describes a prototype implementa-
tion of our proposal and evaluates its efficiency in real-world settings. Finally,
Sect. 5 presents our conclusions and discusses future directions of work.

2 Background

2.1 The USB Protocol

USB is the most widely-used computer peripheral connector today. USB 3.2 is its
latest revision. The USB device communication is based on a tiered-star topology
with one dedicated master controller. Besides the controller, a hub manages the
connected USB devices. If the master controller acts as a hub too, then the hub
is called the “root hub”. Every USB hub uses seven bits to address connected
USB devices. This leads to a limit of 127 attachable USB devices per hub.

The connection of a USB device to a hub works as follows3: The USB hub
waits for new devices to be plugged in. Upon connection, channels for communi-
cation are created: the so-called “endpoints”, acting as sources and sinks of data.
1 https://srlabs.de/badusb/.
2 https://github.com/hak5darren/USB-Rubber-Ducky.
3 http://www.beyondlogic.org/usbnutshell/usb3.shtml.

https://srlabs.de/badusb/
https://github.com/hak5darren/USB-Rubber-Ducky
http://www.beyondlogic.org/usbnutshell/usb3.shtml
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The endpoints are logically grouped together to “interfaces” and are announced
to the host via “interface descriptors”.

The USB communication is realized by exchanging “USB packets” over
the shared serial bus. The USB protocol defines four transfer types (Control,
Isochronous, Interrupt, and Bulk) and three packet types (Token, Data, and
Status).

Modern operating systems, including Microsoft Windows, Linux, and Apple
Mac OS, utilize the information collected by the hub from the connected USB
devices to (dynamically) load the appropriate device drivers. For each announced
interface descriptor of a device, the operating system combines the device-
provided device class, interface class, and vendor and product identifiers (VID
and PID respectively) to decide which capabilities are provided by the device
and to bind the appropriate device driver(s).

As an example, a modern USB mouse may offer the capabilities of a human
interface device (HID) and those of a display (e.g., to display its sensitivity level).
Or a USB headset may offer the capabilities of an audio output device and that
of a constrained HID for its volume up/down and mute buttons. In such cases,
the devices will have two different interfaces and each of them will get a different
driver bound to it.

2.2 USB Protocol Security

The USB protocol does not dictate a form of device authentication. Rather, every
USB hub blindly trusts any information announced by the connected device
about their capabilities. We note that modern USB devices incorporate, for
legitimate reasons, multiple functionalities (e.g., a mouse announcing itself also
as a display device). Such functionalities are hard for a user to link together and
reason for any associated risk. These combined with the wide prevalence of USB
devices, render USB an attractive attack vector [1,21].

In the past, the entry barrier for realizing attacks based on the inherent
weaknesses of the USB protocol was very high. It dropped significantly by the
time USB firmware chips with reflashing capabilities became available on the
open market4. On the one hand, firmware updates for consumer products are
often a necessity due to shortened time-to-market and insufficient testing. The
alternative would be a product recall which would cause a logistics nightmare. On
the other hand, firmware updates significantly lower the resources and expertise
for launching USB-based attacks.

Figure 1 depicts the principle of a USB device and endpoint setups, which
occur during the Control transfer phase using Setup packets. In this example,
the device announces support for two functionalities, namely a mass storage and
a keyboard (HID device). The former seems like a normal behavior, assuming
that the user plugged in a USB thumb drive or external disk. In this case, the
user expects that the operating system (host) will load the mass storage device
driver and be able to further interact with the storage device. However, we note

4 https://adamcaudill.com/2014/10/02/making-badusb-work-for-you-derbycon/.

https://adamcaudill.com/2014/10/02/making-badusb-work-for-you-derbycon/
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that without having knowledge of the device specifics, this announcement could
also have been an attack vector.

Fig. 1. USB packet sequence diagram (malicious behavior)

The latter announcement forces the host to bind a keyboard driver as well. If
the announcement comes from a modified, malicious firmware, then the first step
of the attack is already successful. The firmware then launches the second step
of its attack. This involves sending keypresses from the (non-existent) keyboard.
This “USB-based keypress injection attack” assumes that the system interaction
caused by these keypresses will go unnoticed by the user and, thus, will succeed
to deliver the malicious actions (e.g., download from the Internet or access from
the USB storage and then execute a zero-day malware).

So far, various attacks exploiting the inherent weaknesses of the USB proto-
col have been proposed [13]. We review the most characteristic of them in the
following paragraphs.

2.3 BadUSB and IRON-HID

The BadUSB attack enables a USB storage device to act not only as a SCSI
device (mass storage), but also as an HID one. By acting as a keyboard, the data
coming from the connected USB device is interpreted as keypresses. An attack
can install a backdoor to the host system or “call home” over the network for
example. From that point on, the attacker has total control over the infected
host system.
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Researchers and practitioners work both on improving BadUSB-like attacks
and reducing their attack surfaces. In the so-called “IRON-HID” attack, addi-
tional programmable hardware (e.g., a Teensy board5) is hidden in places like
keyboards and portable USB batteries [7]. By connecting a smartphone to the
crafted USB battery via a crafted USB On-The-Go cable, the smartphone is
switched into USB host mode. From that moment on, the smartphone is able
to eavesdrop on all USB communications. IRON-HID can be used also to inject
fake keypresses with the aim to brute-force the Android screen unlock PIN.

2.4 Rubber Ducky

The Rubber Ducky is a physical device designed by the Hak5 group6. The Rubber
Ducky works as a normal keyboard when it comes to driver binding: it simply
needs the operating system’s HID driver to work. However, the Rubber Ducky
delivers USB-based payloads (keypresses pre-defined by an attacker) upon being
connected to the victim system.

The pre-defined keypresses are written in Ducky Script, a simple-to-use
scripting language7. Once the payload is developed, it is compiled into a binary
and placed on the microSD card of the Rubber Ducky device. Upon connecting
the Rubber Ducky to a host computer, the built-in Atmel AT32UC3B1256 chip
of Rubber Ducky emulates the pre-defined keypresses in the fastest rate the USB
port can deliver and the device driver of the attacked system can handle.

2.5 BadAndroid

BadAndroid8, like BadUSB, adds malicious functionality to an otherwise benign
Android device. In contrast with BadUSB, the firmware of the Android device
needs not be flashed.

A possible attack scenario using BadAndroid looks like the following: using
social engineering, an attacker pretends that she needs to charge the battery of
her Android smartphone and asks to plug it in to the target’s laptop. While the
smartphone is connected for charging, BadAndroid actually alters the routing
table of the host (laptop) system without the user noticing, i.e., it changes the
default network gateway of the laptop to be the IP address of the Android
smartphone. From that moment on, all the network traffic of the laptop is routed
via the smartphone, enabling the attacker to inspect and alter the whole bi-
directional network traffic.

In a second attack scenario, BadAndroid could change the entries for the lap-
top’s DNS servers and, therefore, redirect the laptop’s traffic to servers controlled
by the attacker.

5 https://www.pjrc.com/teensy/.
6 https://hak5.org.
7 https://github.com/hak5darren/USB-Rubber-Ducky/wiki/Duckyscript.
8 https://srlabs.de/blog/wp-content/uploads/2014/07/BadAndroid-v0.1.zip.

https://www.pjrc.com/teensy/
https://hak5.org
https://github.com/hak5darren/USB-Rubber-Ducky/wiki/Duckyscript
https://srlabs.de/blog/wp-content/uploads/2014/07/BadAndroid-v0.1.zip
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2.6 BadBIOS

A maliciously-crafted BIOS hidden on the USB device could be installed on
the computer by emulating keypresses at boot time9. This BadBIOS overrides
the original BIOS and becomes the default BIOS to boot from. This allows an
attacker to execute commands even before the actual operating system is loaded.

The applicability of BadBIOS is demonstrated10 for modern Smart TVs. In
this case, a Smart TV is forced to produce high-frequency audio signals. These
signals contain information which is then transmitted to other devices.

2.7 Other Attacks

The published literature includes USB-based attacks that exploit weaknesses
beyond the ones spawned by BadUSB. The teensy USB development board11 is
designed to instrument and audit USB drivers, ports, and related software. This
board is reprogrammable and can be used to launch attacks that are based on
emulating keypresses and mouse movements.

The current version of the USBdriveby attack tool12 targets Apple iOS
devices. Once successful, USBdriveby alters the routing entries of the attacked
system so as to redirect traffic to spoofed websites. The tool also installs a back-
door for the case the user detects the route modifications and changes them back
to the legitimate ones.

2.8 Defenses Against USB-Based Attacks

There have been proposals in the literature for defending against USB-based
attacks, especially after the Stuxnet malware, which spread via infected USB
drives and penetrated air-gapped systems [6,10]. A first attempt towards more
organizational security of USB device security is described in [22]. There, a
trust management scheme, namely TMSUI, is proposed. TMSUI protects an
ICS by allowing the connection of USB storage devices only on certain protected
terminals and only for a specific amount of time.

ProvUSB is an architecture for fine-grained provenance collection and track-
ing on smart USB devices [17]. ProvUSB aims at environments where the use of
pre-approved-only USB drives can be controlled and enforced.

UScramBle is a proposal for protecting against eavesdropping attacks that
are feasible due to the broadcast nature of (pre-USB 3.0) hub-to-device commu-
nication [12]. It can be used to defend against reverse engineering of legitimate
devices.

9 https://srlabs.de/wp-content/uploads/2014/11/SRLabs-BadUSB-Pacsec-v2.pdf.
10 https://nakedsecurity.sophos.com/2015/11/16/badbios-is-back-this-time-on-your-

tv/.
11 https://www.pjrc.com/teensy/.
12 http://samy.pl/usbdriveby/.

https://srlabs.de/wp-content/uploads/2014/11/SRLabs-BadUSB-Pacsec-v2.pdf
https://nakedsecurity.sophos.com/2015/11/16/badbios-is-back-this-time-on-your-tv/
https://nakedsecurity.sophos.com/2015/11/16/badbios-is-back-this-time-on-your-tv/
https://www.pjrc.com/teensy/
http://samy.pl/usbdriveby/
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A line of defense against BadUSB-like attacks incorporates the user into the
trust decision. One example is USBWall [9]. USBWall uses a Beagle Board13

in order to enumerate USB devices on behalf of the operating system. As soon
as the enumeration is carried out, the user is asked to decide whether the USB
device must be removed from the system or is safe for further use. USBCheckIn
is a hardware-based approach, where the user is forced to actively interact with
the HID using guided patterns so as to authorize its use [5].

The “G DATA USB Keyboard Guard” software14 is another system that
relies on the users’ decision whether a USB device is malicious or benign. There,
when a new HID device is connected to the protected computer, the software
asks the user to decide if the device interface(s) are to be trusted or not. Once
a decision is made, the device (in fact, the combination of product and vendor
identifiers) is either whitelisted or blacklisted so as to avoid asking again in the
future. If an attacker flashes a malicious device to present with a previously
whitelisted combination of product and vendor identifiers (e.g., a legitimate key-
board), then their attack will go unnoticed.

GoodUSB is a similar approach described in [16]. GoodUSB includes a Linux
kernel module that maps USB devices to specific whitelisted drivers. Upon con-
nection of a new USB device, GoodUSB involves the user to decide if it should
allow or deny the new device. If the user marks the device as malicious, the
control is transferred to a virtualized USB honeypot running on QEMU-KVM.
This allows to monitor and profile the activity of the USB device for further
analysis.

USBFILTER is a packet-level filter (firewall) for USB communications devel-
oped for the Linux kernel space [18]. The user defines access rules in USBTables,
the userland component of USBFILTER and the kernel-space component checks
each USB packet received for match with one of the rules and decides to either
forward or drop it. By design, USBFILTER supports only per-packet processing.
Given the simplicity of the supported rules, attackers can evade the rules by
adjusting their behavior accordingly; overall USBFILTER is a deterministic solu-
tion that detects already known attacks and does not have any anomaly detection
capabilities [13].

Cinch is an approach similar in principles to USBFILTER [2]. However, Cinch
isolates all USB devices from the host and passes communication through a
virtual machine acting as a gateway that enforces the access policies.

SandUSB offers a GUI for the users to mark a newly plugged-in device as
malicious or benign [11]. Should the users consider the device being malicious,
they can either blacklist it or redirect it to a USB sandbox for further analysis.

13 https://beagleboard.org.
14 https://www.gdatasoftware.com/en-usb-keyboard-guard.

https://beagleboard.org
https://www.gdatasoftware.com/en-usb-keyboard-guard
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3 A Novel Approach for Detection of USB-Based
Keypress Injection Attacks

We consider a keypress injection attack as the most severe USB-based threat
to system security. This is because a carefully-crafted attack, launched through
innocent-looking keypresses, leverages the powerful resources and flexibility of
the host system so as to take over the full control of the system itself.

The proposed defenses against keypress injection attacks until now have in
common that they rely at some point on user decisions. The user insights in such
low-level system trust decisions is not an optimal solution. This is especially true
when such interactions break their mental model for the primary task at hand,
so as to cope with a secondary one [3,4].

In the following, we explore how we can detect and defend against USB-
based keypress injection attacks by performing USB packet traffic analysis at
the system level, without involving the user in the decision loop. Our aim is to
simplify attack detection and offer neutralization upon connection of a malicious
USB device that acts as a keyboard. This includes fast detection and no user
involvement in the security decision.

3.1 Threat Model

We assume an enterprise environment where computers are equipped with USB
ports and the users are free to plug in and unplug USB devices for their day-
to-day work duties (e.g., mass storage devices, headsets, and web cameras for
teleconferences).

We further assume that the attackers succeed in connecting a crafted device
with a malicious USB firmware to one or more of these computers. This can be
achieved by the attackers themselves, if they have physical access to the targeted
computer, inside or outside the premises of the enterprise. Or, by handing in a
malicious device to legitimate users and exploit their curiosity (e.g., drop a USB
thumb drive in their postal mailbox) or apply a social engineering attack vector
(e.g., “can you please print the file from my USB thumb drive?”).

We do not consider attack vectors such as USB storage media loaded with
malware (e.g., exploit the “autorun” feature). Mitigations for such attacks are
already offered by commercial antivirus products [14]. We also do not consider
attacks that exploit (unknown) vulnerabilities of the USB device drivers of the
host operating system triggered by malformed USB packets [8]. Rather, we
assume that all USB packets are well-formed and valid according to the USB
protocol.

3.2 Patterns of Keypress Injection Attacks

The first step for developing appropriate defenses is to get a better understand-
ing of the keypress injection attack patterns. Towards this direction, we exper-
imented with two USB device types that their firmware can be updated and
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for which appropriate reflashing tools are available. The first one was a Rubber
Ducky device. The second one was a Toshiba USB 3.0 USB drive.

In the case of Rubber Ducky, it sufficed to compile a new firmware, which
contained an attack payload, by using the provided compiler and then copy the
firmware on its SD card.

The case of the benign Toshiba USB drive required some additional steps.
First, the original firmware of the device was dumped, then the attack payload
was integrated in the firmware, and finally the firmware was written back to
the chip. This was not an error-free process. Our first attempts ended up with
unusable (bricked) devices and unreliable functionality of the controller chip
resulting in unstable behavior.

We also prepared a desktop computer that acted as the host for the attacks.
We used the Wireshark network protocol analyzer15 to monitor the USB con-
nections and collect the related USB packet traces for further analysis.

As an attack demonstration scenario, we opted to use the automatic launch
of a text editor in the Linux operating system, including some text filling. Once
connected, the malicious devices registered themselves as keyboards and sent the
necessary keypresses. The sequence of events was as follows:

1. An artificial delay of 500 ms.
2. Send the ALT key followed by the F2 key in order to prepare an application

launch.
3. An artificial delay of 500 ms.
4. Send a string of characters for launching a text editor (e.g., gEdit or

mousepad), followed by the ENTER key.
5. An artificial delay of 500 ms.
6. Send one paragraph of text comprising 515 characters from the Bacon Ipsum

(http://baconipsum.com/) text.

Albeit not malicious in nature, the attach scenario above serves as a base-
line for building weaponized attacks, such as opening a terminal, disabling any
running antivirus service, and running a wget command to download malicious
code to the attacked system. The artificial delays are necessary to provide the
operating system with enough time to successfully respond to issued commands,
e.g., opening the text editor. The attack script sends 526 keypresses in total.

We ran each attack (BadUSB and Rubber Ducky) ten times and collected
in total 20 Wireshark traces. We analyzed these traces and focused on the timing
patterns of the KEY DOWN events that are sent when a key on a keyboard is
pressed.

Figure 2 depicts the distribution of the distance between each of the 5,260
recorded events (i.e., the interarrival time of the keypresses) for each of the ten
repetitions of each attack in box-and-whisker diagrams. There are only a couple
of outliers for each trace (Capture ID), which are at about 1.35 s (in the case of
BadUSB) and 1.00 s (in the case of Rubber Ducky). The median value in both
cases is about 6 ms and almost all values are concentrated in a narrow band
around this value, as depicted in Fig. 2a and b.
15 https://wireshark.org/.

http://baconipsum.com/
https://wireshark.org/
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(a) BadUSB timings (b) Rubber Ducky timings

Fig. 2. Interarrival times of KEY DOWN events in collected traces (outliers exclused for
the sake of clarity)

This was a stable behavior in all traces and for both attacks; Rubber
Ducky exhibits a greater variability, but still within the narrow band. We ran
repeated experiments with all the payloads made available by the Rubber Ducky
authors16. There were in total more than 70 different payloads at the time of
writing. The analysis of the traces revealed that all of the payloads produced
the keypresses with no delay, i.e., the USB-based keypress injection attacks try
to conclude their malicious actions as fast as possible.

From an attack point of view, it is a rational choice to inject keypresses as
fast as possible: for an attack to be successful, all the events of the script must
execute without being interrupted by any user-initiated typing activity. Since the
attacked system has two keyboards now, it is possible that the user continues
their typing activity. In this case, typing will intermix with the (fake) keypresses
of the attack script and, thus, neutralize the latter by accident (and possibly
frustrate the user with the extra characters). The less the time in between the
(fake) keypresses, the more the probability of a successfully-launched attack.
This is a key observation for the design of our defense.

3.3 Keystroke Dynamics

Research in keystroke dynamics (or keystroke-based biometrics) suggests that
human typing patterns exhibit variations and these “typing dynamics” can be
strong enough to be used for authentication or identification purposes [15]. Also,
human beings cannot perform better than 80 ms between their keypressess [20].
In contrast, our analysis reveals that BadUSB-like attacks inject keypresses at
an almost stable rate of 6 ms. These two rates differ by an order of magnitude.

3.4 USBlock: Blocking Malicious USB Packet Traffic

USBlock is a defense we devised that exploits the temporal gap between human
and BadUSB-like attack typing dynamics. The design assumption is that a USB
16 https://github.com/hak5darren/USB-Rubber-Ducky/wiki/Payloads.

https://github.com/hak5darren/USB-Rubber-Ducky/wiki/Payloads
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host monitor (i.e., USBlock) has access to precise timing information of received
USB packets and is able to distinguish fast between the normal typing behavior
of human beings and the abnormal keypress sequence (AKS) timings of BadUSB-
like attacks.

A simple case of an AKS is a “rapid (keypress) event sequence” (RES). We
define a RES using two components, a time threshold value t and a sequence
threshold value s. We say that a RES occurred whenever we observe a sequence
of s consecutive keypresses with an interarrival time less than t seconds between
each of them. If a RES occurs, a defense action must be taken.

The selection of the exact values for t and s is a design choice. The t-threshold
can be any value 0.006 < t < 0.08, i.e., anything between the 6 ms median value
of the BadUSB-like attacks and the lower limit of 0.08 s for humans. A t close
to the lower bound of 0.006 makes USBlock more prone to false negatives, thus,
risking a successful attack going unnoticed. Yet, it reduces the probability of false
positives, as humans cannot type that fast. In contrast, a t close to the upper
bound 0.08 makes USBlock more prone to false positives, thus, risking user
complaints on legitimate usage scenarios. Our analysis of the collected attack
and human-typing traces (cf. Sect. 4) suggests that a t = 0.02 is a sufficient
threshold for the current generation of BadUSB-like attacks.

An s = 1 makes USBlock blindly aggressive (many false positives), penal-
izing even in a single occurrence of a keypress under the timing threshold. In
contrast, a large s (e.g., over 100) allows USBlock to make confident decisions
on the presence of an AKS. However, one must account two additional points.
First, if the decision algorithm does not react in real-time, it risks to allow an
attack to have occurred already by the time a (correct) decision is made. This
is unacceptable from a security point of view. Second, the length of the attack
vector, i.e., the number of keypresses injected to realize the attack, might be
lower than s (e.g., only 20 or 30 keypresses compared to an s = 100). In this
case, USBlock will fail to detect the attack altogether, as there are not enough
“malicious” keypresses present to react on.

Our analysis of the available traces suggests that a short s = 3 offers the
clear advantage that a keypress injection attack is detected and prevented just
after the very first few fast keypresses are sent. The attack traces contained not a
single case where two or more outlier values came in pairs or bursts. Furthermore,
to the best of our knowledge, no attack vector can be realized with only three
keypresses. Hence, s = 3 is an excellent choice.

The capabilities of USBlock are better demonstrated with an example of a
defense realization against current generation of Ducky Script malicious pay-
loads. A USB monitor runs as a piece of software on the host system and mea-
sures the interarrival times of keypresses sent by each connected USB device
for a RES, using the t and s parameters. When a RES is detected, the USB
monitor instructs the USB hub to switch off the power of the USB port for
some (e.g., ten) seconds (configurable). It also instructs the operating system to
unload (unbound) the respective device driver. This in effect blocks access to the
suspicious device. We highlight that no additional piece of hardware is needed
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for performing these actions. The disconnection approach ensures that no user
involvement is required in restoring the connectivity of other USB devices that
are possibly attached to the specific USB port where the attack occurred.

One may argue that the design opts for a rather aggressive reaction to suspi-
cious events. We believe that our two-step disablement approach accommodates
this. It is better for users to notice an occasional interruption of their normal
flow (in case the events are indeed produced that fast by human beings) rather
than risking an infection by a malicious device. If the interruptions become too
frequent, it is an indication of an attack in progress (e.g., a USB drive trying to
relaunch the attack). In this case, it would be better for the IT support personnel
to inspect the offending system.

3.5 USBlock Defenses Against Advanced Attacks

USBlock with RES defends currently against all known malicious Ducky Script
payloads. The approach of USBlock is generic enough and allows to realize
and integrate new defenses against new attacks. As the cat-and-mouse game
between attackers and defenders might evolve for BadUSB-like attacks, RES
can be replaced by a more complex AKS detection logic. Such logic will push
attackers to adjust keypress injection rates to mimic human behavior. This task
will be more and more difficult to both realize in the constrained environment of
USB firmware and to match specific user typing patterns. At the moment, this
is not deemed necessary and would incur additional and unnecessary processing
overhead.

We note that USBlock with RES cannot be defeated by malicious firmware
that delays the launch of the payload (i.e., the start of the attack), once the
fake device is plugged. USBlock is continuously monitoring for keypress events.
Hence, when a RES occurs, USBlock will detect it, no matter how long ago the
fake device was plugged.

One may argue that a malicious Ducky Script can introduce delays between
keypresses to avoid detection. However, the constant interarrival time of the key-
presses is an easily-detectable AKS pattern. Should a Ducky Script can generate
random delays between keypresses, these must occur as a human typing pattern,
sparse in time. At this rate, they will become intermixed with the normal typing
activity of the user (and thus, neutralized) or they will become noticeable by the
user, as the attacks do not happen “in the blink of an eye” anymore (e.g., the
cursor is moved or the focus of the working window is lost). Should the user is
incapable or unwilling of noticing the additional typing activity on their moni-
tor, we must resort on enterprise network security defenses that might be able
to detect the malicious activity of the attacked system, once infected.

Clearly, analyzing the typed command strings (from humans or scripts) and
reasoning about their (possibly) malicious intentions is beyond the scope of
USBlock. Such fine-grained keypress analysis will probably not be acceptable by
the users, as it severely violates their privacy creating an Orwellian feeling of
constant monitoring.
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One may argue that a malicious USB firmware can monitor the status of
the operating system and launch the payload during periods of user inactivity
(e.g., when there is no typing activity for a long time). We are not aware of such
capabilities for Ducky Scripts and, to the best of our knowledge, such information
cannot be requested by the USB firmware from the operating system over USB
packets. Even if such capabilities exist in first place, USBlock is on the side of the
operating system. Thus, it can also access such information and integrate them
into its decision logic to block malicious USB traffic. We further note that such
an attack cannot be launched at all if the screen is locked (e.g., due to inactivity
or a precautious measure by the user when plugging an untrusted device).

3.6 Limitations of USBlock

While USBlock defends successfully against keypress injection attacks, it does
not come free of limitations. USBlock lies and relies on information at the level
of the operating system. As such, it cannot defend against attacks launched at
the BIOS level, as is the case of BadBIOS discussed in Sect. 2.

Hardware keys, like Yubico YubiKey17, are a popular means of two-factor
authentication. Such devices identify themselves to the operating system as key-
boards and “type” one-time passwords and other sensitive information on behalf
of their owner. Hence, USBlock will interpret the YubiKey rapid keypresses as an
attack. To overcome this, USBlock implements internally the following check for
YubiKey devices: if a connected USB device reports a (VID, PID) of Yubico, the
RES logic is disabled for this device. Rather, USBlock monitors the USB device
traffic to ensure that the USB packet payload comprise exclusively “MODHEX”
characters18. This is an improved approach over (VID, PID) whitelisting [16], as
anyone can fake the reported (VID, PID). As discussed earlier in Sect. 2, these
are inherent limitations of the USB protocol itself rather than of USBlock. The
host system must blindly trust the information provided by peripheral devices
without any authentication support.

4 Proof-of-Concept Implementation and Evaluation

We now describe a proof-of-concept implementation of the designed system and
its evaluation in realistic environments. The evaluation comprises two parts: the
first part relates to the long-term stability of the prototype and to evaluating
the effect of the temporal variations in typing habits; the second part explores
the typing dynamics of different users.

17 https://www.yubico.com/products/yubikey-hardware/.
18 The modified hexadecimal characters are {b, c, d, e, f, g, h, i, j, k, l, n, r, t, u, v},

cf. https://www.yubico.com/support/knowledge-base/categories/articles/one-time-
password-otp/.

https://www.yubico.com/products/yubikey-hardware/
https://www.yubico.com/support/knowledge-base/categories/articles/one-time-password-otp/
https://www.yubico.com/support/knowledge-base/categories/articles/one-time-password-otp/
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4.1 Proof-of-Concept Implementation

We realized a proof-of-concept implementation for the Linux operating system
comprising two parts. The first part is a Linux loadable kernel module (for kernel
version 4.2) that monitors for the keypresses. Being in the kernel, this part is
as close as possible to the raw information about keypresses received from the
USB device and enriches them with very precise timings. The kernel module
then forwards the enriched information to the second part residing in userland.
The communication between the two parts occurs over a netlink socket that
is registered in both the kernel space and userland. This is an approach similar
to the one of [18]. However, the latter does not support timestamps and multi-
packet processing, which are necessary for our aims.

The second part is a Python script. This part implements the rapid event
sequence (RES) detection logic and is responsible for unbinding the offending
USB driver from the kernel. This effectively disconnects the device interface
from the system. If the driver of the device is automatically re-bound (as part
of an ongoing attack), then, as an additional protective measure, the driver for
the corresponding USB hub on which the device is connected is also unbound
for ten seconds. This effectively removes all the devices connected on this hub.
The unbind/re-bind procedure is repeated until a user action is initiated or a
system administrator takes over. We note that the USB packet processing, from
kernel capture to RES detection (via the Python script) and reaction, requires on
average about 0.3 ms per packet. Hence, it takes 1 ms to detect an s = 3 RES.
This is more than enough processing time, given that the median interarrival
time for BadUSB-like keypress injections is about 6 ms.

4.2 Evaluation of Temporal Variations

We evaluated the effect of temporal variations in typing as follows. We installed
the prototype in one of the authors’ computers, a notebook running Ubuntu
15.10. The notebook was used on a day-to-day basis with a USB-connected
keyboard for a period of three months. The aim was twofold: on the one hand,
to evaluate the stability of the prototype and to discover any problems that it
might cause; on the other hand, to study the user’s typing behavior in the course
of a long period that involved a multitude of typing activities including code
development, debugging, system administration tasks, scientific paper writing,
preparation of talks and presentations, shell scripting, email typing, and web
browsing.

We instrumented the kernel module usbmon [23] to collect and log the USB
events and act as a middleware between the kernel and our offline analysis tools.
In userland, the TShark part of the Wireshark bundle was used to “listen” to USB
events sent by usbmon. A Python script was used to generate pcap-formatted
files containing all the USB-related events. A second Python script was then
used to process the files and store the collected information into a database for
later analysis.
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Overall, we did not experience any kind of stability problems while operating
the prototype and the additional monitoring infrastructure. Neither we experi-
enced any kind of measurable performance degradation. It did not cause any
side effects (at least that we became aware of). Thus, the temporal variations in
typing did not affect the operation of the prototype.

We collected in total timing information for more than 466,000 keypresses
over more than 60 working days. Less than 1% of them were below the t = 0.02 s
threshold, while the vast majority ranked quite higher. The median value of
interarrival times was 0.10 s, while the average time was 0.21 s.

There was no single case of three or more consecutive keypresses with an
interarrival time below the defined threshold. Thus, it was never the case that
the prototype unbound the USB keyboard device driver, i.e., we experienced no
false positives.

4.3 Evaluation of Typing Dynamics

The second phase of the evaluation was a study on the effect of the typing
dynamics. We designed a small-scale user study so as to collect evidence about
typing patterns and compare them against the behavior of the Rubber Ducky
and BadUSB attacks as well as published literature for typing dynamics.

We developed a research prototype system comprising a headless Raspberry
Pi Model 2B running Ubuntu server 15.10, a USB keyboard, and a battery pack
for autonomous operation. Similarly to the previous evaluation, we used a kernel
module to collect the keypress timing information and send them to a userland
application. The latter collected and aggregated the information prior to storing
them into a database for later processing.

We recruited 33 volunteers from our organization for this experiment. We
visited each participant at their desk and asked them to type a short text in
the comfort of their desk using our research prototype system. We offered the
participants the option to either plug in their keyboard or use the keyboard of
our prototype. All but one participants opted to use our keyboard, as it felt more
convenient for them not to unplug their keyboard, or because they were using
laptops and docking stations.

We asked the participants to type the same, randomly-selected paragraph of
the Bacon Ipsum text comprising 71 characters. Figure 3 depicts the distribu-
tion of the distance between each of the 71 recorded events (i.e., the keypresses
interarrival time) produced by each participant in box-and-whisker diagrams.
The diagrams indicate that each participant exhibited different typing patterns.
Almost all diagrams contain a large number of outliers towards larger numbers.
Delays of one or even three seconds between keypresses are noticed. The overall
median value was 0.20 s and the average time reached 0.30 s. Despite the per-
participant differences, there was not a single case where our research prototype
detected erroneously a RES, i.e., once more, there were zero false positives.

Our typing dynamics analysis results are in alignment with published liter-
ature [15]. Hence and for the sake of research efficiency and economy, we opted
not to expand the study to more participants.
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Fig. 3. Temporal variations in the typing dynamics experiment.

The second part of the evaluation confirmed that typing dynamics are quite
stable among users, despite some unavoidable differentiations. More importantly,
even in short texts, the human typing dynamics are clearly above the detection
threshold we have defined and clearly distinguishable from that of the Rubber
Ducky and BadUSB attacks (cf. Figs. 2 and 3). Thus, such information can serve
as a heuristic for detecting and defending against the attacks.

5 Conclusions and Future Work

BadUSB-like attacks are a realistic threat. Yet, system-level defenses cannot be
realized in the form of malware analysis tools for USB firmware. USB device
whitelisting can offer some protection in specific usage scenarios, but its usabil-
ity is hindered when scaling in enterprise-level networks. Proposed defenses in
the literature mandate the user involvement in the trust decisions. This is a
suboptimal, error-prone design choice.

In this paper, we studied the temporal characteristics of BadUSB-like attacks.
We proposed USBlock to block malicious USB packet traffic. Our proposal is
extensible and can integrate additional features for coping with future, advanced
attacks. Residing on the side of the operating system, USBlock has an advantage
over a malicious USB firmware payload executing on a peripheral device and
interacting with the main system.
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We implemented a proof-of-concept defense module for the Linux kernel.
We evaluated its stability under different usage patterns for three months and
studied the user temporal variations and typing dynamics in a small-scale study.
The collected evidence suggest that our implementation caused no issues while
human typing behavior was clearly distinguishable from that of the existing
known attacks.

Our findings indicate that it is feasible to realize advanced defense mecha-
nisms for BadUSB-like attacks by integrating system-level temporal character-
istics and without involving the user in the trust decisions.

Further validation of our findings by the network and system security com-
munity can provide stronger confidence for the applicability of our approach.
We envision that such information as well as information regarding the spread
of USB devices across an enterprise network can be used as additional feature
in order to enrich the malware detection process and enhance our arsenal in
fighting cybercrime.
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Abstract. This paper proposes a hybrid network system (called as “Vir-
tually Isolated Network”) that combines an existing low bandwidth iso-
lated network and the Internet, to implement a low cost overlay network
with high bandwidth and high level security (precisely, information-
theoretic security), without sacrificing security of the existing isolated
network. Our approach consists of two main ideas: (1) Connect an iso-
lated network and the Internet in a proper way using 4 physical unidi-
rectional links (also known as “Data Diode” or “Air Gap”), so that the
isolated network remains physically isolated; (2) Hide a small part of
ciphertext from adversary by exploiting the property of isolated network
and using a secret sharing approach.

Keywords: Isolated network · Hybrid network
Unidirectional network link · Encryption · Secret sharing
Information dispersal algorithm · Information-theoretic security

1 Introduction

Many existing critical industry systems (e.g. power generation plants, nuclear
plants, chemical plants, subway/metro transportation system, etc.) leverage their
physical and cyber security on closed or isolated system. They prevent unau-
thorized entrance using high walls and security guards. Their network systems
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are physically disconnected from the Internet, making remote attacks via the
Internet impossible. If the strict physical security protection is always enforced
properly, for example, no one is allowed to setup new wired or wireless com-
munication from the closed system to outside, USB port is disabled, then only
a very low (or ideally zero) bandwidth of convert channel between the isolated
network and the Internet is possible to escape from detection by existing cyber
and physical security solutions.

We found that some legacy isolated industry control systems have very small
bandwidth in their backbone isolated network, due to historical reason. For
example, some metro system has relative large LAN speed in each metro station,
but the backbone network connecting each station with the centralized control
server has only 2 Mbps bandwidth. Such limited backbone network bandwidth is
becoming the bottleneck of the whole isolated industry network, since more new
services are introduced with time, e.g. CCTV real time video. It will require a
huge investment and take a lot of time to upgrade the physical cable network: In
a modern city, laying a new fiber path for a long distance is very challenging and
may introduce significant side effect to urban transportation system. Therefore,
there is an urgent demand to boost the bandwidth of existing legacy isolated
network at low cost.

In this paper, we will propose a hybrid network architecture, by connecting
an existing isolated network and the Internet in a smart way such that the iso-
lated network remains isolated from the Internet, without sacrificing the security
level of the existing isolated network. Meanwhile, we will propose a new encryp-
tion method using “encrypt-then-secret-sharing” approach, split the ciphertext
into two parts and transmit separately via two communication channels of the
hybrid network. Essentially, our novel encryption method can achieve uncon-
ditional security, assuming the adversary cannot monitor or eavesdrop the two
communication channels simultaneously. Eventually, we are able to boost the
bandwidth of legacy isolated network by about 60 times at a very low cost. Our
main contributions include

– We design a unidirectional hybrid network architecture to connect isolated
network and Internet, in a way that the isolated network remains physically
isolated. Such unidirectional network is very useful to constantly transmit
sensor data from field sensors to a data collection server in an isolated net-
work. Our solution can significantly increase the bandwidth of legacy isolated
network at low cost.

– We design a novel data protection method by combining encryption and
secret-sharing. By hiding partial ciphertext from adversary, our new method
can achieve unconditional security.

The rest of this paper is organized as below: Sect. 2 will discuss the related
works. Section 3 will describe the hybrid network architecture and protocol.
Section 4 will propose our novel encryption method. Section 5 will show our
experiment result. Section 6 will conclude the paper.
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2 Related Works

Symmetric encryption scheme (e.g. AES, Blowfish1, and Triple DES2.) could be
the most widely adopted cryptographic primitive to protect data confidentiality,
especially for large volume of data. AES [2] is a typical example of symmetric
encryption scheme, and has been widely adopted in industry due to its security
and efficiency for more than one decade.

In additional to encryption techniques, another well-known cryptographic
primitive that can be used to protect data confidentiality is “secret-sharing”
scheme invented by Shamir [10]. Compared to encryption scheme (e.g. AES [2])
which can only achieve conditional security, secret-sharing scheme may achieve
unconditional security (also known as information-theoretic security), assuming
the adversary cannot collect sufficient number of shares.

Despite its strong security, Shamir’s secret sharing scheme has significant
drawbacks when protecting data confidentiality: (1) for (t, n)-secret sharing
scheme, the storage overhead is as large as (n−1) times of size of the secret (i.e.
the plaintext to be protected); (2) the reconstruction [7] (or decoding) process
is not as efficient as DES or AES.

Rabin [8] proposed “information dispersal algorithm” with zero storage over-
head, such that the sum of sizes of all shares is equal to the size of secret message
size. His solution is conceptually simple: Let row vector m = (m0,m1, . . . ,mn)
be the secret message. Choose an invertible n by n matrix T with inverse matrix
T−1. By multiplying row vector m with matrix T, we obtain the n shares
c = (c0, c1, . . . , cn−1) = m × T. Accordingly, the original secret message m
can be recovered by matrix multiplication m = c × T−1. Recently, Resch and
Plank [9] coined the term “All or Nothing” (AONT, for short) for information
dispersal algorithm. Othman and Mokdad [1] proposed to protect communica-
tion confidentiality by sending each share of message in distinct network path
from the same sender to the same receiver (Fig. 1).

Fig. 1. Enhancing data security in Ad Hoc networks based on multipath routing

In the example shown in the above figure, the message is divided into 4
equal-length parts C1, C2, C3 and C4, and each part is delivered via a distinct

1 https://www.schneier.com/academic/blowfish/.
2 http://csrc.nist.gov/publications/nistpubs/800-67-Rev1/SP-800-67-Rev1.pdf.

https://www.schneier.com/academic/blowfish/
http://csrc.nist.gov/publications/nistpubs/800-67-Rev1/SP-800-67-Rev1.pdf
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network path from the sender to the receiver. Readers can easily figure out how
to recover all of 4 parts C1 . . . C4 on the receiver side, if all transmissions are
free of errors.

Alternatively, Krawczyk [5] attempted to make each share shortened, by divid-
ing ciphertext of the long secret message into n pieces, and then apply Shamir’s
secret sharing scheme over the encryption key. Thus, the storage overhead is linear
in short encryption key size and is a fraction of secret message size.

It is also worthy to pointing out, in network coding techniques (e.g. [3,4,6,11]),
data streams could be merged or divided in any intermedia communication node.
Unlike this work, their purpose is to improve the network throughput, efficiency
and scalability, as well as resilience to attacks and eavesdropping.

3 Network Architecture

We will construct a unidirectional Virtually Isolated Network (VIN for short). If
bidirectional communication is required, then two sets of VIN can be combined
to achieve bidirectional communication, at the cost that security level of the
existing isolated network will be downgraded from physical isolation to software
isolation.

3.1 Network Hardware Components

The network hardware components of virtually isolated network are described as
below, and summarized in Table 1. Their interconnection is illustrated in Fig. 2.

– Sender: The Sender device will encrypt incoming data stream and split it into
two output streams with possibly unequal sizes. The smaller output stream
will be sent to Repeater 1 via a unidirectional physical network link (a.k.a data
diode or air gap), and the larger output stream will be sent to Repeater 3 via
another unidirectional physical network link, too. Ideally, the Sender device is
recommended to be designed as a minimum single feature hardware/software
system, more precisely, a customized FPGA chip running a customized driver,
since unnecessary hardware or software components may potentially introduce
more vulnerabilities.

– Receiver: The Receiver device will receive two input streams via unidirec-
tional network link from Repeater 2 and Repeater 4, merge them together and
decrypt them. Like the Sender device, ideally, the Receiver device will also be
designed as a minimum single feature hardware/software system, more pre-
cisely, a customized FPGA chip running a customized driver.

– Repeater 1,2,3,4: Repeater 1 (3, respectively) will receive data stream
via unidirectional network link from Sender, and relay the data stream
to Repeater 2 (4, respectively) via bidirectional isolated network (Internet,
respectively). These Repeater devices will run generic hardware/software sys-
tem with customized configuration. Except availability protection, no special
security protection is required.
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– (Existing) Isolated Network: A network which is physically disconnected
with the Internet. Without loss of generality, we assume this is a TCP/IP
network in this work.

– (Existing) Internet: The global system of interconnected computer networks
that use the Internet protocol suite (TCP/IP) to link billions of devices world-
wide3.

Computation Hardware and Software Specification

– The computation hardware in Sender/Receiver device could be a customized
single feature FPGA, which has only TCP/IP network stack, encryption and
error correcting code functionality. Software in Sender/Receiver is a minimum
driver, and no full OS (like Linux, Windows, etc.) is required.

– The computation hardware and software in Repeater devices could be stan-
dard commercial products. Repeaters should have storage as buffer. We will
develop our own software to convert between the UDP data stream (on unidi-
rectional network link side) and TCP data stream (on bidirectional network
link side).

Fig. 2. Network architecture diagram of virtually isolated network (Color figure online)

All of Sender, Receiver and Repeater devices are well protected against phys-
ical attack or unauthorized access. Digital protection mechanism of privacy and
integrity of communication data lies in both Sender and Receiver devices. Even
if all Repeater devices are compromised, the privacy and integrity of the com-
munication data should not be affected, although availability of communication
data could be jeopardized.

3 Source: https://en.wikipedia.org/wiki/Internet.

https://en.wikipedia.org/wiki/Internet
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Table 1. Hardware components of virtually isolated network

Device Hardware Software Network input Network output Security risk Protection

Sender FPGA (A.E.,

ECC,

TCP/IP)

Driver Bidirectional 2 unidirectional Confidentiality

and integrity

Crypto, minimum

system, frequent key

refresh, physical

protection

Receiver FPGA (A.E.,

ECC,

TCP/IP),

buffer

storage

Driver 2 unidirectional Bidirectional Confidentiality

and integrity

Crypto, minimum

system, frequent key

refresh, Physical

Protection

Repeater

1, 3

Generic

(TCP/IP),

buffer

storage

Generic

OS

1 unidirectional Bidirectional Availability Physical protection,

multi-path routing

Repeater

2, 4

Generic

(TCP/IP)

Generic

OS

Bidirectional 1 unidirectional Availability Physical protection,

multi-path routing

Note: A.E. refers to Authenticated Encryption. ECC refers to Error Correcting Code.

We will construct a new cryptographic algorithm for Sender and Receiver
devices, which can split a data stream into two streams in a secure manner.
We will design a minimum hardware/software system for Sender and Receiver
devices, instead of adopting a generic hardware/software system for Sender and
Receiver devices, since a generic system is much more complex and consists of a
lot of features and functionalities, which are not required by the virtually isolated
network and could potentially bring more vulnerabilities to the entire system. To
ensure availability of the constructed virtually isolated network, we will guard
Repeater devices with strong physical protection mechanism, and adopt multi-
path routing with redundant data packets between Repeaters in Internet, as
showed in Fig. 3.

Fig. 3. Multi-path routing between Repeater 3 and 4
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3.2 Network Communication

Network Protocol. The Sender or Receiver communicates with Repeater
(1–4) using UDP protocol, and Repeater 1 (3, respectively) and Repeater 2
(4, respectively) communicate using TCP protocol, as illustrated in Fig. 2.

The transmission reliability of bidirectional link relies on standard TCP
ACK-and-Resend mechanism. Furthermore, multiple-path delivery4 (as illus-
trated in Fig. 3) of redundant data packet can increase availability against denial
of service attack. The underlying UDP protocol by itself is not reliable against
data loss. The transmission reliability of unidirectional link relies on the following
factors:

– Highly reliable unidirectional communication link, therefore order is pre-
served, although UDP protocol is used (e.g. one-way fiber connection, Li-Fi,
light-based communication);

– Very short distance (e.g. smaller than 10 cm);
– Highly controlled environment, thus very low environment noise;
– Error correcting code.

Journey of a Data Block from Sender Device to Receiver Device. Every
data block sent from Sender to Receiver will be identified by a sequence number5,
which is unique among all data blocks within a proper time period. When a data
block is split into two smaller data slices by Sender, the two smaller data slices
will have the same sequence number as the original data block. The sequence
number will have two roles:

– Ensure correct order among data blocks at the Receiver device;
– Allow Receiver to match a data slice from Repeater 2 and a data slice from

Repeater 4, and merge the two data slices to restore the original data blocks.

We remark that: (1) To differentiate from TCP sequence number, we may
refer the sequence number for data block as “VIN sequence number”. (2) VIN
sequence number should not be encrypted. (3) When a large data block with
VIN sequence number i is divided into multiple IP packets, each of the resulting
IP packet should be labeled as (i, j), j = 0, 1, 2, . . ., where the first index i helps
to distinguish them from other VIN data blocks and the second index j, helps
to maintain the correct order among themselves.

1. Sender encrypts a given data block m with VIN sequence number i using
secret key K, and splits the resulting ciphertext c into two ciphertext shares
c0 and c1. Optionally, Sender may encode c0 and/or c1 using error correcting
code (ECC).

2. Sender device sends data c0 (c1, respectively) with VIN sequence number i
via UDP protocol to Repeater 1 (3, respectively).

4 https://en.wikipedia.org/wiki/Multipath routing.
5 This could be simply a 32 bits count number and the number will loop back after

232 blocks.

https://en.wikipedia.org/wiki/Multipath_routing
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3. Repeater 1 (3, respectively) generates a TCP packet based on the received
UDP packet, where the VIN sequence number is set to i and the payload is
identical to the payload of received UDP packet. Repeater 1 encapsulates this
TCP packet into a standard IP packet with Repeater 1’s (3’s, respectively) IP
address as source address and Repeater 2’s (4’s, respectively) IP address as
destination address, and sends this IP packet to Repeater 2 (4, respectively).

4. Once receiving an IP packet from Repeater 1 (3, respectively), Repeater 2
(4, respectively) will generate a UDP packet with the same VIN sequence
number, where the payload of UDP packet is identical to the payload of the
received TCP packet. Repeater 2 (4, respectively) sends this UDP packet to
Receiver device.

5. Once receiving the UDP packets from Repeater 2 (4, respectively), the
Receiver device will retrieve the payload c0 (c1, respectively), from a group
of UDP packets with the same VIN sequence number i.

6. Receiver device will match ciphertext share c0 from Repeater 2 with cipher-
text share c1 from Repeater 4 according to their VIN sequence number, then
decrypt ciphertext (c0, c1) using the shared secret key K, to obtain the message
block m. If required, Receiver device will decode c0 and/or c1 using ECC.

Communication Delay. The communication latency of the proposed hybrid
network will be the encryption/decryption time plus the maximum of the net-
work latency time in the two communication channels. The speed of our proposed
encryption method is estimated as at least a half of speed of the underlying block
cipher (e.g. AES). Both the isolated network and Internet can run SSL protocol
with acceptable network delay. Therefore, the total network delay in our pro-
posed hybrid network will be only marginally longer than the two communication
channels.

Unidirectional Network and Bidirectional Network. Compared to bidi-
rectional network, there is an inherited theoretical limitation for unidirec-
tional communication network: Sender cannot get any feedback from Receiver
or Repeaters, and thus cannot adjust its sending speed according to the network
congestion status. Furthermore, Sender cannot know which data packet may be
lost, and will not re-send the lost packet.

Fortunately, in practice, this limitation can be reduced to minimum. From
Fig. 2, we can find that UDP protocol over unidirectional link is only used to
connect Sender/Receiver device with Repeaters, and TCP protocol over bidi-
rectional link is employed to connect Repeaters. As we discussed in Sect. 3.2,
the unidirectional link could achieve extremely high reliability, and the TCP
connections between Repeaters can recover possible data loss using standard
ACKed-Resend mechanism. Therefore, as long as Repeaters have a sufficiently
large buffer storage and sending speed of Sender device is set to a proper value
according to the long-term network statistics of the Internet and the isolated
network, the unidirectional VIN could achieve practically reliable end-to-end
communication in most of time.
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3.3 Security Features Guaranteed by Hardware Architecture

The existing isolated network is still physically disconnected from the Internet.
More precisely, in our setting in Fig. 2, there is still no physical network path
from the Internet (in light red color in Fig. 2) to the existing isolated network
(in light green color in Fig. 2), and no physical network path from the existing
isolated network to the Internet either.

Two VINs can be combined to provide bidirectional communication. In this
case, theoretically, there will be a physical link between the Internet and the
existing isolated network. This physical link could be effectively cut-off by cryp-
tographic protection and software method (like firewall) in the Sender/Receiver
device.

Note that, the existing isolated network is assumed to be well disconnected
from the Internet and the physical site of the isolated network is also well pro-
tected from any physical attack. However, the computer/network devices inside
the isolated network might potentially have vulnerabilities or even trapdoors
and malwares, possibly embedded by vendors or distributors.

4 Our Proposed Encryption-then-Secret-Sharing Method

In the VIN network, Sender will encrypt every data block and split the ciphertext
into two shares. The smaller share will be sent to the isolated network and the
larger share to the Internet.

4.1 Our Secret Sharing Method

Let positive integers ρ and τ be system parameters. We define our secret-sharing
(or information dispersal) scheme (KGen,Split,Merge) with help of two secure
hash functions h(·) and H(·) as below.

– KGen(1λ) → k: Randomly choose a λ-bit string k ∈ {0, 1}λ and output k.
– Split(k;u) → (x, y) where u ∈ {0, 1}ρ(τ+1), x ∈ {0, 1}ρ and y ∈ {0, 1}ρτ .

1. Divide the bit string u into a prefix v and a suffix w such that u = v‖w
and |w| = τ |v|, i.e. the bit length of w is τ times of v. Here τ is a system
parameter (e.g. τ = 10 or 20).

2. Compute v̄ := hk(v) where hk(·) is a secure length-preserving keyed hash
function. Note that in our application, the length of u is typically a few
times of 256.

3. Compute y = w ⊕ (v̄‖v̄‖v̄‖ · · · ).
4. Compute x = v ⊕ Hk(y), where Hk(·) is a proper secure keyed hash

function with fixed output length.
5. Output (x, y).

– Merge(k;x, y) → u.
1. Compute v = x ⊕ Hk(y).
2. Compute v̄ := hk(v).
3. Compute w = y ⊕ (v̄‖v̄‖v̄‖ · · · ).
4. Output v‖w.
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4.2 Our Novel Encrytion Scheme

Let (KGen,Split,Merge) be as defined in previous subsection. Let (KG,E,D) be a
given encryption scheme (e.g. AES in a proper mode of operation). Our proposed
encryption scheme (KeyGen,Enc,Dec) is defined as below

– KeyGen(1λ) ← (k0, k1):
1. Compute key k0 ← KG(1λ).
2. Compute key k1 ← KGen(1λ).
3. Output (k0, k1).

– Enc(k0, k1;M) → (C0, C1)
1. Encrypt plaintext M to obtain C̄ ← E(k0;M).
2. Split C̄ into two shares (C0, C1) ← Split(k1; C̄).
3. Output (C0, C1).

– Dec(k0, k1;C0, C1)
1. Merge C0 and C1 as C̄ ← Merge(k1;C0, C1).
2. Decrypt C̄ as M ← D(k0; C̄).
3. Output M .

4.3 Security Analysis

It is easy to see that, under the standard setting of encryption scheme, if the
adversary knows both C0 and C1, our proposed scheme is at least as secure as
the underlying encryption scheme (KG,E,D), which we can instantiate with any
existing well-known encryption scheme (e.g. AES in practice, or some theoretical
semantic secure ciphers).

Theorem 1. Let (k0, k1) ← KeyGen(1λ) and (C0, C1) ← Enc(k0, k1;M). Then
we have

H(M |C1, k0, k1) = |C0| (1)
H(M |C0, k0, k1) = |C1|. (2)

Proof. Recall the definition of function Split and Merge in Sect. 4.1. We have the
property that

(x, y) = Split(k1;u) ⇐⇒ u = Merge(k1;x, y), (3)

where x ∈ {0, 1}ρ and y ∈ {0, 1}ρτ , u ∈ {0, 1}ρ(τ+1).
So for a given value of k0, k1 and C1, M = Dec(k0, k1;C0, C1) =

D(k0;Merge(k1;C0, C1)) is a injective (i.e. one-to-one) function of C0. There-
fore, Equality 1 holds. Equality 2 can be proved in a similar way. 	
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5 Experiment

5.1 Physical Unidirectional Network Link

Physical Unidirectional Network link6 has been used to prevent sensitive infor-
mation leakage from secure network to insecure network for a decade. It is also
known as “Data Diode”. “Air gap”7 is another similar term. Commercial unidi-
rectional network links are available on the market, e.g. Waterfall gateway and
Fox DataDiode. But prices of those devices are very expensive. In theory, it is
easy to construct a unidirectional network link using cheap consumer level fiber
network communication device. As quoted from Wikipedia page8,

“The most common form of a unidirectional network is a simple, modi-
fied, fiber-optic network link, with send and receive transceivers removed or
disconnected for one direction, and any link failure protection mechanisms
disabled. Commercial products rely on this basic design, but add other soft-
ware functionality that provides applications with an interface which helps
them pass data across the link.”

However, some subtle issues have to be addressed before we could DIY a
unidirectional network link successfully:

– In TCP/UDP protocol level, only UDP is applicable, because no returning
route provided for TCP acknowledgement mechanism.

– In IP protocol level, automatic IP configuration service (e.g. DHCP) should
be disable and IP addresses for each PC node should be configured manually.

– In MAC protocol level, the ARP protocol should be disabled and the mapping
between IP address and MAC address should be manually inserted into the
ARP table in each PC node.

– In each fiber device, link fault pass-through (LFP) feature should be disabled.
– Add a third fiber device and connect its outgoing port (Tx) with the incoming

port (Rx) of the sender fiber device, where all incoming ports (e.g. Rx and
Ethernet port) of the third fiber device remains empty. This third dummy
fiber device will send carrier signal to the sender fiber device, so that the
sender fiber device can send out data as expected. We remark that, in our
experiment, this step is essential, even if we have already disabled link fault
pass-through feature.

Using the above method, we manage to construct a single unidirectional
network link using 3 fiber transmitter devices at a cost less than 100 US dollars.

6 https://en.wikipedia.org/wiki/Unidirectional network.
7 https://en.wikipedia.org/wiki/Air gap (networking).
8 https://en.wikipedia.org/wiki/Unidirectional network.

https://en.wikipedia.org/wiki/Unidirectional_network
https://en.wikipedia.org/wiki/Air_gap_(networking)
https://en.wikipedia.org/wiki/Unidirectional_network
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5.2 Our Experiment

We setup a testbed with 6 PC (Intel i7 CPU, SSD hard disk, multiple network
interfaces in a PC) and 4 unidirectional network links, as in Fig. 2. We set our
Internet communication channel bandwidth as 60 times larger than the isolated
network bandwidth. We generate random test files of size ranging from 1 MB
to 100 MB, and achieve throughput about 7 MBps (i.e. 56 Mbps) with no errors.
Our result shows that, with high quality hardware support, we could be able to
achieve about 60 times expansion in bandwidth of secure (isolated) network at
low cost (See details in Tables 2 and 3).

Table 2. VIN experiment data. In this experiment, the size of larger share is 60 times
larger than the smaller shares, which means our VIN network bandwidth could be 61
larger than the isolated network bandwidth.

File size (megabytes) Transmission speed (kilobyte per sec)

1 6898.923

10 7128.661

50 7178.287

100 7187.595

Table 3. Our VIN technique can effectively boost the bandwidth of secure isolated
network. In the experiment, our VIN network only utilizes a small portion (45%) of
isolated network bandwidth capacity to eventually constitute a hybrid network with
about 7 MBps throughput, where the security of this hybrid network is closer to the
isolated network and could be much more secure than the Internet if the isolated
network is properly isolated from outside.

Isolated network capacity Small channel of VIN Large channel of VIN VIN

2 Mbps 0.9 Mbps 54 Mbps 54.9 Mbps

Note that the unit “Mbps” denotes megabit per second.

6 Conclusion

In this paper, we proposed a hybrid network, called as “Virtually Isolated Net-
work”. In this hybrid network, an isolated network and the Internet are con-
nected using unidirectional network links in a way that the isolated network
remains physically isolated. All data in this hybrid network will be encrypted
and then split into two (possibly unequal) shares using secret-sharing approach.
The smaller share will be delivered via the isolated network and the larger share
will be delivered via the Internet. Due to the physical isolation property, any
adversary cannot obtain both shares at the same time. Consequently, our method
achieves unconditional security by hiding partial ciphertext from adversary.
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Abstract. Crowd events or flash crowds are meant to be a voluminous
access to media or web assets due to a popular event. Even though the
crowd event accesses are benign, the problem of distinguishing them
from Distributed Denial of Service (DDoS) attacks is difficult by nature
as both events look alike. In contrast to the rich literature about how
to profile and detect DDoS attack, the problem of distinguishing the
benign crowd events from DDoS attacks has not received much interest.
In this work, we propose a new approach for profiling crowd events and
segregating them from normal accesses. We use a first selection based on
semi-supervised approach to segregate between normal events and crowd
events using the number of requests. We use a density based clustering,
namely, DBSCAN, to label patterns obtained from a time series. We then
use a second more refined selection using the resulted clusters to classify
the crowd events. To this end, we build a XGBoost classifier to detect
crowd events with a high detection rate on the training dataset (99%).
We present our initial results of crowd events fingerprinting using 8 days
log data collected from a major Content Delivery Network (CDN) as a
driving test. We further prove the validity of our approach by applying
our models on unseen data, where abrupt changes in the number of
accesses are detected. We show how our models can detect the crowd
event with high accuracy. We believe that this approach can further be
used in similar CDN to detect crowd events.

1 Introduction

CDNs are the global networks delivering content from different content providers
to cope with the increasing demand for the QoE required by the commercial
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content providers. To address the ever increasing demand for content in the
Internet, CDNs turned out to be the de-facto solution to cache content, including
video streaming, news, and social media [5]. CDNs are meant to accelerate the
delivery of content on the Internet to cope with the business-grade performance.
As such, their importance increased within the cyberspace ecosystem over time.
A recent report stipulates that 70% of all Internet traffic will cross CDNs by
2021 [4].

Among the key players in networks deployment, CDNs have been facing many
challenges from the complexity and versatility of emerging online services. Thus,
CDNs are exposed to benign events such as crowd events and cyber-threats
like DoS, DDoS and harmful crawling of cached assets. The CDN operators are
therefore increasingly interested in the prediction of faulty events in CDNs result-
ing from misconfigurations, unpredictable networking conditions, or the result
of cyber-attacks. In recent years, sophisticated malicious artifacts are used by
attackers to take advantage of any vulnerability to conduct sabotaging CDN
itself or target critical infrastructures to cause service unavailability. By meta-
morphosing CDNs to support security as a built-in asset to counter different
cyber-threats have become then of a paramount importance to operators. As
part of this effort, there is a keen interest shown operators to investigate events
logging data for identifying misbehavior of CDNs. Crowd events (flash crowds)
are simultaneous and huge access to web or media based content from legitimate
users. There have been several efforts to predict the DDoS attacks based on
analyzing the event logs. However, few works targeted to distinguish between
the benign crowd events from DDoS attacks. However, this distinction is of high
importance to avoid false positive DDoS attacks and better planning of resources
to address legitimate users during crowd events. To this end, we aim at address-
ing the problem of framing crowd events in CDNs and differentiate them from
unsolicited/malicious activities by exploring CDN’s data obtained from a large
operator. In this research effort, we aim to provide an answer to the follow-
ing questions: (1) What are the key indicators identified in CDNs ecosystem?
(2) Given observable crowd events, how to profile them and isolate them from
normal events? (3) By considering profiles, how to use engineered features to
distinguish between crowd events and anomalies?

To answer these questions, we shape the contributions of this paper as fol-
lows: (1) We draw upon 169 GB of logging data collected from a large CDN
operator to characterize access events in a hybrid CDN, where web and media
assets are cached. The number of events is more than 452 million events (more
than 386 million access events, whereas the rest are routing events). We present
different perspectives to engineer features, namely, delivery, cache, IP and HTTP
based features. (2) We propose a semi-supervised methodology to identify crowd
events with high detection rate on the training dataset (99%). The methodol-
ogy is driven by the number of requests to profile patterns in a timely manner
(time series). By using a density clustering algorithm (DBSCAN), we manage
to create profile normal and crowd accesses. The clustering plays the role of
a first filter layer towards crowd events fingerprinting. The resulted labeling is
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then used for classification (XGBoost) which subsequently identifies the crowd
events. We manage to identify two patterns of crowd accesses patterns that can
be considered as a ground truth to potentially identify anomalies. (3) To test
further our methodology, we used anomalous unseen data to test classifiers. We
showed that our methodology allowed to discern crowd events and anomalies.
Thus, we believe our methodology can be used to create multi-level time series
classification system to identify anomalies in CDN’s deployment.

The remainder of this paper is as follows: In Sect. 2, we explain the method-
ology used to discern crowd and normal accesses, as well as the features set used
to characterize. Section 3 puts forward a description of the dataset and exper-
iments layout as well as results obtained from them. In Sect. 4, we expose the
different related works as well as how they compare with our work. In Sect. 5,
we conclude with a few observations and future directions of our research.

2 Methodology

2.1 Overview

The reason behind showing an interest to crowd events, lies in the fact that they
tend to be frequent over time, therefore, prone to be fingerprinted in compari-
son with cyber-attacks like DDoS, where data needs to be recorded during an on-
progress attack (e.g., [6]), or inferred from network telescopes (e.g., [10,11]), or
even simulated through attacking tools (e.g., [12]). Our strategy is to character-
ize thoroughly crowd events through number of accesses, then differentiate them
from anomalies based on attributes collected from different perspectives (delivery,
IP, cache, HTTP). Figure 1 depicts our approach. We pre-process the input logs
and events to extract patterns representing aggregated counters collected during a
time window. We then use them to train a first model to discern between the nor-
mal and crowd accesses (fingerprinting component in Fig. 1). Subsequently, the
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Fig. 1. General approach.
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potential crowd events are subject to a more in-depth multi-level profiling to check
whether the event is a real crowd event or an alert (Multilevel profiling component
in Fig. 1). In our approach, we use different perspectives to aggregate several fea-
tures (attributes) into new features allowing to detect crowd events. Then, we use
collected aggregates as a downstream outcome to fingerprint crowd events. We
refer readers to Sect. 2.3, where we describe the different features considered in
our work.

2.2 Fingerprinting Crowd Events

Figure 2 illustrates the fingerprinting methodology, which is a semi-supervised
approach, where we use empirically a density clustering algorithm to label crowd
and normal accesses. Based on that, we create a detection model to identify
labeled patterns. As such, we apply a data-driven approach based on logs col-
lected from CDN’s operator. The logs are used to compute different attributes
indexed per time. Given a time granularity and aggregation window, we create
patterns, which are fed to a density clustering algorithm to segregate between
normal and crowd events. However, obtained solution does not allow to bal-
ance between normal and crowd accesses cardinalities. Therefore, we employ
data augmentation technique to increase the number of crowd accesses patterns.
This is done to balance the number of normal access patterns with crowd access
patterns. Afterwards, we label the balanced data to create a ground truth for
classification. The latter’s result is a model that represents a decision system
that discerns crowd events from normal events. It is important to mention that
all these steps are done offline. In the sequel, we detail different components.

Fig. 2. Detailed view of the fingerprinting approach.
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Fig. 3. Aggregation example.

Aggregation. By aggregation, we mean encompassing observed raw values dur-
ing a granularity time unit (e.g., 1 s) into one value observed during a time
window period (e.g., 1 min). As such, the result of the aggregation is a data
point that reflects a statistical view of raw values, which can be a count, sum,
average, etc. In the context of our work, we consider initially the number of
access requests to CDN, indexed per second. It is important to mention that
the aggregation period ca be adjusted, but, needs to be selected carefully to
obtain a rich set of patterns to fingerprint crowd events. In this work, as a first
attempt, we consider two aggregation time windows, namely, 1 min or 5 min.
Other aggregation periods can be considered, although the aggregation period is
longer (e.g., 10 min), less is the number of collected patterns. Figure 3 illustrates
an aggregation pattern recorded for 1 min aggregation time window. A pattern
is represented by a starting and an ending value, as well as, differences (shifts)
between values observed every second.

Density Clustering. Density clustering is meant to segregate between high and
low density data, thus, we assume that crowd events happen less in comparison
with normal events. As such, we consider using this clustering technique to
characterize normal events as a highly dense data (highly dense core cluster),
whereas crowd events are seen like low dense data (low dense clusters or outliers).
Based on prior usage of DBSCAN [3] in different works [13–15], we exploit it
to cluster data collected from accesses aggregates. DBSCAN algorithm is based
on two parameters, namely, the radius distance and the minimum core number.
Given sampled data points, the algorithm iteratively looks for other data points
located within radius distance to create a cluster. If two data core points are
close within the radius distance, they are merged into the same cluster. Based
on the minimum core number, the algorithm sets a minimal cardinality to create
a cluster. Points that are not enclosed within clusters, are considered as outliers
or singletons. In our case, we target mainly to group normal accesses in a core
cluster and crowd accesses in low density clusters or singletons. Thus, we set
the minimum core number to 1, to find data points representing crowd events
as singletons. As a distance function, we use Euclidean distance between points.
We use the silhouette score to evaluate the quality of clustering solution.



Fingerprinting Crowd Events in CDNs: A Semi-supervised Methodology 317

8104,0

7740,1

9270,2

…..

10819,57

11294,58

11090,59

11070,60

9898,61

11323,62

…..

12778,117

14301,118

13943,119

Ag
gr

eg
at

e 
1

Ag
gr

eg
at

e 
2

8104,-364,1530,3202,488,-1500,235,-167,-672,

-871,354,386,-26,-852,1025,-288,-236,1126,735,

-1500,305,-75,-2,-1029,584,-394,136,60,230,-718,

483,406,-268,-568,1316,-272,339,-866,1098,529,

-323,-1041,815,137,-1005,-379,-84,-404,-442,-874,

2442,264,-583,-163,277,-358,743,-206,475,-204,

11090

11070,-1172,1425,-464,1444,2349,1399,-1122,391,

-825,-192,-1075,176,-1001,537,-201,-456,-1109,

1462,712,489,-1029,1938,-282,-606,-1184,2064,

-63,-919,-517,1443,-1117,-565,-1161,849,253,218,

-204,613,-108,-533,-644,898,277,841,21,-642,-572,

365,-1071,972,230,356,-109,960,-453,-323,-1255,

1523,-358,13943

Adjacent Patterns

8104,0

7740,1

9270,2

…..

10819,57

11294,58

11090,59

11070,60

9898,61

11323,62

…..

12778,117

14301,118

13943,119

Ag
gr

eg
at

e 
1

Ag
gr

eg
at

e 
2

7740,1530,3202,488,-1500,235,-167,-672,-871,

354,386,-26,-852,1025,-288,-236,1126,735,-1500,

305,-75,-2,-1029,584,-394,136,60,230,-718,483,

406,-268,-568,1316,-272,339,-866,1098,529,-323,

-1041,815,137,-1005,-379,-84,-404,-442,-874,

2442,264,-583,-163,277,-358,743,-206,475,-204,

-20,11070

New Pattern

1 
m

in
ut

e

Augmentation

Fig. 4. Augmentation example.

Data Augmentation. Being inspired by works from [16–18], we employ data
augmentation on time series. The main reason behind doing so, lies in the fact
of unbalance between normal accesses and crowd accesses. With this intent, low
density clusters and singletons representing crowd access patterns are used to
create new patterns. Timely adjacent patterns are used to extract new patterns
to create a balanced dataset between normal accesses and crowd accesses. We use
a sliding window (e.g., 1 s) to extract a new pattern, Fig. 4 depicts an example of
two adjacent patterns aggregated during 1 min and used to obtain a new pattern
by utilizing a sliding window of 1 s.

Labeling and Classification. As a downstream outcome from clustering solu-
tion and data augmentation, we label the core cluster patterns representing nor-
mal accesses with 0, whereas singleton and augmented patterns are labeled with
1. Thus, a labeled dataset is created, and used as an input for a binary classifier.
The latter is built by applying the XGBoost algorithm [1], which is based on
optimization through tree models [19,20] and boosting [21]. It supports many
learning and boosting parameters that can be used to build classification models.
XGBoost has three loss functions to control prediction, namely, Mean Square
Error for regression, Log-Loss for binary classification and mLog-Loss for multi-
classification. XGBoost uses regularization functions to control the complexity
of the model to avoid over-fitting. Both loss function and regularization terms
to define the objective function. The latter is optimized by using the gradient
descent algorithm to compute gradients. XGBoost builds the boosting tree by
computing predictions of leaves and greedily finding splitting points optimiz-
ing the objective function. In [22], the authors enumerated the advantages of
XGBoost: (1) Tree models have rich representational abilities. (2) The boost-
ing is adaptive, thus, models are flexible to determine neighborhoods in different
parts of the input space. (3) Bias-Variance trade-off control, XGBoost starts with
low variance and high bias model and reduces the bias accordingly by decreasing
the size of neighborhoods in the input space.
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Table 1. Features description.

Perspective Feature Description

Delivery Hit ratio The number of caching hits divided by the total number
of requests during a time period

Volume sum The sum of bytes saved by caching during a time period,
it is negative if content assets are fetched from the origin

Volume average The average value of volume records during a time period

Volume
deviation

The standard deviation of volume records during a time
period

Volume
minimum

The minimum value of volume records during a time
period

Volume
maximum

The maximum value of volume records during a time
period

Duration
average

The duration average for content assets delivery during a
time period

Duration
deviation

The standard deviation of content assets’ delivery
duration during a time period

Duration
maximum

The maximum value of delivery duration records during a
time period

IP Number of
requests

The total number of requests observed during a time
period

Number of
distinct IPs

The total number of requesting unique IPs during a time
period

Maximum
requesting IP

The maximum number of requests issued by the most
accessing IP during a time period

IPs entropy The number of unique IPs divided by number of requests
issued by IPs during a time period

Average request
per IP

The average value of requests issued per IP during a
period of time

Deviation
request per IP

The standard deviation value of requests issued per IP
during a period of time

Cache Number of
distinct caches

The total number of unique caches serving requests
during a time period

Maximum
requested cache

The maximum number of requests observed on the most
serving cache during a time period

Caches entropy The number of unique caches divided by number of
requests served by caches during a time period

Average request
per cache

The average value of requests served by a cache during a
period of time

Deviation
request per
cache

The standard deviation value of requests served by a
cache during a period of time

HTTP Ratio status The HTTP status (20X, 40X, 50X) observed requests
divided by the total number of requests

Ratio HTTP
method

The HTTP method (GET, POST, HEAD, DELETE,
PUT) observed requests divided by the total number of
requests



Fingerprinting Crowd Events in CDNs: A Semi-supervised Methodology 319

2.3 Features Engineering

The features engineering aims to the creation of attributes from the domain
knowledge, namely, log traces collected from CDN deployment. Based on inter-
nal experts’ inputs, we define four perspectives based on field attributes: deliv-
ery perspective, IP perspective, cache perspective, and HTTP perspective (see
Table 1). We consider these metrics as an increase in the delivery duration met-
rics indicates a bandwidth saturation indicating a possible crowd event. From
a delivery perspective, we are interested in: (1) the hit ratio through count-
ing how frequent the content assets are found in caches, (2) the cached volume
through computing saved bytes (content objects’ size) as well as different statis-
tical metrics, and (3) the delivery duration of different content assets as well as
the average, the standard deviation and the maximum values. As the delivery
perspective asses the effectiveness of CDNs, we propose to use those features for
fingerprinting.

The IP perspective is meant to monitor clients requesting content from CDN.
The metrics associated with IPs help to describe the dynamics of accessing con-
tent, thus, they are potential indicators for DDoS attacks or massive contents’
crawling. From IP perspective, we are interested in: (1) the total number of
requests produced by clients (IP addresses), (2) the total number of distinct
IP addresses observed during aggregation time, and (3) the maximum number
of requests generated by the most occurring IP address, (4) IPs entropy score,
which represents the total number of distinct IP addresses divided by the total
number of requests, (5) the average of requests’ number generated per IP, and
(6) the standard deviation of requests’ number generated per IP.

The cache perspective represents how cached content is served to clients
instead of accessing the content from origin servers. As such, being aware how
content is distributed can help detection of caching anomalies. For instance,
the distribution of requests through caches pinpoints to how fairly or unfairly
requests are distributed to caches. Low cached volume metric indicates potential
high number of requests to unpopular content indicating possible DDoS events.
From cache perspective, we are interested in: (1) the total number of distinct
caches serving requests during aggregation time, (2) the maximum number of
requests observed on the most serving cache, and (3) caches entropy score, which
represents the total number of distinct caches divided by the total number of
requests, (4) the average of requests’ number served by a cache, (5) the standard
deviation of requests’ number served by a cache.

The HTTP perspective is meant to be aware of the application protocol used
to request content from CDN. A drastic change in the number of POST or GET
can indicate the presence of a flooding attack; thus a misuse of HTTP protocol.
From HTTP perspective, we are interested in: (1) the ratio of HTTP status codes
(e.g., 200 or 404), and (2) the ratio of HTTP methods (e.g., GET, POST ). At
the end, we discard some constant features: (1) the minimum delivery value since
it tends to 0, (2) the number of requests from the less requesting IP addresses
since it tends to 1, and (3) the number of requests observed on less accessed
caches, which tends to 1.
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3 Experiments

3.1 Experiments Setup

We run the experiments on a virtual machine deployed on Intel Xeon CPU E5-
2060 2 GHz, consisting of 12 virtual CPUs and 32 GB of memory. The experi-
ments are done on a dataset collected from the 12th to 19th of December 2016. It
represents Web access logs collected from a large operator hosting a sport league
website. The size of the data is 169 GB of logs, which corresponds to 386, 396, 885
access events. We enumerate 1, 268, 160 IPs spanning over 200, 634 “/16” sub-
nets, geo-located in 219 countries and 15, 646 cities. The crowd events were
observed on 14th and 15th of December 2016, whereas anomalies were observed
the 12th of December 2016. Figure 5 represents the distribution of requests’ num-
ber between 13th to 19th December 2016. We notice two peaks of the request
number in the 14th and 15th of December, these peaks represent crowd accesses
during games. We consider then data collected from 13th to 19th December 2016
to cluster normal and crowd accesses. The clustering is done on the patterns as
described in Sect. 2.2. Once the clustering is done, we augment the patterns col-
lected from the original data, then, label different patterns to create the classifier.
To build the latter, we use a 10 rounds’ classification process with a 5-fold cross
validation. To test our approach, we apply the classifier on the anomalous day
(12th of December 2016, not used for the training) to check, if the model detects
abrupt changes. As such, we can use patterns extracted from other features, to
see which ones can segregate between crowd accesses and anomalies.
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Fig. 5. Number of requests (13th to 19th December 2016).
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3.2 Clustering and Augmentation Results

We apply DBSCAN algorithm on patterns extracted from two aggregation peri-
ods (1 min and 5 min). The intent is to find empirically a core cluster grouping
normal accesses, and discerning crowd accesses. To do so, we tweak the distance
parameter of DBSCAN and check the quality of clustering solutions through
silhouette scores and how many patterns are enclosed in the core cluster. The
intent is to find a distance parameter that produces a good quality of clustering,
meanwhile segregating crowd accesses from normal ones. For each distance, we
compute clustering execution time, silhouette score and core clustering cover-
age. Figure 6 depicts clustering running time, silhouette score and core cluster
coverage with respect to distance parameter, which varies from 5 to 65 for 1
min patterns, and from 5 to 110 for 5 min patterns. The running time to build
clustering solutions spans from 10.7 to 28.25 s for 1 min patterns, and from
2.69 to 5.01 s for 5 min patterns. The clustering running time average is 14.2 s
for 1 min patterns and 3.71 s for 5 min patterns. Regarding silhouette scores,
we observe that it tends to 1, which means that clustering quality is good and
therefore no need to increase the distance beyond the current distances used for
our experiments. The core cluster is discernible, since the majority of patterns
are grouped together (core cluster covers the majority of patterns). We observe
that the silhouette scores increase when the distance gets higher, but we need
to monitor a trade-off between high silhouette scores and missing patterns rep-
resenting crowd accesses. To illustrate this trade-off, we consider two clustering
solutions for both 1 min (distances equal to 25 and 65, silhouette scores equal to
0.855 and 0.931, coverage values equal to 9965 and 10055) and 5 min (distances
equal to 80 and 110, silhouette scores equal to 0.877 and 0.909, coverage values
equal to 1995 and 2002) patterns (see Fig. 6).

1 Minute

5 Minutes

0.877 0.909

1995 2002

0.855 0.93114.20

3.71

9965
10055

Fig. 6. Clustering: running time & silouhette scores & core cluster coverage.
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Fig. 7. Silhouette & distance vs. Crowd events identification.

We refer to Fig. 7 to depict the trade-off between solutions for different pat-
terns. Based on observations inferred from aforementioned illustration, we select
two solutions, meaning a distance equals to 25 for 1 min patterns and a dis-
tance equals to 80 for 5 min patterns. Despite the fact that these distances do
not output the best silhouette score, their values manage to segregate better
between core cluster patterns (normal accesses) and singleton patterns repre-
senting crowd accesses (see circled peaks in Fig. 7). In the second case observed
in Fig. 7, where distance values are respectively 65 and 110 for 1 min and 5 min
patterns, the silhouette scores are slightly better, but the clustering solutions
do not segregate effectively between normal and crowd accesses. We can observe

Fig. 8. Patterns augmentation (1 min & 5 min).
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that some peaks are not distinguishable from normal accesses (the peaks that
are not circled in Fig. 7).

We apply augmentation to balance between the patterns belonging to the core
cluster (normal accesses) and other patterns (crowd accesses). The motivation
behind doing so, is to infer more crowd access patterns from existing patterns
and scale their cardinality with normal access patterns in order to label them for
classification. Figure 8 illustrates the plotting of magnitude values of raw values
and difference values within patterns. Data points at the bottom of both plots
represent the core cluster, whereas data points in the middle up to the top of
plots represent crowd accesses. Augmentation of crowd accesses can be observed
in the right hand side, where new patterns are created to balance classification
dataset.

Table 2 shows the number of patterns before and after augmentation. In this
experiment, we randomly select some adjacent crowd access patterns and infer
augmented data. For 5 min aggregation period, data augmentation is used for
both normal and crowds accesses to increase the number of samples to more
than 5, 000; whereas for 1 min aggregation, we consider increasing the number
of crowd accesses patterns since we already have more than 9, 000 patterns for
normal accesses. However, the data augmentation process is to subject for refine-
ment, since we can infer more normal access and crowd patterns, thus, increasing
number of patterns in the classification dataset. Moreover, we need to carefully
label patterns in the border between normal and crowd accesses. This is depicted
in the grey zone illustrated within the right hand side of Fig. 8, where normal
and crowd accesses can be mixed, therefore a potential over or under fitting of
the classification model can take place.

Table 2. Number of patterns before and after data augmentation.

Patterns Normal access
(before)

Crowd access
(before)

Normal access
(after)

Crowd access
(after)

1 min 9, 965 115 9, 965 7, 015

5 min 1, 992 24 5, 893 5, 409

3.3 Classification Results

We apply the XGBoost algorithm by considering its default execution layout.
We use first and second order gradients (grad and hess) by applying logistic
transformation (sigmoid) [2] on LogLoss function. To evaluate trained models,
we consider stacking, an ensemble learning technique, where the predicted value
is computed from cross validation. The number of learning rounds is 10, where
the number of folds within the dataset is 5. The evaluation metrics are: (1) the
Area Under Curve (AUC ) of Receiver Operating Characteristic (ROC ) func-
tion, which represents the trade-off between sensitivity (fall-out) and specificity
(recall), and (2) the accuracy average for both training and testing.
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Table 3. 10 rounds of 5 fold cross validation results (Tr. Training Phase, Te. Testing
Phase).

Period AUC Mean (Tr.) AUC Std (Tr.) AUC Mean (Te.) AUC Std (Te.) Acc. Mean (Tr.) Acc. Mean (Te.)

1 min %99.9128 %0.0144 %99.7489 %0.0766 %99.8274 %99.6370

%99.9552 %0.0168 %99.8066 %0.0964 %99.8542 %99.6489

%99.9814 %0.0075 %99.8740 %0.1108 %99.1070 %99.6608

%99.9831 %0.0048 %99.9125 %0.1063 %99.9137 %99.6371

%99.9838 %0.0050 %99.9200 %0.1187 %99.9420 %99.6906

%99.9861 %0.0037 %99.9442 %0.0773 %99.9509 %99.7144

%99.9861 %0.0037 %99.9665 %0.0528 %99.9524 %99.7263

%99.9872 %0.0033 %99.9661 %0.0536 %99.9628 %99.7203

%99.9945 %0.0040 %99.9667 %0.0529 %99.9673 %99.7204

%99.9980 %0.0026 %99.9663 %0.0533 %99.9702 %99.7322

5 min %99.9915 %0.0217 %99.9739 %0.0214 %99.9911 %99.9735

%99.9915 %0.0217 %99.9739 %0.0214 %99.9911 %99.9735

%99.9915 %0.0217 %99.9739 %0.0214 %99.9911 %99.9735

%99.9915 %0.0217 %99.9739 %0.0214 %99.9911 %99.9735

%99.9915 %0.0217 %99.9739 %0.0214 %99.9911 %99.9735

%99.9915 %0.0217 %99.9739 %0.0214 %99.9911 %99.9735

%100 %0.0217 %99.9738 %0.0214 %99.9911 %99.9735

%100 %0.0217 %99.9738 %0.0214 %99.9911 %99.9735

%100 %0.0217 %99.9736 %0.0216 %99.9911 %99.9735

%100 %0.0217 %99.9736 %0.0216 %99.9911 %99.9735

Table 3 depicts classification results for both 1 min and 5 min patterns. Each
row contains a round of 5 fold cross validation, where we consider AUC mean and
standard deviation, as well as accuracy mean. These metrics are computed for
both training and testing phases. From results observed in the table, we notice
that for each round, AUC statistics are maintained, since the mean tends to 1,
whereas the standard deviation tends to 0. We also observe that the accuracy
is high and tends to 1 for both training and testing. Regarding 5 min patterns
classification, the results are constant; consequently, any round can be consid-
ered. Regarding 1 min patterns classification, the results change slightly from
a round to another. Usually, the model with the highest accuracy rate, or with
the lowest difference between AUC mean and standard deviation (best sensitiv-
ity and specificity trade-off), can be selected. As such, we can consider models
obtained from the 10th round, which has the best AUC and high accuracy rate
metrics. To test their detection of abrupt changes, the models are then tested on
unseen data (12th of December). Figure 9 illustrates patterns detected by models
as abrupt changes in the number of requests for two training days (14th and 15th

of December 2016) and unseen data (12th of December 2016).
Regarding crowd accesses, we notice 2 types of patterns illustrated in the

top and bottom plots within Fig. 9 (dashed ellipses). The first crowd accesses’
patterns illustrate a continuous periodic access to a sport event, whereas the
second ones illustrate some crowd accesses at the beginning of the game, then,
another set of crowd accesses during up to the end of the game. This can be
explained as people followed up the first game continuously at the opposite of
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Table 4. Classification runtime (milliseconds) per pattern.

Patterns Minimum Maximum Average Deviation

1 min 0.715971 3.186941 0.749865 0.103742

5 min 0.961065 2.573013 1.008195 0.123094

the second one. In the latter, people were more interested to know what is the
issue of the game than following it continuously. The abrupt changes present in
the middle plot are different than the aforementioned crowd accesses’ patterns.
As such, we will consider studying other attributes during the period, where
we observed crowd accesses and suspicious patterns. Regarding the classification
runtime, we compute the time taken to predict each pattern. Table 4 illustrates
different statistics observed on classification runtime expressed in Milliseconds.
We notice that the average time to classify 1 min pattern is in the range of

Fig. 9. Prediction on 12th 14th 15th December 2016 Patterns (1 min & 5 min).
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0.75 ms, whereas it is in the range of 1 ms for 5 min pattern. The standard
deviation is in the range of 0.1 ms for both 1 min and 5 min pattern.

4 Related Work

Several works considered studying abnormal access patterns to the web sites in
order to detect DDoS attacks. In [23], authors analyzed IBM Olympic Games
Web site, and developed models to predict seasonal patterns based on peak
request rates and traffic variation. The study did not consider the implication
of CDNs, or DoS attacks. In [24], authors studied a peak workload analysis of
the football World Cup 1998 Web site [9]. They focused on the reference of
few extremely popular webpages, where clients inter-session time were short.
The authors considered the workload observed on the world cup website as an
initial characterization of how future workloads look like. They profiled HTTP
server response codes, type of content, unique file distribution and, files’ refer-
ence behavior (temporal locality and concentration of references). In [28], the
authors proposed a behavior based detection that can discriminate DDoS attack
traffic from traffic generated by real users. Their detection method relies on the
repeatable features of the packet arrivals. They used Pearson’s correlation coeffi-
cient to define a segregation threshold between predictable and non-predictable
data. They used [8,9] datasets to test thresholds defined from simulated inter-
arrival time data. This work did not consider CDNs’ logs and consider traffic
flows. The inter-arrival time can be subject to other networking constraints like
congestion, type of content (e.g. Video) and cached and non-cached web objects.
In addition, as any correlation analysis, an error metric needs to be considered
to support threshold decision. In [29], the authors used also Pearson coefficient
on users’ activity through number of requests. In [30], the authors introduced a
method to detect application-layer DDoS attack based on the entropy of HTTP
GET requests per source IP address. They used adaptive auto-regressive model
to transform time series into a multi-dimensional vector, then, applied SVM clas-
sification to identify the attacks. The authors utilized NS-2 simulator to create
attacks ground truth and considered World Cup 1998 Web dataset [9] for crowd
events. The approach is promising, however, the use of simulated data can be
biased or noisy. None of the mentioned studies considered patterns to build a
crowd events detection model.

In [25], the authors considered crowd events analysis, where they studied
two HTTP log traces collected from a popular TV show (24 h) and Chilean
election site (approximately 33 h). They showed that number of clients was in
the proportion of request rate. They studied also the number of clients’ clusters
during crowd events, the clusters overlap, and request rate, as well as reference to
files access. They also considered datasets representing password cracking and
five web servers disabling traces to characterize DoS attacks. They looked at
the same perspectives, clients and files, and drew upon results some differentia-
tion between crowd events and DoS. They proposed an enhancement to CDNs,
namely, adaptive CDN, by using collected trace-driven simulation to study their
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enhancement. Despite the fact the study considered clustering clients, it has not
investigated temporal aggregation of counters to create a crowd event detection
model. In [26], the authors examined usage patterns, files’ characteristics (pop-
ularity and referencing), transfer behaviors of YouTube, and compare them to
traditional Web and media streaming workload. The data were collected from a
university network, where staff and students accessed two Youtube’s points of
presence. This work focused more on usage patterns and file referencing with-
out elaborating predictive tasks. In [27], the authors differentiated DDoS and
crowd access flows by considering the fact that generated flows from DDoS tools
can be fingerprinted (high level of similarity), whereas crowd accesses are ran-
domly distributed (low level of similarity). The authors used Jeffrey distance,
Sibson distance, and Hellinger distance to measure the similarity among flows.
They concluded that Sibson distance is the most suitable, after applying exper-
iments on two distinctive datasets, Aukland VIII [7] representing crowd events
and Lincoln Laboratory DDoS scenario [8]. Despite the fact that the approach
is interesting, they used old datasets (collected on 2003 and 1999 respectively).
As explained above, none of the previous works, consider using a temporal set
of patterns as we use in our approach to detect crowd events.

In [31], the authors applied a discrimination algorithm based on a similar-
ity metric, namely, entropy variations to identify suspicious flows. They formu-
lated the problem in the Internet with botnets, and presented theoretical proofs
for the feasibility of their method. In this work, the authors relied on simula-
tions to prove their approach. For our work, we used a recent dataset collected
from a major operator, and applied a semi-supervised approach to profile crowd
accesses.

5 Conclusion and Future Work

The distinction between crowd events and DDoS attacks is difficult, making it
of an increasing interest to CDN operators. In this paper, we applied a semi-
supervised approach on a sport league dataset collected from a major operator
to identify normal and crowd access patterns. The patterns are represented by
number request shifts during 1 and 5 min. We first used DBSCAN to group
normal accesses into a core cluster, a crowd accesses into low dense clusters and
singletons. By applying data augmentation, we balanced classification vectors
representing 1 min and 5 min patterns. Then, we utilized XGBoost to finger-
print crowd and normal accesses. The results of the classification (99% accuracy)
showed the great potential of our approach. We tested our approach by applying
it to unseen data. The approach detected abrupt changing patterns, even though
these change patterns do not have the same shape like the ones identified in
the training dataset. We believe our approach can be successfully used to detect
crowd events in other CDN environments. Despite of our initial good results, the
diversity of CDN environments would necessitate more investigation. We frame
our future works to consider other features described in Sect. 2.3 to distinguish
anomalies (e.g., DDoS) from crowd events. We will rely on patterns found on
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unseen data to carry on this research. In addition, we plan to tweak XGboost
models to study the trade-off between their complexity and performance. More-
over, we want to thoroughly test the classification model on additional data, as
well as deploy it in online mode.
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Abstract. Cyber-defense and cyber-resilience techniques sometimes fail
in defeating cyber-attacks. One of the primary causes is the ineffective-
ness of business process impact assessment in the enterprise network.
In this paper, we propose a new business process impact assessment
method, which measures the impact of an attack towards a business-
process-support enterprise network and produces a numerical score for
this impact. The key idea is that all attacks are performed by exploit-
ing vulnerabilities in the enterprise network. So the impact scores for
business processes are the function result of the severity of the vulnera-
bilities and the relations between vulnerabilities and business processes.
This paper conducts a case study systematically and the result shows
the effectiveness of our method.

1 Introduction

Although enterprises and organizations have been paying ever more attention to
cyber defense, today’s cyber-attacks towards enterprise networks often under-
mine the security of business processes. The reason is directly related to sev-
eral main limitations of existing cyber-defense practice, because the security of
business processes heavily relies on the deployed cyber-defense measures and
procedures.

Although a fundamental limitation of existing cyber-defenses is that zero-day
attacks cannot be prevented, this limitation is clearly not the only reason why
cyber-attacks can undermine security. In many, if not most, real-world cyber-
security incidents, the security of business processes is actually undermined by
known attacks.

c© IFIP International Federation for Information Processing 2018

Published by Springer International Publishing AG, part of Springer Nature 2018. All Rights Reserved

F. Kerschbaum and S. Paraboschi (Eds.): DBSec 2018, LNCS 10980, pp. 330–348, 2018.

https://doi.org/10.1007/978-3-319-95729-6_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95729-6_21&domain=pdf


Assessing Attack Impact on Business Processes 331

Regarding why known attacks could significantly undermine the security
of business processes, the following main reasons have been recognized in
the research community. First, enterprises and organizations do not have the
resources needed to patch all the known vulnerabilities. As a result, although
the security administrators are working hard to patch as many vulnerabilities as
possible and as soon as possible, many vulnerabilities are actually in the “not
yet patched” status when cyber-attacks happen. Another contributing factor to
the result is that the time a vulnerability becomes known is not the time the
corresponding patch becomes available.

Second, when cyber-attacks are happening, even if the intrusion detection
system accurately detects the intrusions, the intrusion alerts and alert corre-
lation results are still not able to directly tell “what should I do?” in terms
of intrusion response. (In real-world enterprises new intrusion alerts keep on
being raised, and the security administrators are already fully loaded.) It has
been widely recognized in the research community [8,18,20] that there is a
wide semantic gap between the information contained in intrusion alerts and
how the cost-effectiveness of intrusion response is evaluated. On one hand, the
cost-effectiveness of intrusion response is usually evaluated based on business
process-level metrics (e.g., the number of customers affected by a cyber-attack,
the number of tasks that need to be undone) and measurements. On the other
hand, business process-level metrics are not really measured by intrusion detec-
tion systems.

Therefore, to achieve cost-effective intrusion response, this semantic gap must
be bridged. To bridge the semantic gap, impact assessment is necessary. Although
researchers have found the necessity of using entity dependency graphs [8] to assess
the impact of attacks on business processes for quite a few years, the existing
impact assessment techniques still face a key challenge. The challenge is two-fold:
(1) impact assessment results cannot be automatically used to make recommenda-
tions on taking active cyber-defense actions; and (2) existing active cyber-defense
techniques cannot be business-process-aware. That is, these techniques will not be
able to directly state their effectiveness using business process-level measurements
such as how much of what tasks will be accomplished by when.

In [19] it has been perceived that attack graphs and entity dependency graphs
could be interconnected to address the above key challenge; however, no realistic
case study has been conducted to validate the perceived method. As a result, the
intrusion response research community still lacks essential understanding about
(a) how to efficiently implement the perceived method; (b) whether it really
works; and (c) how well it works.

The goal of this work is to efficiently design and implement the perceived
method and conduct a realistic case study to assess the impact of attacks on
business processes using not only system-level metrics (e.g., how many files are
corrupted, which processes are compromised) but also business process-level met-
rics. We believe that this case study is a solid step forward towards bridging the
aforementioned semantic gap.
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The main contributions of this work are as follows.

– We propose the first efficient implementation of the method perceived in [19].
We extend the perceived method to make use of CVSS scores. We invent an
algorithm to prune the raw interconnected graph. Through logic program-
ming, the implemented tool can automatically generate an interconnected
graph, which interconnects an attack graph and an entity dependency graph,
and calculate the impact scores of an attack on tasks in a business process.

– The first realistic case study is systematically conducted to show how the
perceived method and our implementation can assess the impact of attacks
on business processes using not only system-level metrics but also business
process-level metrics.

– Through the case study, we also evaluate our implementation in several aspects
such as scalability and running time.

2 Background

2.1 CVSS Score

The Common Vulnerability Scoring System (CVSS) provides a way to mea-
sure the impacts of vulnerabilities and produce a numerical score for the attack
impact [9]. The current version of this score system is version three, which is
released in 2015. The system contains three metric groups: base score metrics,
temporal score metrics, and environmental score metrics. A base score ranging
from 0 to 10 is assigned to a vulnerability according to the base score metrics. The
temporal score metrics and environmental score metrics can be used to refine the
base score to better reflect the risks caused by a vulnerability to the user’s envi-
ronment. However, the temporal score metrics and environmental score metrics
are optional. Therefore, in this paper we only use base score for impact analysis
and still refer it as CVSS score. The National Vulnerability Database (NVD)
provides a CVSS base score for almost all known vulnerabilities. A higher CVSS
base score of a vulnerability implies that: (1) the vulnerability is easier to be
exploited due to more vulnerable components and available technical means for
exploitation; or (2) more impact on the availability, confidentiality, and integrity
upon successful exploitation. Therefore, the base score can be leveraged to assess
the impact of vulnerability exploitation on business processes in terms of both
exploitability and impact.

2.2 Attack Graph

To analyze the impact of attacks on business processes, it’s necessary to first
understand how the vulnerabilities in an enterprise network can be used to com-
promise the host machines. Attack graph [1,7,10,12,17] is a very effective way
to generate potential attack paths. Given the vulnerabilities, the attack graph
is able to show the possible attack sequences to the final attack target.
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MulVAL (Multihost, multistage Vulnerability Analysis) is an attack graph
generation tool that models the interaction between software vulnerabilities and
the system and network configurations [11]. It leverages Datalog [14] to model
network system information (such as the vulnerabilities, configurations of each
machine, etc.) as facts and the interaction of various network components as
rules. With these facts and rules, MulVAL can generate an attack graph showing
the potential attack paths from the vulnerabilities to the attack goal. In the
attack graph, facts and rules are represented by nodes with different shapes.
There are two types of fact nodes: primitive fact nodes and derived fact nodes.
The primitive facts nodes are denoted with boxes, which represents host and
network configuration information. The derived fact nodes are denoted with
diamonds, which are generated according to certain rules. The interaction rules
are denoted with ellipses.

Figure 1 shows a very simple attack graph containing only 5 nodes. In Fig. 1,
if the conditions in node 1, 2 and 3 are satisfied, then the rule in node 4 can
be applied. The eventual consequence is that the attacker is able to execute
arbitrary code on the host machine (shown in node 5).

5:execCode(Host, root)

4:RULE(remote exploit of a server program)2:networkServiceInfo(Host, Software, Protocol, Port, Perm)

1:netAccess(Host, Protocol, Port)

Fig. 1. An example attack graph

The attack graph is essential for business process impact assessment, as it
shows how the vulnerabilities can be leveraged to compromise the host machines.
If the host machines are involved in the business processes, the impact of vul-
nerabilities on business processes can then be further analyzed.

2.3 Entity Dependency Graph

In an enterprise network, a business process is supported by a number of entities
at several abstraction layers: asset layer, service layer and business process task
layer. At the asset layer, an asset is (part of) a persistent disk and the file stored
on the disk, a computer (hypervisors, desktops or servers), or a peripheral device.
At the service layer, services represent the functionalities provided by hosts,
such as web services, database services, etc. At the business process task layer,
a business process is composed of one or more tasks.

An entity dependency graph [2] can be established due to the dependencies
between the abstraction layers and the dependencies on each individual layer.
Generally, the higher layer depends on the function of the lower layer. The
business process task layer depends on the functionality provided by the services
at service layer. One task may even depend on several services. The services
further depends on the assets at the services layer. In addition, dependencies
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also exist at an individual layer. For example, at the business process task layer,
a task may depend on another task.

3 Approach Overview

The primary goal of our paper is to assess the attack impact on business pro-
cesses. Since attacks essentially exploit vulnerabilities in the enterprise network,
the attack impact heavily relies on the intrinsic characteristics of each indi-
vidual vulnerability. Considering that the characteristics of vulnerabilities have
been measured using the CVSS scores, the impact towards a business process
can also be measured based on the scoring system. That is, an impact score can
be generated for a business process to indicate the impact of attacks towards
the business process. Therefore, the key problem need to be addressed is how
to generate the impact score for a business process given the CVSS scores of
involving vulnerabilities.

In this paper, we propose an three-step approach for business process impact
assessment. The general idea is to generate an interconnected graph by analyz-
ing the dependency relationships between vulnerabilities and attacks on hosts,
between services and hosts, and between tasks and services. The approach takes
three sets of knowledge units as the inputs and generates the business impact
score as the output.

The three sets of knowledge units are respectively (1) Common Vulnerability
and Exposure (CVE) system that provides information of publicly known vul-
nerabilities and their CVSS scores, (2) the vulnerability information generated
by the vulnerability scanner, and (3) the business process dependency graph.
The business impact assessment approach mainly involves the following steps:

Step 1: Instantiate the knowledge units with Datalog as facts and rules in
MulVAL. Utilize MulVAL to generate an interconnected graph which consists of
impact paths from the vulnerabilities.

Step 2: Prune the interconnected graph to get a more clear relationship
between business processes and vulnerabilities.

Step 3: Calculate the impact score based on the CVSS scores of the vulner-
abilities exploited in this attack.

3.1 Instantiate Knowledge Units

CVE system refers to the vulnerability database which contains all information
about publicly known vulnerabilities. From this system, we can get the CVSS
score of each vulnerability. The vulnerability information generated by vulnera-
bility scanner contains the exact CVE IDs of each vulnerability and where these
vulnerabilities are located in the enterprise network. By combining these two
sources of knowledge, we can easily get the whole picture of these vulnerabili-
ties, including CVSS score, CVE ID, and location in the enterprise network, etc.
Such vulnerability information can be used to analyze the potential attacks that
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Listing 1.1. Example Interaction Rules Describing Three Dependency Relationships

interaction_rule ( /* And depends */

(nodeImpact(Task):-

node(Task , and , Task1 , Task2), nodeImpact(Task1)

),

rule_desc(’An impacted child task affects an And task’)

).

interaction_rule ( /* Or depends */

(nodeImpact(Task):-

node(Task , or , Task1 , Task2),

nodeImpact(Task1), nodeImpact(Task2)

),

rule_desc(’Both impacted child task affects an Or task’)

).

interaction_rule ( /* Flow depends */

(nodeImpact(Task):-

node(Task , flow , Task1 , Task2), nodeImpact(Task2)

),

rule_desc(’A flow node is impacted from its flow’)

).

might happen, which may further impact the business processes. As the informa-
tion represents facts about vulnerabilities in the network, we crafted fact nodes
in MulVAL to instantiate the information.

Business process dependency graph describes how entities in the network
depend on each other. Sun et al. [19] summarizes and bridges the semantic
gap between the attack graph generated by MulVAL and the business process
dependency graph. Hence, in this paper, we extend MulVAL to craft new fact
nodes and new rule nodes to interconnect the attack graph and the business
process dependency graph.

First of all, entities in a business process dependency graph become prim-
itive fact nodes or derived fact nodes. Primitive fact nodes usually represent
already known information, such as host configuration, network configuration,
etc. Derived fact nodes are computed information by applying interaction rules
towards primitive fact nodes.

Secondly, rule nodes are added to model the causality relationships among
fact nodes. For example, if a service S runs on a machine H and an attacker
has exploited a vulnerability to execute arbitrary code on the machine, then this
service S can be impacted by the attacker. This relation can be interpreted as a
rule “A compromised machine impacts a service running on it”. In other words,
when two fact nodes “S runs on machine H” and “attacker executes arbitrary
code on the machine” are both present, this rule node will take effect and the
derived fact node “S is impacted” will become present. In this example, machine
H has a vulnerability. The attack graph generated by MulVAL can only tell
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“attacker executes arbitrary code on the machine,” but it is not able to tell “S is
impacted”. Therefore, interconnecting the attack graph and the business process
dependency graph can help infer the impact of attacks on business process.

Thirdly, the dependency relationships among entities in the business pro-
cesses become rule nodes. There are three dependency relationships in the busi-
ness process dependency graph: Or-depends, And-depends and Flow-depends.
Listing 1.1 shows a set of example interaction rules crafted to depict the impact
propagation among tasks when different types of dependency relationships exist
among these tasks. That is, if a task and-depends on task 1 and task 2, then this
task is impacted by the attacker when either of the two tasks are impacted. if a
task or-depends on task 1 and task 2, then this task is impacted only when both
tasks are impacted. if a task flow-depends on task 1 and task 2, then this task
will be impacted when task 2 is impacted. In this case, task 2 can be completed
only after task 1 is completed. So if task 1 is impacted, then task 2 is impacted.
We will explain more about the dependency relationships in Sect. 5.1.

1:nodeImpact(Task)4:RULE(An impacted child task affects an And Task)

3:node(Task, and, Task1, Task 2)

2:nodeImpact(Task1)

Fig. 2. And-dependency in the graph

With all the fact nodes and rule nodes set up, MulVAL can be used to gen-
erate the interconnected graph. For example, Fig. 2 shows the first and-depends
example in Listing 1.1. In the interconnected graph, different nodes are rep-
resented by different shapes, i.e., box, ellipse and diamond. The ellipse shape
represents rule node, which is applied only if all needed precondition fact nodes
are present. Hence, the ellipse shape represents AND-relation for all precon-
dition fact nodes. The diamond shape represents derived fact node, which is
generated as long as one deriving rule node is present. Therefore, the diamond
shape represents OR-relation between the deriving rule nodes. In other words,
the interconnected graph reflects the relationship between vulnerabilities and
the business processes. However, the interconnected graph is too complicated
for generating the impact assessment score for a business process. To enable
computation of the impact score, we prune the graph to reduce the complexity.

3.2 Prune Raw Interconnected Graph

Impact score is a function result of CVSS scores of the vulnerabilities involved
in the interconnected graph. When we prune the graph, we must preserve the
vulnerability node and the impacted business process node. We apply all the
five rules below to prune the graph. The entire process of pruning may take
several rounds by applying different rules in each round. In addition, based on
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different circumstances, we also deal with the edges connecting to the reduced
nodes correspondingly.

Prune all the Non-vulnerability Leaf Nodes. In this interconnected graph gener-
ated by MulVAL, derivation nodes (rule nodes) imply AND relations and derived
fact nodes imply OR relations. The primitive fact node in this graph represents
the facts in this network, such as the vulnerabilities and deployment configura-
tion. They are represented as leaf nodes in the graph with a shape of box. These
non-vulnerability leaf nodes do not participate in the function of CVSS scores.
So if a node is not a vulnerability node and is not an AND or OR node, we can
prune it. Then each edge derived from these nodes can also be pruned.

Prune the Nodes That Have Only One Ancestor Node. If a node has only one
ancestor node, no matter how many child nodes it has, it does nothing but
directly deliver impact from its ancestor node to its child nodes. This node is an
intermediate impact deliverer for its ancestor node and can be directly pruned
without information loss. This kind of nodes is usually the derivation nodes
which have only one ancestral vulnerability node, or derived fact nodes which
have only one rule to be generated. By pruning one node, the edges from the
ancestor node to this node and from this node to the child nodes are removed.
A new edge is added directly between the ancestor node and the child node.
This operation of pruning one-ancestor nodes may be done several times in the
graph-pruning process, as more of them may be produced in other rounds of
pruning.

Prune the Nodes, Except the Vulnerability Nodes, Which Have No Ancestors.
Because all left nodes are relation nodes, vulnerability nodes, and the impacted
business process nodes. If a node has no ancestor node and is not a vulnerability
node, it is a relation node and does not contain any valuable information. This
kind of nodes are produced by pruning their ancestor nodes that are usually
non-vulnerability nodes. As their ancestor nodes have been pruned, no impact
information is delivered to them. Therefore, they can be pruned without impact
information loss. The edges from these nodes can also be pruned.

Find the Shortest Path from One Vulnerability Node to the Target Impacted
Business Process Node and Merge These Paths. The impact assessment for an
attack is to find the relationship between vulnerabilities and the target impacted
business processes. If a vulnerability can be exploited in an easy way to affect
a business process, there is no need to make it more complex. The assumption
in our paper is that attackers always choose the easiest way to achieve the
attack goal. Based on this assumption, if there are different paths between a
vulnerability node and the impacted business process node in the interconnected
graph, the shortest path that has least nodes should be chosen. As a result, each
vulnerability node has a shortest path to the target business process node. All
other nodes and edges that are not on these paths should be pruned. In some
cases, one vulnerability node may have more than one shortest paths to the
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target business process node. In this case, these paths should also be preserved.
To simplify these circumstances, if there are two or more equal shortest paths
between one vulnerability node and the impacted business process node, we
convert this interconnected graph to two or more interconnected graphs to ensure
there is only one shortest path for a vulnerability in one interconnected graph.
Finally we calculate each graph’s impact score to get the average score.

Leave Only One Edge for Linked Nodes and Prune the Other Edges Between
Them. In some cases, there are more than one edges between two nodes. The
extra edges could be produced by the previous rounds of pruning. They are not
needed and thus should be removed too.

These five ways are applied sequentially to the raw interconnected graph
generated by MulVAL until the graph does not change again. Two or more
graphs could possible be generated as one vulnerability may have two or more
equal shortest paths to a target business process node.

3.3 Calculate Impact Score

Step 2 can prune the raw interconnected graph to the simplified graph which
contains only the vulnerability nodes, the target business process node and their
relations. The impact score of the vulnerability node and the target business
process node can be represented by V and M respectively. The impact score cal-
culations based on AND-relations and OR-relations are called AND-calculation
and OR-calculation. We take the following steps to generate the impact score.

First, we value V by a number between 0 and 1, i.e.,

Vi =
CV SSi

10
. (1)

Second, we define AND-calculation as:

Vi AND Vj = Vi ×Vj . (2)

and OR-calculation as:

Vi OR Vj = Vi + Vj −Vi ×Vj . (3)

Finally, M can be easily calculated by above mentioned calculation methods.
For example,

M = FUNC(V1, V2, V3) = (V1 OR V2) AND V3 = (V1+V2−V1×V2) × V3 (4)

In this paper, we use the above definitions of AND-calculation and OR-
calculation to compute the impact score. However, the administrators of an
enterprise network can change the definitions of AND-calculation and OR-
calculation based upon different situations and scenarios.

The results of AND-calculation and OR-calculation are directly influenced
by the CVSS score of the vulnerabilities. Higher CVSS score usually leads to
higher impact score towards the business process, which implies more impact
the attack can bring to the business process.
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4 Case Description

To demonstrate the method for attack impact assessment, we describe a concrete
case in this section. We will illustrate the application of our method to this case
in Sect. 5.1.

Business Process Scenario. This case is a travel reservation system supporting
a business process of “providing customers with a web interface for reserving
tickets and hotel”. This business process consists of seven tasks: T1: Search travel
information; T2: Reserve tickets and hotel options; T3: Prompt for signing in or
signing up; T4: If signed in, load preference and promotion code; T5: If signed
in, reserve a hotel and tickets as a member; T6: If not signed in, reserve a hotel
and tickets as a guest; T7: Prompt for payment and confirm the reservation.

From T1 (start of the business process) to T7 (end of the business process),
the business process may be executed through four different workflows (i.e. exe-
cution paths) as shown in Fig. 3a: P1: T1T2T3T4T5T7; P2: T1T3T2T4T5T7; P3:
T1T2T3T6T7; and P4: T1T3T2T6T7. The difference between P1 and P2 and between
P3 and P4 is the order of T2 and T3. The customer can either first make reserva-
tions (T2) and then be prompted to sign in (T3), or first sign in and then make
reservations. If the customer chooses not to sign in during T3, she is recognized
as a guest. The difference between P1 and P3 and between P2 and P4 is whether
the customer has signed in. If signed in, the system loads customer preference
and promotion code (T4) for reserving a hotel (T5). Since T5 depends on the
information obtained from T4, T5 should come after T4.

T1

T2

T3

T4 T5

T6

T7

(a) Execution paths

T1

T3

T4 T5

T2 T6

T7

Business process

FLOW

AND OR

(b) Dependency tree

Fig. 3. Inter-task dependency

This travel reservation system can be viewed as a complicated business-
process-support enterprise network shown in Fig. 4. The services provided by
the network are hosted on different hosts. VM 1, VM 2 and VM 3 are three
virtual machines. Web service 1 is hosted in VM 1 which runs in Hypervisor 1.
Web service 2 is hosted in VM 2 which runs in Hypervisor 2. VM 3 also runs in
Hypervisor 2.

Database service runs in Container 1 which is hosted by Docker 3. Ticket
service, which processes ticket-related business, runs in Container 2 which is
also hosted by Docker 3. Hotel service, which processes hotel-related business,
runs in Container 3 which is hosted by Docker 1. Payment service, which is
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Fig. 4. Software architecture

responsible for monetary transaction, runs in Container 4 hosted by Docker 2.
These dockers run in different workstations. A developer’s desktop can access
the VM 3 and has a root account credential. It can also access Container 1
as a root user. This desktop has a dashboard which displays through HTTP
protocol, i.e. it runs a web service. It can also be accessed through SSH protocol
from Internet.

Table 1. Vulnerability information

Vulnerability CVSS score Exploited result

CVE-2016-0777 6.5 Privilege escalation

CVE-2016-7479 9.8 Privilege escalation

CVE-2016-6325 7.8 Privilege escalation

CVE-2014-3499 7.2 Container escape

CVE-2016-6258 8.8 Virtual machine escape

Attack Scenario. We assume this network has five vulnerabilities and their
related information is displayed in Table 1. CVE-2016-0777, CVE-2016-7479 and
CVE-2016-6325 locate in the developer’s desktop and allow attackers to esca-
late privilege. CVE-2014-3499 locates in the docker software and can enable
an attacker to escape from the container. CVE-2016-6258 locates in the Kernel-
based Virtual Machine (KVM) software and can also be used to break the virtual
machine.

There are two attack paths in Fig. 4. One attack path is denoted as red line
1 in Fig. 4. The attacker firstly exploits the vulnerability in the web applica-
tion or the SSH application to compromise the developer desktop, which has
the log-in credential for VM 3. By leveraging the vulnerability in the KVM
software, the attacker can directly access the host, i.e. Hypervisor 2, by break-
ing the isolation between the virtual machine and the host. The attacker can
then access VM2 which hosts Web service 2 and execute arbitrary code on this
virtual machine. Once Web service 2 is compromised, all tasks depend on this
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service are impacted. The other attack path is denoted as red line 2 in the Fig. 4.
As the developer’s desktop has the log-in credential for Container 1, the attacker
can also access this container. With the database running in this container, the
attacker can execute arbitrary code in the database process and then affect all
tasks depending on the database.

5 Case Study and Evaluation

5.1 Case Study Results

In this section, we applied the impact assessment method to the case described
above and demonstrate the experiment results.

First, we obtained the CVSS scores for the five vulnerabilities in this case
according to their CVE IDs.

Business
process 
Layer

Service 
Layer

Asset 
Layer

Web1 Web2
DB Ticket

Service
Hotel
Service

Payment
Service

VM1 VM2 VM3

Hypervisor1 Hypervisor2
Desktop

Container1 Container2Container3 Container4

Docker3
Docker1

Docker2

... ...

Fig. 5. The entity dependency graph

Second, we constructed a entity dependency graph for this network, as shown
in Fig. 5 (as web services are depended on by each task, some edges from the
tasks to Web1 and Web2 are ignored in this figure). The entity dependency
graph contains three layers: asset layer, service layer and business process task
layer. Among these tasks, T1 and-depends on the web services, database service,
ticket service and hotel service. T2 and-depends on web services, ticket service
and hotel service. T3 and-depends on web services, and database service. T4 and-
depends on web services, and database service. T5 and-depends on web services,
database service, and hotel service. T6 and-depends on web services, and hotel
service. T7 and-depends on web services, and payment service.

At the business process layer, we specified the dependency relationships
among tasks. To better understand the relationships, we firstly define three spe-
cial tasks: Tor, Tand and Tflow. As the name implies, these tasks represent three
relationships: Or-dependency, And-dependency, and Flow-dependency. That is,
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if a task Tor or-depends on sub-tasks Ti and Tj , then Tor is impacted only when
Ti and Tj both are impacted. If a task Tand and-depends on sub-tasks Ti and Tj ,
then Tand is impacted when Ti or Tj is impacted. If a task Tflow flow-depends
on sub-tasks Ti and then Tj , then Tflow is impacted when Tj is impacted. In
addition, the impact on Ti will cause an impact on Tj , which leads to an impact
on Tflow. The relationships of the seven tasks of this business process can be
depicted in Fig. 3b. In other words, this business process viewed as one Tflow

flow-depends on T1, Tand, Tor and then T7. Tand and-depends on T2 and T3. Tor

or-depends on T6 and Tflow, which flow-depends on T4 and then T5.

Fig. 6. Interconnected graph

After instantiating the knowledge units, we can get the interconnected graph
as shown in Fig. 6. In this graph, the ellipse represents AND-calculation and the
diamond represents OR-calculation. By applying the five pruning rules described
in Sect. 3.2 against the raw graph, we generated the pruned graph, as shown in
Fig. 7, to show the relationship between vulnerabilities and the target business
process. The expression “nodeImpact(X)” means “X” is impacted, e.g. “nodeIm-
pact(business process)” means the target business process is impacted. The
CVSS scores of these vulnerabilities are shown in Table 1. Therefore, the final
impact score of this attack can be calculated as:

M = (((VCV E−2016−0777 OR VCV E−2016−7479) AND VCV E−2016−6325)
AND VCV E−2016−6258) OR VCV E−2016−3499

= 0.91.

Apart from the impact score calculated from the pruned interconnected
graph, there is more information about whether the services and tasks are
impacted or not from the raw interconnected graph. By searching through
the raw interconnected graph showed in Fig. 6, we can get that all tasks are
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M = (((VCV E−2016−0777 OR VCV E−2016−7479) AND VCV E−2016−6325)

AND VCV E−2016−6258) OR VCV E−2016−3499

= 0.91.

1:nodeImpact(business_process)

3:nodeImpact(t7)

15:vulExists(hypervisor2,’CVE-2016-6258’,kvmd,localExploit,vmEscalation)

63:RULE 32 (VM Escalation)

19:RULE 0 (When a principal is compromised any machine he has an account on will also be compromised)

22:netAccess(vm3,sshProtocol,sshPort) 31:vulExists(desktop,’CVE-2016-6325’,httpd,localExploit,privEscalation)

39:vulExists(desktop,’CVE-2016-0777’,sshd,remoteExploit,privEscalation) 47:vulExists(desktop,’CVE-2016-7479’,httpd,remoteExploit,privEscalation)

111:vulExists(workstation3,’CVE-2014-3499’,dockerd,localExploit,vmEscalation)

Fig. 7. Pruned interconnected graph

impacted by this attack. Three services including Web service 2, Ticket service
and Database service are also impacted. All tasks are impacted as they all and-
depend on Web service 2. These three services are impacted as they can be
accessed by the developer’s desktop which can be controlled by the attacker.
That is, the impact on these services match the attack path described in Sect. 4.
Moreover, we can also get the impact score for each task through the same pro-
cess: pruning the graph and calculating the score based on the AND-calculation
and OR-calculation. The impact score for each task is 0.992 for task 1, 0.91 for
task 2, 0.973 for task 3, 0.973 for task 4, 0.973 for task 5, 0.682 for task 6, and
0.91 for task 7. We can see some scores are higher than the impact score for
the whole business process. This is because some task are easily attacked by
the attacker from the Internet. For example, task 3 and-depends on web service
1, web service 2 and database service. The attacker can impact task 3 without
exploiting the vulnerability “CVE-2014-3499”, which lowers the requirement for
the attacker.

There are three services that are not impacted by the attack, including
Web service 1, Hotel service and Payment service. They cannot be found as
the impacted nodes in the raw interconnected graph. This is because they are
not involved in the attack path. Therefore, the raw interconnected graph can
precisely present the attack path in the real world.

5.2 Analysis of Different Cases

Section 5.1 has shown a successful application of our impact assessment method
to the case described in Sect. 4. However, in the real world, the enterprise network
is not static. For example, a vulnerability can be patched or a host can be
removed. In this section, we will show that our method can still handle the
dynamic changes in the enterprise network and generate new impact scores for
the business processes by re-running the analysis after changes to the system.
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Fig. 8. Interconnected graphs with a vulnerability is patched

A Vulnerability is Patched. When a vulnerability is patched, it means a fact node
should be deleted. As a consequence, the interconnected graph will be different
and so is the pruned graph. For instance, we assume the vulnerability “CVE-
2014-3499” is patched as this vulnerability is the oldest one in these five vul-
nerabilities. Figure 8 shows the new raw interconnected graph and pruned graph
without “CVE-2014-3499.” By analyzing this pruned graph, the new impact
score towards the business process is 0.682, which is much smaller than 0.91.

Whether a task or a service is impacted can also be acquired through the
raw interconnected graph. By searching this graph, we can see all tasks are
still impacted. Two services including Web service 2 and Database service are
impacted. The other four services, including Web service 1, Hotel service, Pay-
ment service and Ticket service, are not impacted. Compared with Sect. 5.1,
ticket service is not impacted in this case. This is because patching the vulner-
ability “CVE-2014-3499” prevents the escape from Container 1. The attacker
cannot access Container 2 any more so that the ticket service running in Con-
tainer 2 is free from the impact.

The Developer Desktop is Removed. When the developer desktop is removed,
several fact nodes should be deleted. For example, three vulnerabilities in this
desktop no longer impact the network, so these vulnerability nodes are deleted.
When generating the interconnected graph with MulVAL, we found no graph
was generated. This means although there are vulnerabilities in this network, the
attacker located in the Internet cannot impact this business process. The reason
is that all attack paths start from this desktop as the entry point. Removing
this desktop prevents the attacker from exploiting the vulnerabilities inside the
network. Therefore, the interconnected graph can precisely reflect the real-world
impact circumstances.

5.3 Evaluation of Scalability

Section 5.1 illustrates how to leverage our impact assessment method to cal-
culate the impact score for an attack targeting a particular business process.
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Table 2. Time consumed to generate interconnected graphs according to different
Number of Units (NoU) and different Connectivity Level (CL)

CL NoU

100 200 400 600

5 1 m 2.45 s 7 m 44.71 s 67 m 55.64 s 228 m 42.53 s

10 1 m 0.33 s 7 m 49.49 s 65 m 4.48 s 253 m 9 s

100 0 m 59.67 s 7 m 48.85 s 65 m 18.60 s 224 m 33.49 s

The key idea is to extend MulVAL to generate an interconnected graph and cal-
culate the impact score based on the pruned graph. In this process, generating
the interconnected graph is the most time-consuming part. It directly affects the
scalability of our impact assessment method. Therefore, in this section, we eval-
uate the scalability of our method in terms of how fast interconnected graphs
can be generated for different scopes of network.

In order to get different scopes of network, we view the small network of
the aforementioned case in Sect. 4 as one unit and duplicate it. These units are
then combined on the basis of different connectivity levels. Because different
connectivity levels differ the network complexity, which may affect the time
used to generate the interconnected graph. We define connectivity level as how
widely one web server is shared, i.e., how many units share one web server.
These units sharing one web server constitute one group and each group is
connected by the database server of one unit in the group. Therefore, the scope
of a network generated through this method can be measured by number of units
and connectivity level.

Table 2 describes the time consumed to generate interconnected graphs for
different scopes of network according to different number of units and different
connectivity level. The first column indicates connectivity level and the first row
presents the total number of duplicated units. The other grids in the table indi-
cate how much time is used to generate one graph. For example, with 100 dupli-
cated units in the network and every 5 units sharing one web server, generating
the interconnected graph for this scope of network consumes 1 min and 2.45 s.

From Table 2, we can see the time used to generate an interconnected graph is
mainly determined by the number of connected units, not the connectivity level.
This is because when generating the interconnected graph, the time is mainly con-
sumed by finding new path from one node to another node. As sharing web server
does not increase paths in the graph, the consumed time does not affected by
the connectivity level. Furthermore, the time increases non-linearly, i.e., the time
increases faster than the number of connected units increases. In summary, our
method cannot scale well in a very large network. However, it does not mean our
solution is not practical in the real world. Taking a university as an example, the
scope of one unit is similar to a network of a department. Therefore, for a big uni-
versity with 100 departments, the time consumed to generate an interconnected
graph is less than 2 min, which means our solution is feasible in practice.
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6 Related Work

Little research has been done on business process impact assessment in recent
years. Jakobson [8] presents a business process impact assessment that quantifies
impact by using Operational Capacity (OC), and considers intra and inter depen-
dencies between assets, services, and business processes. Dai et al. [3] propose
a cross-layer Situation Knowledge Reference Model (SKRM) which considers
intra and inter-dependencies between instruction layer, OS layer, app/service
layer, and workflow (task) layer. Sun et al. [18] introduce a novel probabilistic
impact assessment method which leverages Bayesian networks. Sun et al. [20]
also propose a multi-layer impact evaluation model which includes four layers,
namely vulnerability layer, asset layer, service layer, and mission layer. They
measure impacts by OC and impact factor. Poolsappasit et al. [13] leverages
attack graph (called Bayesian Attack Graph) and attack tree to revise the like-
lihoods in the event of attack incidents and identify the vulnerable points in the
network system. Frigault et al. [5] use attack graph as a special Bayesian network
to model probabilistic risks in a network. They also introduce Dynamic Bayesian
Networks [6] with attack graphs to model the security of dynamically changing
networks. Dewri et al. [4] leverage an attack tree model with multi-objective
optimization to solve the problem, i.e. balance between security hardening and
limited budget for an enterprise network. Ray et al. [15] also utilize an attack tree
model with an algorithm simplifying the tree to locate the malicious insiders in a
network. Saripalli et al. [16] present QUIRC which utilizes Microsoft’s STRIDE
to assess the security risk in a cloud computing environment and define risk as
a combination of the Probability of a security thread event and its severity.

Our method uses the interconnected graph, which interconnects attack graph
and entity dependency graph, to demonstrate the relationships between vulnera-
bilities and the impacted business process. By pruning the interconnected graph,
we can get simplest relationships and calculate the impact score based on vulner-
abilities’ CVSS score. For different cases in one network, our method can handle
these changes and generate related impact scores. With these impact scores, the
network operator may do further security hardening for the network.

7 Conclusion

In this paper, we propose a new business process impact assessment method,
which measures the impact of an attack towards a business process in an enter-
prise network. Our method produces a numerical score for the attack impact. We
extend MulVAL, a logic-based network security analyzer, to support more fact
nodes and rule nodes for business process impact assessment. With the facts and
rules, our approach generates an interconnected graph for an attack and prunes
the interconnected graph to show the simplified relation between vulnerabilities
and business processes. In the end, the impact score can be calculated by ana-
lyzing the pruned graph and following the relation calculation rules. According
to our case study, this business process impact assessment method is effective
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and can facilitate the cyber-defense and cyber-resilience in an enterprise network
that supports business processes.
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