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1 Introduction

The rise of big data and cloud computing has brought all types of data analysis
techniques into the process of business decision and further reshaped the business
process. Analysis of various data, such as macroeconomic, enterprise operational,
and consumer behavior data, has greatly improved business decisions. However,
some security concerns arise in the process of digitizing businesses.

Existing security research has two categories of issues, namely, data security and
system security [44]. With regard to data security, common previous topics have
mainly focused on developing all types of encrypting technology to help protect
security online, such as key cryptography, secure socket layer, and cookies [44].
However, industry and research communities have added “personnel security” as
the third category. Unconscious and malicious organizational insiders should be
responsible for nearly half of security breaches because of failure to comply with
information security policies (ISPs) of firms. Organizational insiders refer to indi-
viduals who are authorized to access organizational internal information system (IS)
or other assets. Security managers and researchers have considered three main types
of measures to compel these insiders to follow ISPs, including security education,
training, and awareness (SETA) programs, fear appeal, and system monitoring [11,
16, 22, 23, 29], which have become new research interests that emerged from the
digitization of businesses. Meanwhile, in system security protection, all types of
traditional system security protection tools or software have been used against end-
less attacks, such as firewalls, proxy servers, and virtual private networking [44].
However, the Ponemon Institute reported that 80% of businesses cannot properly
manage external cyberattacks, although they spend an average of $3.5 million per
year for all types of system security protection deployment [15]. Meanwhile, the
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recent studies and industry reports have claimed that consumer awareness of threats
caused by privacy risk [8] has been intensified; moreover, consumers have become
more concerned about whether organizations are sufficiently capable and willing to
protect their ISec although data gatherers tell consumers what they have collected
and promise that they will protect their data from illegal usage. Hence, the contra-
diction between the low efficiency of organizational system security protection and
the increasing concerns for user privacy has emerged and has even been intensified
with the increased digitization of businesses.

Additional issues, such as anonymization and data masking, lack of legal protec-
tions, patents and copyrights concerns, have emerged. Even discrimination may be
enhanced by using big data analytics in the process of digital businesses. Different
from the existing discrimination concerns, big data analysis allows a type of “auto-
mated” discrimination. For example, the racial or sexual orientation of an applicant
is not allowed to be disclosed to the financial organization in the existing process
of business decision. However, this information can be easily inferred through data
analysis based on various data collected online. Thus, conducting targeted studies to
explore the possible countermeasures is urgently needed.

To sum up, when we focus on the security of an organization, aside from data,
IS (or IT, adopted and deployed by the organization), human behavior (including
insiders and consumers of the organization), business process as the new type of
object must be emphasized and its interaction with other objects (e.g., data, human
and system) must be explored. Before adopting and utilizing big data analytics,
organizations should consider and be requested not to infringe on consumer privacy
and to avoid creating additional hidden security concerns. As discussed above, all
types of ISec research and new challenges have emerged. However, knowledge about
whether the academic research has responded to the requirements of industry well,
especially in the process of digital business, is insufficient. Hence, a summary of
existing research can serve as a guideline for industry application. It can also serve
as a theoretical basis and literature in determining possible ways of managing new
security challenges and provide new directions for subsequent researchers.

This chapter aims to review and compare academic studies and existing require-
ments of industry to provide insight into the matching extent of literature and practice.
This review also further identifies some research directions, especially new emergent
research topics or challenges due to the digitization of businesses for further ISec
research by IS researchers. We adopt the ISec framework of IBM as a representative
of the requirement of industry to cluster the existing security studies published in the
mainstream IS journals in the past four years.

The following section will introduce the research method. This section speci-
fies the manner in which journals and papers are selected and each paper is coded,
from which we provide a comprehensive overview of ISec research. This section
also imparts some important insights. The next section briefly presents current ISec
studies based on the IBM security model, which provide us a basis to determine
the four important security objects (i.e., data, human behavior, IT/IS, and business
processes) in organizations. The subsequent section will further examine the inter-
actions between different objects and some recommendations for the research and
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industry communities are identified and provided. Finally, we provide a comprehen-
sive conclusion and limitations of our review.

2 Review Method

Guidelines of Webster and Watson [66] are adopted to conduct this review through
four steps. First, we decide on the research fields, search items, and criteria for
the inclusion or exclusion of a paper. Second, we limit the sample after searching
through all the identified sources. Third, analysis of the texts of the selected set of
studies is conducted, considering the IBM ISec capability reference model. Finally,
we categorize and structure the content of our review. Before introducing the details
of our review method, we first introduce the IBM ISec capability reference model.

2.1 CorelISec Themes: IBM ISec Capability Reference Model

IBM always stands at the frontline of the ISec battlefield and provides the timely
response and effective solutions to the security threat of industry to maintain leader-
ship of the security market and be a competitive [Sec service provider. Thus, security
solutions of IBM is a good representative of the requirements of industry and can
provide a good guideline for the academic community. The IBM Information Secu-
rity Capability Reference Model is a comprehensive model that addresses technical,
behavioral, and managerial issues related to ISec. Thus, the model supports our initial
argument, which emphasizes on the four objects (i.e., data, human behavior, IT/IS,
and business processes) in organizations. Using this model, IBM can help businesses
with security troubles in assessing their enterprise security posture and then provide
all types of measures for improving their security level. The eight security themes
of this framework are shown in Table 1. Although the themes of the model cover
broad areas of ISec, the assessment factors help us to limit potential research areas
associated with each theme. Zafar and Clark used this model to review the security
literature in mainstream IS journals from their founding to 2007 and proposed ISec
economics as a ninth theme into this model [70]. This chapter will use the final model
adapted by Zafar and Clark to classify the latest security research published in six
leading IS journals in the past four years.

2.2 Journal Selection and Paper Identification

Journals in the IS field are selected because we focus on what IS researchers have
contributed to ISec research. To ensure the quality of selected papers over quantity,
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Table 1 Zafar and Clark’s adaption of IBM Information Security Capability Reference Model

Security themes

Assessment

Governance * Strategy and information * Security risk management
* Security policy * Governance structure
» Security compliance  Information security
advisory
Privacy * Policy, practices and * Data, rules, and objects

controls
Privacy and information
Management strategy

Threat mitigation

Network segmentation and
boundary protection
Vulnerability management

Content checking
Incident management

Transaction and data integrity

Business process transaction
security
Database security

Message protection
Secure storage
Systems integrity

Identity and access
management

Identity proofing
Access control

Identity lifecycle
management

Application security

Systems development life
cycle

Application development
Environment

Physical security

Site management physical

Asset management

Personnel security

Workforce security

Information security
economics

Information security
investment

Consumer choice

we selected six mainstream IS journals from the “Basket of Senior IS Scholars” that
are deemed high quality [36, 37]. The six journals are as follows.

MIS Quarterly

Information Systems Research

Journal of Management Information Systems
Journal of the Association for Information Systems
European Journal of Information Systems
Information Systems Journals

To be included in our review, each journal article must include security or privacy

as a key construct and be relevant to organization security in response to our focus.
In our search for literature, which involved identifying papers on ISec in web of
science core collection using keywords “security” and “privacy,” we found 65 articles
related to ISec in the target journals and the defined years. During the first review, we
removed six articles that were not organization security studies in the actual sense
but only contained references on security concept. Finally, we obtained 59 articles
for in-depth coding.
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2.3 Coding Methods

According to the traditional coding method, we coded each paper’s “author—time,”
“research questions”, “theoretical basis”, “research method”, “research findings and
practical implication”, and “limitation”. Aside from these items, we also coded each
paper as one or more themes of IBM security model suited to our purposes. One
paper may relate to two or more topics. Accordingly, each paper was assessed to
focus on one or more types of objects (i.e., data, human behavior, IS/IT, and busi-
ness processes) and their interaction. The details of coding result are shown in the

appendix.

3 Overview of ISec Research

3.1 Papers Distributions by Journal and Period

Table 2 shows that 59 ISec papers published in the selected journals from January
2014 to 2017 have focused on the organizational security. Except for 2017, published
ISec papers are increasing with years, which shows the importance of ISec research
in the IS field. When journals are considered, JMIS and MISQ are the top two journals
that publish most ISec studies with emphasis on organizational ISec.

3.2 Contribution of ISec Research to Industry Requirements

Figure 1 shows the number of papers for each theme of the IBM ISec model. Most
work of IS research community refers to the “governance” theme, which involves
the development of strategic and compliance programs, mechanism, and structure. In
addition, “personnel security” and “threat mitigation” are the second and third themes
explored. The former mainly considers how to confine and normalize the behaviors
of the insiders and users of organizations to avoid information leakage, whereas the
latter focuses on threat or vulnerability detection and incidence management.

In view of the focus of this review, we are interested in the security concerns and
findings in the process of digitizing businesses. This topic is closer to the “trans-
action and data integrity” and “privacy,” which lack extensive research. We further
counted the number of papers of important and less important themes in each year
and observed the papers’ number change with years, as shown in Fig. 2.

From Fig. 2, although themes including “governance” and “personnel security”
have more relevant papers, papers in both themes decreased with years. Increasing
unimportant theme includes “identity and access management”. Meanwhile, “priva-
cy”, “threat mitigation”, and “information security economics” seem to be increas-
ingly important themes because papers for these themes increased with years (we
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Table 2 The number of papers published by each journal in each year

Target journal | 2014 2015 2016 2017 Total
Information 2 4 4 1 11
systems
research
MIS quarterly |2 5 2 3 12
Journal of 3 4 8 2 17
management
information
systems
European 4 1 4 2 11
journal of
information
systems
Journal of the |1 1 2 0 4
association
for
information
systems
Information 2 2 0 0 4
systems
journals
Total 14 17 20 8 59
60 50
50
40 -
28
30 -
20 18
7 6 8
10 - 4
1 0
o/ M M N m - = - H N
< A N QA - QA Q Q R
& & & & ¢ & & &
2 * &0 & & & & & &
0Q & 2 ,bk\’b ‘o° ~(:b\ & &
© @'7”& bb'b N &> & & goé\ &
R - 0(\,2,0 ’b&z‘) N ] QQ,\ &O"
& S &
& D &
N 6®(‘\\' \(i@
\

Fig. 1 The number of papers located in each theme

only searched papers from 2014 to 2017). “Application and physical security themes”
seem to become farther from the sight of the IS scholars, which may be attributed to
the themes being closer to computer science research topics.
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Fig. 2 The number of papers located in each theme in each year

Finally, “transaction and data integrity” seems to have no rule to identify its
importance. However, when we consider the three months left in 2017, we expected
more related papers would be published. Nevertheless, we can still consider the theme
as an important topic because more than 10% of papers are about this topic.

To sum up, the IS community has contributed more to the following three themes
of IBM ISec model: “governance”, “threat mitigation”, and “personnel security”.
Among these themes, “threat mitigation” has become increasingly important. How-
ever, the other two seem to be excessive studied by ISec scholars. “Privacy” and
“transaction and data integrity” are also worth of emphasis and further analysis.

3.3 Main Theories and Methods Conducted in Each Theme

We also summarized a brief description of the research methods and theories for each
theme. Table 3 shows how varied research in ISec is and how it can be advanced
further. More sociological theories (especially in the “personnel security” theme)
and organizational theories were adopted, and qualitative and quantitative research
methods were used.

4 Research Streams Summary

In this section, we provide a brief overview of each of the articles according to theme
and method of assessment.
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Themes

Theory basis

Methods used

Governance

Persuasion theory; Motivation theory;
Social control theory; Information
foraging theory; Deterrence theory;
Compliance theory; Theory of
knowledge retention; Accountability
theory; Social network analysis;
Habituation Theory; Institutional
theory; Strain theory

Design science; Behavioral
experiment; Modeling; Case study;
Scenario-based survey;

Privacy

Theory of unintended consequences;
Self-control theory; Theory of
planned behavior; Social learning
theory; Mindfulness theory;
Universal philosophical theories of
ethics; Opportunity theory of crime;
Institutional anomie theory; Routine
activity theory; Actor-network theory;
structuration theory; Contextualism;
Selective organizational rule
violations model; Dual-task
interference theory; Justice Theory;
Sanction Theory; context-updating
theory; Organizational control theory;
Reactance theory; Fairness theory;
Extended parallel process model;
Behavioral decision-making;
Traditional monitoring methods;
Expectation confirmation theory;
Technology Threat Avoidance Theory
(TTAT)

A growth mixture model approach;
Functional magnetic resonance
imaging; Grounded theory
Ethnography; Theory development;
Approach development; Interview;
Experiment

Threat
mitigation

K-anonymity framework; regression
tree; Privacy impact assessment;
Selective organizational rule
violations model; Strain Theory;
General deterrence; Expectation
confirmation theory; Theory of
Justice; Psychological Contract
theory; Institutional Theory

Algorithm; Experiment; Approach
development; Theory development;
Grounded theory; Scenario-based
survey; A growth mixture model
approach; Case

Transaction and
data integrity

Persuasion theory; Motivation theory;
Diffusion of innovation; Context
sensitive theory; Coping theory;
Interpersonal deception theory;
Social distance theory; Media
richness theory; Opportunity theory
of crime, Institutional anomie theory;
Institutional theory; Trait theory

Experiment; Modeling; Survey; Data
mining/machine learning; Case study;
Integration-analytics technologies;
Design science; Algorithm

(continued)
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Table 3 (continued)

Themes Theory basis Methods used

Identity and Protection motivation theory(PMT); | Scenario-based survey
access Detection tool impact theory;

management Context-updating theory; Justice

Theory; Sanction Theory; Extended
parallel process model; Behavioral
decision-making; Text mining
technologies; Mindfulness theory;
Expectation confirmation theory;
Psychological contract theory;
Habituation Theory

Application K-anonymity framework; Regression | Functional magnetic resonance
security tree; Cultural dimensions; Migration |imaging

theory; Technology Acceptance
Model (TAM); TTAT; PMT;
Four-factor theory; Leakage theory;
Verbal cues; Static Dynamic
Linguistic; Competence model of
fraud detection; Information
manipulation theory; Criteria-based
content analysis; Scientific content
analysis; Reality monitoring; Channel
expansion theory; Interpersonal
deception theory; Interaction
adaptation theory; Text mining

technologies
Physical PMT; TTAT; Economic theory TAM | Experiment; Case study; Data
security mining/machine learning; Survey;
Algorithm
Personnel Theory of planned behavior; Experiment; Factorial Survey;
Expected utility, deterrence, and Modeling; Survey

ethical work climate theory

4.1 Governance

Organizational ISec governance aims to form a stable management framework, which
includes the mechanisms, processes, and structures by which organizational ISec is
controlled and directed. The governance mechanisms are realized by the development
of and compliance with ISec strategies and policies. Governance processes mainly
include information objective setting and pursuit in the context of social, regulatory,
and market environments. Organizations should focus on security risk management.
Governance structures and principles aim to build bodies that will identify the respon-
sibility of different participants in monitoring and governing organizational security.
Following is a brief discussion of how governance, as applied to ISec, has been
addressed in our selected journals. Most of papers are located in the development
and compliance of strategy and information security policy.
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In terms of strategy and information security policy, D’ Arcy et al. [14] explored
how complicated and unclear ISec requirements cause “security-related stress” to
employees. Bhattacherjee and Park [7] explained the reason for users to move from
client-centric computing to cloud computing. Choudhary and Zhang [13] explored
the impact of a change in the distribution of defect-related costs on a vendor’s release
time and patching strategy under SaaS. Tsohou et al. [57] proposed a framework to
guide designing and implementing ISec awareness programs by considering changes
that happened in an organization. Vance et al. [60] found that users’ perceived
accountability could be increased by the UI design of broad-access systems and
further reduce their intentions to violate access policies. Steinbart et al. [55] focused
on what influences users’ (dis)continuance to adopt security behavior from the UI
design perspective. Johnston et al. [29] explored the effectiveness of an enhanced fear
appeal rhetorical framework using a hypothetical scenario research design involving
three unique threat/behavior pairs that were typical of fear appeal implementations
in practice. Hsu et al. [22] clarified and examined the role of extra-role behaviors and
social controls in organization on ISP effectiveness. Chen and Zahedi [11] investi-
gated the differences in security behaviors between the people from United States
and China on arelatively large scale based on context-sensitive theory. Kimetal. [31]
examined the effect of cultural difference on security concerns on e-transactions. Ji
et al. [27] analyzed a size-based security monitoring policy with and without profil-
ing. Choi et al. [12] developed a model that shows how the recovery measures of firms
influence customer behavior online after data breach. Goode et al. [17] explored how
a breached organization could best determine the optimal level of customer compen-
sation in response to data breach. Jensen et al. [26] developed a new way to conduct
security training given that some employees are used to training based on rules.
Wang et al. [62] suggested that companies should improve employees’ coping adap-
tiveness, which is combined by task-focused coping, emotion-focused coping, and
avoidance coping in the process of phishing email detection. Niemimaa and Niemi-
maa [45] explored the manner in which the best practice of IT service provider of
information security system can be converted into contextualized practices. Khansa
et al. [30] investigated the cyberloafing behavior of employees and its antecedents
after an announcement of formal organizational controls.

In terms of security compliance, some scholars focus on the organizational level
and others pay more attention to individual level. As to the former, Wall et al. [61]
introduced a selective organizational rule violation model into organizational privacy
and security contexts and proposed a selective organizational information privacy and
security violation model. Sen and Borle [50] examined some public policies, such
as public disclosure of vulnerabilities, IT security investment, and data breach laws,
which would influence the data breach risk for a state and for organizations within
an industry. Parks et al. [47] introduced a theoretical framework that explains the
process by which the intended and unintended consequences of implementing privacy
safeguards impact organizational privacy compliance. Angst et al. [3] examined
whether the way of regulation rule adoption (i.e., symbolic and substantive) had
a moderation effect on the relationship between IT security investments and follow-
up data security breaches. Lee et al. [35] investigated how firm security would be
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influenced by a government’s standard, especially with verifiable and unverifiable
controls on security.

For the individuals’ compliance to ISP, Li et al. [36, 37] identified extrinsic and
intrinsic motivation for users’ compliance to internet use policy (IUP). Moody (2015)
proposed a new integrated model to understand the motivations for employees to
accept new ISPs and react negatively against them. Sojer et al. [53] explored drivers
of unethical programming behavior in individuals. Chatterjee et al. [10] developed a
considerably thorough model to understand unethical IT use from different perspec-
tives of individual, philosophy, sociology, economics, and technology. Boss et al. [9]
extensively reviewed protection motivation theory (PMT) and its conventional prac-
tice in ISec research to identify opportunities for potential theoretical and method-
ological improvements on which to build this literature. Lowry et al. [42] explained
the behavior of employees to blame organizations and even retaliate against them
upon being informed of enhanced ISPs. Hu et al. [23] examined why individuals
intentionally violate ISPs via a new paradigm with event-related potentials (ERPs).
Posey et al. [48] researched the effect of insiders’ organizational commitment levels
on threat coping behavior and considered the interconnection of threat and coping
appraisal via perceived response cost. Foth [16] explored the factors influencing the
intention to comply with data protection in hospitals. Warkentin et al. [65] examined
what insiders experience neurologically when faced with fear appeals. Jenkins et al.
[25] conducted a behavioral experiment using fMRI and found that alerts in personal
computing should be bounded in their presentation, which would cause interruptions
to users and make them disregard the alert. Anderson et al. [1] examined the way of
habituation to security warning development in the brain through fMRI. Anderson
et al. [2] used a type of cognitive neuroscience method called Neuro IS to explore
user response to security messages. Johnston et al. [28] identified key factors to
explain employees’ intention to violate ISPs from the perspectives of disposition
and situation.

In terms of security risk management, Wang et al. [63, 64] characterized and
distinguished different IS threats in terms of their risk characteristics and further
explored the relation of risk characteristics to public searches for information on IS
threats. Wright et al. [69] explored why certain influence techniques are especially
dangerous when used in phishing attacks. Vance et al. [59] explored an accurate
security risk perception measurement and its relationship with security behavior.
Oetzel and Spiekermann [46] adopted a privacy impact assessment method to con-
sider privacy issues systematically. Kim and Kim [32] examined how developers of
security software learn from managing malware problems. August et al. [4] devel-
oped an understanding of how a software vendor approaches the versioning problem
and how consumers separate across product variants to diversify security risk when
both software as a service (SaaS) and on-premise versions are available. Mitra and
Ransbotham [43] explored the relationship between two types of information dis-
closure (i.e., full and limited) and the diffusion of ISec attacks. Wang et al. [63, 64]
showed how application risk from illegal access of insiders could be foreseen through
application characteristics. Han et al. [19] investigated the critical antecedents that
motivate students to comply immediately with messages from campus emergency
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notification systems. Zahedi et al. [71] explained how user’s reliance on detection
tools is influenced by the performance and cost of the tools. Guo et al. [18] explored
the propagation process of malware with a structural risk model. Wolff [68] found
that defenses could cause the opposite effect, which exposes the protected systems
to new and unpredicted vulnerabilities in the context of complex computer systems.
Hui et al. [24] examined whether deterring distributed denial-of-service (DDOS)
attacks could be decreased by implementing convention on cybercrime.

4.2 Personnel Security

Personnel security relates to the workforce of an organization. Assessment factors
include awareness training, code of conduct, and employment life cycle management.
The issue of ethics in security varies from behavioral research to building a network
infrastructure. Personnel plays an important role in establishing and maintaining ISec
within an organization. Unless IT usage is frequently trained and security awareness
and organizational code of conduct are promoted, personnel can inadvertently intro-
duce threats into the organization.

In terms of the external threat targeted on employees, Wright et al. [69] explored
why certain influence techniques are especially dangerous when used in phishing
attacks to employees. Ho et al. [21] demonstrated the use of different language—ac-
tion cues of deceivers in different contexts. Wang et al. [63, 64] characterized and
distinguished different IS threats in terms of their risk characteristics and further
explored how risk characteristics related to public searches for information on IS
threats.

In terms of the violation behavior, Sojer et al. [53] explored what drove unethical
programming behavior in individuals. Chatterjee et al. [10] developed a consider-
ably thorough model that illustrates unethical IT use from different perspectives of
individual, philosophy, sociology, economics, and technology. Hu et al. [23] exam-
ined why individuals intentionally violate ISPs through a new paradigm with ERPs.
Liang et al. [40] examined and validated several characteristics of malicious insiders
noted in the extant literature. D’ Arcy et al. explored how complicated and unclear
ISec [14] requirements could cause “security-related stress” to employees. Johnston
et al. [28] identified key factors to explain employees’ intention to violate ISPs,
considering disposition and situation. Foth [16] explored the factors that influence
employees’ intention to comply with data protection in hospitals. Li et al. [36, 37]
identified extrinsic and intrinsic motivation for users’ compliance to IUP. Lowry and
Moody [41] suggested a new integrated model to understand employees’ motivations
to accept new ISPs and react negatively against them. Lowry et al. [42] explained the
behavior of employees to blame organizations and even retaliate against when they
are informed about enhanced ISPs. Anderson et al. [1, 2] used Neuro IS, a type of
cognitive neuroscience method, to explore user response to the security messages.
Anderson et al. [1] used fMRI to examine how habituation to security warnings devel-
ops in the brain. Jenkins et al. [25] conducted a behavioral experiment to explain why
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individuals would disregard alerts in personal computing. Khansa et al. [30] investi-
gated employees’ cyberloafing behavior and its antecedents after an announcement
of formal organizational controls.

In terms of the coping mechanisms, Twyman et al. [58] proposed an autonomous
scientifically controlled screening system and examined its detection function on
individuals’ purposely hidden information. Hsu et al. [22] clarified and examined
the importance of extra-role behaviors and social controls in employees’ compli-
ance to organizational ISP. Johnston et al. [29] explored the effectiveness of an
enhanced fear appeal rhetorical framework eliciting a compliance response signif-
icantly greater than that produced by contemporary usage of fear appeals. Vance
et al. [60] found that the perceived accountability of users could be heightened by
the UI design of broad-access systems and further reduced their intentions to vio-
late access policies. Wang et al. [63, 64] showed how to foresee applications’ risk
from illegal access of insiders through the applications’ characteristics. Tsohou et al.
[57] proposed a framework to help security managers design and implement ISec
awareness programs by treating security awareness as a change process. Posey et al.
[48] investigated the effect of organizational commitment levels of insiders on threat
coping behavior, considering the interconnection of threat and coping appraisal via
perceived response cost. Warkentin et al. [65] examined the neurological experience
of insiders when faced with fear appeals. Steinbart et al. [55] focused on what influ-
ences users’ (dis)continuance of adopting security behavior from the perspective of
UI design. Wang et al. [62] examined the coping response mechanism of employees
in the process of phishing email detection.

4.3 Threat Mitigation

Threat mitigation is concerned with network segmentation (e.g., network security
infrastructure, intrusion detection, and remote access), vulnerability management
(e.g., scanning, patching, and standard operating procedures), content checking (e.g.,
data filtering and virus protection), and incident management issues (e.g., forensics
and event correlation). Related reviewed papers are summarized as follows.

In terms of vulnerability management, Wright et al. [69] explored why certain
influence techniques are especially dangerous when used in phishing attacks, which
helped identify this type of vulnerability. Guo et al. [18] explored the propagation
process of malware using a structural risk model. Sen and Borle [50] examined some
public policies, such as public disclosure of vulnerabilities, IT security investment,
and data breach laws, would influence the data breach risk for a state and for orga-
nizations within an industry. Chen and Zahedi [11] considered the effect of cultural
difference on security behaviors based on context-sensitive theory. Li et al. [36, 37]
found that organizational justice and personal ethics are two effective levers to mit-
igate the risk of violation of IUP. Wang et al. [62] suggested that emotion-focused
coping of employees and avoidance coping in phishing email coping will cause vul-
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nerability. Jenkins et al. [25] found that alerts pervasive in personal computing will
create vulnerability if they are not bounded in their presentation.

In terms of content checking, Zahedi et al. [71] explained how user’s reliance on
detection tools is influenced by their performance and cost. Ho et al. [21] demon-
strated that deceivers would use different language—action cues in different contexts.
Siering et al. [51] derived different linguistic and content-based cues that were used
as input for various fraud detection classifiers. Li et al. [38] developed advanced text
mining techniques to analyze multilingual textual traces in underground economy
and identify key international underground economy sellers. Liang et al. [40] exam-
ined and validated several characteristics, which could be used to identify malicious
insiders.

In terms of incident management, Goode et al. [ 17] explored how a breached orga-
nization could best determine the optimal level of customer compensation in response
to data breach, which is about incident management. Choi et al. [12] developed a
model to show how firms’ recovery measures influence customers’ behavior online
after data breach. Angst et al. [3] examined whether the manner in which regulation
rules were adopted (i.e., symbolic and substantive) had a moderation effect on the
relationship between IT security investments and follow-up data security breaches.
Jensen et al. [26] found that participants who received mindfulness training could
better avoid the phishing attack that those who did not. Mitra and Ransbotham [43]
explored the relationship between two types of information disclosure (i.e., full and
limited) and the diffusion of ISec attacks.

4.4 1Sec Economics

Some scholars have argued that the focus of IT security management is shifting from
what is technically possible to what is economically efficient. ISec economics refers
to using economic theory in handling ISec decisions, such as the ISec investment
and consumer choice. The former is about how an organization makes decision on
ISec investment based on the return and loss without investment. The latter explores
how transaction security can be enhanced from the economics perspective to increase
the transaction intention of consumers. Related reviewed papers are summarized as
follows.

Lee et al. [35] investigated how firm security would be influenced by a gov-
ernment’s standard, especially when verifiable and unverifiable controls on security
concerns are available. August et al. [4] explained how a software vendor approaches
the versioning problem and how consumers separate across product variants to diver-
sify security risk when both SaaS and on-premises versions are available. Choudhary
and Zhang [13] explored the impact of a change in the distribution of defect-related
costs on the release time of vendors and patching strategy under SaaS. Sen and Borle
[50] examined some public policies (e.g., public disclosure of vulnerabilities, IT
security investment, and data breach laws) that would influence the data breach risk
for a state and for organizations within an industry. Ji et al. [27] analyzed a size-based



Information Security Research Challenges in the Process ... 95

security monitoring policy with and without profiling. Jensen et al. [26] developed a
novel security training method given that some employees are used to training based
on rules. Goode et al. [17] studied how a breached organization could best determine
the optimal level of customer compensation in response to data breach.

4.5 Privacy

In this study, information privacy is assigned to the area of using privileged informa-
tion with malicious intent, which includes the following parts: (1) Policy, practices,
and controls. This part includes development of taxonomies, as well as rule defini-
tions, impact assessments, and awareness and training: (2) Privacy and information
management strategy. This assessment includes description of privacy information
strategies, requirements, and compliance processes, as well as incident response
situations: (3) Data, rules, and objects. This part includes the development of clas-
sification and/or business process models. Related reviewed papers are summarized
as follows.

Li and Sarkar [39] proposed a dynamic value-concatenation method for data
privacy protection and data quality preservation for application. Oetzel and Spiek-
ermann [46] adopted a privacy impact assessment method in considering privacy
issues systematically. Wall et al. [61] introduced a selective organizational rule vio-
lation model into the contexts of organizational privacy and security. Parks et al.
[47] evaluated the intended and unintended consequences of implementing privacy
safeguards and their impacts on organizational privacy compliance. Goode et al. [17]
investigated how a breached organization could best determine the optimal level of
customer compensation in response to data breach. Choi et al. [12] developed a model
showing how firms’ recovery measures influence customers’ behavior online after
data breach. Angst et al. [3] examined whether symbolic and substantive adoption
would moderate the effect that IT security investments had on reducing the incidence
of data security breaches over time.

4.6 Transaction and Data Integrity

Transaction and data integrity is concerned with business process transaction security
(e.g., fraud detection and transaction security), database security (e.g., configuration
and control), message protection (e.g., encryption and message security), secure
storage (e.g., data storage, archiving, retrieval, and destruction), and system integrity
(e.g., secure system management and business continuity planning). Six papers we
reviewed have been identified as the following.

Li and Sarkar [39] proposed a dynamic value-concatenation method that could
protect data privacy while preserving data quality for application. Kim et al. [31]
indicated that cultural difference is an important element in designing e-commerce
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websites and security protection for multinational companies for a worldwide audi-
ence. Bhattacherjee and Park [7] explained why users move from client-centric com-
puting to cloud computing. Herath et al. [20] explored users’ intention to adopt
an email authentication service. Siering et al. [51] derived different linguistic and
content-based cues used as input for various fraud detection classifiers, which helped
identify the fraud. Li et al. [38] developed advanced text mining techniques to identify
the key sellers in Cyber Carding Community.

4.7 Identity and Access Management

This part includes identity proofing through background screening and alternative
methods of credential management. Identity access management focuses on identify-
ing users, protecting confidential information from unauthorized users, and providing
authorized users secure and controlled access to resources. Related reviewed papers
are summarized as follows.

Steinbart et al. [55] showed that poor performance (login failures) of identity
authentication resulted in discontinuance of a secure behavior and the adoption of
less-secure behaviors. Vance et al. [60] found that the perceived accountability of
users could be increased by the Ul design of broad-access systems and further reduced
their intentions to violate access policies. RoBnagel et al. [40] examined whether
individuals would like to pay when using federated identity management. Herath
et al. [20] investigated users’ intention to adopt an email authentication service.

4.8 Application Security

An application security assessment entails code review, secure coding practices,
and secure policies and procedures to manage SDLC (Systems Development Life
Cycle). Preventing a security error is generally less costly than fixing it once it occurs.
SDLC includes procedures that ensure security throughout its process. In papers we
reviewed, only one pertained to application security. Sojer et al. [53] explored the
drivers of unethical programming behavior by individuals in the processes of systems
development.

4.9 Physical Security

Security is not an issue that can exclusively be handled with software. Require-
ment for physical barriers exists as well. Physical security describes the measures
taken to protect facilities from potential attackers. In the IBM model, two topics are
considered, namely, site management and physical asset management. No reviewed
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papers have discussed this theme, which can be explained that this topic related to
other disciplines. Furthermore, other physical security concerns will emerge with
the development of artificial intelligence. [oTs will force various intelligent devices,
which may expose organizations to new vulnerabilities. For this reason, we retained
this theme in our discussion.

5 Recommendations

To some extent, the identification of research streams based on IBM security model
can help us learn about the relationship of ISec research and industry requirements.
However, the next steps for industry and research communities still need further study.
Thus, on the basis of existing literature, we focused on four objects in organizations,
namely, data, human behavior, business processes, and IT/IS, as shown in Fig. 3.
From the dynamic view, we considered the interaction between two objects. An
organization can make policies to manage each flow to minimize security risk. Based
on this framework, some main findings in existing research are summarized, and the
recommendations for industry and research communities are discussed and provided.

We will explain each object and then consider the flow or interaction between
them. First, we define data as the core object in the process of business digitization and
therefrom ISec management. Data of organizations include the internal and external
data that mainly originate from two sources, namely, human behavior related and
business processes related, such HER of patients [33], online customer behavior
data [12], and organizational operation and financial data [35]. Organizations should
consider using which type of IS/IT to record, store, transfer, and protect data while
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Fig. 3 Proposed ISec research framework in the process of business digitization
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restraining human behavior (insiders and consumers) and encrypting the business
process to protect data security; thus, these three objects are considered as another
three objects.

Determining the I'T/IS that supports and accomplishes the business process (e.g.,
OA, ERP, and CRM) with the IT/IS protection security (e.g., firewall technology,
intrusion detection system, proxy servers, and virtual private networking) is neces-
sary. The former is the infrastructure of digital businesses, and its vulnerability raises
new threats to organizations [43]. Hence, the latter is designed and deployed to pro-
tect the former. Data are flowing in the system, and insiders should follow standard
system usage.

Two main types of human behavior are considered by organizations, namely,
insiders and consumers (users). The former is considered among the greatest threats
to organizational ISec [42]. Insiders’ violation to ISPs has caused great loss to organi-
zations, and consumers’ insecurity behavior also expose organizations to the threats.
Moreover, consumer behavior will generate the data collected and analyzed by orga-
nizations to make managerial decisions, which is the main component of digital
businesses. However, the illegal usage of collected behavioral data is an increasing
concern for consumers.

With regard to the business processes considered as the core object in this study, we
adopted the definition from Wikipedia, “Business process is a collection of related,
structured activities or tasks that produce a specific service or product (serve a par-
ticular goal) for a particular customer or customers.” This definition is closer to
that of operational processes rather than the management and supporting processes.
Operational processes are the core business and realize the primary value stream,
such as opening an account in a bank after taking orders from customers. However,
management processes, which mainly include “corporate governance” and “strate-
gic management” govern systems operation. Supporting processes include health
and safety, accounting, recruitment, call center, and technical support.

The development of organizational business process management (BPM) involves
three stages. The first stage started with advances in the data-driven methods. In this
stage, data storage and retrieval technologies have made great progress. Most of the
IS was developed with data-modeling method; thus, BPM had to adapt to the system
neglecting business processes. BPM reached the second stage with the emergence
of various enterprise resource planning software in the 1990s, when the business-
process-oriented management system increasingly dominated the market. In the third
stage, e-businesses, which benefitted from the development of internet technologies,
realized the automated business processes across organizations. This automated pro-
cess created a platform that integrated sellers and buyers online and promoted col-
laboration and integration of people, systems, processes, and information within and
across enterprises.

Currently, some newly emerged information technologies, such as cloud comput-
ing, social network, mobile technology, and big data analytics, are reforming BPM.
For example, cloud computing technology has significantly increased the computing
power of companies with low cost and has eliminated the restraint of location. Social
media and smartphones have produced new channels for organizations to reach their
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Table 4 Summary of recommendations for information security research
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Directions Suggestions for Suggestions for Related themes in
researchers organizations IBM security model
Interaction between 1. Before data breach, | 1. Watching out for Governance;

data and human
behavior

how to encourage
compliance from the
perspective of
positive employee

2. After data breach,
how to conduct
repair strategy

the side effect of
enhanced ISPs

2. Balance between
compensation and
over-compensation

Personnel security;
Privacy

Interaction between
human behavior and
IT/IS

1. For employees:
emotions’ effect on
unethical IT usage
behavior

1. Pay more attention
to users’ emotional
management

2. Balance between

Governance;
Personnel security;
Threat mitigation;
Identity and Access

2. For consumers: security protection | management
dual effect of IT/IS measures and
used for security interference
protection on
transaction behavior
Interaction between 1. Data analytics 1. More IT security Governance;

IT/IS and business
process

technologies used
for business fraud
detection

2. Information
security economics
used for security
investment
researches

investment doesn’t
mean more security,
especially in
complex system

Application security;
Physical security;
Information security
economics

Interaction between
business process and
data

1. How to jump out of
the dilemma:
privacy protection
and personalized
service

2. How to choose a
suitable data view:
right or commodity

1. New data analytics
method need to be
developed

2. Cross-order
transaction should
consider the
different privacy
view hold by two
trading parties

Governance;
Transaction and data
integrity

customers. Various customer data collected through these channels have led to a sig-
nificant growth in business analytics based on big data technologies, which can help
managers to make effective managerial decisions and serve their customers well.
To sum up, business processes must reconsider its relationship with IT/IS and
data. In the following, we proposed four directions by examining the interactions
between different objects to identify the potential research opportunity for subse-
quent researchers and provide some suggestions to industry community based on 59

reviewed papers in this chapter (Table 4).
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5.1 Interaction Between Data and Human Behavior

For the interaction between data and human behavior, data generation based on
consumer behavior and data protection conducted by employees are two important
themes to consider. For data generation, consumers worry about data security and they
may give up accepting services especially when they do not believe the organization.
Kohli and Tan [33] claimed that patients’ privacy calculus may impact their EHR data
sharing. Failure to protect consumer data and prevent privacy breaches can cause great
damage to the reputation and finances of a company [46]. Considering the leaked
behavior of organizations, except for organizational malicious leaked behavior, Wall
etal. [61] demonstrated that organizations intentionally choose to violate users’ data
security protection rules required by the government to decrease the excessive cost of
safety protection. With the increasing cases of privacy breach, some researchers have
begun to explore how a breached organization can decide on customer compensation
after a data breach and retain their consumers [12, 17].

For data protection, employees’ compliance to ISPs has been an extremely popular
topic. Among the 59 papers we reviewed, 28 papers have referred to this topic [9, 14,
16, 22, 28-30, 36, 37, 40, 41, 48, 57, 62, 65]. Data breach resulting from insiders’
security policy violation behavior can be seen as the unintentional leaked behavior
of organizations. Although organizations often develop various policies to restrain
employees’ behavior [16], most of the security losses are caused by such behavior.

5.1.1 Suggestions for Researchers and Organizations

Before data breach: Paying attention to the side effect of enhanced ISPs

ISPs can significantly improve organizational security situation. However,
researchers are increasingly realizing that excessive ISPs has brought “security-
related stress” to employees [14]; thus, employees react negatively and even retaliate
against the organization by intentionally violating enhanced ISPs [41, 42]. Some
scholars have explored solutions to this phenomenon. Balozian and Leidner [6]
argued that well-justified security additions are useful to improve employees’ attitude
to enhanced ISPs. Hsu et al. [22] suggested that the extra-role behavior of employ-
ees should be emphasized and that social control from colleagues can complement
the formal ISPs of organizations. Researchers have set an inappropriate assumption
about negative employees. Organizations keep increasing their ISPs because they
think that employees often attempt to violate policies. On the basis of the effect of
enhanced ISPs, researchers can eliminate this assumption and explore how to encour-
age employees’ compliance to ISPs from the perspective of positive employees.
Organizations should be careful in introducing new ISPs by using suitable methods.
Employees will be irritated and react negatively if managers ignore their rights and
freedoms as humans when introducing potentially freedom-restricting policies [41].
Respect and fairness are two basic factors that organizations should show to employ-



Information Security Research Challenges in the Process ... 101

ees [42]. If necessary, providing sufficient justification of the enhanced policies is
suggested.

After data breach: more attention to repair strategies

When data breach happens, organizations have to respond to it even if a great dam-
age has already occurred. Existing service failure literature has shown that effective
repair strategies play an important role in retaining consumers and improving their
repurchase intention. Therefore, exploring effective repair strategies after data breach
is necessary. In our reviewed papers, only two papers have focused on this question
[12, 17]. Based on Sony’s data breach case, Goode et al. [17] presented an adapted
model to explain customer responses to a data breach recovery action. Organizations
should provide compensation depending on breach severity; however, overcompen-
sation is not a good idea. With the advent of social media, researchers have been
interested in exploring how customers spread comments (positive and negative) in
their social network after data security breaches and how spreading of data breach
will influence organizational compensation packages and outcomes.

5.2 Interaction Between Human Behavior and IT/IS

With regard to the interaction between human behavior and IT/IS, we initially con-
sidered the security concerns in the process of IT/IS usage. In this perspective, we
identified the unethical IT usage behavior in the literature. Four reviewed papers
discussed this topic [10, 30, 53, 55]. However, IT/IS can be also regarded as tools to
be used to detect malicious user behavior and monitor employees’ behavior. In this
perspective, developing a detection system has been a popular research topic [21,
23, 58], including UI design [1, 2, 55, 60]. In addition, Neuro IS technologies are
increasingly adopted by IS scholars [1, 2, 25].

How to adopt countermeasures according to different unethical IT/IS usage
behaviors?

To decrease the vulnerability of organizational IS, taking effective measures is nec-
essary to respond to different unethical behaviors of employees. Unethical IT usage
behavior is complex, and Chatterjee et al. [10] found that it would be influenced
by a wide range of individual, philosophical, social, economic, and technological
factors. Three different unethical IT usage behaviors, namely, malicious, intentional
but not malicious, and unintentional, are identified to address unethical IT usage
behavior effectively. For unintentional unethical IT usage behavior, enhancing user’s
risk awareness of their behavior by SETA programs is necessary [57]. For example,
cyberloafing behavior of employees is arepresentative type of behavior; it exposes the
organization to internet threats. Khansa et al. [30] found that cyberloafing behavior
is mainly influenced by past tendencies to cyberloaf and others’ influence. Organi-
zations can significantly decrease this behavior by adopting formal controls (e.g.,
penalty). Steinbart et al. [55] also found that employees’ habits on technology usage
in daily life would carry over to the workplace, which shows the importance of secu-
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rity awareness training. For intentional but not malicious unethical IT usage behavior,
sanctions are more effective [10]. For example, for unethical programming behavior
as a representative of this type of behavior, Sojer et al. [53] explored its drivers and
encouraged firms to prevent it by informing developers of its negative consequences.
Finally, for malicious unethical IT usage behavior, identifying and minimizing it by
security training or sanction controls is difficult, especially when users pretend to
follow organizational ISPs. To address these problems, some scholars have attempted
to develop or adopt different IT/IS to detect this behavior. This topic is discussed as
follows.

How to develop/adopt IT/IS to deal with security concerns related to human
behavior?

The perspective of IT/IS as infrastructure supporting business process has changed to
IT/IS as tools identifying insecurity behavior or enhancing security behavior inten-
tion. For example, Twyman et al. [58] proposed autonomous scientifically controlled
screening systems that can detect information hidden by individuals. Hu et al. [23]
proposed a new paradigm based on event-related potentials that can be used to iden-
tify individual violations of ISPs based on their self-control difference. Moreover,
Ho et al. [21] found that specific language—action cues influenced by context can be
used to identify computer-mediated deception. In addition, Neuro IS technologies,
such as fMRI and eye movement-based memory, have been adopted by scholars to
learn individuals’ real intention based on their physiological change when exposed to
security risk or warning/alerts of organizations [1, 2, 25, 59]. Aside from using I'T/IS
to identify insecurity behavior, UI design is developed to help users continue to adopt
security behavior [55] and not to violate access policies [60]. This complementary
measure is suggested because it can target repetition suppression in users’ brain, such
as the polymorphic warning, which can elicit positive effect in milliseconds without
additional cost [1].

5.2.1 Suggestions for Researchers and Organizations

For employees: effect of emotions on unethical IT usage behavior

Most of the existing studies are from the perspective of rational behavior, which
is based on PMT [9, 48] and deterrence theory [16, 25] without fully considering
the emotion of individuals, such as rage, anger, and despair. However, an increas-
ing number of scholars have realized that the emotional state of individuals is an
important foundation for them to make rational decisions. Formal sanctions will be
effective for individuals who perceive low to moderate level of anger, but neither
formal nor informal sanctions will lose efficacy on individuals who perceive high
level of anger. Willison and Warkentin [67] indicated that a new stream of research
for the IS security field is to examine the relationship between emotions and deter-
rence. For example, will organizational injustice result in negative emotions or will
this emotion further influence individuals’ unethical IT usage behavior as revenge
[42]7 Do emotions moderate the effect of threat of sanctions on unethical IT usage



Information Security Research Challenges in the Process ... 103

behavior or does the extent of emotions play different roles? Organizations should
pay more attention to employees’ emotion management to ensure the efficacy of the
ISPs, especially with sanctions.

For consumers: dual effect of IT/IS used for security protection on transaction behav-
ior

Although enhanced security protection for consumers is adopted by organizations,
unexpected results are identified. Kim et al. [31] found that perceived effectiveness of
web assurance seal services (WASS) from organizations would influence the trans-
action intention of American consumers. Steinbart et al. [55] claimed that UI design
in mobile paradigm would influence login success rates, which would further result
in consumers’ discontinuance of a secure behavior. When consumers feel that their
consumption is interrupted by over-security measures, they may become impatient
and discontinue shopping. Jenkins et al. [25] conducted behavioral experiment using
fMRI and found that the presentation of alerts should be carefully controlled because
the timing of interruptions strongly influences alert disregard. To sum up, existing
research actually requires a balance between IT/IS used for security protection and
interference brought by these I'T/IS. Although security protection is beneficial to con-
sumers, consumers may still perceive disturbance by excessive and fussy authentica-
tion. This phenomenon can be explained by the “dual-task interference” (Anderson
et al. [1], which indicates that multitasking is difficult for people. Consumers find
it difficult to shop while passing security validation. Thus, designing some IT/IS to
protect consumers’ security with least interference is challenging. In addition, new
IT may bring more complexity to manage consumers’ security behavior. For exam-
ple, since the emergence of mobile technology, more consumers use mobile devices
to shop instead of their computers. However, security policies effective on desktop
computing paradigm will not work in the mobile paradigm [2].

5.3 Interaction Between IT/IS and Business Process

New emerging I'T/IS will be adopted to support business processes at the cost of new
channels of vulnerabilities to be exposed to security threat, such as cloud computing
[7]. However, new business processes or models based on new IT/IS also trigger new
types of attacks, such as business fraud [51], phishing [62, 69], malware propagation
[18], and underground economy sellers [38], which urge matched I'T/IS investment
to provide security protection.

5.3.1 For New IT/IS-Enabled Business Process

Security concerns emerge mainly depending on the characteristics of new business
processes or models. Based on reviewed papers, we show different security concerns
that occur in different I'T/IS-enabled business processes. The first is about the cloud
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computing service. Cloud service can provide users with universal access to cloud-
hosted resources and processing power with low cost [7]. However, the cloud service
provider will easily attract and receive denser attacks from hackers. For example,
SaaS is a type of business application of cloud computing. August et al. [4] pointed
out that the SaaS versioning of software has relatively higher directed risk than the
traditional on-premises version because one vulnerability of the SaaS is letting a
malicious attacker affect many organizations using this SaaS all at once. Second, for
crowdfunding platforms that provide possibility for project realization even with lack
of fund, their drawback is the rising risk of fraud related to the project campaigns
prevalent on these open online services. Given that project founders often only have
project ideas without the actual product during the funding period, judging the legit-
imacy of the project is difficult [51]. Third, for underground economy, such as Cyber
Carding Community, the development of internet technologies and illegal business
application of internet also call for solutions. In addition, cross-border e-commerce
websites can realize the transaction among different countries online, which greatly
reshapes the international business model. However, the cultural differences should
be considered to design website authentication in this context. Kim et al. [31] found
that the effectiveness of WASS influences transaction intention of US consumers
but not Korean consumers. Email has become a daily used business communication
software. However, email phishing attack has caused great loss to organizations [62].
Herath et al. [20] explored how to increase the adoption of an email authentication
service by controlling this risk to organizations. Finally, malware propagation is also
one top security challenge in business processes [18].

5.3.2 For Security Investment on IT/IS for New Business Process

New business processes emerging with new I'T/IS expose organizations to new secu-
rity risk. Therefore, organizations must adopt enhanced or targeted security protec-
tion measures. One important topic in this part is organizational security investment
decision on IT/IS. When considering security investment, rules of the government
will have some restraints on organizational decisions. Angst et al. [3] found that the
effectiveness of IT security investments would be weakened by symbolic adoption
of government rules and further increase the risk of data breach in business pro-
cesses. The notion of buying more (and even more expensive) defense technologies
and systems is held by many organizations. Companies think that the quantity of
security protection technologies will increasingly improve their security of business
processes. However, Wolff (68) claimed that more is not always better, especially in
defending a complex system. New and unpredictable vulnerabilities will be produced
by interactions among different components of system and defense mechanisms.
Adding defenses to this type of complex system can actually undermine its security.
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5.3.3 Suggestions for Researchers and Organizations

Data analytics technologies used for business fraud detection

IT/IS-enabled business processes show all types of new security threats faced by
organizations, especially business fraud detection. To fill this gap, data analytics tech-
nologies should be adopted. In our reviewed papers, some scholars have attempted
to pioneer. For example, data mining method was adopted by Siering et al. [51]
to detect the fraudulent behavior on a crowdfunding platform. Results showed that
different linguistic and content-based cues can be used to identify fraud in business
processes. Li et al. [38] also developed a novel system using advanced text mining
techniques to analyze multilingual textual traces in the underground economy and
further identify key sellers. Guo et al. [18] conducted an analysis on the propagation
process of malware with social network data. As suggested by Li et al. [38], the
question of how to use hacker community data to inform cybersecurity intelligence
remains open as hackers increasingly congregate in their communities. Leveraging
social media analytics to probe into business fraud awaits further exploration.

ISec economics used for security investment research

Based on the above discussion on security investment of organizations, one important
potential research direction is the perverse effects of security investment. Although,
taxonomy for the sources of different perverse effects in security has been proposed
by Wolff [68], several questions have been opened. What types of defenses cause
these effects in practice and why? What is best action to avoid or counteract them?
Future research in this area can further elaborate Woff’s understanding of when and
why perverse effects arise in defending computer systems in business processes and
how they may be most effectively mitigated. Organizations’ new security investment
to protect IT/IS should be reviewed not only for their individual impact but also for
their interactions with other system components and usability features.

5.3.4 Interaction Between Business Process and Data

The final and most important type of interaction we considered is the interaction
between business process and data. This interaction produces at least two themes.
One is the data-driven business process, and the other is data generation and protection
in business processes.

5.3.5 For Data-Driven Business Processes: A Dilemma

With data increasingly used for managerial decision, traditional business processes,
such as product design, marketing, and customer management, have been reshaped by
data and reached the digital business. However, data-driven business processes also
bring new challenges to organizations. One important topic is how to keep the balance
between privacy protection and personalized service based on analysis of personal
data. For example, recommended systems are adopted by an increasing number of
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companies to analyze the demand of customers and then recommend goods or service
to customers. However, whether consumers will feel invaded when they received the
recommendation has been one difficult question to answer. Privacy-related paradox
has been noticed by some scholars [5, 34, 54, 56], that is, organizations face a dilemma
where consumers want to share the benefit of data-driven recommendation but not
willing to share their data because of privacy concerns.

5.3.6 For Data Protection in Business Process: Illegal Data Usage
and Data Breach

Based on the dilemma discussed above, data-driven business processes have the
potential orientation to privacy invasion. For organizations, all types of data pro-
tection technologies are required to be deployed to increase consumers’ trust and
respond to government rules [31]. The effectiveness of IT investment has been dis-
cussed in the part of “interaction between I'T/IS and business processes.” Similarly,
if data breach is detected, organizations also need to provide compensation to con-
sumers, as mentioned in the first type of interaction. In this part, we discuss the effect
of business decision on data sharing with the restraint of government rules. For exam-
ple, Mitra and Ransbotham [43] focused on organizational decision on information
disclosure of vulnerability and found that full disclosure would lead to greater risk
than limited disclosure. Furthermore, Sen and Borle [50] found that the risk of data
breach would be significantly influenced by the strictness of laws on data breach
disclosure. Moreover, when adopting the commercial perspective of the concept of
privacy, privacy will be seen as a type of goods to be traded [54]. For example, when
considering the data transforming healthcare, privacy calculus is argued to influence
patients’ data sharing [33].

5.3.7 Suggestions for researchers and organizations

How to jump out of the dilemma. Innovation on data analytics method

The above discussion on data-driven business processes show the dilemma orga-
nizations face. Potential solution still needs to be determined from data analytics
itself. For example, regression tree is a type of data analytics method but it can
also be used as a tool for mining personal information, such as regression attacks
[39]. To address this problem, Li and Sarkar [39] developed a new dynamic value-
concatenation method approach. This approach can ensure the quality of data while
avoiding privacy infringement. Therefore, this type of data analytics methods should
be further studied although it may take a long for researchers. This type of method
will encourage customers to share their data without worrying about privacy and
then share the benefit from the personalized service.

How to choose a suitable data view: Effect of cultural difference on privacy concerns
in business process
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Privacy calculus is another way to deal with the organizational dilemma because
organizations can buy the personal data when consumers accept the notion of privacy
as goods. Thus, an increasing number of scholars has been interested in privacy
calculus to some extent. However, one underlying question is whether considering
cultural difference is reasonable and applicable. This topic is meaningful with the
development of cross-border e-commerce and cross-national companies, especially
in the management discipline. Smith et al. [54] summarized two value-based privacy
views, namely, privacy as a right and privacy as a commodity, and presented the
dissonance between US and European privacy laws. Europe tends to see privacy as
more of a property right by consumers compared with the US. When cross-border
transaction occurs between countries in Europe and the US, problems may emerge
without fully considering the cultural difference. Therefore, further research, which
focuses on this question and explores guidelines for organizations, is suggested.

6 Limitations

First, although we have explained that we made a conscious decision to prioritize
quality over quantity, we only considered six journals. Thus, more journals are
encouraged to be considered. Second, although we analyzed each paper carefully
according to the assessment of IBM themes, some subjective assignments are admit-
ted to be inevitable. Moreover, the security model of IBM selected as the representa-
tive of industry requirement may ignore some ISec themes or consider other themes
(e.g., physical security) that are closer to other disciplines, such as computer science.
Hence, determining a suitable security model of industry is encouraged. In addition,
we only considered four types of interaction of the four objects because of their rela-
tive importance. Other types of interaction also deserve consideration, especially the
interaction among three of four objects. Finally, given that big data analytics have
developed mainly in the past five years, we only reviewed papers published from
2014. However, expanding the term of our review is also encouraged.

7 Summary and Conclusions

In this chapter, we reviewed ISec research published in MISQ, ISR, JMIS, JAIS,
EJIS, and ISJ from 2014 to 2107 and coded each paper into one or more themes
of IBM security model. Then, we evaluated the relationship between ISec academic
research and ISec industry requirement. Some increasingly popular themes, such as
privacy, threat mitigation, and transaction and data integrity, for IS researchers were
specified, and four objects related to ISec in organizations were identified. By further
coding each paper into one or more objects, we considered the interaction between
two objects. Based on each type of interaction, some suggestions for IS researchers
and organizations were provided. Based on the topic of this book chapter, we strongly
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recommend that researchers and organizations pay more attention to the interaction
between IT/IS and business processes, and interaction between business processes
and data. Both these interactions represent the process of business digitization, from
which some security topics are worth to be further explored, especially in the digital

cra.
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