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Preface

A decade ago, the National Cancer Institute (NCI) launched a new program
called the Physical Science-Oncology Network (PS-ON; https://physics.
cancer.gov) in order to broadly support the integration of physical sciences
perspectives and theories in cancer research using new and perhaps nontradi-
tional approaches.

The overarching theme of the PS-ON program, which is to explore and
uncover the physics and physical sciences principles underlying cancer-
relevant perturbations, remains virtually unexplored and not understood. The
physical principles and laws that define the behavior of matter are profoundly
important in developing an understanding of the initiation and evolution of
cancer at all length scales (i.e., submolecular, molecular, cellular, tissues,
organisms, and populations). The goal is to unravel the complicated and
multifaceted cancer disease process through the application of approaches
from the physical sciences that are traditionally used to comprehend complex
problems. There remained an opportunity to bring principles and approaches
to bear from physics and engineering to cancer research. Embracing novel
tool and technology development from the physical sciences into biology
has therefore become a new challenge to many physical scientists and a new
adaptation by many biologists.

Biomechanics represents an extremely important branch of the physical
sciences. In the mid-1960s, Professor Y.C. Fung pioneered his vision for ap-
plications of traditional engineering mechanics and techniques to medicine,
physiology, and biology, which was a beginning era of biomechanics. Over
the past several decades, biomechanics has already grown into a mature
discipline in engineering and physical sciences. Investigators in the field of
biomechanics have recently had a vested interest in conducting transdisci-
plinary research in physical sciences-oncology. In 2012, the United States
National Committee on Biomechanics (USNCB) sponsored its national
Frontiers Symposium and, for the first time, focused on “Mechanics in
Oncology,” chaired by Cheng Dong from Penn State, Fan Yuan from Duke,
and Lance Munn from MGH/Harvard (http://usncb.org/frontiers). This series
of symposia and workshops of Bioengineering in Oncology has become
a sustained event at the Biomedical Engineering Society (BMES) annual
conferences.

This is certainly an exciting time to be studying Biomechanics in On-
cology. To maintain a vision on the horizon of where the biomechanics
in oncology field will need to go, we brought several leading scientists
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vi Preface

to contribute to this book that is centered on discussing our emerging
challenges and identifying context for the current state of biomechanics in
oncology. Most importantly, this book highlights the aspects of biomechanics
at different biological length scales, from inside and outside the cancer
cell as well as in the circulation, all in the context of tumor initiation,
progression and metastasis, and treatment. Many of the challenges in study-
ing biomechanics in oncology have been tempered by the development of
novel technologies for imaging and precisely measuring and quantifying
cellular and extracellular mechanical forces. The book also discusses those
technological approaches for studying biomechanics in oncology. In every
aspect of biomechanics, it critically evaluates where we are and where we
need to be to understand the significance and impact of mechanics in the
context of cancer.

This book is most appropriate for anyone who wants to keep abreast of this
new, converging field and the ever-changing applications since Professor Y.C.
Fung started in the mid-1960s. We hope you enjoy this book highlighting
the latest and greatest in biomechanics, and we look forward to your
contributions to the future of Biomechanics in Oncology.

University Park, PA, USA Cheng Dong
Rockville, MD, USA Nastaran Zahir
Baltimore, MD, USA Konstantinos Konstantopoulos
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1The National Cancer Institute
Investment in Biomechanics
in Oncology Research

Anthony Dickherber, Shannon K. Hughes, and Nastaran Zahir

Abstract

The qualitative description of tumors feeling
stiffer than surrounding normal tissue has
been long appreciated in the clinical setting.
These empirical observations have been
corroborated by the precise measurement and
characterization of mechanical properties of
cancerous tissues. Much of the advancement
in our understanding of mechanics in oncol-
ogy has been enabled by the development
of innovative technologies designed to probe
cells and tissues as well as integrative software
analysis tools that facilitate biological
interpretation and generation of testable
hypotheses. While some mechanics in
oncology research has been investigator-
initiated and supported by the National
Cancer Institute (NCI), several NCI programs
described herein have helped to foster the
growth of the burgeoning field. Programs
highlighted in this chapter include Innovative
Molecular Analysis Technologies (IMAT),

A. Dickherber
Center for Strategic Scientific Initiatives, National Cancer
Institute, National Institutes of Health, Bethesda, MD,
USA

S. K. Hughes · N. Zahir (�)
Division of Cancer Biology, National Cancer Institute,
National Institutes of Health, Rockville, MD, USA
e-mail: nas.zahir@nih.gov

Physical Sciences–Oncology Network (PS-
ON), Tumor Microenvironment Network
(TMEN), Integrative Cancer Biology Program
(ICBP), and the Cancer Systems Biology
Consortium (CSBC). This chapter showcases
the scientific contributions of these programs
to the field of biomechanics in oncology.

Keywords
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What is biomechanics in oncology? It is indeed
a broad field, encompassing the study of how
mechanical properties of cells and tissues are
altered during cancer progression and the dy-
namic, multi-scale feedback loop where these
changes synergize with other physical and chem-
ical factors to impact cancer cells and the tumor
microenvironment. Mechanics is an important
contributing factor during all stages of tumor pro-
gression, including initiation, migration, metasta-
sis, plasticity, treatment response, dormancy, and
recurrence.

© Springer Nature Switzerland AG 2018
C. Dong et al. (eds.), Biomechanics in Oncology, Advances in Experimental Medicine
and Biology 1092, https://doi.org/10.1007/978-3-319-95294-9_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95294-9_1&domain=pdf
mailto:nas.zahir@nih.gov
https://doi.org/10.1007/978-3-319-95294-9_1


2 A. Dickherber et al.

The qualitative description of tumors feeling
stiffer than surrounding normal tissue has been
long appreciated in the clinical setting. These
empirical observations have been corroborated
by the precise measurement and characterization
of mechanical properties of cancerous tissues.
Much of the advancement in our understanding
of mechanics in oncology has been enabled
by the development of innovative technologies
designed to probe cells and tissues as well as
integrative software analysis tools that facilitate
biological interpretation and generation of
testable hypotheses. While some mechanics in
oncology research has been investigator-initiated
and supported by the National Cancer Institute
(NCI), several NCI programs described herein
have helped to foster the growth of the burgeon-
ing field. Programs highlighted in this chapter
include Innovative Molecular Analysis Tech-
nologies (IMAT), Physical Sciences-Oncology
Network (PS-ON), Tumor Microenvironment
Network (TMEN), Integrative Cancer Biology
Program (ICBP), and the Cancer Systems
Biology Consortium (CSBC). This chapter show-
cases the scientific contributions of these pro-
grams to the field of biomechanics in oncology.

1.1 Innovative Molecular
Analysis Technologies
Program

Scientific research is simultaneously enabled
and limited by the tools available for exploring
compelling questions. The potential for progress
and the associated rate of discovery for any
given field is often reliant on the development
of new and better-suited technologies to pursue
these questions. This is especially true for
cancer research given the complexity of cancer
biology and our ever-expanding appreciation
for the broad diversity of cellular features
and biological constituents that contribute to
its development and progression. The NCI
employs a variety of funding mechanisms for
spurring development of new technologies,
and the strategy for this broadly evolves with
the ever-changing landscape of both science

and technology. Since 1999, the NCI has
maintained the Innovative Molecular Analysis
Technologies (IMAT) program for supporting
highly innovative technology concepts relevant to
the full breadth of the cancer research spectrum.

The IMAT program is focused on supporting
the development of highly innovative technolo-
gies that promise new capabilities for probing,
targeting, or otherwise assessing molecular and
cellular aspects of cancer biology. Tools for eval-
uating the mechanical properties that distinguish
cancer cells from non-cancer cells and how the
mechanical properties of those cells and of sur-
rounding tissue affect tumor progression are all
well within the scope of the program’s interest.
The breadth of the competitive landscape for
IMAT awards and the program’s longevity allows
the program itself to serve as a useful window
into how the NCI has considered contributing to
advances in mechanobiology.

Applications specifically proposing to inves-
tigate mechanobiology features of cancer were
received by the program as early as 2006, with
the first award given in 2008 to develop a new
optical technique to study the architecture of
extracellular matrices [1, 2]. The development
of the optics associated with this project led
to the integration of quantitative fluorescence
lifetime imaging microscopy (FLIM) and second
harmonics generation (SHG) for label-free, non-
invasive metabolite imaging of tumor-associated
macrophages in the intact tumor microenviron-
ment [3]. IMAT also supported the development
of a high-throughput ballistic injection nanorhe-
ology platform to quantitatively measure intra-
cellular mechanical properties by particle track-
ing methods [4].

Consistent with other fields of technology
development and cancer research, a great deal
of interest and growing excitement exists for
more appropriately recapitulating and modeling
the complexity of different tumor microenviron-
ments (TME). Applications to develop imag-
ing or other mechanical probing capabilities for
rheological assessment of the TME, and more
recently to leverage emerging materials and tech-
niques to more accurately model the TME in
vitro, have grown significantly in the last several
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years. There is also growing interest in advancing
our capabilities to detect and track cancer pro-
gression and response to treatment by evaluating
cells collected from blood, also known as liquid
biopsies. The ability to rheologically assess indi-
vidual cells, often in addition to other techniques
(e.g., size or cell surface marker labeling), has
also seen substantial growth. The need and the
enthusiasm by the cancer research community for
such tools suggest further technology develop-
ment may occur in this area.

The IMAT portfolio includes tools for direct
interrogation of cell plasticity and deformabil-
ity as well as the mechanics of cell migration
through tissue. The biology of individual cells
continues to hold many unknowns, and periph-
eral advancements in single-cell analysis (e.g.,
single-cell whole-genome and transcription anal-
ysis) suggests that more appropriate tools for
integrating the rheological assessment to provide
a more complete understanding of cell biology
will continue to be needed. It is reasonable to
anticipate that better tools will be needed to
study cellular migration mechanisms for at least
two reasons: first, as cancer research advances to
offer a more accurate accounting of the TME,
better tools will be needed to study invasive
tumor cell migration in those environments; and
second, exciting new capabilities for conscripting
a patient’s immune system to fight the disease
will require a better appreciation of native and en-
gineered immune cell migration into and through
solid tumors and any treatment resistance mech-
anisms employed by cancer cells.

The IMAT program has supported ten distinct
technologies through 2017 that offer new
assessment capabilities for the field of cancer
mechanobiology. The overall growth trend and
enthusiasm for such applications within the
IMAT program suggest that this will continue to
serve as a useful window into tracking evolving
interests and NCI priorities in this field.

1.2 Physical Sciences – Oncology
Network Program

Recognizing the importance of the broad area
of convergence in physical sciences in cancer
research, in 2009 the NCI launched the Physical
Sciences in Oncology Initiative to foster the inte-
gration of physical sciences perspectives and ap-
proaches in cancer research [5]. One area of em-
phasis the initiative supports is the study of phys-
ical laws and principles of cancer, notably how
physical properties spanning length scales from
subcellular to tissue level can be integrated with
the molecular and genetic understanding of can-
cer to generate a more comprehensive view of the
complex and dynamic multi-scale interactions
of the tumor-host system. Techniques from the
physical sciences are used to measure physical
properties of single cells, discrete multicellular
structures, and tissues. These measurements are
being integrated with orthogonal data using high-
dimensional analysis and computational model-
ing approaches. PS-ON research is being con-
ducted via both multi-project Physical Sciences-
Oncology Centers (PS-OCs) and single Physical
Sciences-Oncology Projects (PS-OPs). An im-
portant element of the PS-OCs is the education
and outreach component that focuses on training
the next generation of transdisciplinary cancer
researchers who bring physical sciences perspec-
tives (including mechanobiology) into basic can-
cer biology and oncology. Moreover, the PS-
ON awards have funds to support trans-network
projects that may be used to advance novel,
collaborative studies related to biomechanics in
oncology.

Since 2009, the PS-ON program has
supported research in this broad area of cancer
mechanobiology to over 20 transdisciplinary
research teams spanning more than ten US insti-
tutions. This section will describe the research
advances in cancer mechanobiology that were
made with support from the PS-ON program.
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1.2.1 Cornell University

The Cornell University PS-OC examines the
multi-scale biological and physical (structural,
mechanical, and solute transport) mechanisms
regulating tumor metabolism and function. They
test the physical mechanisms by which the
microenvironment regulates tumor metabolism
and how obesity affects this interplay, investigate
the role of altered metabolism and the physical
microenvironment in modulating the biogenesis
and function of microvesicles, and evaluate the
integrated effects of physical and metabolic
constraints on tumor cell migration and invasion.

Cornell University PS-OC researchers
recently showed that cancer cells with high
levels of chromosome instability can withstand
migration through small, 1 μm constrictions due
to more efficient repair of the nuclear membrane
via activation of the STING pathway [6]. A
mechanistic computational model was developed
to predict the ability of cells to pass through
small constrictions and thresholds for nuclear
envelope rupture [7]. The model parameterizes
actin contraction and cytosolic back pressure,
and the nucleus is modeled as an elastic shell
nuclear envelope with poroelastic material for the
nucleoplasm and recapitulated nuclear envelope
rupture found in experimental models of cancer
cell migration [8]. If cancer cells are deficient in
nuclear structural proteins lamins A and C, then
they experience increased shear stress-induced
apoptosis and are not as proficient at surviving
the circulation during metastasis [9].

TGF-β-induced epithelial-to-mesenchymal
transition of basal-like breast cancer cells
resulted in more deformable nuclei that facilitate
cell migration through constrictions and metas-
tasis [10]. In this study, a computational motor-
clutch model of cellular tractions suggests that
this is due to larger numbers of both myosin II
motors and integrin-mediated adhesion clutches.
The shift to where the clutch strength matches
that of the motors results in slower actin flow, en-
hanced cell spreading, and higher traction forces,
which was experimentally observed in breast
cancer cells with increased metastatic potential.

Cancer cells in fibrotic tumors characterized
by collagenous stroma often have increased sur-
face expression of α5β1 integrin, which is a
fibronectin receptor [11]. Fibronectin being im-
portant for collagen cross-linking is an important
signaling factor for downstream PI3K-dependent
invasion. The nonlinear elasticity of the 3D fi-
brous extracellular matrix was shown to permit
a positive feedback loop where cells pulling on
collagen locally align and stiffen the matrix, and
stiffer matrices promote greater cell force gener-
ation [12]. Also, cell force transmission distance
increases with the degree of strain-induced fiber
alignment and stiffening of the collagen matrices.
Obesity was shown to play a role in increased
fibrotic remodeling in breast cancer patient sam-
ples, and caloric restriction in obese mouse mod-
els resulted in decreased tissue fibrosis [13].
Early matrix stiffening is attributed in part to a
stiffer fibronectin matrix and increased molecular
unfolding of fibronectin that is secreted by pre-
adipocytic stromal cells [14].

1.2.2 Johns Hopkins University

The Johns Hopkins University PS-OC develops
an integrated approach for an in-depth under-
standing of the physical and chemical cues me-
diating local cancer cell invasion from the hy-
poxic primary tumor to distant organs, through
single and collective invasion into the extracellu-
lar matrix (ECM) and confined migration along
narrow tracks, which represent early steps in the
metastatic cascade. They are testing the hypoth-
esis that the physical microenvironment induces
a signaling cascade of events that transforms
collective to single-cell invasion, which may be
facilitated by hypoxia-induced ECM remodeling.
And they want to understand which forces are
critical for the collective migration of tumor
cells, whether the forces are passive (elastic and
adhesive forces), frictional (resistance to cells
sliding past one another and cells sliding across
a substrate), active (protrusive and contractile
forces), and traction forces upon the underlying
or surrounding ECM.
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Johns Hopkins University PS-OC team mem-
bers showed that cancer-associated fibroblasts
(CAFs) are mechanically active cells in the tumor
microenvironment that regulate vascular growth.
Using a 3D experimental model of vasculogen-
esis, it was shown that breast CAFs increased
vascularization compared to normal breast fi-
broblasts by generating significantly larger de-
formations in the matrix [15]. By blocking sev-
eral soluble factors, they demonstrated that the
CAF-supported vessel growth is not completely
attenuated, thereby demonstrating that the CAF-
mediated mechanical activity is an important
contributor as well.

Cell invasion and motility were modeled by a
mechanochemical computational model specifi-
cally to study cell invasion from tumor clusters.
The nonlinear mechanical properties of the ECM
were shown to augment cell contractility, thereby
providing the driving force for invasion [16].
Key findings of the model, which were corrobo-
rated experimentally in a 3D collagen melanoma
model, were a biphasic relationship between the
invasiveness and the matrix concentration. These
data suggest that cancer cells have a context-
dependent optimal stiffness for efficient migra-
tory function in a context-dependent manner.
Further, collective invasion was shown to be in-
duced by anisotropic contractile stresses exerted
on the ECM [17]. The fibrosarcoma cells in this
study displayed highly aligned and elongated
morphology at spheroid peripheries, which was
shown to depend on β1 integrin-mediated cell
adhesion and myosin II and ROCK-based cell
contractility.

Aberrant nuclear morphology in cancer cells
could be dictated by the pressure difference
across the nuclear envelope, which is influenced
by changes in cell volume and regulated by actin
filaments and microtubules [18]. The osmotic
pressure across the nuclear envelope is unequal
due to its high concentration of genetic material
and nuclear chromatin. A theoretical model
demonstrates that when a cell is attached and
spread on a substrate, the osmotic pressure
inside the nucleus is larger than that of the
cytoplasm, and the nucleus is inflated as opposed
to becoming buckled and invaginating laterally.

It was estimated that microtubules can apply a
compressive force on the nucleus on the order of
10–100 Pa. A perinuclear actin cap that has been
observed in polarized cells can exert tension on
the apical surface of the nucleus [19].

Mechanical properties of cancer cells impor-
tant for cell motility work in concert with their
metabolic phenotype. Higher levels of glycolysis
were shown to promote increased rates of cy-
toskeletal remodeling, greater traction forces, and
faster cell migration [20]. These enhancements
could be blocked by inhibiting glycolysis, but not
by blocking mitochondrial ATP synthesis. The
energy dependence of cancer cells on aerobic
glycolysis rather than oxidative phosphorylation
suggests that ATP localization with sites of ac-
tive cytoskeletal remodeling is necessary for cell
motility. Moreover, intratumoral hypoxia which
promotes HIF production leads to cell and matrix
contraction, focal adhesion formation, and breast
cancer cell motility via phosphorylation of MLC,
FAK, Rho, and ROCK [21].

1.2.3 Massachusetts Institute
of Technology and The
Methodist Hospital Research
Institute

The PS-OCs at both the Methodist Hospital Re-
search Institute and Massachusetts Institute of
Technology use integrated analysis of patient
and animal tumor models to understand physi-
cal factors in tumor architecture that influence
heterogeneous drug distribution and the resulting
biology. Mathematical models of abnormal in-
terstitial fluid flow and the associated interstitial
fluid pressure which mediates vascularized tumor
growth demonstrate negative effects on the trans-
port of therapeutic agents during chemotherapy
[22]. Also, to better understand the emergence of
drug resistance, a key factor under consideration
is local drug concentrations within the tumor
microenvironment, which has been shown to play
a significant role in disease progression [23].

The development of high-throughput tech-
nologies to measure functional, phenotypic
alterations in blood circulating tumor cells is
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a promising area due to the paucity of predictive
genetic biomarkers for many cancers. At the
Massachusetts Institute of Technology PS-OC,
they have developed a novel cantilever capable
of measuring mass accumulation by shifts in
resonance frequency that has been engineered
and utilized to predict drug response [24].
Results indicated that cancer cells with reduced
mass accumulation rates upon drug treatment
predict drug sensitivity to targeted therapy. A
modification to the cantilever whereby a 6-μm
wide constriction is integrated into the 20-μm
wide device allows for characterizing differences
in deformability between tumor cells and blood
cells, based on the duration of their passage
through the constriction [25]. Cell types with
metastatic potential are capable of transiting
through the constriction at higher velocity,
perhaps suggesting that the reduced friction
associated with higher transit velocity may be
a factor in cancer cell invasion through tight
spaces [26].

1.2.4 University of Minnesota

The University of Minnesota PS-OC integrates
modeling and experiments to investigate the
molecular mechanics of cell migration and how
the tumor microenvironment regulates disease
progression as a function of the underlying
cancer genomics. In a biophysical model for cell
migration, it was shown that the survival of high-
grade glioma patients is biphasically correlated
with cell surface expression levels of CD44 [27].
CD44 is being explored as a potential molecular
clutch that mediates cell migration, whereby cells
with intermediate levels of CD44 exhibit the
fastest migration rates and could be best suited
for anti-CD44 therapy. It was also demonstrated
both computationally and experimentally that
many cell types are most migratory on an
optimum stiffness, which is dictated by the
number of active molecular motors (e.g., f-actin)
and clutches (e.g., integrins) [28]. Further studies
of forces exhibited during single-cell migration
showed that force anisotropy is predominant in
cancer cells that exhibit directional persistence

when migrating along aligned matrix fibers
[29]. The force anisotropy, which is the ratio
of forces along the direction of cell alignment
to the orthogonal direction, is associated with
an increased number of larger and longer focal
adhesions in the direction of matrix alignment.

1.2.5 Northwestern University

One focus area of the PS-OC at Northwestern
University seeks to analyze the variation in chro-
matin structure—from the fiber level to chromo-
somes to the whole cell nucleus—using phys-
ical science-based tools such as spectroscopic
imaging in combination with state-of-the-art cell
biological approaches. The nucleus, often mea-
sured as the stiffest organelle in the cell, is also
frequently abnormally shaped in cancer cells.
In vivo the cell nucleus resists and responds to
mechanical forces. When stretched, the nucleus
exhibits buckling transitions, both in microma-
nipulation experiments where single nuclei are
stretched with a micropipette and computational
models that simulate the nucleus as a biopoly-
meric shell [30]. The model indicates that when
extended beyond the initial linear elastic regime,
the shell undergoes a hysteretic, temperature-
dependent buckling transition. Furthermore, the
nucleus appears to lack shape relaxation, imply-
ing that nuclear shape in spread cells does not
store elastic energy and that dissipative rather
than static cellular stresses deform the nucleus. It
is suggested that nuclear shape changes occur at
constant surface area and volume [31]. Finally, it
has also been demonstrated that the rigidity of the
cell nucleus is dictated by chromosome histone
modification state, whereby increasing euchro-
matin or decreasing heterochromatin resulted in
softer nuclei and nuclear blebbing [32].

1.2.6 University of Pennsylvania

The University of Pennsylvania PS-OC tests
the hypothesis that intra-tumor heterogeneity
can arise from physical properties of mi-
croenvironments and that mutations might
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also be caused directly by physical properties
of microenvironments to drive cancer. They
are examining the physical biology of liver
cancer cell membranes and how membrane
biophysics affects cell signaling and how nuclear
deformation impacts DNA stability in cancer
cells. Based on current measurements for tissues,
meta-analysis of genomics demonstrates that
cancers originating in stiff tissues, such as the
lung and skin, display 30-fold higher somatic
mutation rates compared to cancers originating
in soft tissues, such as the marrow and brain [33].
The nucleus when modeled as an elastic-fluid
system, with chromatin as the elastic component
and a fluid component that can be squeezed out
when the nucleus is deformed, can predict that
the fluid extraction is sufficient to account for the
extent of DNA damage and genomic variation
observed experimentally in controlled migration
through constrictions [34, 35].

1.2.7 University of Maryland

A project at the University of Maryland, which
also has partial support from the NCI IMAT
program, has developed a microscopy technique,
Brillouin spectroscopy, that interrogates mechan-
ical properties of material via light scattering
[36]. This technique based on flow cytometry
methods is a label-free, non-contact, and nonin-
vasive approach to characterize cell stiffness at a
throughput of nearly 200 cells/h. Several regions
can be measured within each cell as they flow
through, including the nucleus. There is sufficient
sensitivity of the imaging approach to detect
changes in nuclear stiffness after treatment of
cells with a histone deacetylase inhibitor which
causes chromatin decondensation.

1.2.8 Georgia Institute
of Technology

The Georgia Institute of Technology project
uses mechanics-based methods for analyzing
T-cell receptor-peptide-major histocompatibility
complex interactions. They found melanomas

to substantially alter the force-dependent T-
cell receptor-peptide-major histocompatibility
complex bond durability [37]. T cells can
use mechanical forces to amplify antigen dis-
crimination. T-cell receptors bind immobilized
ligands and are subject to mechanical forces,
unlike receptors for soluble agonists. Therefore,
signaling by T-cell receptors can be modulated or
triggered by force. The study of T-cell mechano-
immunology could shed new insight into cancer-
immune stroma interactions.

1.2.9 Harvard School of Public
Health

At the Harvard School of Public Health, a project
is being pursued to derive data from a com-
prehensive suite of novel experimental probes—
cellular motions, traction stresses, intercellular
stresses, and cellular shapes—that are critically
examined through the lens of a novel quantitative
theory of cell jamming. The cell jamming theory
suggests an opposing view from the conventional
wisdom that adhesion molecules tether a cell to
its immediate neighbors and thus impede cellular
migration. In the mechanistic theory of cell-
cell interaction, cell shape in an epithelial layer
becomes less elongated and less variable as the
layer becomes more jammed [38]. In a jammed
state, a collection of cells is rigid like a solid,
and in an unjammed state, the collective flows
like a liquid. These theoretical frameworks are
being tested in conjunction with our knowledge
of the cell-cell adhesions to better understand
cell migration in development, cancer, and other
diseases such as asthma.

1.3 Other NCI-Supported
Programs and Grants

In addition to IMAT and the PS-ON, other NCI-
sponsored programs have supported the field of
biomechanics in oncology. For example, the Tu-
mor Microenvironment Network (TMEN) which
was established by the NCI in 2006 to encour-
age fundamental research on the tumor microen-



8 A. Dickherber et al.

vironment focused on the role of the human
microenvironment to generate a comprehensive
understanding of stromal composition in normal
and cancer tissues and how the stroma affects tu-
mor initiation, progression, and metastasis. Sim-
ilarly, the NCI Integrative Cancer Biology Pro-
gram (2004–2015) supported integrated experi-
mental and mathematical modeling approaches
to understanding cell migration and invasion, key
cell properties underlying cancer metastasis.

During the duration of each program, a
few of the supported groups incorporated
mechanobiology into their studies. In a landmark
paper supported by the TMEN program, it was
found that in breast tumors, malignant cells
actively modulate the mechanical properties of
the ECM through secretion of enzymes such
as lysyl oxidase [39], a protein that mediates
collagen cross-linking. This study provided
in vivo support to earlier work suggesting
that collagen cross-linking and alignment
increased local invasion and might contribute
to metastatic spread [40]. Subsequently, research
supported both by TMEN and by traditional
NCI investigator-initiated research grants,
demonstrated that the alignment of collagen
fibers within and surrounding a breast tumor
is a robust biomarker indicative of poor disease-
specific and disease-free survival [41]. Recent
work initiated within the PS-ON program
using engineered tissues demonstrated that
strain generated through cell-cell interaction
appears to dictate the dynamics and extent of
extracellular matrix alignment across a range of
breast cancer models [42]. Studying mechanical
behavior using engineered systems allows for
careful investigation of the timescale of matrix
reorganization, which at approximately 6 h
appears to occur significantly faster than the
time required to induce collective migration
(∼12 h), suggesting that alignment is a precursor
of cell migration [42]. Alignment of extracellular
matrix and the ensuing alteration of matrix
stiffness can modulate the inside-out signaling
of integrin engagement, with increased stiffness-
associated stabilization of the vinculin-talin-actin
structure leading to PI3K-mediated PI(3,4,5)P3

accumulation and Akt activation, thus promoting
tumor cell survival and invasion [43].

TMEN investigators showed that in addition
to promoting invasive behavior, very rigid mi-
croenvironments, such as the bone, can modulate
gene expression in metastatic cancer cells pro-
moting osteolysis and conditioning the metastatic
niche for colonization and outgrowth [44, 45].
The mechanical properties of common sites of
metastasis [46] have been linked to maintenance
of dormancy [47] and drug resistance [48], sug-
gesting that studies not accounting for the bio-
physical properties of the metastatic microenvi-
ronment may miss important predictors of dis-
ease progression.

Due to the multi-scale complexity of cancer
mechanobiology, computational modeling
approaches are needed to provide a better
understanding about how mechanics affects
molecules, cells, and tissues at differing
biological scales. By the mid-1990s, predictive
mathematical models of cell migration in two
dimensions were well-developed and generally
included terms accounting for generation of the
cellular forces through integrin engagement
required to propel cells forward on uniform
surfaces or on those with gradients of ligand
[49, 50]. Expanding these models to three
dimensions, in work supported by the NCI
Integrative Cancer Biology Program, required
consideration of the multivariate nature of the
microenvironment, including how the mechanics
of the microenvironment are modulated by
tumor cells [51]. A true understanding of how
the mechanical microenvironment modulates
cell migration and invasion requires a multi-
scale modeling approach, the details of which
have been extensively reviewed elsewhere by
NCI-supported investigators [52]. In recent
work completed by investigators within the
NCI Cancer Systems Biology Consortium
(CSBC), it was suggested that feedback
mechanisms initiated through engagement of
integrin receptors in response to dynamic and
differential mechanical cues within the tumor
microenvironment may underlie aspects of
intratumoral heterogeneity and contribute to
phenotypic plasticity [53].
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1.4 Conclusion

Biomechanics in oncology is multi-scale from
the level of single molecules and proteins to the
cellular and tissue scales. The NCI demonstrates
its interest in supporting the mechanobiology
field in the context of cancer through continued
support of the IMAT, PS-ON, and other targeted
programs. Importantly, the NCI is supporting the
field through investment in investigator-initiated
projects as well. Support for the field across the
NIH in general is also demonstrated through the
incorporation of investigators with expertise in
mechanobiology serving as grant reviewers on
NIH study sections. Currently, there are a few
study sections that have mechanics included in
their keywords which describe the grants that
they review. This is another step toward the
general support of the field of mechanobiology.

The NCI recognizes the importance of clearly
delineating the role of mechanics in the patho-
genesis and progression of cancer. Further devel-
opment of innovative technologies to probe, im-
age, and precisely measure the mechanical prop-
erties of cells and tissues at different length scales
will aid in the ability to expand the exploration
of the mechanisms by which mechanics affects
cancer processes. As the field of mechanobiology
in cancer continues to grow, it will be important
to integrate findings across multiple biological
length scales using computational modeling ap-
proaches and novel experimental platforms.
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Abstract

We review the current understanding of the
mechanics of DNA and DNA-protein com-
plexes, from scales of base pairs up to whole
chromosomes. Mechanics of the double helix
as revealed by single-molecule experiments
will be described, with an emphasis on the
role of polymer statistical mechanics. We will
then discuss how topological constraints—
entanglement and supercoiling—impact
physical and mechanical responses. Models
for protein–DNA interactions, including
effects on polymer properties of DNA of
DNA-bending proteins will be described,
relevant to behavior of protein–DNA
complexes in vivo. We also discuss control
of DNA entanglement topology by DNA-
lengthwise-compaction machinery acting in
concert with topoisomerases. Finally, the
chapter will conclude with a discussion
of relevance of several aspects of physical
properties of DNA and chromatin to oncology.
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2.1 Overview of DNA Mechanics
and Nuclear Function

Over the past several decades our understand-
ing of the cell has become increasingly based
on the concept of “molecular machines” that
groups of enzymes associate together to accom-
plish specific tasks. In many cases, these enzyme
machines perform “mechanical” functions, for
example, transporters that actively push a specific
“cargo” across a cell membrane. Many of the
most impressive examples of active biomolecular
machines are found in the cell nucleus, where
very highly processive enzyme motors are in-
volved in transcription, replication, and repair
of double helix DNA molecules. Given that the
DNAs in human cells are on the order of centime-
ters in length, the physical properties of DNA
are essential to understanding how cell nuclear
machinery operates. Proper regulation of DNA
transcription, replication, and repair is essential
to controlling cell behavior and development, and
dysfunction of these processes is the root of many
genetic diseases including many cancers.
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The mechanics of DNA and DNA–protein
complexes (notably chromatin, i.e., strings
of nucleosomes formed on DNA as occur in
eukaryote chromosomes) affects many different
aspects of nuclear function. For example, the
flexibility of DNA and its modification by
DNA-binding proteins affects how DNA bends
and fluctuates, and therefore the probabilities
and rates at which DNA sequences along the
same molecule can “meet”: this meeting of
distant sequences occurs when distant sequences
regulate genes. In some cases, it is known
that gene activation repositions genes in the
nucleus, another process which is affected on
DNA mechanics. Homologous-sequence-based
DNA repair depends on the transport together
of sequence-matching DNA segments from
different homologous chromosomes, a process
which is still only partially understood, but
which undoubtedly depends on DNA mechanics.
Perhaps most impressive is the process by which
chromosomal DNAs are replicated, and then
the duplicated sister chromatids are physically
and topologically separated from one another,
culminating in mitosis and cell division, perhaps
the most mechanically impressive feat carried
out by eukaryote cells.

This chapter will focus on the mechanics
of DNA and DNA–protein structures, focusing
on the behavior of the double helix at scales
from base pairs up to whole chromosomes.
As might be expected, different force scales
and descriptions are relevant at microscopic
(few nanometer [nm]/single-molecular) and
at mesoscopic (micron[μm]/chromosome-cell
nucleus) scales. We will begin by focusing on
the microscopic scales, discussing mechanics of
the double helix as revealed by single-molecule
biophysics experiments; we will then discuss
how the topological properties of DNA impact
its thermodynamics and mechanics. We will then
discuss how proteins which bind to DNA can
change its mechanical properties, which is the
situation we find in vivo and in particular in chro-
mosomes throughout the cell cycle. Finally we
will conclude with a very brief summary of the
chapter and a very brief discussion of relevance
of DNA and chromatin mechanics to cancer.

Before launching into quantitative aspects of
DNA mechanics, we begin with a few words

about DNA chemical structure (Fig. 2.1) and ba-
sic physical properties. DNA molecules in cells
are found in double helix form, consisting of
two long polymer chains wrapped around one
another, with complementary chemical structures
(Fig. 2.1b). The double helix encodes genetic
information through the sequence of chemical
groups—the bases adenine, thymine, guanine,
and cytosine (A, T, G, and C). Corresponding
bases on the two chains in a double helix bind one
another according to the complementary base-
pairing rules A=T and G≡C. These rules follow
from the chemical structures of the bases, which
permit two hydrogen bonds to form between A
and T (indicated by =), versus three that form be-
tween G and C (indicated by ≡). Each base pair
has a chemical weight of about 600 Daltons (Da).
The presence of the two complementary copies
along the two polynucleotide chains in the dou-
ble helix provides redundant storage of genetic
information and also facilitates DNA replication,
via the use of each chain as a template for as-
sembly of a new complementary polynucleotide
chain.

Inside the double helix, the two polynu-
cleotide strands wrap around one another,
forming a structure which has on average about
0.34 nm of helix length (“rise”) per base pair,
and with one helix repeat per 10.5 base pairs
(a good scale to keep in mind is that there are
approximately three base pairs per nm along
the double helix axis). Now, double helix DNAs
in vivo are long polymers: the chromosome of
the bacteriophage (a virus that infects E. coli
bacteria) is 48,502 base pairs (bp) or about 16 μm
in length; the E. coli bacterial chromosome is
4.6 × 106 bp (4.6 Mb) or about 1.5 mm long;
small E. coli “plasmid” DNA molecules used in
genetic engineering are typically 2–10 kb (0.7–
3 μm) in length; and the larger chromosomal
DNAs in human cell nuclei are roughly 200 Mb
or a few cm in length.

A key physical feature of DNA that should
be kept in mind is that in physiological aqueous
solution (e.g., under conditions similar to those
found in the human cell nucleus: 150 mM of
univalent cations, predominantly K+; 1 mM of
Mg2+; pH 7.5) the phosphates along the back-
bones (see Fig. 2.1a; shown as the dark groups in
Fig. 2.1b) are ionized, giving the double helix a
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Fig. 2.1 DNA double helix structure. (a) Chemical
structure of one DNA chain, showing the deoxyribose
sugars (note numbered carbons) and charged phosphates
along the backbone, and the attached bases (A, T, G,
and C following the 5 to 3 direction from top to bot-
tom). (b) Space-filling diagram of the double helix. Two
complementary-sequence strands as in (a) noncovalently
bind together via base-pairing and stacking interactions,
and coil around one another to form a regular helix.

The two strands can be seen to have directed chemical
structures, and are oppositely directed. Note the different
sizes of the major (M) and minor (m) grooves, and the
negatively charged phosphates along the backbones (dark
groups). The helix repeat is 3.6 nm, and the DNA cross-
sectional diameter is 2 nm. Image reproduced from [1]. (c)
Molecular-dynamics snapshot suggestive of a typical dou-
ble helix DNA conformation for a short 10 bp molecule in
solution at room temperature. Reproduced from [2]

linear charge density of about 2 e− per base pair
or about 6 e− per nm. DNA under cellular con-
ditions is therefore a strongly charged polyelec-
trolyte and has strong electrostatic interactions
with other electrically charged biomolecules at
short ranges. At ranges beyond the Debye length
(λD ≈ 0.3 nm/

√
M, where M is the concentration

of 1:1 salt in mol/litre = M), univalent ions in
the cell screen electrostatic interactions, cutting
it off beyond a distance of about 1 nm. Thus
electrostatic repulsions between DNA molecules
can be thought of as giving rise to an effective
hard-core diameter of dsDNA of ≈3.5 nm under
physiological salt conditions [3].

In the nm-scale world of the double helix
(note that the “information granularity” of cells,

the size of nucleotides, amino acids, nucleotides,
and other elementary molecules is about 1 nm),
thermal fluctuations excite individual mechanical
degrees of freedom with energy ≈ kBT ≈ 4 ×
10−21 J (at room temperature, T ≈ 300 K). This
energy scale of thermal motion is well below
that associated with covalent bonds (≈ 1 eV ≈
40 kBT ), which is good—thermal fluctuations
by themselves can’t easily break the covalently
bonded DNA backbone! A second physical con-
sequence of the thermal energy scale is that com-
bined with the 1 nm length of molecular struc-
ture, one obtains a molecular-biological force
scale of 1 kBT/nm = 4 × 10−12 Newtons (4 pi-
conewtons, or pN). This force scale is what must
be used to hold a molecule in one place to nm
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precision, and is on the order of forces generated
by single-enzyme biomolecular motors, which
typically release several kBT during reactions
causing them to move by a few nm. In fact,
RNA and DNA polymerases fall into this class
of enzymes, and actually generate forces in the
tens of pN range [4, 5] since their step length is
roughly 1 nm, the linear distance separating bases
along the sugar-phosphate backbone (Fig. 2.1).

2.2 Mechanical Properties
of DNA

The stacked nature of the bases makes the double
helix a stiff polymer, allowing only a few degrees
of lateral bending per base pair. One degree of
lateral bend corresponds to roughly 0.03 nm of
separation between adjacent bases. However, one
may expect to see occasional large bends arising
from correlated distortions over many base pairs.
In this section, we develop a quantitative under-
standing of how the double helix responds to me-
chanical perturbations in a thermal environment.

2.2.1 DNA as a Stiff Polymer

A starting point for modeling DNA is that of a
polymer with a bending stiffness or a semiflexi-
ble polymer. Our goal is to describe the double
helix at longer length scales (few hundreds of
nanometers or more), such that we can ignore any
potential anisotropy in the bending of our DNA
polymer arising from the double helical structure.
Let us consider a double helix of total contour
length that follows a space curve r(s), where
s denotes the parameterization of the arclength
of the space curve. The gradient of the tangent
vector to the curve gives the local curvature κ =
∣
∣
∣d t̂/ds

∣
∣
∣, where t̂(s) = dr/ds is the tangent

vector. The total bending energy for a DNA
conformation:

βEbend = A

2

∫ L

0
ds

(

d t̂
ds

)2

(2.1)

where A is the persistence length, that controls
the bending degree of freedom of the double helix

(β−1 ≡ kBT ). A longer persistence length indi-
cates a stiffer polymer. For DNA, A ≈ 50 nm or
150 bp [6, 7], hence the flexible polymer limit of
DNA is achieved in the hundreds-of-nanometers
scale (L � A). In the opposite limit L �
A, the polymer will essentially be unbent by
thermal fluctuations. Note that Eq. (2.1) is similar
to that describing small bending of an elastic
rod, however, it is perhaps better served to think
about the “bending” energy as the free energy
describing bending deformations in a thermally
fluctuating statistical polymer.

Before discussing the statistical properties of
the double helix, let us think about some static
configurations and their corresponding energies
to better understand the role of the DNA persis-
tence length. For a circular arc of radius R, the

curvature κ =
∣
∣
∣d t̂/ds

∣
∣
∣ = 1/R, and hence, from

Eq. (2.1), βEcirc = AL/(2R2). So, we find that
thermal fluctuations of energy kBT/2 can induce
a 1 rad bend in a DNA segment of length A. Thus,
for a long polymer, each persistence length worth
of the double helix gets bent by roughly a radian
in a random direction.

Along similar lines, a piece of DNA of length
L bent into a circle costs energy: βEcirc =
2π2A/L ≈ 19.7A/L. However, the optimal
shape of a looped piece of a DNA where the
ends are held together is that of a “teardrop”
geometry: βEteardrop ≈ 14.1A/L [8], which is
about 70% of the energy of a circle. This kind
of description works well till ≈ 200 bp lengths,
some experiments suggest that the simple elastic
description may be applicable to ≈ 75 bp long
pieces of DNA [9–11].

That being said, it is interesting to note
that circularly bent segments of DNA, forming
nucleosomes are a common occurrence inside
the cell. Nucleosomes are a basic unit of
DNA compaction in eukaryotic cells, where
≈ 50 nm of DNA is wrapped around a core of
≈ 10 nm diameter constituted of an octamer of
histone proteins [12]. The elastic bending energy
stored in the DNA forming the nucleosome:
Ebend ≈ 50kBT , which is roughly 0.3kBT

per base pair of the DNA. Although this is a
substantial amount of energy, this corresponds to
a mere (0.34 nm)/(5 nm)≈ 0.07 rad or 4◦ of bend
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per base pair, which only moderately disrupts the
stacked double helix structure.

Note that Eq. (2.1) tells us that the zero cur-
vature state or the straight line configuration has
the lowest energy. Such a picture ignores any po-
tential inhomogeneity in the double helix struc-
ture arising from structural differences of various
DNA sequences. It is possible by stacking certain
bases in certain specific orders, to generate a
permanently bent double helix structure. Some of
these strongly bent DNA sequences have biolog-
ically relevant roles in modulating the propensity
of a DNA segment to be bent or wrapped by pro-
teins. In this way, DNA sequences can play a role
in positioning nucleosomes [13, 14]. However,
for most sequences in most conditions the coarse-
grained model described above is sufficient and
will be used in the rest of this chapter.

2.2.2 Statistical Mechanics of DNA

We discussed how different static conformations
of the double helix have different energies.
In a statistical sense, all these conformations
constitute the configuration phase space of a
thermally fluctuating polymer, however, the
probability of occupancy of a configuration
decreases exponentially with the energy of the
configuration (Maxwell–Boltzmann statistics).
We can write the partition function of an
unconstrained polymer:

Z =
∫

D t̂(s) exp (−βEbend) , (2.2)

where D t̂ represents a path integral. This
“free” polymer model can be solved in a
closed form [15]. The two-point correlation
of tangent fluctuations decays exponentially:
〈

t̂(s) · t̂(s + �)
〉

∝ e−|�|/A.

The end-to-end vector of the polymer R can be
obtained from the tangent vectors: R = r(L) −
r(0) = ∫ L

0 ds t̂(s). Using the tangent correlation
we can write the mean-squared distance between
the ends of the polymer of length L:

〈R2〉 = 〈|r(L) − r(0)|2〉
= 2AL + 2A2

(

e−L/A − 1
)

, (2.3)

which furnishes the Gaussian polymer limit
(freely jointed chain) for L � A : 〈R2〉 = 2AL.
The correspondence between A and the statistical
segment length b for Gaussian polymers is b =
2A, and number of steps N = L/(2A) = L/b.
The stiff polymer limit is obtained for L � A:
〈R2〉 ≈ L2.

2.2.2.1 Elasticity of the Semiflexible
Polymer at Low Forces

For a long polymer (L � A), 〈R2〉 � L2

implies that work needs to be done to stretch
out the ends of the polymer, which gives rise to
polymer elasticity. In the absence of force, since
〈

R2
〉 = 〈x2

〉 + 〈y2
〉 + 〈z2

〉

where x, y, and z

are the Cartesian components of the end-to-end
vector R, we have

〈

R2
〉 = 3

〈

x2
〉

. In the linear
force response regime, the spring constant can
be written as k = kBT/〈x2〉 = 3kBT/(2AL).
This corresponds to a Gaussian polymer, where
the spring constant is inversely proportional to
polymer length. The low-force response is f =
kx + O(x3), with the linear response regime
essentially holding for f < kBT/A. For double
helix DNA, this characteristic force is quite low
since A = 50 nm; kBT/A ≈ 0.1 pN (recall
kBT/(1 nm) ≈ 4 pN).

As the length of DNA is increased, the self-
avoidance of the polymer plays an important
role that makes the force response nonlinear
[16]. However, for double helix DNA, the
narrow effective thickness (≈ 3.5 nm at 100 mM
univalent salt including electrostatic effects [3])
of the double helix compared to its segment
length b = 2A ≈ 100 nm) leads to quite weak
self-avoidance, and makes dsDNA elasticity
quite close to that of an ideal polymer for DNA
lengths (< 50 kb ≈ 16 μm) routinely studied
experimentally [7].

We note that for single stranded nucleic acid
molecules (e.g., one of the polynucleotide chains
in the double helix) the far shorter persistence
length ≈ 1 nm leads to much stronger self-
avoidance effects [17, 18], especially for low-salt
conditions.
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2.2.2.2 Polymer Elasticity Under
Applied External Tension

For any polymer model, to go beyond the linear
force response, we need to include force in the
energy function:

E = Ebend − f · R (2.4)

Force is added as a field coupled to the end-to-
end vector, so that averages of end-to-end exten-
sion are generated by derivatives of the partition
function Z with respect to force, as expected for
identification of −kBT ln Z as a free energy in
the fluctuating-extension, constant-force ensem-
ble (the ensemble relevant to magnetic tweezers
experiments, which apply a constant force to a
paramagnetic particle attached to one end of a
DNA [19]).

There are a number of general consequences
for this form of statistical weight. For nonzero
force along the z direction, or f = f ẑ, we
have an average end-to-end extension 〈z〉 =
∂ ln Z/(∂βf ), and an extension fluctuation of
〈

z2
〉 − 〈z〉2 = ∂2 ln Z/∂(βf )2. Components of

R transverse to the force have zero average by
symmetry (〈x〉 = 〈y〉 = 0), but their fluctua-
tions are nonzero, and are computed as

〈

x2
〉 =

∂2 ln Z/∂(βfx)
2
∣
∣
f=f ẑ.

An important feature of any model of the
form of Eq. (2.4), where there is no preferred
orientation other than that of the force f, is that
the free energy only depends on the magnitude
of force f, ln Z = ln Z(|f|). As a result, the
extension and transverse fluctuations are related:
〈

x2
〉 = 〈z〉 /(βf ). Therefore, if we measure ther-

mally averaged transverse fluctuations
〈

x2
〉

, and
average extension 〈z〉, we can infer the applied
force f . This exact relationship holds for any
polymer model with a rotationally symmetric
conformational energy (essentially any model
without a preferred direction in space other than
the applied force, notably including models with
polymer self-interactions) and is a powerful tool
used for force calibration in magnetic tweezers
experiments. This relation is model-independent
and not limited to the case of small fluctuations
[20].

2.2.2.3 Highly Stretched Semiflexible
Polymer

Continuing our discussion of the double helix
DNA under a stretching force, we now exam-
ine the limit of strong stretching forces (f �
kBT/A ≈ 0.1 pN), where the transverse fluc-
tuations are small. Using Eq. (2.4) under an
applied force f ẑ and the end-to-end vector R =
∫ L

0 ds t̂(s) we write the energy functional:

βE =
∫ L

0
ds

⎡

⎣
A

2

(

d t̂
ds

)2

− βf ẑ · t̂

⎤

⎦ (2.5)

The asymptotic high-force behavior is readily ob-
tained using small-fluctuation analysis. We split
the tangent vector into components longitudinal
and transverse to applied force: t̂ = tzẑ + u, with
u in the xy plane. Since |t̂| = 1 = √t2

z + u2, we
have tz = ẑ · t̂ = 1−u2/2+· · · . For large force, t̂
is aligned with ẑ, so u is small; to Gaussian order
we have

βE = −βf L + 1

2

∫ L

0
ds

[

A

(
dû
ds

)2

+ βf u2

+O(u4)
]

(2.6)

Now using Fourier mode representation [7],
we compute the average extension

〈z〉
L

=
〈

ẑ · t̂
〉

= 1 − 1

2

〈

u2
〉+ O(u4)

= 1 −
√

kBT

4Af
+ · · · (2.7)

This characteristic reciprocal square-root de-
pendence of extension on force for a semiflexible
polymer in the regime f � kBT/A is observed
in single-molecule experiments on double helix
DNA for forces from about 0.1 up to 10 pN
(Fig. 2.2). In the force range of 10–40 pN, the
double helix starts to stretch elastically. The ex-
tension in this regime is obtained by adding
an elastic term (f/f0, where f0 ≈ 1 nN) aris-
ing from stretching distortions in helix stacking
[7, 22].
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Fig. 2.2 Force versus
extension data for 97 kb
dsDNA (L ≈ 33 μm) of
Smith et al. [21] compared
to predictions from
semiflexible polymer
model (solid curve) and
freely jointed chain model
(dashed curve). Inset is
proportional to 1/

√
f and

shows a linear dependence
on extension as expected
for the semiflexible
polymer

2.2.2.4 DNA Denaturation by Stress
From DNA “melting” studies, we know that the
energy required to separate the helically stacked
single-stranded DNAs (ssDNA) is g ≈ 2.5kBT

per base pair [23]. The secondary structure of
DNA, which is held together by weak non-
covalent bonds of binding energy ≈ kBT ,
is expected to strongly deform under highly
stressed conditions. This has been observed in a
few different ways.

Unzipping Pulling the two strands of the DNA
in opposite directions leads to unzipping of the
double helix DNA strands. The helical arclength
associated with each base pair is � ≈ 1 nm, which
is the length released upon unzipping. Hence, the
force, at which the required work to procure �

length of ssDNA from a double helix equals the
base-pairing energy, gives a simple estimate of
the unzipping force: funzip ≈ g/� = 10 pN. The
experimentally observed unzipping force ranges
from 8 to 15 pN, depending on DNA sequence
[24–27]. The variations in unzipping force has
been proposed to be used to analyze DNA
sequence.

Overstretching Under a large applied force a
long dsDNA undergoes a structural transition,
where the double helix length per base pair
increases from 0.34 to 0.6 nm. Again using DNA
strand separation energy as the free energy scale,
we estimate the overstretching force: foverstretch ≈
2.5kBT /(0.2 nm) ≈ 50 pN. Experimentally
observed overstretching transition occurs at a
well-defined force 65 pN [28–30].

Unwinding One might imagine an applied
torque with a negative helicity (double helix
DNA has positive helicity) will unwrap the
two single strands of the DNA. Unwind-
ing the DNA releases ≈ 0.6 rad/bp (2π

radians per 10.5 bp), which along with the
base-pairing energy of 2.5kBT /bp gives an
estimate of the critical unwinding torque:
τunwind ≈ −2.5kBT /(0.6 rad)≈ −16 pN nm
(the sign reflects helicity or handedness). The
experimentally observed unwinding torque is
≈ −10 pN nm (a slightly lower torque than the
above estimate occurs since there is left-handed
wrapping resulting after denaturation).



18 S. Brahmachari and J. F. Marko

Fig. 2.3 Simple links of oriented loops. Lk for each pair
is computed by adding up the signs of the crossings and
dividing the sum by 2. (a) unlinked rings; the signs of the
crossings cancel, so Lk = 0. (b) the Hopf link; the signs
of the crossings add, so Lk = +1 (Lk would be −1 if the
orientation of one of the loops were reversed). (c) for this
link (sometimes called “Solomon’s knot”) the signs of the
crossings again add, making Lk = +2. (d) the Whitehead
link has canceling signs of its crossings, and has Lk = 0
despite being a nontrivial link

Experimental observations and more detailed
theoretical work has resulted in development of
a force-torque “phase-diagram” for the double
helix, with a variety of structural states [31–33].

2.3 Topology of DNA

The two helically wrapped strands of a DNA are
linked, i.e., for a circular DNA the two strands
cannot be separated or unlinked from one another
without breaking one of them. This gives rise to
an internal linking number for the double helix,
which is closely connected to its twist response.
All cells have topoisomerase enzymes that ma-
nipulate DNA topology, proper functioning of
which is critical for the cell.

Topology of a polymer refers to linking or
entanglement of the polymer. Topology is invari-
ant under smooth geometric deformations, and
only changes when one polymer passes through
another. A simple example is the linking of two
rings; they can be linked or unlinked, and one
cannot pass from the linked to the unlinked state
without breaking one of the rings.

2.3.1 Linking Number

The linking number of two oriented closed curves
can be computed by counting their signed cross-
ings, according to the rules shown in Fig. 2.4.

Fig. 2.4 Sign convention for computation of linking
number using crossings. Left: left-handed (−1) crossing.
Right: right-handed (+1) crossing

Dividing the total crossing number by two gives
an integer, the linking number Lk of the two
curves (Fig. 2.3). This quantity can only change
when one curve is passed through another.1

The Gauss invariant computes the same quan-
tity, but determines it from the geometry of the
two curves:

Lk = 1

4π

∮

C1

∮

C2

dr1 × dr2 · (r1 − r2)

|r1 − r2|3 (2.8)

For DNA, we can distinguish between external
linking of two double helix molecules together,
and the internal linking property of the double
helix itself.

1Linking topology is perfectly well defined only for closed
curves or polymers. However, it is sometimes useful to de-
fine linkage of open curves, using suitably defined closure
boundary conditions, e.g., closing chains at infinity by
extending them with long straight paths. This introduces
small corrections to the properties of entanglement of
interest here (primarily estimates of linking number).
Qualitatively this can be understood by considering the
definition of linking number in terms of signed crossings
(Fig. 2.4). If we imagine deforming part of one of the links
of Fig. 2.3 so that it closes far from the other crossings
(not introducing any new crossings in the process) the
topology and linking number of the polymer will be
unchanged. This will be true for all closure paths that
do not introduce additional strand crossings, indicating
a rather weak dependence of linking number on closure
boundary conditions, and further allowing us to talk about
the topology of the region of the polymers not including
the closure in a reasonably well-defined way. This is
particularly true for linking of stretched polymers as will
be discussed below; see, e.g., [34].
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2.3.1.1 Internal Double Helix Linking
Number Lk

The two strands of a double helix DNA are
wrapped around each other in a right-handed
manner, with a preferred helix-repeat of one turn
every nh ≈ 10.5 bp, or every h ≈ 3.6 nm. This
causes linking of the two strands, resulting in a
net linking number associated with the double
helix structure: Lk ≈ Lk0 = L/h = N/nh,
for a double helix of length L or N base pairs.
However, Lk is an integer for a closed double
helix, and is not in general equal to Lk0.

The difference between double helix link-
ing number and the preferred linking number,
�Lk = Lk−Lk0, is often expressed as a fraction
of the preferred linking number (linking number
density), σ ≡ �Lk/Lk0 (the excess linking
number per DNA length is �Lk/L = σ/h).
In E. coli and many other species of bacteria,
circular DNA molecules are maintained in a state
of appreciably perturbed Lk, with σ ≈ −0.05.
This is a sufficient perturbation to drive the DNA
to supercoil, or wrap around itself in the manner
of a twisted extension cord, due to competition
between bending and twisting elasticity of the
double helix.

2.3.1.2 DNA Twist Stiffness
If Lk is sufficiently different from Lk0, then there
will be a buildup of twist in the DNA, leading
to a response in the form of chiral bending. This
response is often a wrapping of the double helix
around itself, a phenomenon known as supercoil-
ing. One can observe this by taking a stiff cord
and twisting it. This behavior arises from a com-
petition between the bending energy [Eq. (2.1)]
and the elastic twist energy, the latter being

βEtwist = C

2L
Θ2 (2.9)

where Θ is the net twist angle along the double
helix. This is just the form of the twisting energy
for a uniform elastic rod [35]. Experimentally,
this simple linear model has been observed to
have a surprisingly wide range of validity for
DNA, for C ≈ 100 nm [31].

In the absence of other constraints, thermal
fluctuations of twist give rise to a fluctuation

〈

Θ2
〉 = L

C
(2.10)

suggesting the interpretation of C as a char-
acteristic length for twist fluctuations. For the
double helix, this twist persistence length is C ≈
100 nm. Note that the derivative of Etwist with
respect to Θ is the torque or “torsional stress” in
the DNA:

τ = ∂Etwist

∂Θ
= kBT C

L
Θ (2.11)

If there is no bending, then any excess linking
number �Lk goes entirely into twisting the dou-
ble helix: Θ = 2π�Lk (or σ = Θ/[2πL/h]).
The mechanical torque in DNA will be τ =
2πkBT C�Lk/L = (2πkBT C/h)σ . The param-
eter 2πC/h ≈ 175 sets the scale for when the
linking number density will start to appreciably
perturb DNA conformation, i.e., when |τ | ≈
kBT . This level of torque occurs for |σ | ≈ 0.005.

2.3.1.3 Decomposition of Double Helix
Lk into Twist Tw and Writhe Wr

The previous computation supposed that there
was no bending, in which case all of the �Lk
is put into twisting the double helix. This DNA
twisting can be quantified through the twist angle
Θ , or equivalently through the twisting number.2

If DNA bending occurs, there may be non-
local crossings of the double helix over itself.
These nonlocal crossings contribute to double
helix linking number, and the separation of length
scales between DNA thickness and the longer
scale of DNA self-crossing (controlled by the
persistence length A) allows linking number to
be decomposed into local (twist) and nonlocal
(writhe) crossing contributions:

Lk = Tw + Wr (2.12)

or equivalently, �Lk = �Tw + Wr. This is
known as White’s Theorem.

2The total twist of a DNA molecule is often written as
the excess twist �Tw plus the intrinsic twist, or Tw =
�Tw + Lk0 = �Tw + L/h, where �Tw = Θ/(2π).
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Fig. 2.5 Left: a ribbon with Tw ≈ −1 and Wr ≈
0. Right: deforming the ribbon allows the twist to be
transferred to writhe, so that Tw ≈ 0 and Wr ≈ −1. The
linking number is fixed at Lk = −1 as long as the strip is
not broken

One can demonstrate this with a thin strip of
paper (30 cm by 1 cm works well). Put one twist
into the strip, closing it in a ring. The two edges
of the strip are linked together once. Now without
opening the ring, let it assume a figure-8 shape;
you will see that you can make the twist go away:
in this state there is only writhe (Fig. 2.5).

For elastic ribbon models of DNA, suitable
definition of the twist allows Wr to be expressed
by the analytical formula [36, 37]:

Wr = 1

4π

∮

C

∮

C

dr1 × dr2 · (r1 − r2)

|r1 − r2|3 (2.13)

where r1 and r2 are the two edges of the ribbon.
The similarity of this equation to the Gauss
invariant, Eq. (2.8), arises from the partitioning
of the double integral into contributions from
local wrapping of the strands in the double he-
lix (Tw), and from nonlocal contributions (Wr)
arising from nonlocal crossings of the centerline
of the molecule. Equation (2.13) is the sum of the
signed nonlocal crossings for one curve (follow-
ing the rule of Fig. 2.4), averaged over all orien-
tations [37]. While Lk is a topological property
and is quantized for a covalently closed double
helix, Wr and Tw are geometrical, and change
value smoothly as the molecule is distorted.

2.3.1.4 Supercoiled DNA: Plectonemes
The ability to transfer Tw to Wr suggests that
when there is appreciable torsional stress in a

flexible filament, it can be relaxed by wrapping
the filament around itself. For DNA we should
also include the entropic cost of bringing the
filament close to itself. A type of model widely
used to describe the “plectonemic” wrapping of
DNA around itself (Fig. 2.6) is based on treating
the wrapping as helical, and by writing down a
variational free energy [33, 38–40]:

βF = C

2L
Θ2 + AL

2
κ2 + L

(Ar2)1/3
+ Lv(r)

(2.14)

where Θ = 2π�T w is the DNA twisting (which
costs twist elastic energy), κ is the bending cur-
vature, which is κ = r/[r2 + p2] for a regular
helix of radius r and pitch p (the intercrossing
distance is � = πp, Fig. 2.6). The final two terms
respectively describe the entropic confinement
free energy for a semiflexible polymer in a tube
[39, 41, 42] and direct electrostatic and hard-core
interactions per molecule length, v(r).3

The confinement entropy is based on estima-
tion of the correlation length ξ for bending fluc-
tuations for a semiflexible chain of persistence
length A confined in a cylindrical tube of radius
r , where ξ ∼ A1/3r2/3 [44]. From equipartition
theorem, there is ≈ kBT energy per correlation
length. Hence, the entropy cost of radial confine-
ment per unit length is ≈ kBT/ξ .

The important final ingredient is Eq. (2.12)
which allows the twist to be expressed in terms of
linking number and the writhe: Θ = 2π�Tw =
2π(�Lk − Wr). For a plectoneme based on
regular helices, Wr = ∓Lp/(2π[r2 +p2]) where
the upper/lower signs are for right-/left-handed
plectonemic wrapping [39].

Putting this together gives the free energy per
length

3Electrostatic interactions are usually treated using a far-
field approximation of the Poisson–Boltzmann equation,
where the electrostatic potential is that of the screened-
Coulomb type [7, 43].
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Fig. 2.6 Geometry of plectonemic supercoil, based on consideration of the shape as two interwound regular helices of
radius r and an intercrossing distance �. Note that the helix repeat is 2� and the helix pitch p = �/π

βF

L
= 2π2C

(
�Lk

L
− p

2π(r2 + p2)

)2

+ A

2

r2

(r2 + p2)2
+ 1

(Ar2)1/3
+ v(r)

(2.15)

where the sign of the writhe has been chosen
to provide the lower twist energy for positive
�Lk, which is the case of a left-handed super-
helix (note that left-handed plectonemes form
for �Lk > 0 while right-handed ones form for
�Lk < 0).

The free energy (2.15) can be optimized nu-
merically to determine r and p [33, 39, 40, 45].
However, an approximate analytical computation
for a slender superhelix (r � p) informs of a
linking number threshold �Lk∗ = kl/(2π2C)

for the appearance of a valid minimum [k ∼
O(1)], introduced by the confinement entropy.
Beyond this characteristic value of linking num-
ber, the plectoneme becomes stable, and has
a free energy below the essentially unwrithed,
twisted molecule. This provides a rough idea
of the behavior of the full plectoneme model
Eq. (2.15) [33, 38, 39, 45]. For sufficient �Lk,
“screening” of the twist energy Eq. (2.9) by
the writhe becomes favorable, which has little
bending free energy cost if the superhelix radius
r is kept relatively small.

Given that the main result for the free energy
of the plectoneme is a free energy that rises from
zero and eventually becomes superlinear, a useful
approximate form to use for the free energy
per length of the plectoneme is βF (σ)/L =
(2π2Cp/h2)σ 2, where Cp ≈ 25 nm, Cp < C

reflecting the twist-energy-screening effect [46].

2.3.1.5 Twisting Stretched DNA
In single-molecule DNA stretching experiments,
if a force in the pN range is applied, the double
helix will be nearly straight. If it is then slightly
twisted while under ≈ pN forces, the molecule
will tend to coil chirally, leading to a slight
contraction. For larger amounts of twisting, the
torque in the DNA will build up to a point where
the molecule will buckle, forming plectonemic
supercoils.

For small twisting, a small-fluctuation-
amplitude computation can be done [47, 48],
expanding the tangent vector fluctuations around
the force direction (again t = tzẑ + u, where u
are the components of t perpendicular to ẑ). We
begin with the energy for a DNA under tension
and twist:

βE = 2π2C

L
(�Lk − Wr)2 − βfL

+ 1

2

∫ L

0
ds

[

A

2

(
du
ds

)2

+ βf

2
u2

]

+ O(u4) (2.16)

which is just Eq. (2.6) with the addition of the
twist energy. For a single-DNA experiment, �Lk
is just the number of full turns made of the end of
the molecule (in a magnetic tweezers experiment,
the number of times the magnet and therefore the
bead at the end of the DNA is rotated [49]).

The challenge is how to include the linking
number constraint in Eq. (2.16). The solution is
to use an alternative representation of the writhe
which takes the form of a single integral over
contour length s [50], which can be expanded
in u:
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Wr = 1

4π

∫

ds ẑ · u × du
ds

+ O(u4) (2.17)

This quantity is quadratic in u since the writhe of
a straight line configuration is zero.

Using this in the twisting energy Eq. (2.16)
and expanding to quadratic order in u gives the
total elastic Hamiltonian for chiral fluctuations
in a twisted stretched DNA. The Hamiltonian
shows an elastic instability for a critical DNA
torque: βτc = √

4βAf , which is the classical
buckling instability of a rod subject to tension and
torque [51]. The same instability can be observed
in dynamical models of twisted and stretched
DNA [52]. This corresponds to a critical linking
density σc ≈ 0.028 for f = 0.5 pN. The
Hamiltonian allows computation of

〈

u2
〉

and the
free energy, in a Gaussian approximation. The

extension is
〈

t̂ · z
〉

= 1 − 〈u2
〉

/2 + O(u4), or

〈z〉
L

=1−
√

kBT

4Af
− 1

2

(
2πC

h
σ

)2(
kBT

4Af

)3/2

+ · · ·
(2.18)

where the neglected terms are of higher order in
1/f . Changing σ from zero leads to additional
shrinkage over the untwisted case, due to chiral
bending fluctuations.

Either integration of the extension with force,
or direct computation of the partition function
gives the free energy per length in a similar 1/f

expansion:

βF

L
= − ln Z

L
= −βf +

√

f

kBT A

+ 2π2C

h2

[

1 − 1

2

C

A

(
kBT

4Af

)1/2
]

σ 2

(2.19)

The last term shows that the effect of the chiral
fluctuations is to, as for DNA supercoiling, par-
tially screen the twist energy, generating a reduc-
tion in the effective twist modulus C → Cf =
C
[

1 − (C/2A)(kBT/4Af )1/2
]

. This effect was
used by Moroz and Nelson [47] to estimate the
twist elastic constant C from single-molecule
data of Strick et al. [49] and led to a substantial

revision in the accepted value of C from 75 nm
up to the range 100–125 nm.

2.3.1.6 Coexistence of Supercoiled and
Twisted-Stretched DNA

For fixed force and sufficient �Lk, one has
“phase coexistence” of domains of plectonemic
supercoiling and extended DNA (sketched in
Fig. 2.7) [33, 38, 39, 46]. These “pure” states can
be described by free energies per B-DNA length
dependent on applied force f and the linking
number density σ , say S (σ ) for stretched and
P(σ ) for plectonemic DNA (the free energies
per length discussed in the prior two sections, i.e.,
up to a factor of kBT , Eqs. (2.19) and (2.15)). For
these pure states, the rate at which work is done
in injecting linking number is proportional to
torque, for example:

τ = 1

ω0

∂S (σ )

∂σ
(2.20)

The prefactor ω0 = 2π/h = 2π/(3.6 nm) is the
angle of twist per molecule length for relaxed B-
DNA, which converts the σ derivatives to ones
with respect to angle.

If the pure state free energy densities, S (σ )

and P(σ ), plotted as a function of the linking
number density σ , never cross or intersect, then
one pure state or the other will be the equilib-
rium state. On the other hand, if the free energy
densities cross, there will be a range of σ values
over which linking number will be partitioned
between the two states exhibiting coexisting do-
mains of the stretched and the plectoneme state.
Along a molecule which is a fraction xs of state
S and fraction xp = 1 − xs of state P , the free
energy per base pair of the mixed phase is

F (σ ) = xsS (σs) + xpP(σp) (2.21)

The equilibrium length fraction xs and the free
energy is determined by minimization of this free
energy subject to the constraint of fixed linking
number: σ = xsσs + xpσp.

Figure 2.7b shows this situation, sketched to
correspond to the case of main interest here,
where at low values of σ the stretched state is
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plectoneme

end loop

(a)

(b)

Fig. 2.7 (a) Sketch of a DNA molecule under tension
f , and with linking number �Lk fixed so as to put
the double helix under torsional stress. Over a range of
applied tension, the molecule breaks up into “domains” of
extended and plectonemically supercoiled DNA. Only a
single domain of plectonemic DNA is shown for clarity.
(b) Free energies of extended (dot-dashed curve, S (σ ))
and plectonemic supercoil (dashed curve, P(σ )) DNA
states as a function of linking number σ . For σ < σs,
the S state is lower in free energy than either P or any
mixture of the two. Similarly, for σ > σp, pure P is the

lowest-free energy configuration. On the other hand, for σ

between σs and σp the tangent construction shown (solid
line segment between tangent points indicated by stars),
representing coexisting domains of S (σs) and P(σp), is
the lowest-free energy state. Note that the gap between
the two states near σ = 0 is the free energy difference
between random coil DNA [S (0)] and stretched unsuper-
coiled DNA [P(0)]; this difference grows with applied
force and is due to the term −βf in the extended state
free energy Eq. (2.19)

stable (lower in free energy) relative to the plec-
toneme state, but where at large σ the stability
reverses due to “screening” of the twist energy
by the plectonemic state’s writhe [7, 33, 38].

Minimization of Eq. (2.21) leads to a double-
tangent construction that ensures monotonic in-
crease of torque, which is required for mechan-
ical stability. In the coexistence region, the frac-
tions of the two states in the mixed state depend
linearly on σ , as

xs = σp − σ

σp − σs
xp = σ − σs

σp − σs
(2.22)

In the coexistence region (σ between the lim-
its σs and σp) the torques in the two types of
domains are equal and σ -independent. Equa-
tion (2.22) indicates that the rate of change of the
length fractions with σ is constant; ∂xs/∂σ =
−1/(σp − σs). This generates the linear depen-
dence of molecule extension z on linking number
in the coexistence state:

z

L
= −∂F

∂f
= −xs

∂S (σs)

∂f
− xp

∂P(σp)

∂f
(2.23)

In the coexistence region, the only σ dependence
is the linear variation of xs and xp, making the
dependence of extension on σ linear.

However, the linearity of extension in
the coexistence state may not be robust for
finite sized molecules. In the finite-size case,
contribution from the plectoneme end loops
(Fig. 2.7a), loop-shaped chiral structures where
the molecule in a plectoneme bends back, is
non-negligible. A series of extension versus
linking number curves are plotted in Fig. 2.8a
showing the initial stretched-unbuckled state
and the onset of the plectoneme coexistence
state characterized by a steep decrease in the
extension. The results shown in Fig. 2.8 are from
an improved model (see [40] for details) that
considers the coexistence of the stretched state,
the plectoneme state, and plectoneme end loops.
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Fig. 2.8 (a) End-to-end extension of the DNA as a func-
tion of the linking number �Lk for various forces f =
0.25 (lowest curve, blue), 0.5 (green), 1 (cyan), 2 (orange),
and 4 pN (highest curve, red). The onset of the coexistence
state σs can be identified from the change in the slope

of the extension curves, and σp corresponds to zero
extension. (b) DNA torque increases linearly and plateaus
in the coexistence state. The results are reproduced from
a model that considers coexistence of plectoneme end
loops, reflected in the discontinuous onset of the buckling
transition near σs , see [40] for details

The end loops associate a nucleation energy cost
to a plectoneme domain, which is manifested
as a discontinuity in extension and overshoot
in the torque at the buckling point (Fig. 2.8).
The geometry and the size of the chiral loop are
directly related to the first-order-like buckling
transition observed in supercoiled DNA [53].

DNA torque increases in the stretched state
and is nearly constant in the coexistence state
(Fig. 2.8b). This is quite useful for experiments
on topoisomerases, since measurements carried
out in the rather broad plectoneme-extended co-
existence regions (along the linear portions of
the “hat” curves of Fig. 2.8a) are done at fixed
torque, which is controlled by the constant force,
e.g., about 7 pN nm at 0.5 pN, approximately the
torque in a plasmid with physiological super-
coiling σ ≈ 0.06 [46, 54] (note that there is
an appreciable torque decrease with increased
salt [54], since DNA hard-core diameter drops
and therefore plectoneme tightness increases [45]
with increased salt concentration).

For 10 pN and positive supercoiling, and for
above 0.5 pN for negative supercoiling, one sees
the effect of additional “stress-melted” DNA
states not included in the model described here;
see [33] for details.

An interesting aspect of experiments done on
twisted DNA is that now one has an additional
control parameter, �Lk which can be used to
construct a thermodynamical “Maxwell relation”
involving torque 〈τ 〉 = ∂F/∂(2π�Lk) and force

(and, also, chemical potential of molecules bind-
ing to the double helix) [55]. The Maxwell rela-
tion involving f and �Lk has, for example, been
used to indirectly measure torque, starting from
extension-σ curves at a series of fixed forces [54]
in reasonable accord with direct measurements
[53].

Branching of the plectoneme is an interesting
phenomenon. The energy cost associated with the
end loops oppose branching, however, the config-
uration entropy gain from branched plectoneme
structures favors branching. Thus, branching or
proliferation of multiple domains of plectoneme
is favored when the entropy gain dominates the
nucleation energy cost (predominantly bending
energy associated with the large curvature of
an end loop). However, entropy gain is only
logarithmic: ≈ kB ln(L/A), and is expected to
be a small contribution for short molecules (≈
4 kb); nonetheless, branching can occur in short
molecules due to relative instability of the plec-
toneme superhelical windings caused by a larger
excluded diameter of the DNA at low salts.

Structural defects on the double helix, such as
a base-mismatched region or a DNA bubble or
a single-stranded DNA bulge, introduces kinks
along the DNA contour that may spatially pin
a plectoneme domain [56–58]. This feature also
hints at the potential role of supercoiling in cel-
lular base-pair repair mechanism, as the defect
placed at the tip of a plectoneme allows easier
access to the lesion site [58–61].
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(a)

(b)

Fig. 2.9 (a) Sketch of torsionally stressed DNA braid
showing buckled plectoneme states (two domains of plec-
toneme are shown). (b) Braid extension as a function of
the catenation number. Note the initial jump in extension

which is related to the distance between the tether points
on the two DNAs. The change in slope corresponds to the
coexistence state, which is characterized by proliferation
of multiple domains. See [68] for details

2.3.1.7 Intertwined DNAs
A slightly more complicated structure than a
single twisted DNA is that of two nicked4 DNAs
wrapped around each other or braided DNAs,
such that there is a net inter-DNA linking or
catenation number associated with the structure.
DNA braids are biologically relevant substrates
for type-II topoisomerases, enzymes that manip-
ulate inter-DNA topology to facilitate segrega-
tion of catenated sister chromatids. This makes
them a suitable substrate for in vitro assays of
topoisomerases and recombinases [62–67].

The unstressed condition for a DNA braid is
that of the unlinked or the zero catenation config-
uration of the two torsionally unconstrained dou-
ble helices (Fig. 2.9a). Wrapping the two DNAs
around one another introduces catenation, which
results in a buildup of torsion. However, the
torque in the braid grows nonlinearly [68–70],
in contrast with a linear torque in twisted DNAs
(Fig. 2.8b). The stacked double helical structure
of a DNA gives rise to constant twist stiffness
(C ≈ 100 nm) which is interpreted as a linear

4A nick on a DNA means there is a break in one of the
strands of the double helix. Nicks act as a “sink” for
twist in the molecule via mechanical rotation about the
single-stranded region. In other words, nicked DNAs are
torsionally unconstrained.

DNA torque; braids, however, are soft struc-
tures that exhibit twist stiffening or catenation-
dependent twist stiffness.

Similar to the twisted double helices, torsion-
ally stressed braids also show coexistence of
a stretched-braid state with a braid plectoneme
state beyond a critical catenation. This buckled
state can be identified in the experiments as the
point of change in slope of extension curves.5

However, unlike supercoiled single DNAs, the
buckled braid-plectoneme state shows prolifera-
tion of multiple domains [71], where each do-
main has an end loop, as is sketched in Fig. 2.9.
This contrast in the mechanical response of cate-
nated DNAs with that of single DNAs informs
how structural bulkiness plays into mechanical
buckling. Another interesting aspect of braids is
that the distance between the tether points of the
two DNAs or the intertether distance is connected
to the torque in the braid, and strongly influences
the mechanical response.

We discussed how polymer topology leads
to a wide array of mechanical properties of the
double helix. Topology manipulation in eukary-

5Note that the extension curves for nicked DNA braids
(Fig. 2.9b) are symmetric for positive and negative cate-
nations, as a virtue of the individual dsDNAs being tor-
sionally unconstrained.
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ote chromatin is a topic of ongoing research.
Nucleosomes, the building blocks of chromatin,
have a net negative writhe associated with its
native structure. As a result, positive supercoil-
ing destabilizes nucleosomes, whereas, negative
supercoiling aids assembly; which is interesting
given that unzipping of the DNA by polymerases
and helicases generates positive (negative) super-
coiling downstream (upstream). Single-molecule
studies suggest that chromatin fibers are able to
absorb substantial amounts of twist, possibly via
structural rearrangement in nucleosomes [72,73].
However, the in vivo role of supercoiling in
chromatin fibers is less clear.

2.3.2 Knotting and Catenation of
DNA

The DNA molecules inside the nucleus are ex-
pected to get knotted, a consequence of their
long length. Knotting of DNA poses a topological
problem to primary cellular functions such as
DNA replication and post-replication segregation
of sister chromosomes. Cells possess a special
class of enzymes, DNA topoisomerases, which is
the topic of our next discussion, that manipulate
DNA topology in order to suppress knotting.
Now, the enzymes acting locally cannot sense the
global topological state of the DNA, nonetheless,
they are able to control DNA entanglement. The
mechanisms underlying such behavior is a topic
on current research [74, 75].

2.3.2.1 DNA Topoisomerases
Single-molecule experiments studying twisted
or catenated DNAs change DNA topology
(the value of �Lk or Ca) by directly twisting
or intertwining the DNA molecules. In the
cell, specialized proteins manipulate DNA
topology by introducing transient cuts in the
sugar-phosphate backbones of the double helix;
depending on whether one or both backbones
are cut, topoisomerases are classified as type I or
type II [76].

Type-I topoisomerases (topo I) cut one back-
bone of the double helix, allowing unrestricted
rotation of the broken strand about the intact

one, thus relaxing DNA linking number. These
enzymes do not require ATP for their operation,
and they tend to equilibrate DNA linking number
to zero, �Lk → 0. However, the mechanical-
chemical equilibrium may be altered by other
processes, thus driving topo I activity. At present
there are three subclasses of type I topoiso-
merases, which differ in details of their structures
and their mechanisms [76]. The most important
distinction is between type IA and IB, the former
accomplishing a change in �Lk = +1 per
backbone cut-reseal catalytic cycle, and the latter
changing �Lk by one or more turns per catalytic
cycle. Type I topos also can act on separate DNA
molecules, facilitating decatenation (disentangle-
ment) of entangled single-stranded DNAs [77].

Type-II topoisomerases (topo II) cut both the
strands of a double helix, making a gap through
which a second double helix is passed, thus al-
tering the linking or catenation of the two double
helices. When a type II topo makes this topology
change on two DNA molecules, the result is
a change of the sign of a crossing (as in the
two crossings shown in Fig. 2.3). Therefore the
total number of crossings changes by ±2, and
so the catenation number of the two molecules
changes by ±1. An important example of a type
II topoisomerase is Topo IIα, which is the main
enzyme acting to remove entanglements between
DNAs in eukaryote cells. Type II topoisomerases
can also act at two points along a single DNA
molecule, leading to a total change in �Lk of
the molecule being operated on by ±2. Bacteria
contain a type II topoisomerase called DNA gy-
rase which is specially adapted for this function.
This is thought to be accomplished via the en-
zyme binding a +1-crossing loop, which then is
changed in sign to −1. By this mechanism DNA
gyrase is able to couple the energy stored in ATP
into reduction of �Lk to negative values (towards
unwinding the double helix).

Topo II is thought to perform selective de-
catenation in order to suppress the equilibrium
probabilities of knotted DNA states [78], which
is consistent with the fact that topo II medi-
ated decatenation requires ATP hydrolysis (the
requirement of ATP seems to ensure that the
second molecule is passed through the gap in
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a specific direction). However, the mechanism
underlying active suppression of entanglements
via selective decatenation is not fully understood
[74, 75, 79].

2.3.2.2 Knotting Probabilities
A single circular molecule is in one of many pos-
sible knotted states. We can imagine having an
ensemble of circular polymers which are allowed
to slowly change their topology, so as to have
equilibrated knotting topology (this is possible
to achieve using topoisomerases, or using en-
zymes that alternately linearize and recircularize
the molecules). We can ask what the probability
Punknot is that any molecule will be unknotted.

One might ask how Punknot behaves with the
length L of the circles. For small L, (more
precisely for L/b < 1, where b is the segment
length; recall A = b/2 and N = L/b) there will
be a large free energy cost of closing a molecule
into a circle making Pknot → 1. One can argue
that for large L, Punknot ≈ exp[−L/(N0b)], for
some constant N0, over some polymer length
(say N0 segments) the probability of having no
knot drops to 1/e. Applying this probability to
each L0 along a DNA of length L gives us
Punknot(L) ≈ e−L/(N0b). This rough argument can
be made mathematically rigorous [80].

Remarkably, even for an “ideal” polymer
which has no self-avoidance interactions,
N0 ≈ 300; for a slightly self- avoiding polymer
like dsDNA in physiological buffer, N0 ≈ 400
[81]. What this means is that to have an
appreciable probability (1 − 1/e) to find even
one knot along a double helix DNA, it has to
be 400 × 300 = 120,000 bp long (the long
persistence length of DNA - b contains 300 bp,
which helps make this number so impressive).
The knotting length N0 depends very strongly
on self-avoidance; for a strongly self-avoiding
polymer (meaning an excluded volume per
statistical segment approaching b3), N0 ≈ 106.
The remarkably low probability of polymer
knotting lacks fundamental understanding, being
based on numerical simulation results [81].

Experiments on circular DNAs are in good
quantitative agreement with statistical mechan-

ical results for the semiflexible polymer model
including DNA self-avoidance interactions. For
example, it is found that the probability of finding
a knot generated by thermal fluctuations for a
10 kb dsDNA is about 0.05 both experimentally
and theoretically [3, 82]. This can be interpreted
thermodynamically; the free energy of the knot-
ted states relative to the unknotted state in this
case is kBT ln(0.95/0.05) ≈ 3kBT .

A remarkable experimental observation is that
type II topoisomerases are by themselves able to
push this probability down, by a factor of be-
tween 10 and 100 [78]. Somehow topo II is able
to use energy from ATP hydrolysis to actively
suppress entanglements.

2.3.2.3 Catenation Probabilities
The Gauss invariant of two closed curves or the
catenation number Ca—also computed via sum-
ming the signed crossings in a projection plane—
is not a unique classifier of the topological states
of the two curves, i.e., two non-trivially linked
or entangled polymers may have zero catena-
tion number (Fig. 2.3). However, the probability
distribution of catenation, more specifically, the
broadness of the distribution 〈Ca2〉, is a good
identifier of the degree of entanglement in the
polymers; larger 〈Ca2〉 indicates higher entangle-
ment.

Consider two circular DNA molecules each
containing N segments (L = Nb, R = b

√
N ),

attached together at one segment (Fig. 2.10), a
situation reminiscent of the replicated sister chro-
matids in the cell. We expect 〈Ca〉 = 0; right- and
left-handed crossings occur with equal probabil-

Fig. 2.10 Two polymer of N segments each, joined at
one point along their contours
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ities.6 Now, the width of the distribution 〈Ca2〉
is at least as large as the number of nearby
crossings, where the segments involved are a
segment length or less in the projection direction.
The number of near crossings is ≈ Nφ, where
φ ≈ N/R3 is the segment density. This implies a
scaling relation

〈Ca2〉 = a0N
1/2 (2.24)

or, |Ca| ≈ N1/4, which has been suggested by
Cloizeaux [83] and calculated by Tanaka [84];
numerical simulations suggest a0 ≈ 0.25 [85].

In case of self-avoiding polymers the num-
ber of nearby crossings drops to O(1) due to
segment-position correlations [86], and only the
distant nonlocal crossings contribute:

〈

Ca2
〉 ≈

a1 ln N [85].

2.3.2.4 Linking of Confined Polymers
The two examples discussed above—knotting of
one polymer and catenation of two polymers
tethered together at one point—both indicate that
entanglements cost a good deal of free energy, but
these were cases of isolated polymers. We now
consider entanglements between n polymers each
of N segments, in a dense melt or semidilute-
solution- like state, confined to a radius-R spher-
ical cavity. The polymers are long enough so
that their random-walk size, N1/2 � R, fills the
confinement volume. This is a crude model of
chromosomes confined to a nucleus, or inside a
bacterial cell.7

We now ask what the degree of catenation
will be if the entanglement topology of these
confined chains is equilibrated (for example, by
topoisomerases). For a polymer melt, along a
chain of N segments, every segment is nearby
other segments (not counting the segments to the
left and right along the same chain). Most of

6In vivo, type II topos may control 〈Ca〉 via selective
decatenation, thus driving disentanglement.
7The shape of the confining volume is an interesting as-
pect. For tight cylindrical confinement, chains will tend to
separate from one another along the cylinder, to minimize
their stretching (and therefore to maximize their entropy).
This effect has been proposed to play a role in the segre-
gation of bacterial chromosomes in rod-shaped bacteria
[87, 88], although folding and compaction of bacterial
chromosomes may also play a role in their separation [89].

these near encounters are with segments from
other chains, since the number of collisions of
a chain with itself is ≈ N1/2 for the random-
walk statistics in a melt. This means that each
chain has N near collisions with other chains,
or N/n near collisions with any particular chain.
But since these near collisions appear in the
ensemble of configurations with either crossing
sign, we expect 〈Ca2〉 ≈ N/n. For this problem,
the high segment density and the proximity of the
polymers to one another forces them to be much
more entangled than isolated chains.

In the semidilute solution case (volume frac-
tion φ = nNb3/R3 � 1, but with overlapping
chains), exactly the same argument can be made,
but now for semidilute solution blobs, which each
have g ≈ φ5/4 segments in them. The result is
that 〈Ca2〉 = φ5/4N/n. Simulations indicate that
the two regimes can be described by one scaling
formula [90]

〈Ca2〉 = N

n
c(φ) (2.25)

where c is a scaling function with limiting be-
haviors c(φ � 1) ∝ φ5/4, and c(φ → 1) → 1
(Fig. 2.11).

Fig. 2.11 Scaling behavior of catenation fluctuations for
circular polymers of N unit-length segments confined to
a sphere of R. The segments have a diameter 0.2 times
their length (d/b = 0.2) and interact via excluded-volume
interactions. Catenation 〈Ca2〉/N scales linearly with the
segment density φ = nN/R3 for φ > 1, and faster than
linearly for φ < 1. Solid curve is a fit function that
interpolates between the asymptotic behaviors φ5/4 and
φ → 1 expected for φ < 1 and φ > 1, respectively
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Closely related to disentanglement of DNA is
its lengthwise compaction following replication.
Lengthwise compaction modifies the contour
length of the DNA to be L′ < L, as well as the
thickness or the statistical segment length b′ > b,
thus decreasing the number of segments N ′ < N .
This leads to a decrease in catenation fluctuations
in semidilute conditions with constant φ

[Eq. (2.25)]. Compaction can also drive spatial
“condensation” of helical catenations, on which
topo II can be expected to act to release
catenations. The knotting probabilities also
decrease upon lengthwise compaction (Punknot ≈
e−L/[N0b]). We will discuss lengthwise com-
paction of DNA in more detail in the next section
alongside the proteins that facilitate the process.

2.4 Protein–DNA Interactions
and Nuclear Mechanics

2.4.1 Overview of DNA–Protein
Interactions

In cells, proteins cover the DNA double helix,
allowing it to be stored, read, repaired, and repli-
cated. We now briefly review some basic aspects
of DNA–protein interactions.

Different proteins have different functions on
the double helix. Examples of classes of DNA-
acting proteins include:

Architectural Proteins that help to package
DNA, bending and folding it, typically binding
to 10–20 bp regions and often without a great
deal of sequence dependence; examples include
histones (eukaryotes) and HU, H-NS, and Fis (E.
coli), which all bind to and bend DNA to help
package it.

Regulatory Proteins that bind to specific DNA
sequences from 4 to 20 bp in length, and which
act as “landmarks” for starting transcription or
other genetic processes; examples include TATA-
binding protein (eukaryotes) and Lac repressor
(E. coli).

DNA-Sequence-Processing Proteins which burn
NTPs or dNTPs and which move processively

along the DNA backbone, reading, replicating,
unwinding, or otherwise performing functions
while translocating along DNA; examples in-
clude RNA polymerases, DNA polymerase, and
DNA helicases.

Catalytic. Proteins which cut and paste DNA,
accomplishing breaking and resealing of the co-
valent bonds along the DNA backbone, or inside
the bases; examples include topoisomerases, re-
combinases, and repair enzymes such as DNA
oxoguanine glycosylase (Ogg1, an enzyme that
recognizes and repairs oxidative chemical dam-
age to the base guanine).

An additional important class of cat-
alytic DNA-interacting proteins are Structural
Maintenance of Chromosome (SMC) protein
complexes, large protein machines which use
energy from ATP hydrolysis to drive looping-
organization of DNA, possibly through active
“loop-extrusion” processes.

In general all these types of proteins alter
DNA structure and therefore DNA mechanics,
especially architectural proteins. A few proteins
that alter DNA structure either architecturally, or
catalytically, are shown in Fig. 2.12.

2.4.2 Classical Two-State
Kinetic/Thermodynamic
Model of Protein Binding a
DNA Site

The starting point for thinking about protein–
DNA interactions is binary chemical reaction
kinetics (P + D ↔ C) where P is a particular
protein, D is one of its binding sites, and C

is the protein–DNA bound “complex.” Consider
just one binding site in a sea of proteins at con-
centration c. Supposing diffusion-limited binding
kinetics, we have to wait for a particular protein
to “find” the binding site; the on-rate in this case
is the result of Smoluchowski, ron = 4πDac

where D is the diffusion constant for the pro-
tein, and a is the “reaction radius,” the distance
between reactants at which the reaction occurs, a
scale comparable in size to the binding site. Since
D ≈ kBT/(6πηR), where R is the approximate
size of the protein, we have ron = konc, where the
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Fig. 2.12 Structural models of protein–DNA complexes
based on X-ray crystallography studies, all shown at
approximately the same scale. (a) Fis, a DNA-bending
protein and transcription factor from E. coli; the two
polypeptide chains are shown in green and blue. Im-
age courtesy of R.C. Johnson. (b) HU, another DNA-
bending protein from E. coli. Image reproduced from
data of [91]. (c) Four resolvase proteins bound to two
DNA segments. The proteins mediate cut-and-paste site-
specific recombination between the halves of the DNA

segments. Exchange of the cut DNAs is thought to occur
by rotation of the flat protein–protein interface in the
middle of the structure. Image reproduced from [92].
(d) Topoisomerase V, an archaeal enzyme that cuts one
strand of DNA, allowing internal linking number of the
double helix to change. Image reproduced from [93].
(e) Eukaryote nucleosome. The roughly 10-nm-diameter
particle contains 147 bp of DNA wrapped around eight
histone proteins (purple chains). Top view is shown on
the left, side view is shown on the right. Image reproduced
from data of [12]

chemical forward rate constant for the reaction
is kon ≈ (a/R)kBT/η. Since R > a we can
take kBT/η as a kind of “speed limit” for a
binary reaction controlled by three-dimensional
diffusion. For T = 300 K and η = 10−3 Pa s
(appropriate for water at room temperature),

kon <
kBT

η
= 4 × 10−21 J

10−3 Pa s

= 4 × 10−18 m3/s ≈ 109 M−1 s−1 (2.26)

where the final units indicate a rate per unit con-
centration (M = mol/l; recall 1 M = 6 × 1023/l).

It turns out that this rate can be increased
by roughly an order of magnitude if in addition
to three-dimensional diffusion, there is also one-
dimensional “search” over a restricted region of
a long DNA polymer in which a specific binding
site is embedded [15, 94]. However, the rate at
which initial encounters of protein and DNA oc-
cur is still controlled by Eq. (2.26). There remain
many interesting problems having to do with
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(small) proteins binding to a (long) DNA poly-
mer, for example, the dependence of multiple
sequential interactions on polymer conformation
[95].

Returning to the basic picture of proteins bind-
ing to one DNA binding site, once the complex
is formed, one usually considers it to have a
lifetime, described by a concentration-dependent
rate koff of dissociation of the protein from the
DNA (units of koff measured in s−1).

Once our proteins come to equilibrium with
the binding site, the probability that the site will
be bound relative to being unbound will be

Pon

Poff
= konc

koff
≡ c

Kd

(2.27)

where the dissociation constant Kd ≡ koff/kon

describes the strength of the binding. Since Kd

is the concentration at which the site is 50%
bound, the smaller Kd is, the tighter the binding.8

The site-occupation probability is the familiar
Langmuir adsorption isotherm, Pon = c/(Kd +
c).

The Boltzmann distribution gives the equilib-
rium free energy difference between the bound
and unbound states,

Gon−Goff = −kBT ln
Pon

Poff
= kBT (ln Kd − ln c)

(2.28)

The bound state is reduced in free energy (be-
comes more probable) as solution concentration
of protein is increased. Equation (2.28) can be
thought of as reflecting the free energy associated
with interactions (Gint = kBT ln Kd ; smaller Kd

gives a more negative “binding” free energy)
in competition with the ideal-gas entropy loss
associated with localizing the protein to the DNA
binding site (Gent = −kBT ln c; an ideal-gas
entropy model is appropriate since the volume
fraction of any particular DNA-binding protein
species is usually very small in vivo or in test-
tube experiments).

8Kd is used widely by biochemists; note that the equi-
librium constant used widely by chemists is just Keq ≡
1/Kd .

This basic type of model is widely used to ana-
lyze protein–DNA interactions. It should be kept
in mind that it has been found for some proteins
that the off-rates are strongly dependent on the
concentration of other molecules in solution [96–
103], an effect which makes definition of binding
equilibrium more complex.

2.4.3 Force Effect on Protein–DNA
Binding

If tension f is present in a DNA molecule during
interaction with proteins (or other molecules that
bind DNA, e.g., DNA-intercalating agents like
ethidium bromide), that tension can affect the
binding. In general there will be some mechan-
ical change in length of a DNA if a protein
binds it. This might be only a few nanometers in
the case of a single DNA-bending protein (e.g.,
Fig. 2.12a or b); for a nucleosome it might be
the entire 150 bp or ≈ 50 nm of DNA wrapped
around the histones (Fig. 2.12e).

Suppose there is a length contraction � > 0
(or a lengthening by � < 0 [104]) of a DNA
molecule when binding of a protein occurs. As
an example, imagine a protein which bends or
loops DNA, cases for which � > 0. Tension
plausibly slows down kon (since now one must
get to a transition state by doing work against
the applied tension) and plausibly speeds up
koff (the chemical bonds in the complex will be
destabilized by any applied tension).

By Eq. (2.27), if binding equilibrium can be
achieved, the ratio of these rates and therefore
the binding/unbinding probability ratio reflect the
presence of the additional mechanical work f �

[105]:

Pon

Poff
= c

Kd

e−βf � (2.29)

where β = (kBT )−1, and where Kd indicates
the dissociation constant at zero force. Equa-
tion (2.29) suggests that we identify a force-
dependent dissociation constant, Kd(f ) =
Kd(0) exp(βf �) and for � > 0 we see that
applied force increases the Kd strongly, since
tension is destabilizing the bound complex. In
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the “DNA-lengthening” case � < 0, stretching
the double helix stabilizes binding.

This effect becomes dramatic for DNA loop-
ing. Note that even in the absence of force, the
stiffness of the double helix essentially constrains
thermally formed loops to be longer than ≈
50 nm (somewhat shorter loops can form but at
a large free energy cost, i.e., slowly). If tension
is present, there is an additional force-retraction
free energy cost [105]. For example, even a rather
small loop with � ≈ 100 nm under moderate
tension of f = 0.5 pN will have f � ≈ 12.5kBT ,
leading to a large perturbation of the Kd . In
such a case, the on-rate will be most strongly
affected (suppressed) by applied force, since the
“transition state” for the looping reaction requires
nearly all of the work f � to be done by thermal
fluctuation, if the protein-mediated looping inter-
action is of short range [106, 107].

It is to be emphasized that protein–DNA com-
plexes can easily fall out of binding equilibrium
due to the large barriers associated with on- and
off-dynamics. An excellent example of this are
isolated nucleosomes under tension, the unwind-
ing of which show barrier-crossing nonequilib-
rium dynamics [108]. However, these barriers,
and therefore the kinetics of proteins binding and
unbinding to DNA are often profoundly affected
by other nearby biomolecules [96, 99, 101]. No-
tably, in the presence of additional “chaperone”
protein molecules associated with nucleosome
assembly and disassembly in vivo even large
complexes such as nucleosomes can be studied
in mechanical-biochemical equilibrium [109].

2.4.4 DNA-Bending Proteins and
Effective Persistence Length

DNA in most organisms is covered with
“architectural” DNA-bending proteins, to help
package it compactly. In eukaryotes the “histone”
proteins (two each of histones H2A, H2B,
H3, and H4) complex together as octamers to
form “nucleosomes,” with each histone acting
to bend DNA [110]. In addition a variety of
small DNA-bending proteins act to further

kink DNA between nucleosomes (including
HMG proteins such as HMGB1). In bacteria,
“nucleoid” proteins (in E. coli, Fis, HU, H-NS,
and StpA) act independently to generate bends
along DNA [111].

It follows that one should consider the situa-
tion where one has a long dsDNA subject to in-
sertion of kinks when proteins bind to it; this situ-
ation has been studied in a variety of single-DNA
experiments [112–116], and is a simplified ver-
sion of the situation occurring with chromosomes
in vivo. As long as the proteins do not bind the
DNA too densely, the additional bends generated
generally act to reduce the persistence length,
compacting the DNA contour and increasing the
forces needed to stretch out the protein–DNA
complex over that of the stiffer naked dsDNA
molecule. Indeed this effect has been observed
experimentally for a number of DNA-bending
proteins, with a shift of the force-extension curve
to larger forces as protein concentration is in-
creased [112–115, 117]; theoretical models for
protein-induced bending of DNA show the same
effects [55, 118].

It has been observed for at least two DNA-
bending proteins that once they reach a high
binding density along the double helix, a stiff-
ening effect occurs [113–115]. This may be due
to the formation of phased bends which act to
essentially stretch the DNA double helix contour
length.

Finally, the same general comments apply to
eukaryote chromatin, which can be considered
as a string of nucleosomes, with the added pro-
vision that the wrapping of DNA around nu-
cleosomes also compacts the total length of the
resulting DNA–protein complex by a factor of
very roughly 10.

2.4.5 Chromosome Organization:
DNA Loops

At scales larger than individual DNA-bending
proteins, which typically bind ≈ 20 bp regions
along the double helix, the long DNA molecules
of prokaryotes and eukaryotes are generally
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organized into loops by the binding of two
distance segments together by a protein complex.
If one imagines constructing a sequential series
of loops, this can accomplish a large length
compaction, from the original length of the
DNA molecule, to approximately the length of
the inter-loop DNA along the resulting “loop
axis.” Indeed a large number of DNA-binding
proteins form loops by binding two sites: a
classic example is the lac repressor from the
bacterium E. coli. [119]; a key example from
human cells is the protein CTCF, which binds
together two copies of a specific DNA sequence
[120]. In both these examples the interaction
between DNA sequences plays a gene-regulatory
role.

One mechanism for formation of such loops
is simple Brownian polymer dynamics, which
can bring distant sites together at a rate roughly
proportional to ≈ (R/L)3 ≈ (A/L)3/2, where
L is the inter-site distance and R is the end-
to-end distance. While this can be efficient at
relatively short (kilobase) scales, is it unclear
how loops can be formed efficiently at longer
scales by a pure random collision mechanism, or
how the tight arrays of loops thought to orga-
nize metaphase chromosomes can be efficiently
formed. A further point is that folding of chro-
mosomes by dense loop formation, as is thought
to occur during cell division in eukaryotes, if
done by random collision, can lead to “bad sol-
vent” conditions for chromatin, resulting in a
catastrophic sticking of chromosomes together
with no hope of sister chromatid resolution or
chromosome individualization [85, 90, 121].

2.4.6 Lengthwise Compaction of
Chromosomes

Actual chromosomes in cells are substantially
lengthwise-compacted by the action of locally
acting DNA-binding proteins. In eukaryotes,
histone protein octamers wrap 147 bp of
dsDNA into nucleosomes about 10 nm in
diameter [110]. Chromosomal DNAs typically
have short (15–50 bp) “linker” DNA stretches

between successive nucleosomes. It is currently
thought that a persistence length of this type
of “chromatin” fiber contains roughly 10
nucleosomes, or about 2 kb of DNA. This
means that even with no self-avoidance, a
knot in an isolated chromatin fiber will only
become likely for an 800 kb segment (4000
nucleosomes). In a cell, additional proteins that
mediate chromatin–chromatin contacts will keep
the statistics of the fibers from being those of
simple polymers at very large scales, but there
should still be a strong knotting suppression
by the folding of DNA by architectural
proteins.

At larger scales, chromosomes are folded and
compacted by other proteins. One of the most im-
portant classes of proteins which accomplish this
are “Structural Maintenance of Chromosomes”
(SMC) complexes (Fig. 2.13) [122–125]. These
protein complexes are based on heterodimers of
SMC proteins, which are long (≈ 50 nm), stick-
like coiled-coil proteins with a dimerization do-
main at one end and an ATP-binding/hydrolyzing
domain at the other end. These SMC “sticks”
dimerize at one end, and are thought to be ca-
pable of undergoing conformational changes in
response to ATP binding and hydrolysis so as to
compact DNA molecules that they are interacting
with. Via interactions with a third “kleisin” pro-
tein, SMC dimers form a tripartite ring structure
that can encircle DNA, indicating a topological
element to their DNA-organizing functions [126–
128]. Furthermore, eukaryote SMCs appear to fa-
vor formation of right-handed DNA loops (loops
with positive DNA writhe) [129–132].

Single-molecule experiments do indicate that
SMC complexes can compact DNA molecules
by mediating contacts between distant DNA
loci [132–135]. Cell-biological experiments
indicate clearly that the lengthwise compaction
that occurs during mitosis in eukaryote cells
depends crucially on the presence of “condensin”
SMCs [124], and that proper regulation of
contacts (“cohesion”) between replicated DNAs
depends on “cohesin” SMCs [122, 123].
Cohesins also play a critical role in stabilizing
gene-regulating loops along chromosomes in
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Fig. 2.13 Schematic diagrams of cohesin and condensin eukaryote SMC complexes. SMC complexes are built around
stick-like heterodimeric SMC proteins, each of which is approximately 50 nm in length. Reproduced from [122]

eukaryotes [136, 137]. SMC complexes are found
in bacteria and archaea [138], making SMCs the
most universal class of DNA-folding proteins,
present in all three domains of life.

2.4.7 The Loop Extrusion
Hypothesis for SMC
Mechanism and Mechanics of
Chromosomes

A number of lines of evidence are starting to
point to the possibility that SMC complexes are
capable of actively organizing looping, by some-
how using energy from ATP hydrolysis to “ex-
trude” DNA loops (Fig. 2.14). While this idea be-
gan as a hypothesis [139, 140], DNA-sequencing
experiments indicate that cohesin is able to orga-
nize DNA loops on megabase scales with DNA
sequence in a specific orientation [141], an ob-
servation which is difficult to explain without
invoking an extrusion, or tracking mechanism.

Secondly, it is hard to explain how the dense
arrays of chromatin loops in metaphase chro-
mosomes [142] can be formed by condensin
SMCs without crosslinking occurring between
different chromatids and chromosomes. Again
this is rather naturally accomplished by “loop
extrusion” [140, 143, 144], which forces sister

Fig. 2.14 Mechanisms of DNA loop formation. (a) Ran-
dom collision. Loop-forming sites (black square) meet
by random polymer motion to form a loop anchoring
complex (left to right shows time sequence). (b) Loop
extrusion. A loop-extruding enzyme (bold ⊂) lands on
one spot on a DNA molecule, and then actively pulls
DNA from the outside to the inside of the loop, gradually
increasing the loop in size (left to right shows time
sequence). This process may continue increasing the size
of the loop until the loop-extruding enzyme dissociates,
reaches a loop boundary element, or perhaps collides with
an adjacent loop extruding enzyme complex

chromatids apart by lengthwise-compacting each
chromatid into an array of tightly packed loops.
The resulting dense structure can then be further
compacted by chromatin-crosslinking proteins to
form robust metaphase chromosome [145, 146].
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Thirdly, recent data from “Hi-C” DNA se-
quencing experiments in bacteria also suggest
that bacterial SMC complexes are able to extrude
DNA loops to organize bacterial chromosomes
[147]. Finally, very recent results indicate that
yeast condensin complexes are able to use ATP
to translocate processively along dsDNA [148].
While not definite, all these recent experiments
point in the same direction, towards active loop
enlargement by SMC complexes. The forced en-
largement of DNA loops can help to organize
genomes by generating internal osmotic pressure
inside individual large DNA molecules, thus pro-
viding a driving force for topoisomerases to re-
solve linkages between distinct DNA molecules
and allowing cells to separate replicated chro-
mosomes from one another [121]. It may well
be that the basic principle of active extrusion of
DNA loops is an essentially universal feature of
chromosome organization in all cell types.

The self-crosslinking of DNA molecules
resulting from active loop extrusion suggests that
in general, genomes should behave as chromatin
“gels,” i.e., crosslinked networks of DNA.
Indeed, this has been observed for the mechanics
of isolated nuclei [149] as well as isolated
metaphase chromosomes [145, 146], both
of which show DNA-connectivity-dependent
mechanics with shear moduli in the few hundred
Pa range. While it remains for the precise
mechanisms and schemes underlying large-scale
genome organization to be fully understood,
it does appear at this point that SMCs play a
fundamental and central role in chromosome
dynamics, folding, and mechanics.

2.5 Conclusion

This chapter has focused on the molecular biome-
chanics of DNA and DNA–protein interactions,
with an emphasis on how global DNA topol-
ogy, and ultimately chromosome individualiza-
tion, can be controlled by enzyme-DNA inter-
actions. We close by summarizing main ideas
touched on in the chapter, along with indications
of their relevance to oncology and to the remain-
ing chapters of this book.

2.5.1 Mechanics of DNA and
DNA–Protein Complexes

We have emphasized the importance of DNA-
bending properties at the scale smaller than the
persistence length (150 bp), as well as the emer-
gence of DNA flexible polymer behavior at larger
DNA length scales (Sect. 2.2). It is important to
recognize that the fundamental events of gene
regulation—the binding of transcription factors
to 10–20 bp-long sequences—occur inside the
persistence length, while global chromosome dy-
namics (genome folding, chromosome rearrange-
ment, chromosome segregation) take place at
larger than the persistence length.

One must keep in mind that the folding, and
all of the mechanics (and polymer statistical me-
chanics) of DNA vivo is profoundly modulated
by the binding of proteins along the double helix,
which we have given some rough ideas of how
to understand from the point of view of quan-
titative theory (Sect. 2.4). DNA and chromatin
mechanical properties are known to be modulated
by epigenetic marks, both on DNA (methylation)
[150, 151] and on nucleosomes (notably histone
methylation and acetylation) [152].

2.5.2 Control of DNA Topology,
Sister Chromatid Segregation,
and Chromosome
Individualization

As for any long polymer, entanglement topology
plays a key role for DNA in vivo, and all cells
work hard to avoid having their chromosomes en-
tangled together (especially sister chromatids re-
sulting from DNA replication). Not surprisingly,
the enzymes which allow entanglement topology
to change, principally type II topoisomerases,
are key targets for antibiotics and anti-cancer
drugs [153], precisely because cell proliferation
requires physical and topological separation of
replicated chromatids.

A key recent development in this area is the
role that structural maintenance of chromosome
(SMC) complexes play in chromosome self-
organization, which involves their interplay with
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the actions of topoisomerases. Increasingly,
the condensin SMC complexes are being seen
as the key architects defining the folding
of chromosomes into their noodle-shaped
mitotic form, which we have argued to be
central to chromosome individualization and
sister chromatid separation. Interestingly, the
cohesin SMC complexes, which play a central
role in chromosome folding, replicated sister
chromatid cohesion, and gene regulation, have
been observed to have characteristic mutations
associated with specific cancers [154].

2.5.3 Global Nuclear Organization

The G1 eukaryote nucleus as a whole is or-
ganized into a highly regulated combination of
chromosome “data center” and gene expression
factory, with all activities controlled to some
degree by the physical properties of DNA and
chromatin [155]. Classically, the mechanical sta-
bility of the nucleus has been considered in terms
of properties of the nuclear envelope, particu-
larly the network of nuclear lamins that give
the nucleus its “toughness” to resist large strains
[156]. In addition to having a structural role
(lamin A), the lamins (lamin B) also play a key
gene-regulatory role; interplay between struc-
tural and gene-regulation functions is at the base
of a variety of “laminopathies” where defects
in nuclear shape regulation are correlated with
aberrant gene expression, particularly associated
with development [157].

Recent work has broadened this view to em-
phasize the role of chromatin itself in controlling
the small-strain mechanics of the nucleus, via
mechanisms including organizational changes
associated with epigenetic marks. Histone
hyperacetylation associated with euchromatin
(notably H3K9ac and H3K27ac) has been shown
to soften the human cell nucleus, while marks
associated with compacted heterochromatin
(H3K9me2,3 and H3K27me3) stiffen the nucleus
[149]. In addition, adjusting the balance of
euchromatin and heterochromatin has been
observed to be correlated with instabilities of
nuclear shape including the nuclear “blebs”

[158], long used as diagnostic marks of many
cancers [159]. Indeed, changes in epigenetic
histone marks are well known to be associated
with many cancers [160], suggesting a chain of
links leading from epigenetic marks, chromatin
folding and function, nuclear mechanics, nuclear
morphology, to genome instability. These effects
are amenable to theoretical analysis. Minimal
modeling of the behavior of the nucleus in
micromechanical studies reveals that the lamina
behaves as a bendable meshwork resulting
in buckling under strain [161]. This buckling
behavior is suppressed by the chromatin, which
fills the nucleus, providing further evidence of
the importance of chromatin in dictating small-
strain mechanics and nuclear shape [158].

In addition to being changed during the de-
velopment of many cancers and genetic diseases,
global nuclear organization is modulated dur-
ing metazoan development [162]. Nuclei in em-
bryonic cells are known to be quite distinct in
chromatin density, euchromatin/heterochromatin
balance, and nuclear mechanics. Just as one ex-
ample, one can imagine rather profound changes
in nuclear mechanics via changes in the density
of “crosslinking” by SMCs, or by proteins like
HP1α [163] which are thought to act to compact
heterochromatin. Micromechanical experiments
on nuclei from cells at different stages of de-
velopmental pathways, as well as experiments
on nuclei with different degrees of chromosomal
ploidy are also of interest. Understanding the
control of nuclear mechanics and organization
via redistribution of epigenetic marks and chro-
matin crosslinkers such as SMC complexes is an
objective for the near future.
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Abstract

Nucleus is a specialized organelle that serves
as a control tower of all the cell behavior.
While traditional biochemical features of nu-
clear signaling have been unveiled, many of
the physical aspects of nuclear system are still
under question. Innovative biophysical studies
have recently identified mechano-regulation
pathways that turn out to be critical in cell
migration, particularly in cancer invasion and
metastasis. Moreover, to take a deeper look
onto the oncologic relevance of the nucleus,
there has been a shift in cell systems. That is,
our understanding of nucleus does not stand
alone but it is understood by the relationship
between cell and its microenvironment in the
in vivo-relevant 3D space.
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3.1 Introduction

Despite decades of research, cancer metastasis
still remains an unsolvable process that induces
a devastating prognosis. Recent investigations
on the biomechanical aspects of tumorigenesis
are highlighted to find genetic and biochemical
changes associated with cancer progression. Tu-
mor cells are known to alter their own mechan-
ical properties and responses to external physi-
cal cues. Thus, the development and metastasis
of cancer are closely regulated by mechanical
stresses of the nucleus that regulate the gene
expression and protein synthesis. This chapter re-
capitulates the importance of nuclear mechanobi-
ology, whose malfunctioning provokes overall
setbacks of cancer progression.

3.2 Nuclear Structure
and Property

3.2.1 Nuclear Envelope

Nuclear envelope is divided into three parts: the
outer membrane, inner nuclear membrane, and
perinuclear membrane. The outer membrane is
connected to the endoplasmic reticulum (ER).
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The difference between outer membrane and ER
is the existence of ribosomes [1]. Nesprin, an
important protein connecting the nuclear enve-
lope and the cytoskeleton in the outer nuclear
membrane of mammals, regulates the cellular
mechanosensation [2]. The space between outer
membrane and inner membrane is called lumen
or perinuclear membrane. The outer membrane
and the inner membrane converge at the nuclear
pore complexes (NPCs) (Fig. 3.1), through which
small molecules diffuse. However, molecules that
are larger than 40 kDa can diffuse only by sig-
naling [3]. Nucleoporin, essential for aggregation
of lamina in late mitosis [4], is a molecular
constituent of NPC. It interacts with the lamina
[5] and may be involved in its biogenesis [6]. In-
ner nuclear membrane consists of transmembrane
proteins and membrane -associated proteins such
as lamina-associated protein (LAP)s, lamin B
receptor (LBR), emerin, and SUN proteins. Inter-
action between the inner nuclear membrane and
proteins is known to occur through these proteins
[2].

In the nucleus, integral membrane proteins in
the inner nuclear membrane connect the cyto-
plasm to the chromatin. The inner nuclear mem-
brane has, for example, the lamin-binding pro-
teins, having at least one transmembrane domain
and lamin-binding domain [7]. Varied biochem-
ical and physical factors are involved in their
interaction with different partners, leading to the
subsequent deformation of the nuclear structure.
Lamin is connected to chromatin lamin-binding
proteins and is involved in the regulation of gene
expression. Lamin connected to emerin interacts
with chromatin and other inner nuclear mem-
brane proteins [8].

Generally round or oval, the nuclear shape
reflects the condition of cells, disease, and age
[9]. Lamina regulates the nuclear shape, which
affects functioning of the nucleus through alter-
ing the shape, structure of chromatin, and gene
expression. In addition to lamina, changes in the
nuclear shape are caused by forces from cyto-
plasm and by lipid synthesis. Neutrophils have a
distinguishable nuclear shape. If neutrophils have
LBR mutation, the nuclei are hypolobulated and
the cells malfunction [10]. Lobulation is affected

by LBR, nuclear lamina proteins, microtubule,
and Kugelkern proteins [11]. In drosophila em-
bryos, the nuclear shape changes from spheroid
to ellipsoid by Charleston, inner nuclear mem-
brane protein, and microtubules [12].

Nuclear size is also affected by the cell cycle,
reaching its maximum size during interphase
[13]. Yeast are able to regulate their nuclear
volume, although it has no lamin and lamin-
associated protein mechanisms. The nuclear vol-
ume and shape are dependent on the physical
forces, the osmotic pressure, and the hydrostatic
pressure [14].

3.2.2 Nuclear Lamina

Located under the inner nuclear membrane, the
nuclear lamina is mainly composed of lamin
and lamin-associated proteins, which connect the
lamina to chromatin, involved in regulating the
gene expression [15]. Lamin is an intermedi-
ate filament IV and is the main component of
lamina [15]. Lamins have a N-terminal end and
a C-terminal end [16]. There are two subtypes
of lamin: A-type lamin from LMNA splicing
and B-type lamin from LMNB1/LMNB2. B-type
lamins are expressed in all tissues, have a CAAX
box, and attach to the membrane vesicles during
the cell cycle. Expression of A-type lamin is
observed later during development and is tissue-
specific. A-type lamin is soluble during mitosis.
Not all A-type lamins have a CAAX box where
posttranslational modification occurs [17]. All
lamins have isoprenylated and carboxymethy-
lated end. In addition, A-type lamins undergo
proteolytic cleavage [18]. After initiation of mi-
tosis, phosphorylation occurs and the lamina gets
disassembled. On completion of mitosis, the lam-
ina reassembles with the emerin, lamin B recep-
tor, and lamina-associated proteins (LAP) [19].

Electron microscopy revealed that the lamina
from Xenopus oocyte was composed of filaments
having similar diameter to the cytoplasmic in-
termediate filaments and mesh network of in-
termediate filaments [15]. The mesh network of
the nuclear lamina provides supports to nuclear
size, load-bearing, and viscoelastic behavior of
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Normal cell Cancer cell

A-type Lamin

Heterochromatin

Nuclear matrix protein

B-type Lamin

Nuclear pore complex
PML body
Nucleolus
Nuclear envelope

Fig. 3.1 Alteration of nuclear architecture in normal and
cancer cells. Cancer cells have lobulated, enlarged, irreg-
ular, and folded nuclei. Intranuclear architecture features
redistribution of heterochromatin and alteration of struc-

tural integrity of lamin proteins. Translocation through
nuclear pore complex (NPC) is upregulated, and the
formation of PML bodies is inhibited in cancer cells [92]
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the nucleus under exterior forces [20, 21]. Nuclei
from lamin-Xenopus oocytes, which are bigger
than mammals, can be easily manipulated and are
observed to be weak [22]. Nuclei from LMNA
knockdown mouse cells are deformable [23].
Interestingly, depletion of lamin B does not cause
any change in stiffness, but additional blebbing
occurs in the nucleus. This implies that lamin
A is the dominant factor in controlling nuclear
stiffness [24].

Laminopathies are caused by defects of
LMNA (Hutchinson-Gilford progeria, cardiopa-
thy, muscular dystrophy) and affect a wide range
of tissues. A-type lamin depletion decreases
the nuclear stiffness, resulting in enhanced
sensitivity to outer stress [24]. Dysregulation
in coupling of nucleoskeleton and cytoskeleton
and the failure in critical cellular functions such
as mechanosensing, differentiation, proliferation,
and repairing intracellular damage are the results
of diminished lamin proteins [8]. In humans, in
particular, autosomal dominant leukodystrophy
and adult-onset leukoencephalopathy are
associated with disruption of LMNB1 [8]. Since
lamin proteins are connected to the chromatin,
mutation of lamin could result in malignant
cancers as well [8]. The relationship between
nuclear lamin and onset of cancer will be
discussed more specifically in a later section.

Emerins interact with the inner nuclear mem-
brane, lamin, and chromatin. Emerin-deficient
cells show abnormal nuclear shape and mechan-
otransduction [8]. Several evidences display that
microtubule and nuclear envelope are directly
connected to each other. In cells which are emerin
and A-type lamin-deficient, there is mislocation
of MTOC, leading to abnormal cell migration.
Interaction between kinesin and nesprin mediates
the coupling of microtubule and nucleus. An
actin cap is composed of stress fibers on the top
of the nucleus, from the apical surface to the
bottom. Actin cap is coupled to the nuclear lam-
ina through the LINC complex and nesprins. The
actin cap associated with large focal adhesions
may be involved in mechanotransduction [25].

3.2.3 Nuclear Chromatin
and Associated Proteins in the
Nucleus

The building blocks of nucleic acid are
nucleotides, which structurally is composed of
a nucleoside and phosphate. The DNA double
helix combined with histones in the eukaryotic
nucleoplasm forms the chromatin, which is
organized into chromosomes. Histone H2A,
H2B, H3, and H4 are assembled as octamer
beads, histone complex [26]. H1, which is not
involved in the histone complex, stabilizes the
structure. Chromatin is classified as euchromatin
and heterochromatin [27]. Heterochromatin is
a packed structure, has a low gene expression,
and is located on the nuclear lumen or nucleus.
Euchromatin is intranuclear, less dense than
heterochromatin, and has a high activity of gene
expression. Euchromatin has more deformability
than heterochromatin, implying that euchromatin
is more affected by the extracellular forces
[28]. Chromatin untethered to the inner nuclear
membrane induces deformable nuclei [29]. Chro-
matin can deform plastically under fixed stress,
influencing the viscosity of the nucleus [30].

Subnuclear structures include the nucleoli,
Cajal bodies, and PML. Nucleoli is a fluid-
like structure, significantly different from the
nucleoplasm [30, 31], having a role in ribosome
biogenesis [32]. Cajal bodies are related to
the cell cycle. The number and size of Cajal
bodies are dependent on the cell cycle, which
is maximum at the G1/S phase [33]. PML
bodies are responsive to cellular chemical stress.
Stressed PML bodies aggregate and achieve
posttranslational modification [34].

Other structural proteins present in the nu-
clear cytoskeleton include nuclear actins, nuclear
myosins, and nuclear spectrins. Nuclear actin is
not stained with phalloidin because it mainly
forms the structure of G-actin and not F-actin
[35]. It modulates the gene transcription and
chromatin remodeling [36]. Nuclear myosin and
spectrin are involved in chromosome movement
[37, 38].
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3.3 Nuclear Mechanics
and Nuclear
Mechanotransduction

3.3.1 Intrinsic Mechanics
of the Nucleus

Depending on the method of measurement, nu-
clear stiffness ranges from 0.1 kPa to 10 kPa.
Nuclear mechanical properties are largely con-
tributed by the lamina. The proteins associated
with lamin compose the lamina and are incorpo-
rated into the nuclear membrane and chromatins.
Lamina supports the nuclear membrane and ren-
ders the stiffness associated with it. Lamina is
the mesh network of A-type and B-type lamins;
the A-type lamins control the viscosity of lamina,
enabling the nucleus to endure applied force [39],
whereas the B-type lamins have elasticity which
helps restore local deformation [21]. The elastic
stiffness of B-type lamin is dependent on the
applied force [40]. The ratio of A-type and B-
type lamins affects the cellular migration ability
[41] and nuclear mechanics.

There are several techniques to measure nu-
clear properties: micropipette aspiration, AFM,
substrate strain, and nuclear microrheology [42].
Measuring the rheology of the nucleus uses the
correlation of the applied force and induced de-
formation of the nucleus [42]. To measure the
nucleus, the result is dependent on the condition
of nuclei, nuclei in cells or isolated nuclei [42].
In case of measuring nucleus within the cell,
the state of nucleus can be preserved physiologi-
cally; however, the result is influenced by the cy-
toskeleton. Measuring isolated nuclei is directly
accessible to the probe, but the status of nuclei
differs from the living nucleus [42]. Micropipette
aspiration is the most widely used technique.
Briefly, the nucleus is isolated, or cytochalasin-
treated micropipette aspiration directly measures
the properties of the nucleus. AFM is used to
study adherent cells, providing a high-resolution
measurement [42]. However, the results are af-
fected by the environmental factors around the
nucleus and are hard to analyze. Substrate strain
experiment uses the deformity of the nucleus

when cells are stretched by the substrate under
the cell. Nuclear microrheology uses inserted
magnetic beads to control forces by tweezers
[43]. A-type lamin-depleted cells are more easily
deformable and enter small pores effortlessly,
thus emphasizing that A-type lamin is important
for nuclear mechanics.

3.3.2 Cytoskeleton and Nucleus
Coupling

Forces from outside the cell are transduced
through integrin and cytoskeleton, finally
reaching the nucleus through cytoskeleton and
nucleus molecular coupling [44]. In this regard,
the coupling of nucleus and the cytoskeleton
is important for sensing microenvironment
and responding mechanically. There are three
kinds of cytoskeleton: actin microfilament,
microtubule, and intermediate filament. Actin
is used to compose protrusions and contractile
forces. Intermediate filaments enhance the
structure. Microtubule supports the cell shape,
motility, mechanical integrity, and division.
Hence, these three types of filaments are essential
for mediating mechanosensing [28].

The nucleus has a specific complex to interact
with exterior forces. The cell is anchored by
focal adhesion called the linker of nucleoskele-
ton and cytoskeleton (LINC). The inner nuclear
membrane protein and outer nuclear membrane
protein form and connect cytoplasmic and nucle-
oplasmic skeletons [45]. Nesprins are present on
the outer nuclear membrane, connecting with the
cytoskeleton in the cytoplasm via actin-binding
sites [45]. There are five types of isoforms in
nesprin. Nesprin-1 and nesprin-2 are connected
to actin filaments in the cytoplasm [46]. Nesprin-
3 is connected to the plectin required for cell
migration [47]. Nesprin-4 is bound to kinesin-
1 positioning MTOC and Golgi complex [48].
KASH domain of nesprin is bound to SUN,
which resides in the inner nuclear membrane.
In mammals, SUN 1/2 is widely expressed and
interacts with A-type lamin. SUN1 connects the
lamin A, chromatin, and nesprin 2. SUN2 is
involved in vesicle formation and is bound to
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lamin, nesprin, and chromatin. SUN3 interacts
with nesprin-1 [49]. As emerin stabilizes the
lamin, nesprin, and chromatin, the cells with de-
pleted emerin suffer from irregular nuclear shape
and lack of mechanotransduction. Increasing ev-
idences suggest a direct connection between the
nuclear envelop and microtubules. Emerin and β-
tubulin interaction provides an element for cen-
trosomes to attach [50].

LINC establishes the location of nuclear mem-
branes, appropriate positioning, size, anchorage
of nucleus, cell migration, and cytoskeletal po-
sitioning. Increasing evidence reveals that lamin,
especially A-type lamin rather than B-type lamin,
plays a critical role in managing mechanotrans-
duction. Depletion of Nesprin-1, SUN-1, or A-
type lamin results in synaptic nuclei mislocation,
which induces muscular dystrophy [8]. Cells in-
teract with ECM through integrin which consists
of FAK, talin, and vinculin. The characteristics
of ECM are reflected in the variations seen in
cell adhesion, shape, motility, and differentiation
properties of cells. The A-type lamin is especially
essential for regulating the mechanics of nucleus
and cellular mechanotransduction [24].

3.3.3 Nuclear Mechanotransduction

In vivo, cells undergo shear stress, compres-
sion, forces during migration, and strain. Nu-
clear shape changes depending on the transmit-
ted forces from the microenvironment. Nuclear
deformation is the rate-limiting step in cell mi-
gration through small pores. During migration
through collagen, the nucleus can be compressed
up to 10% of the initial nuclear size. Alterations
in composition of nuclear envelope affects the
nuclear shape, inhibits the transmission of forces
through the envelope, and finally hinders the cell
polarization [51], differentiation [52], migration
[53], and proliferation [54].

Vascular endothelial cells suffer from shear
stress. Shear stress aligns cells toward the di-
rection of flow. On application of 24 h-shear
stress, the nuclei of endothelial cells remodel
the cytoskeleton, and nuclear structures flatten,
elongate, and become more dense. These changes

are stable and persist even after removal of the
shear stress [55]. Also, the cells in cartilage or
muscle get frequently compressed. In response to
the compression force, the nuclear shape, height,
and chromatin structure get altered [56]. Chon-
drocytes lacking the A-type lamins have less stiff
nuclei and therefore undergo less resistance, dis-
rupted linkage, and finally isotropic deformation.
Wild-type chondrocytes undergo anisotropic de-
formation [57].

Stretching of tissues can be easily observed
in vivo. To mimic the stretched tissue, mouse
and human fibroblasts were seeded on the
silicon membrane, and the silicon substrate was
stretched. Nuclei with A-type lamin-deficient
cells were deformed at up to 30% of the applied
force. The result indicates that depletion of the
LINC complex can ruin the deformation of
nucleus by strain stress [23]. Substrate patterning
and stiffness control the cellular cytoskeletal
tension and positioning. The stiffness of the sub-
strate is associated with the magnitude of traction
force delivered to the nucleus [58]. Patterning
influences cell polarization and nuclear position-
ing. Cells on micropattern spread and form the
axis of the nucleus-centrosome-Golgi [59].

When forces are applied to cells, mechanosen-
sitive proteins react through phosphorylation,
modifying the conformation and binding affinity
and initiating biochemical signaling. MAPK
pathway is one of the major pathways of
regulating cellular response to mechanical
stresses. Mutation of LMNA elevates the level
of phosphorylation of ERK and JNK, causing
cardiomyopathy [60]. YAP/TAZ pathway is
one of the pathways in the Hippo pathway.
YAP/TAZ mediates cellular response to substrate
stiffness and tension of the cytoskeleton [61].
A-type lamin overexpression induces decrease
in YAP1 levels [39]. MLK1/SRF pathway
regulates growth factor, muscle-specific fusion
and differentiation, and cytoskeletal dynamics.
MLK1/SRF is very sensitive to organization
of actin. MLK1 interacts with G-actin and is
unable to translocate to the nucleus. This location
of MLK1 regulates gene expression [62]. Wnt
signaling is critical in bone differentiation upon
physical cues. The transcriptional coactivator β-



3 Mechanics of the Cell Nucleus 47

catenin, which is involved in the Wnt pathway,
interacts with nuclear envelope proteins and
regulates the sensitivity of osteoblasts or
osteocytes to physical stress [63].

3.3.4 Nuclear Mechanoresponse
and Chromosomal
Reorganization

Epigenetic modification is defined as the
regulation of gene expression without altering
the DNA sequencing. Chromatin, which is
repeated to form nucleosome, is the complex
of DNA and core histone proteins [64]. Epi-
genetic mechanisms include DNA methylation,
covalent histone modification, and noncovalent
modifications. DNA methylation occurs at
CpG-rich dinucleotides, called “CpG islands,”
which are usually located in the 5′ end of the
genes and the promoter [65]. Most of DNA
methylations disappear during differentiation and
development [66]. However, some CpG islands
remain methylated during differentiation and
development, which results in long-term effects
[67]. Recent studies focus on the role of non-
CpG island methylation which occupies 40% of
the human gene promoter [65].

DNA methylation hinders the approach of the
transcription regulators [68].. DNA methylation
in mammals is operated by de novo methyltrans-
ferases (DNMT1/DNMT2/DNMT3A/DNMT3B)
in normal development and disease [69]. Histone
modifications occur at the N-terminal of histone
proteins by covalent modification such as
methylation, acetylation, and phosphorylation
[26]. Changes of histone modifications remain
in the form of a histone code, activating or
repressing the movement and expression of
the chromatin. [27] However, the mechanism
of passing down the histone code is not fully
identified. Lysine acetylation increases the
transcription activity; lysine methylation may
activate transcription, depending on the type
of residue [26, 70]. In mammals, H3K4me3
increases transcription activity [71], whereas
H3K9me3 and H3K27me3 play a converse role

[26]. Histone modification is controlled by en-
zymes, which include histone acetyltransferases
(HATs), histone methyltransferases (HMTs),
histone deacetylases (HDACs), and histone
demethylases (HDMs) [72, 73].

Histone modifications and DNA methylation
interact with each other [74]. DNA methyltrans-
ferases can be induced due to specific genomic
space to promote methylation by some HMTs.
HMTs in turn regulate the stability of DNA
methyltransferases. DNMT can induce HDACs
to achieve gene condensation, which is mediated
by MeCP2 [75].

Besides covalent histone modifications, non-
covalent nucleosome and histone repositioning
regulate the gene expression by changing chro-
matin organization. Nucleosomes control the ac-
cessibility of DNA sequences, altering gene ex-
pression by ATP-dependent chromatin remodel-
ing complexes [76]. The nucleosome-free region
(NFR), located upstream of the expressed genes,
mediates the transcription complex to bind or
detach to both ends of genes [77]. Incorporating
histone variants, for example, H3.3 and H2A.Z,
influences gene expression. Histone variants have
a few differences of amino acid from that of
normal histone proteins. Activated promoters are
occupied by H3.3 and H2A.Z [78]. Histone vari-
ants are also modified by acetylation and ubiqui-
tylation, affecting nuclear location and function
[79, 80].

miRNAs, which are endogenous ∼22 nt
RNAs [81], are a family of small RNAs that
cleaves directly specific mRNA, repressing gene
expression [82]. RNA polymerase II generates
a primary-miRNA (pri-miRNA). Pri-miRNA
becomes a hairpin-shaped structure by a Drosha.
Pre-miRNA is translocated to cytoplasm and
forms short double-stranded miRNA by Dicer.
The double-stranded miRNA is disorganized to
a single-stranded miRNA. Mature miRNAs are
incorporated into the RNA-induced silencing
complex (RISC). miRNAs bind to corresponding
nucleotides and regulates the expression of the
sequence [83]. miRNA can also affect DNA
methylation and histone modification mutually
by targeting specific enzymes (DNMT and
EZH2) [84, 85].



48 D.-H. Kim et al.

3.3.5 The Role of Nucleus During
Cell Migration

The direction of cell migration is related to the
nuclear position, which determines cellular po-
larity [86]. In case of cells migration in the two-
dimensional (2D) flat surface, intracellular or-
ganelles are placed in the order of leading edge—
MTOC—nucleus rear end [87], which is typi-
cally observed in the wound healing assay. The
monolayered cells on the wound edge are polar-
ized toward the opposite wound edge and formed
protrusions to move to the cell-absent space.
Cell migration is triggered to collectively migrate
by the serum or lysophosphatidic acid (LPA),
which activates CDC42 that reorients the nuclear
position. As shown in the previous studies where
nuclear reorientation is blocked without activa-
tion of dynein motors [88], cytoskeletal reorga-
nization is also critical to guide cell migration.
Recent studies have identified transmembrane
actin-associated nuclear (TAN) line that is bound
to nesprin-2 giant at the outer nuclear membrane
and plays a critical role in nucleus repositioning
for cell migration [89]. The perinuclear actin cap
is a well-characterized subset of actin stress fibers
that regulates the nuclear shape in a migrating
cell. The actin cap is the contractile actomyosin
filamentous structure attached to the interphase
nucleus by linkers of nucleoskeleton and cy-
toskeletons (LINC) [25]. Cells typically display
an elongated shape in case that the actin cap
forms, which also elongates the nuclear shape in
parallel to the actin cap fibers [90].

Nucleus-associated proteins and nucleo-
cytoskeleton connections therefore could control
the cell migration. Depletion of lamin A/C and/or
nesprin-1 hinders cell migration because the
disruption of nucleus-cytoskeletal connection
via outer nuclear membrane proteins inhibits the
formation of focal adhesions that promotes cell
adhesion and migration [91].

3.4 Nuclear Mechanics
in Oncology

3.4.1 Nuclear Structure in Cancer

Nuclear structure of malignant cells is dif-
ferent from that of normal cells (Fig. 3.1). The
structure depends on the cancer type and can be a
significant parameter for diagnosis. A variety of
cancers feature poly-lobulated, irregular, folded,
and enlarged nuclear morphology [92]. Morpho-
logical alteration of the nucleus can contribute
to cancer metastasis and tumorigenesis, where
cancer cells undergo severe nuclear deformation
and cytoskeletal remodeling to invade neighbor-
ing sites. Since the nucleus is stiffer than the
cytoskeletons, nuclear deformability becomes a
rate-limiting step in cell migration. Thus, the
cross-sectional area of the nucleus and its ratio
to the size of pores in the matrix could modulate
cancer metastasis [93].

Cancer cells undergo nuclear rupture in the
confined micro-channels during the metastasis,
where nuclear lamina consisting of two types of
nuclear lamin proteins is critical to recover the
nuclear envelope. Thus incomplete lamin expres-
sion induces the frequent nuclear rupture that
ultimately influences the location and function-
ality of nucleoplasmic and cytoplasmic proteins
as well as chromatin structure [23, 94].

3.4.2 Nuclear Proteins in Cancer

Increasing evidences suggest that changes of nu-
clear protein composition are related to charac-
teristics of malignant cancer cells. For examples,
nuclear matrix proetin22 (NMP22) and nucle-
ophosmin (B23) are considered as biomarkers of
prostate cancer [95, 96]. Nuclear lamin proteins
are known to be differently expressed depending
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on the type of cancer. A-type lamins are over-
expressed in skin cancer and underexpressed in
leukemia and lymphomas [97]. The proteins in
nucleoplasm are also altered in cancer cells [98].
Based on these findings, pathologists can judge
whether or not there is any malignancy of cancer
patients.

Changes in the nuclear proteins in cancer
induce malfunctioning in cell division, migration,
signaling, and gene expression. Overexpressed
A-type lamin promotes the reconstruction of
cytoskeleton by upregulation of PLS3 (actin
binding protein) and downregulation of E-
cadherin in colon cancer cells, resulting in
increased migration and invasiveness of cancer
cells [99]. Underexpressed nucleoporin 153
alters the structure of nuclear lamina, causing
decreased cell migration in human breast cancer
cells [6]. Lamin B-deficient microdomains
(LDMDs) are frequently observed in prostate
cancer (CaP) cells, resulting in multi-lobulations
of nucleus and RNA polymerase II stall, which
also promotes the cellular aggressiveness and
motility of CaP cell line [100]. Emerin is
suppressed in ovarian cancer. The loss of emerin
induces suppression of GATA6, aberrant mitosis,
and nuclear deformation [101]. LAP (lamina-
associated polypeptide)-2β is overexpressed
in cells of rapidly proliferating malignant
hematological diseases, but not in chronic
malignant hematological diseases. LAP2β-
HDAC (histone deacetylase) binding structure
modifies the histone structure, enhancing
malignancy in lymphocytes [102]. Genetic
alterations of nesprin-1 and nesprin-2 were found
in breast cancer cells [103]. Nuclear pore protein
88 kDa (NUP88) is a constituent of nuclear pore
complex. Overexpression of NUP88 induces
the transport of NF-κB between nucleus and
cytoplasm in breast cancer, colon cancer, and
melanoma. NF-κB is associated with the immune
system, apoptosis, and cancer. Accumulation
of NUP88 in the nucleus upregulates NF-
κB activation, which may cause cells to act
malignantly [104].

Nuclear matrix (NM) proteins regulate gene
expression, DNA replication, and repair. Recent
studies have revealed that the NM proteins

are associated with progression of cancers
and they can be used as biomarkers, e.g.,
CvC 1–5 (cervical cancer protein) for cervix
cancer marker, BLCA-4 (bladder cancer-specific
antigen) for bladder cancer marker, RCCA (renal
cell carcinoma antigen) 1–2 for renal cancer
marker, NMBC-6 (nuclear matrix breast cancer)
for breast cancer marker, and CCSA-3 (colon
cancer-specific antigen) for colon cancer marker
[96].

3.4.3 Nuclear Epigenetics in Cancer

Changes in nuclear architecture are tightly
associated with the epigenetic modification of
intranuclear chromosomal organization due to
chromatin deformation. DNA methylation plays
a role in cancer initiation by hypomethylation and
aberrant promoter hypermethylation [105]. DNA
hypomethylation is verified by amplification
of intermethylated sites (AIMS). AIMS are
used to find epigenetic alterations in colorectal
cancer [106]. Hypomethylated genes repress
apoptosis and promote cell proliferation,
making cancer cells malignant [106]. Moreover,
DNA hypermethylation in cancer inhibits the
expression of tumor suppressor genes, which
undergoes site-specific gene silencing and cancer
initiation. For instance, CAGE [107] and cyclin
D2 [108] in gastric cancer and 14-3-3 [109]
in pancreatic cancer are hypomethylated, while
hypermethylated BRCA1 causes initiation of
breast cancer [110].

Loss of histone acetylation, for example,
deacetylated H4-lysine 16 (H4K16ac) and
H4-lysine 20 trimethylation (H4K20me3) by
HDAC, represses gene expression; HDAC is
overexpressed in several cancers. For instance,
HDAC1 protein plays a role in proliferation
and prostate cancer development [111], and
the loss of monoacetylated histone H4 is
commonly found in human tumor cells [112].
Histone acetyltransferase (HAT) and HAT-
related genes are also rearranged to provoke
alterations in cancer [113]. Abnormal histone
methylation such as H3K9 hypermethylation and
H3K27 hypomethylation promotes aberrant gene
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silencing in cancer [114]. For example, enhancer
of zeste homolog 2(EZH2) is over-activated in
breast and prostate cancer [115] because EZH2
expression leads to malfunctioning in regulating
cell cycle [115]. EZH2 is involved in the poly-
comb complex 2 (PRC2) that interacts with the
protein influencing the histone methyltransferase
activity. DNA methyltransferases (DNMTs)
methylate histone H3 lysine 9 and 27 to induce
chromatin silencing [116]. This modification
recruits the PRC1 which prolongs the silencing
[116].

Nucleosome positioning in cancer cells occurs
with DNA methylation and histone modification,
which renders the nucleosome at the transcription
start site. Nucleosome remodeling and deacety-
lase compressor complex (NuRD) are involved
in abnormal gene silencing in leukemia [117].
The switch/sucrose non-fermentable (SWI-SNF)
complex mediating ATP-dependent chromatin
remodeling is known to play a key role in cancer
development and progression. The subunit of
SWI-SNF complexes, hSNF5, acts as a tumor
suppressor, where depletion of hSNF5 causes
inactivation of p21and p16, the cyclin-dependent
kinase (CDK) inhibitors. This dysregulated cell
cycle induces malignant behavior in rhabdoid
tumor cells [105]. One of the histone variants,
H2A.Z, prevents the gene to be methylated and
mediates the gene activation and controls cellular
proliferation and cancer progression. Thus
overexpressed H2A.Z is frequently observed in
colorectal cancer and breast cancer cells [118].

In cancer cells, some miRNA control gene
expressions. These miRNAs, such as lethal-7
(let-7), regulate the stem cell differentiation and
prevent the outbreak of tumor by regulating cell
differentiation or apoptosis through interrupting
gene expression [119]. But some miRNAs have
increased gene expression to promote cell dif-
ferentiation and tumor-like activity [105]. For
instance, miR-125b, miR-145, miR-21, and miR-
155 are underexpressed in breast cancer [120],
and lung cancer cells have underexpressed let-7
[121] and overexpressed miR-17-92 [122], while
miR-143 and miR-145 are underexpressed in
colorectal neoplasia [123].

3.4.4 The Role of Nucleus During
Metastasis

Overcoming nuclear deformation is necessary for
effective cancer metastasis [124]. Cancer cells
migrate through tissues away from primary tu-
mor via blood vessel and/or lymphatic systems,
which causes attenuation of nuclear structural
integrity. In case that the pore is smaller than
10% of nucleus diameter, cell can rarely migrate
without matrix remodeling [125], which could
induce DNA damage and/or epigenetic modifica-
tion [126].

Cytoskeletons and cytoplasmic structural pro-
teins bound to the nucleus control cell morphol-
ogy, polarity, and migration patterns. Myosin II
activation regulates nucleus sizing process by
making cytoplasmic contractile force and squeez-
ing the nucleus during metastasis [127]. Re-
cently, the combination of molecular biology
and pathological inspection has shown that the
expression of lamin A/C is different from the type
of cancers [128], and cancer cells lacking lamin
A/C display softer nuclei to make cells invade
tissues more easily [129].

3.5 Remarks

Nucleus is a specialized organelle that serves as
a control tower of all the cell behavior. While
traditional biochemical features of nuclear sig-
naling have been unveiled, many of physical
aspects of nuclear system are still under ques-
tion. Innovative biophysical studies have recently
identified mechano-regulation pathways that turn
out to be critical in cell migration, particularly in
cancer invasion and metastasis. Moreover, to take
a deeper look onto the oncologic relevance of the
nucleus, there has been a shift in cell systems.
That is, our understanding of the nucleus does
not stand alone, but it is understood by the rela-
tionship between cell and its microenvironment
in the in vivo relevant 3D space. For instance,
nuclear positioning is known to be mediated by
connection between nuclear envelope and sev-
eral filaments such as actin filament architec-
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ture, particularly by the perinuclear actin cap
that is typically identified in 2D planar space.
Recently research focuses on the discovery of a
3D version of actin cap, the actomyosin fibers
binding to nucleus. Since these nucleus-wrapping
actin stress fibers could exert mechanical force to
squeeze the nucleus and form the pseudopodial
protrusions [130], it is implicated to trigger and
regulate cell migration in 3D tissue environment.
Moreover, since nuclear lamin A/C is required
to form organized actin stress fibers, lamin A/C
presenting cells in 3D microenvironment could
migrate more persistently and faster in 3D than
in 2D. Therefore, selection of proper microsys-
tem is as important as underlying mechanism of
nuclear biophysics to fully understand the role of
nuclear mechanics in the oncology.
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4Extracellular Matrix Stiffness Exists
in a Feedback Loop that Drives Tumor
Progression

Allison K. Simi, Mei-Fong Pang, and Celeste M. Nelson

Abstract

Cells communicate constantly with their
surrounding extracellular matrix (ECM) to
maintain homeostasis, using both mechanical
and chemical signals. In cancer, abnormal
signaling leads to stiffening of the ECM. A
stiff microenvironment affects many aspects
of the cell, including internal molecular
signaling as well as behaviors such as
motility and proliferation. Thus, cells and
ECM interact in a feedback loop to drive
matrix deposition and cross-linking, which
alter the mechanical properties of the
tissue. Stiffer tissue enhances the invasive
potential of a tumor and decreases therapeutic
efficacy. This chapter describes how specific
molecular effects caused by an abnormally
stiff tissue drive macroscopic changes that
help determine disease outcome. A complete
understanding may foster the generation of
new cancer therapies.
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TGF Transforming growth factor
TIMP Tissue inhibitor of MMP
VEGF Vascular endothelial growth factor
YAP Yes-associated protein
5FU Fluorouracil

4.1 The Extracellular Matrix

Cells are critically influenced by their local mi-
croenvironment, which includes blood vessels,
signaling molecules, neighboring cells, and a
scaffold of structural proteins called the extra-
cellular matrix (ECM). The ECM is a major
component of the microenvironment and is a
highly dynamic structure [1]. It consists of a
variety of proteins, glycoproteins, proteoglycans,
and polysaccharides with distinct chemical and
mechanical properties [1, 2]. In addition to act-
ing as a structural support for the cells residing
within, the ECM provides inductive signals to
control cellular activities including proliferation,
differentiation, adhesion, migration, and survival
[3, 4].

The interaction between cells and ECM is
complex and essential for the maintenance of
healthy tissue. Take, for example, the breast.
Mammary ducts consist of a layer of luminal
epithelial cells surrounded by a layer of myoep-
ithelial cells and a laminin-rich basement mem-
brane (BM) [5]. Luminal epithelial cells interact
directly with the myoepithelial cells that secrete
BM proteins, which divide the epithelium and
stroma into two separate compartments. In addi-
tion to laminin, the BM of mammary ducts con-
tains a network of ECM proteins, including col-
lagen, heparan sulfate proteoglycans, vitronectin,
and fibronectin [6]. ECM and stromal cells, in-
cluding endothelial cells, fibroblasts, myofibrob-
lasts, adipocytes, and leukocytes, surround mam-
mary ducts within the stromal compartment [5,
7]. The ECM constantly undergoes controlled re-
modeling to maintain normal tissue homeostasis
and function [2].

The tumor microenvironment differs drasti-
cally from the microenvironment surrounding
healthy cells. Notably, tumors are inherently
stiffer than normal tissue, a result of increased

ECM deposition and cross-linking. The normal
tissue microenvironment has been shown to
suppress tumor formation, suggesting that
ECM stiffness can influence the behavior of
cells [8, 9]. For example, implanting a rigid
material such as metal, quartz, or glass triggers
tumorigenesis in vivo, whereas implanting a
powdered formulation of the same material does
not [10]. In turn, cells define the composition
and cross-linking of the ECM, as well as the
signaling molecules located within. Breast
stromal cells have been shown to drive tumor
progression by secreting exosomes, chemokines,
and growth factors, in addition to ECM proteins
[11–16]. Proteomic studies of the ECM of
human breast cancer xenografts have revealed
that primary tumors with different metastatic
properties display distinct ECM signatures [17].
The ECM of highly metastatic tumors contains
elevated levels of transforming growth factor
beta (TGFβ) and vascular endothelial growth
factor (VEGF), among other signaling molecules
that contribute to metastasis [17]. Essentially,
cells and ECM communicate in a feedback
loop that sustains healthy tissue and, when
perturbed, drives tumorigenesis. This chapter
focuses specifically on one oncogenic feature of
the ECM: its stiffening during tumorigenesis.

4.2 Effects of Cells on their
Surrounding ECM

The dynamics of the ECM, including its depo-
sition, remodeling, and turnover, are important
during development and other normal physiolog-
ical processes and are often dysregulated during
pathological conditions [2]. Changes to the ECM
result directly from cellular secretion of ECM
proteins and soluble factors. For example, cells
drive ECM stiffening primarily through secretion
of ECM proteins and proteolytic factors that
concurrently reshape the ECM. Stiffness is an
intrinsic property of a material that describes its
resistance to deformation when placed under
stress. By measuring the deformations that
occur in response to a known, applied force,
one obtains the Young’s modulus, a property
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Fig. 4.1 Detection of
collagen morphology in
histological samples. (a)
Picrosirius red stains
collagen in a mouse
mammary gland. (b)
Masson’s trichrome stains
collagen (light blue) in a
hyperplastic mouse
mammary duct. Scale bars
50 μm. Adapted from
(Provenzano et al., 2006)

that describes stiffness [18]. In addition to the
density of ECM proteins, the relative amounts
of each affect the mechanical properties of
the structure. Changes in ECM composition
are typically assessed by immunostaining
with antibodies targeted to specific constituent
proteins, or solutions such as picrosirius red or
Masson’s trichrome stain, which label collagen
in histological samples [19–21] (Fig. 4.1).
Collagen fibril size and organization can also
be observed by electron microscopy (EM), and
three-dimensional reconstructions from tilt or
serial EM imaging offer a detailed portrayal of
the fiber assembly [22].

Abnormal stiffening of the ECM during
fibrosis and cancer results in part from excess
deposition of ECM proteins, which occurs when
the normal balance between matrix production
and degradation is altered [23]. This balance
is achieved by ECM-degrading enzymes and
their modifiers, such as serine proteases, matrix
metalloproteinases (MMPs), MMP inhibitors
including tissue inhibitor of MMPs (TIMPs), a
disintegrin and metalloproteinases (ADAMs),
and ADAMs with thrombospondin motifs
(ADAMTS), which all play an important role
in the maintenance and remodeling of the
ECM [24]. During the early steps of fibrosis,
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MMPs and ADAMTS degrade normal ECM
to promote scar formation [25, 26]. Protease
profiling has revealed that ADAMTS1 is
upregulated during liver fibrosis. ADAMTS1
can directly interact with the latent form of, and
thereby activate, TGFβ [26]. TGFβ signaling
increases the synthesis and deposition of ECM
proteins by myofibroblasts, starting a feedback
loop that stiffens the matrix [27]. Further,
TIMP1 and TIMP2 are overexpressed during
fibrosis [28], and there is substantial evidence
that TIMP1 is overexpressed in several types
of cancer [29]. Increased levels of TIMPs
can cause accumulation of excess interstitial
ECM [30]. In addition to changes in matrix
production and degradation, enhanced ECM
cross-linking increases tissue stiffness in fibrosis
and cancer. Stiff ECM has been shown to
promote myofibroblast activation, tumor cell
migration, dissemination, and further collagen
deposition [31–33].

The tissue stiffening that ultimately leads to
tumorigenesis is likely initiated by normal cells.
Interactions between cells and their ECM release
signaling molecules that regulate cell behavior,
including commands that influence deposition of
new ECM [34]. For example, myofibroblast con-
tractility can induce conformational changes in
protein complexes embedded in the ECM, which
releases TGFβ sequestered in the matrix [27].
Overexpression of Rho-associated protein kinase
(ROCK) in the epidermal epithelium of mouse
skin increases collagen deposition and stiffening
[35], as well as the expression of the ECM pro-
teins fibronectin and periostin in a mouse model
of squamous cell carcinoma [36]. These changes
correlate with progression to invasive cancer.

Cancer cells themselves also contribute to me-
chanical alterations in the ECM. Lysyl oxidase-
like protein, which is secreted by cancer cells,
likely enhances ECM cross-linking during the
early stages of fibrosis and cancer [37]. Upreg-
ulation of collagen types I and III coincident
with increased degradation of collagen type IV
contributes to desmoplasia, an accumulation of
ECM proteins that is associated with malignant
cancer [34]. Cancer cells in hypoxic microenvi-
ronments express elevated levels of ECM com-
ponents, driven by hypoxia-inducible factor-1

(HIF1) [38]. HIF1 regulates collagen deposition,
ECM stiffening, and collagen fiber alignment
through the regulation of collagen prolyl (P4HA1
and P4HA2) and lysyl (PLOD2) hydroxylases in
hypoxic fibroblasts [39].

Unsurprisingly, many of the proteins de-
scribed above that are responsible for remodeling
the ECM under normal circumstances yield
deleterious effects when dysregulated, as in
cancer cells. MMP activity is required for
proteolytic degradation of ECM during tumor
cell invasion, intravasation, and extravasation
[40]. MMP levels are elevated in high-grade
human breast cancers, independent of subtype,
and have been closely associated with tumor
cell invasion and metastasis [41]. Consistently,
overexpressing matrix metalloproteinase 3
(MMP3) in transgenic mice induces desmoplasia
and tumorigenesis [42]. Immunohistochemistry
analysis has revealed that patients diagnosed
with small cell lung cancer express significantly
higher levels of ADAM12 compared to healthy
controls [43], whereas xenograft studies
have suggested that ADAM12 overexpression
promotes tumor cell invasion and metastasis
[43].

Stromal cells and cancer cells thus both con-
tribute to the remodeling and stiffening of the
matrix during tumorigenesis by enhancing ECM
deposition and cross-linking. There is much to
learn about the molecular events that drive these
processes and, importantly, when they occur dur-
ing tumorigenesis.

4.3 Effects of ECM Stiffening
on Cells

Cells aim to maintain homeostasis. As the ECM
stiffens, the associated mechanical changes are
detected by mechanosensors in the cell that trans-
mit forces into chemical signals. To restore the
balance between external and internal rigidities,
the cell activates signaling pathways that increase
contractility and fortify the cytoskeleton. When
external forces continue to increase or are dy-
namic, the cell is in a constant state of flux, and
signaling can go awry.
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Fig. 4.2 ECM stiffening exists in a feedback loop with
surrounding cells. In normal and cancerous tissues, cues
from the microenvironment drive increased deposition of
ECM (purple boxes). Consequently, stiff ECM affects

many aspects of the cell (blue boxes), which ultimately
impact global cellular behaviors and overall disease pro-
gression (green boxes)

In response to increasing stiffness, cells un-
dergo a variety of changes at the molecular and

cellular scales (Fig. 4.2). Mammary epithelial
cells lose apicobasal polarity, increase focal ad-
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hesion assembly, and proliferate more. Increasing
basement membrane stiffness leads to malignant
transformation [44]. Applying tensile forces to
integrins induces Rho signaling, which leads to
assembly of actin filaments, nuclear transloca-
tion of myocardin-related transcription factor A
(MRTF-A), and the expression of smooth muscle
α-actin in fibroblasts [45]. ECM stiffness also
drives changes in protein localization that pro-
mote malignant cellular behaviors. For example,
integrin clustering and activation on stiff matrices
cause Rac1b to localize to the plasma membrane
in mammary epithelial cells, leading to upregu-
lation of Snail and epithelial-mesenchymal tran-
sition (EMT) [46]. Yes-associated protein (YAP)
and transcriptional coactivator with PDZ-binding
motif (TAZ) localize to the nucleus in mes-
enchymal stem cells (MSCs) cultured on stiff
substrata, while they remain in the cytoplasm
in cells cultured on soft substrata [47]. Once in
the nucleus, YAP and TAZ promote proliferation,
and at elevated levels, this can result in neoplasia.

Mechanical changes in the ECM propagate
along cytoskeletal filaments and reach the nu-
cleus, which can affect gene expression and the
integrity of the genome. Nuclear distortion, in-
cluding spindle and chromosome rearrangement,
occurs in endothelial cells as a result of the
reorganization of cytoskeletal filaments induced
by mechanical tugging on the cell [48]. Nu-
clear deformation induced by stiffening of the
ECM may promote changes in gene regulation by
physically revealing or concealing transcription
factor binding sites [49] or through regulation of
key mechanotransducers. For example, impairing
the linker of nucleoskeleton and cytoskeleton
(LINC) complex in fibroblasts results in reduc-
tion of proliferation and differentiation through
aberrant p38 MAPK and NFκB signaling [50].

Stiffness can also directly mediate activity of
transcription factors in cancer cells. For example,
stiff substratum drives NFκB activation in lung
adenocarcinoma cells through actomyosin con-
tractility [51].

The effects of ECM stiffening on the nucleus
go beyond regulation of transcription factors.
Integrin activation and focal adhesion assembly
cause dissociation of protein-protein structures in

nuclear Cajal bodies (CB) of HeLa cells [52].
CBs are involved in RNA processing and splicing
and telomere maintenance. Integrin-mediated ac-
tivation of β-catenin and Myc induces expression
of the microRNA miR-18a, which downregulates
the tumor suppressor, phosphatase, and tensin
homologue (PTEN). Increased stiffness also cor-
relates with miR-18a expression in human breast
cancer biopsies [53].

Specific changes in gene expression, signaling
pathways, and nuclear morphology that occur in
response to mechanical cues from the ECM affect
overall cell behavior. Thus, the traditional view of
the ECM as a scaffold to maintain tissue structure
is being appended to include its role in regulat-
ing cell proliferation, differentiation, and migra-
tion. MSCs cultured on polyacrylamide gels that
mimic the stiffness of the brain, muscle, and bone
tissue differentiate into neurons, myoblasts, and
osteoblasts, respectively [54]. Stiffness-induced
differentiation cannot be overridden by treatment
with soluble factors. Biochemical and mechani-
cal signaling synergistically regulates quiescence
of MSCs in the bone marrow [55]. Similarly,
when soluble factors are used to induce differ-
entiation of adult neural stem cells, their ulti-
mate fate is heavily influenced by the stiffness
of the surrounding microenvironment [56]. Stiff
microenvironments can also stimulate signaling
through integrin-linked kinase (ILK) in breast
cancer cells, leading to cancer stem cell (CSC)-
like gene expression and the formation of breast
CSCs through the PI3K/Akt signaling pathway
[19].

Importantly, changes in cell behavior stimu-
lated by an increase in stiffness can also affect
later stage tumors by initiating EMT or further
enhancing proliferation. In culture, soft matrices
protect mammary epithelial cells from undergo-
ing MMP3-induced EMT [46]. Similarly, stiff-
ness drives the switch in TGFβ from a tumor sup-
pressor to an EMT inducer [57]. By driving cell
transformation and changes in gene expression,
stiffness can help confer a survival advantage to
cancer cells. For example, the morphology and
proliferation of cancer cells can actually become
insensitive to ECM stiffness through regulation
of Cav1, a scaffold protein important for integrin-
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mediated mechanotransduction [58]. Insensitiv-
ity to stiffness can enhance the ability of cancer
cells to thrive in vivo [59]. Altogether, these
studies highlight the importance of mechanical
cues from the ECM in modulating cell behavior.

4.4 Effects of ECM Stiffening
on Treatment

In later stages of cancer, ECM stiffness comes
into play in unexpected ways, for example, by
negatively affecting treatment. First, stiff ECM
often physically impairs the ability to deliver
drugs. Tissue stiffness can contribute to collapse
of the vasculature in tumors, which reduces the
likelihood that a drug will reach the tumor site
[60]. Indeed, reduction of overabundant ECM
proteins in animal models of cancer alleviates
poor drug delivery. For example, collagenase
reduces interstitial fluid pressure (IFP) in human
colorectal tumors grown in mice [61], resulting
in increased uptake of 5-fluorouracil (5FU). Sim-
ilarly, collagenase-induced reduction of IFP in
osteosarcoma xenografts increases the uptake of
monoclonal antibodies [62]. Moreover, reduction
in fibromodulin (which stabilizes collagen fibrils)
lowers IFP [63], which improves drug delivery to
the tumor.

Second, stiff ECM can compromise drug ef-
ficacy. Increase in type I collagen synthesis re-
duces the efficacy of 5FU in pancreatic can-
cer cells by increasing cell proliferation [64].
Chemotherapeutic response is reduced in small
cell lung cancers through β1-integrin-mediated
interactions between cells and the surrounding
ECM [65]. Similarly, actin remodeling in BRAF-
mutant melanoma cells leads to nuclear localiza-
tion of YAP/TAZ and subsequent resistance to the
BRAF inhibitor PLX4032 [66, 67].

ECM stiffness itself can be a target for treat-
ment. Drugs that affect the mechanical features
of the tumor microenvironment typically do so by
manipulating an upstream signaling molecule. In
many cases, the effect is to increase delivery of
another chemotherapeutic agent that targets the
cancer cells themselves. For example, the drug

IPI-926 inhibits Hedgehog signaling to reduce
tumor-associated stromal tissue and was found to
increase the delivery and efficacy of gemcitabine
in mice that had previously resistant pancreatic
tumors [68]. Similarly, targeting fibroblast acti-
vation protein (FAP) in tumor-associated fibrob-
lasts reduces the production of type I collagen
and was shown to suppress tumor progression
and increase chemotherapeutic efficacy in murine
colon and mammary tumors [69, 70]. These stud-
ies demonstrate that ECM stiffening significantly
affects the deliverability and efficacy of cancer
drugs and, for this reason alone, is often a rea-
sonable therapeutic target.

Of note, there is evidence that ECM stiffening
can also protect the tumor from progressing. This
effect was observed in a mouse model of pancre-
atic ductal adenocarcinoma, where depletion of
myofibroblasts reduced collagen I in the stroma
but led to decreased survival. Interestingly, the
changes to the ECM did not affect gemcitabine
delivery as previously reported but increased the
efficacy of anti-CTLA-4 antibody, a checkpoint
blockade [71]. There is still much to learn about
the precise ways in which tumorigenic ECM
stiffening influences therapy.

4.5 Effects of ECM Stiffening
on Overall Disease
Progression

Predictably, when many cells with mechanically
induced changes in behavior are combined, they
can affect tumorigenesis and overall disease pro-
gression, namely, the progression from an in
situ tumor to an invasive tumor or metastatic
disease. The combined influence of many cells is
evidenced in ovo, where ECM stiffness has been
shown to modulate tumor formation and metasta-
sis. When a stiff collagen gel (up to 6 mg/mL col-
lagen) with embedded breast cancer cells is im-
planted on the chorioallantoic membrane (CAM)
of a chicken embryo, the cells form primary tu-
mors and multiple micrometastases. Conversely,
implantation of cell-embedded soft collagen gels
does not result in adverse effects [19].
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Several specific molecular targets have been
identified as key players in stiffness-induced
tumor progression. In mice deficient for Cav1,
transplanted breast tumors remained minimally
invasive. Conversely, a Cav1-positive microen-
vironment supported invasion and metastasis of
tumors [72]. Stiffening of mammary glands by
lysyl-oxidase-mediated collagen cross-linking
increased size and invasion of premalignant
mammary organoids. Tumor progression was
driven by integrin clustering and activation [20].

In addition to affecting the cancer cells them-
selves, ECM stiffening also drives changes in the
microenvironment that promote disease progres-
sion. Angiogenic sprouting and invasion, pre-
cursors to angiogenesis, correlate with stiffening
of collagen matrices [73] and hydrogels [11].
Angiogenesis is required for tumor growth and
metastasis. Increased expression of ECM pro-
teins (e.g., fibronectin [74]) at distant sites can
provide a microenvironment that encourages the
growth of metastases. By influencing both cells
and the stroma, remodeling of the ECM plays a
holistic role in cancer progression.

4.6 Concluding Remarks

Tumor tissue is inherently stiffer than normal
tissue, but whether a tissue first stiffens or be-
comes cancerous is poorly understood and likely
varies with each case. What we do know is
that the cells and ECM within the microenvi-
ronment of a tumor communicate in a feedback
loop to perpetuate desmoplasia and malignant
cellular behavior. Stiffer tissue within the tumor
also reduces drug efficacy. Targeting the ECM
for therapeutic benefit has only recently been
explored and has had limited success in clinical
trials. However, because of the critical influence
of the ECM on tumor growth and progression,
promise remains for the development of agents
that target the ECM directly rather than indirectly
as a side effect of the drugs’ primary action.
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5Microenvironment Influences Cancer
Cell Mechanics from Tumor Growth
to Metastasis
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Abstract

The microenvironment in a solid tumor in-
cludes a multitude of cell types, matrix pro-
teins, and growth factors that profoundly in-
fluence cancer cell mechanics by providing
both physical and chemical stimulation. This
tumor microenvironment, which is both dy-
namic and heterogeneous in nature, plays a
critical role in cancer progression from the
growth of the primary tumor to the develop-
ment of metastatic and drug-resistant tumors.
This chapter provides an overview of the bio-
physical tools used to study cancer cell me-
chanics and mechanical changes in the tumor
microenvironment at different stages of cancer
progression, including growth of the primary
tumor, local invasion, and metastasis. Quan-
titative single cell biophysical analysis of in-
tracellular mechanics, cell traction forces, and
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cell motility can easily be combined with anal-
ysis of critical cell fate processes, including
adhesion, proliferation, and drug resistance,
to determine how changes in mechanics con-
tribute to cancer progression. This biophysical
approach can be used to systematically inves-
tigate the parameters in the tumor that control
cancer cell interactions with the stroma and to
identify specific conditions that induce tumor-
promoting behavior, along with strategies for
inhibiting these conditions to treat cancer. In-
creased understanding of the underlying bio-
physical mechanisms that drive cancer pro-
gression may provide insight into novel thera-
peutic approaches in the fight against cancer.

Keywords

Cell mechanics · Deformation ·
Microrheology · Traction force · Epithelial to
mesenchymal transition (EMT) · Motility ·
Adhesion · Metastasis

5.1 Introduction

To improve cancer prevention and survival rates,
the biology of cancer has been extensively an-
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alyzed to find molecular targets at genetic and
epigenetic levels. Yet, cancer remains a leading
cause of death worldwide, with over 90% of
cancer-related deaths due to metastasis [1]. Phys-
ical interactions of cells in the tumor microenvi-
ronment, along with the mechanical forces that
modulate them, play a critical role in cancer
metastasis [2–4]. The growth of metastatic tu-
mors is also highly dependent upon the recruit-
ment of host-derived stromal cells, such as fi-
broblasts, mesenchymal stem cells (MSCs), and
immune cells, which secrete extracellular ma-
trix proteins, soluble factors, and proteases crit-
ical for tissue remodeling and tumor microen-
vironment development [5]. Therapeutics target-
ing non-cancer cells in the tumor microenviron-
ment have emerged as adjuvants to traditional
chemotherapeutics [6, 7]. The complexity and
heterogeneity of cancer are major challenges to
the development of successful treatments. In this
respect, our knowledge and understanding of
the disease are incomplete, and new aspects are
being researched more actively to influence the
outcome of cancer.

Many of the hallmarks associated with cancer,
including unlimited replicative potential, apop-
totic evasion, and tissue invasion and metastasis,
can be linked to abnormal cytoskeletal or ma-
trix mechanics—important biophysical parame-
ters [8–10]. A common feature of these biophys-
ical interactions is the transmission of force from
the extracellular matrix (ECM) to the internal
cytoskeleton, which forms the structure of the
cell. Groundbreaking work from the Weaver lab
has demonstrated that mechanics play a criti-
cal role in cancer progression [3, 4, 11]. My
lab also showed that increased traction forces
(transmitted from the internal cytoskeleton to the
external environment) correlate with increased
cancer cell motility, proliferation, and chemore-
sistance; this was demonstrated in mechanosensi-
tive breast and ovarian cancer cells that respond
to changes in matrix stiffness [12, 13] and in a
genetic model of induced epithelial to mesenchy-
mal transition (EMT) [14]. We also showed that
paracrine factors exchanged between cancer and
stromal cells dramatically alter the mechanical
properties of both cell types [15–19].

The field of physical oncology is aimed at ex-
ploring the role of mechanical forces in the tumor
microenvironment during growth and metastasis
[2–4, 20–22]. Mechanical forces in the primary
tumor are caused by solid stress that results from
the rapid proliferation of tumor cells and the
recruitment of host-derived stromal cells. Matrix
stiffening and high interstitial fluid pressure fur-
ther contribute to this high-stress environment,
which alters cells and the surrounding matrix to
activate signaling pathways important in cancer
[11, 23]. Mechanical forces are also critical in di-
recting cancer metastasis. In fact, cancer cells un-
dergo a cascade of biophysical changes through-
out this process. First, cells undergo morpholog-
ical elongation with reduced cell-cell adhesion
during EMT. Next, cells go through multiple
deformations as they cross the tumor stroma and
surrounding basement membrane, then migrate
through the bloodstream to the metastatic site,
and finally invade the tissue to form metastases
[2, 3, 21]. This chapter on cancer cell mechan-
ics will explore changes in matrix mechanics,
cytoskeletal and nuclear mechanics, cell traction
forces, and motility at different stages of cancer
progression, including growth of the primary
tumor, local invasion, and metastasis (illustrated
in Fig. 5.1).

5.2 Mechanical Forces in Cancer

Quantitative analysis of intracellular mechanics,
surface traction, and matrix stiffness forces al-
low us to probe the biomechanical properties
of the tumor with an unprecedented level of
detail. These biophysical techniques can be used
to systematically investigate the parameters in
the tumor that control cancer cell interactions
with the stroma and to identify specific con-
ditions that induce tumor-promoting behavior,
along with strategies for inhibiting these condi-
tions to treat cancer. This section briefly outlines
biophysical techniques and provides insight on
how these techniques can be combined with cell
fate analysis to study cancer.
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Fig. 5.1 The progression of cancer from the develop-
ment of the primary tumor, to the invasion of the sur-
rounding tissue, and the formation of distal metastases
are controlled by biophysical properties of the tumor mi-

croenvironment, including extracellular matrix mechan-
ics, cell and nuclear mechanics, cell traction forces, and
motility. This chapter will explore how these parameters
are measured and used to increase our understanding of
metastatic cancer

5.2.1 Intracellular Mechanics

Actin and Rho GTPases

Intracellular mechanical properties are
largely determined by structure of filamen-
tous actin. Actin filaments can organize
in a myriad of hierarchical structures in a
cell: parallel bundling of actin results in
stress fiber formation to provide tensile
strength and strong contractile activity,
whereas cross-linking of actin filaments
increase intracellular elasticity. Actin can
interact with other structural complexes,
like myosin motor proteins, to control
actomyosin contractility which plays a key
role in cell-generated forces [24]. The Rho
family of GTPases and its downstream
effectors play a pivotal role in regulating
the structural dynamics of actin, and these
proteins are overexpressed in tumors
[25–29]. In particular, activation of small
Rho GTPases such as RhoA with the help

(continued)

of guanidine exchange factors (GEFs)
leads to the activation of Rho-associated
kinases (ROCK) that block myosin light
chain (MLC) phosphatase and activate
myosin light chain kinase (MLCK) leading
to MLC phosphorylation and actomyosin
contractility. The actin cytoskeleton is
also connected to the nucleus via LINC
complexes that transmit mechanical signals
to the nucleus to regulate transcription
factors [30, 31].

During progression of cancer, the dynamic mi-
croenvironment forces cancer cells to adapt and
modify their mechanical properties in response
to both chemical and mechanical stimulation.
Characterization of cancer cell mechanics using
deformability, defined as the resistance to defor-
mation, at single-cell level has become increas-
ingly important to design new diagnostic tools
and treatment methods. Intracellular mechani-
cal properties are regulated by the cytoskeleton,
a complex network of filamentous actin, mi-
crotubules, and intermediate filaments extending
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Fig. 5.2 Schematic of cellular components contributing
to cell mechanics and mechanotransduction. Cytoskeletal
proteins actin, microtubule, and intermediate filaments act
as load-bearing components of the cells. Cells can sense
extracellular mechanical stimuli through transmembrane
receptors (e.g., integrins) that activate downstream intra-
cellular signaling pathways. Integrin dimerization results

in recruitment of multiple structural proteins to the in-
tracellular tail domain to form focal adhesion complex
that activates pathways such as ERK and Rho-ROCK
signaling. Furthermore, small Rho GTPases can activate
myosin light chain phosphorylation and increase acto-
myosin assembly that generate and transmit contractile
forces to the matrix

from the cell cortex to the nucleus (Fig. 5.2)
[32–34]. Together these structures provide the
principal resistance to an external deformation;
and the role of each component in regulating
mechanics is discussed briefly here. Contribu-
tions of actin filaments in regulating overall re-
sistance to external deformation have been ex-
tensively investigated over many years [35]. F-
actin, which undergoes rapid polymerization and
depolymerization with the help of small Rho
GTPases and actin-binding proteins, dynamically
transforms cell shape and generates mechanical
forces required for numerous cellular processes,
including adhesion and migration [36–39]. The

assembly and disassembly of microtubules are
critical for processes such as cell division and
molecular transport; however, the resistance of
microtubules to external deformation is very low
compared to the other cytoskeletal proteins [40].
Intermediate filaments can maintain cytoskeletal
structure and resist deformation at a strain level
where actin filaments break down [40]. Interest-
ingly, vimentin, an intermediate filament protein,
is upregulated during EMT, a critical step in the
metastatic process where epithelial cancer cells
transition to more invasive phenotype [41, 42].
The structure of cytoskeletal filaments can vary
significantly between 2D and 3D. For example,
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Fig. 5.3 Biophysical tools to measure the mechanical
properties of cells at different length scales. Tools that
can probe at a local region of the cells include (a) atomic

force microscopy and (b) magnetic bead twist rheometry,
whereas techniques such as (c) micropipette aspiration
and (d) optical trap measure the deformability of whole
cell

actin forms large stress fibers, lamellipodia, and
filopodial protrusions in 2D, whereas in 3D actin
filaments primarily appear in cortical regions.
Nonetheless, these cytoskeletal proteins play a
significant role in regulating cell mechanics in
both 2D and 3D.

Over the years different biophysical models
have been proposed to characterize the mechan-
ical properties of the cell including tensegrity,
poroelasticity, glassy transition, and classic vis-
coelastic models [43, 44]. Cells are considered
soft biomaterials that behave as complex vis-
coelastic fluids, and the study of microrheology
is used to describe the viscoelastic properties of
cells in terms of their response to applied external
stress or strain [45, 46]. Recent advancements
in microscopy have enabled the development of
passive probing tools to analyze cell rheology.
In this case, frequency-dependent viscoelastic
properties are measured by monitoring internal
energy-driven random motion of nanoparticles
embedded inside the cell [47, 48]. However, the
transport of embedded particles must be passive
for these models to quantitatively assess rheology
as active transport of ATP-dependent motor pro-
teins provides inaccurate results [49].

The techniques that have been developed to
probe the viscoelastic properties of individual
cells can be grouped into two broad categories
based on probing length scale varying between

subcellular to whole-cell regions (Fig. 5.3).
Techniques such as atomic force microscopy
(AFM), intracellular particle tracking microrhe-
ology (IPTM), magnetic bead twist cytometry,
and optical tweezers probe a local area on the
membrane or cytosol to measure cell mechanics
[50–53]. In case of AFM and magnetic bead
twist cytometry, local stress is applied to
membrane of adherent cells, and the measured
parameters are dominated by the cortical and
large actin structures and the rigidity of the
plasma membrane. To capture the mechanics
of an entire cell, mechanical stretch is applied
to the cell in suspension using micropipette
aspiration or optical stretching in suspension [54,
55]. Among the techniques, we have used IPTM
to rapidly probe the heterogeneity as well as
the short-term or transient mechanical response
of the cell [47]. IPTM can use both injected
inert nanoparticles or vesicles, and other granular
materials inside the cells, to passively probe the
microrheology. The basis of IPTM is described
briefly below [56].

The displacements of fluorescent particles em-
bedded in the filamentous network are captured
using a fluorescence microscope with high mag-
nification and a fast speed camera for good spa-
tial and temporal resolution (Fig. 5.4). High res-
olution of particle displacements is obtained by
tracking the intensity-weighted centroids of the
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Fig. 5.4 Intracellular particle tracking microrheology.
(a) Phase-contrast image of SKOV3 cell injected with
100 nm green nanoparticles and Brownian motion of a
single particle embedded in the cytoplasm (inset). (b)

Time-dependent ensemble average MSDs of particles
were used to calculate (c) frequency-dependent viscous
(G’) and elastic (G”) moduli of SKOV3 cells. Adapted
from Dawson et al. [56]

particles in the plane of focus of the objective.
In 2D, the mean square displacement (MSD) of
the particle is obtained by the following equation
(Fig. 5.4b):

MSD =< r2 (τ ) > =< [x (t + τ) − x(t)]2

+[y (t + τ) − y(t)]2 >

(5.1)

The MSD of the particle is related to the local
diffusivity of the network, which is determined:

D = < �r2 (τ ) >

4τ
(5.2)

In a purely viscous fluid, such as water or
glycerol, the thermal fluctuation-driven particle
motion is only hindered by viscous drag with the
Stokes-Einstein equation:

D = kBT

6πaη
(5.3)

where D is the diffusion coefficient, kB is
Boltzmann’s constant, T is temperature, a is
particle radius, and η is viscosity of the fluid.
Therefore, the particle tracking data can be used
to extract the viscosity of the fluid surrounding
the particle.
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However, in a complex filamentous network
space when the particle size is greater than the
pore size of the meshwork, which is the distance
between filaments aligned in any direction, parti-
cle motion is not only affected by the viscosity of
the fluid but also the elasticity of the filamentous
network. The creep compliance (J), which mea-
sures the deformability of the meshwork, can be
directly calculated from the particle MSD:

J (τ ) =
(

3πa

2kBT

)

MSD (τ) (5.4)

In order to facilitate analysis of additional vis-
coelastic properties of the cytoplasm, the MSD
is transferred to the frequency-dependent Fourier
domain. The frequency-dependent form of the
Stokes-Einstein equation is used to determine the
viscoelastic properties of the fluid:

G∗ (ω)=
2kBT

3πa�r2
(

1
ω

)

�
[

(1+α (ω))
(

1+β (ω) /2
]

(5.5)

where G* is the frequency-dependent complex
shear modulus, Γ is the gamma function, α is the
first derivative, and β is the second derivative of
the MSD curve. The complex shear modulus can
be further divided into the in-phase component,
or elastic (storage) modulus (G’), and the out-of-
phase component, or viscous (loss) modulus (G”)
(Fig. 5.4c):

G′ (ω) = ∣∣G∗ (ω)
∣
∣ cos

(
πα (ω)

2

)

(5.6)

G′ (ω) = ∣∣G∗ (ω)
∣
∣ sin

(
πα (ω)

2

)

(5.7)

These techniques have been utilized to
measure the viscoelasticity of a variety of
cancer cells e.g., breast, liver, prostate, kidney,
glioma, ovary, and bladder [57]. It has been
shown that malignant cancer cells are more
deformable than their non-oncogenic counterpart

[58]. For example, via optical stretching Guck
et al. found that 12-O-tetradecanoylphorbol-13-
acetate-treated MCF-7 cells, which display more
tumorigenicity, are softer than the untreated
MCF-7 cells, which were, in turn, more
deformable than epithelial breast cells MCF-10A
[55]. Furthermore, comparison between high-
grade and low-grade breast, colon, and ovarian
cancers and chondrosarcomas found softer cells
in more metastatic lines. This drastic change in
the viscoelastic property is often correlated with
severe modification of cytoskeletal organization
and intracellular tension of the cell.

5.2.2 Traction Forces

Mechanotransduction and Cell Adhesion

Molecules (CAMs)

Mechanotransduction is defined as cells’
ability to translate external mechanical
stimulus into intracellular biochemical sig-
naling. Adhesion molecules linking the cell
cytoskeleton to the ECM play a critical role
in reciprocating forces between cells and
the surrounding environment. Integrins
are heterodimeric transmembrane adhesion
proteins that can act as a force sensor for
cells. The extracellular domain of an inte-
grin interacts with matrix proteins, includ-
ing collagen and fibronectin, and the intra-
cellular domain recruits focal adhesion pro-
teins, including talin, vinculin, paxillin,
zyxin, and focal adhesion kinase (FAK),
to form the focal adhesion complex (FA)
which is directly connected to the actin
cytoskeleton. Conformational changes in
focal adhesions due to binding of the ECM
lead to activation of various signaling path-
ways including Rho-ROCK and ERK. Cy-
toskeletal tension, which is highly depen-
dent upon Rho GTPases, transmits signals
through adhesion receptors that regulate
adhesion, migration, and ECM remodeling
[59–62].
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Fig. 5.5 Traction force microscopy. (a) Calcein AM-
labeled SKOV-3 cell (green) cultured on collagen-coated
polyacrylamide substrate embedded with 200 nm fluores-
cent red particles was imaged. (b) Another image of the
embedded nanoparticle was taken after detaching cells

(red arrows point to the fields with high displacements).
(c) Displacement vectors were calculated from previous
images. (d) Heat map of the traction force field and
polarization were estimated as previously described by
Sabass et al. [64]. Adapted from McGrail et al. [65]

Physical interactions via adhesion between
cancer cells and the surrounding matrix are
necessary for vital cell processes, including cell
deformation, migration, and mechanotransduc-
tion. The magnitude of traction forces generated
at these adhesion sites, along with the strength
of adhesions, are critical in regulating these
processes [63]. Under normal static conditions,
cells exert contractile forces on their ECM;
however, the ECM is sufficiently rigid to resist
elastic deformation. This balance between
cellular forces and matrix rigidity is critical
in maintaining homeostasis [2]. As normal
breast epithelial cells transform into invasive
cancer cells, they generate more force and
secrete proteinases that breakdown ECM, which
alters the force balance to favor invasion and
metastasis [2].

To further understand the role of mechan-
otransduction in cancer cells, a number of
methods have been used to study cell-generated
traction forces in 2D and 3D. In this respect,
hydrogels composed with synthetic polymeric
materials that display linear elastic deformation
have been used extensively. To determine cell-
generated traction forces in 2D, cancer cells are
often cultured on surfaces including hydrogels
embedded with nanoparticles, micropatterned
substrates, and micropost arrays. Analysis of cell

traction forces on soft elastic substrates can be
divided into two major steps: (1) determination
of the substrate displacement field from image
data and (2) calculation of cell traction stresses
or forces (illustrated in Fig. 5.5). Traction forces
are calculated using methods outlined by Sabass
et al. [64]. In the Boussinesq solution, at any

point
⇀
x , the displacement field

⇀
u
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x
)
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determined by the convolution of the Green
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where if one takes the two-element vector
⇀
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r, E as the Young’s modulus, and υ as the Poisson
ratio, the Green function is given by:

G
(

⇀
r
)

= (1 + υ)

πEr3

[

(1 − υ) r2 + υr2
x υrxry

υrxry (1 − υ) r2 + υr2
y

]

(5.9)

Investigating cell-generated traction forces
has provided new insights into cancer cell
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invasion and metastasis. Kraning-Rush et al.
reported that metastatic breast, prostate, and lung
cancer cell lines generate higher traction forces
compared to nonmetastatic cells [66]. Koch et al.
examined traction force-induced strain distri-
bution in 3D collagen gels with the same lung
and breast cancer cell lines and determined that
anisotropic and polarized distribution of traction
force is integral for metastatic cancer cell inva-
sion [67].Advent of new tools and defined in vitro
models to study 3D traction forces has resulted
in a better understanding of cancer cell functions
that can be used either as a biophysical marker or
manipulated to design new therapeutic targets.

5.2.3 Matrix Mechanics

Malignant breast, liver, and prostate tumors have
been reported to be significantly stiffer than
benign ones, and in most cases, increased tumor
stiffness correlates positively with invasiveness
(illustrated in Fig. 5.6) [70–73]. Additionally,
other properties of ECM such as composition,
pore size, and degree of cross-linking can
play a critical role in regulating cell function
in tissue microenvironments [10]. Chaudhuri
et al. demonstrated that abnormal growth of
the mammary epithelium was not only in
part to increased tissue stiffness but reduced
concentrations of laminin that normally interacts
with α6β4 integrin; unbound integrin activates
mechanosensitive Rac1 and PI3K contributing
to malignancy [74]. Increased matrix stiffness
combined with modified cell-ECM interaction
can reinforce mechanotransduction in cancer and
stromal cells and contribute to growth, survival,
and invasion.

The progression of breast cancer marked
by increased ECM stiffness in a tumor is
due to excessive collagen secretion and lysyl
oxidase(LOX)-dependent cross-linking of
collagen [75]. This continual change in matrix
properties profoundly alters the biophysical
properties of the cancer cells. Paszek et al.
reported that increased stiffness leads to en-
hanced clustering of integrins which upregulate
cytoskeletal tension and focal adhesion assembly

[11]. Increased actomyosin contractility and
cytoskeletal tension help cells in the tumor
ECM generate higher surface traction forces by
promoting the maturation and turnover of focal
adhesions [76, 77]. Disruption of actin or myosin
in either 2D or 3D microenvironments disrupts
cell-generated force and inhibits cell migration
and invasion [78].

To study mechanotransduction and cell-
generated forces, both synthetic and natural
polymers have been used to create gels with
controlled mechanical properties [79–81].
Among the synthetic 2D gels, polyacrylamide
(PA)-based substrates have been utilized widely
and can be used to produce a range of mechanical
stiffness mimicking tissue rigidity by changing
the ratio of monomer and cross-linker while
maintaining ligand density [82]. PA substrates
embedded with fluorescent tracer particles have
been used to study cell-generated traction forces
using traction force microscopy. Other synthetic
polymers such as polydimethylsiloxane (PDMS),
polyethylene glycol (PEG), poly (lactic-co-
glycolic) acid (PLGA), and alginate have
been engineered to synthesize materials with
controlled physical, chemical, and biomolecular
properties to recapitulate in vivo cell function.
However, these synthetic matrices fabricated
to model tumor microenvironment cannot be
degraded and remodeled by the cells, thus
limiting their role to study the dynamics between
the cell and the ECM. Three-dimensional
systems of natural biopolymers such as collagen
I, reconstituted basement membrane, can
overcome this limitation to capture the stiffness-
dependent cell behavior in a more dynamic
manner in vitro [83, 84]. Stiffness of these gels
can be modified by altering gelation conditions
with an increase in the total protein concentration
or with the addition of cross-linkers; however,
this change in stiffness is also intrinsically
linked to pore size, ligand density, and fiber
properties of the polymerized network. Despite
their limitations, both 2D and 3D hydrogels
have facilitated new biological insights into
key features of tumor progression with greater
physiological relevance.
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Fig. 5.6 Matrix and cancer cell mechanics. Tissues stiff-
ness, measured by the elastic modulus (E) in Pascals
(Pa), varies significantly between soft tissues, such as
brain (∼100 Pa) to rigid tissues such as bone (>1 GPa)
[68, 69]. Elastic or Young’s modulus of cancer cells was

measured by AFM and is reported to be lower compared
to normal cells isolated from the breast, liver, ovarian,
bladder, kidney [58]. Cancer cell stiffness decreases while
tissue stiffness increases with cancer progression

5.2.4 Multivariable Analysis

Quantitative analysis of intracellular mechanics
[14, 16] and surface traction forces [12, 13]has
been combined with analysis of cell fate
processes important in cancer; these cell fate
processes include critical cancer hallmarks,
such as adhesion, migration, proliferation,
and chemoresistance. Multivariable analysis is
critical in determining the role of mechanical
forces in cancer progression and in analyzing
heterogeneity in cancer cell populations. We
previously used this approach to look at
metastatic cancer cells originating from different
locations which undergo inverse responses to
altered matrix stiffness. Metastatic ovarian
cancer cells (SKOV-3) prefer soft matrices,

and metastatic breast cancer cells (MDA-MB-
231) prefer hard matrices as characterized
by tumor cell migration, proliferation, and
chemoresistance (Fig. 5.7) [13]. SKOV-3 exerted
higher traction forces on softer substrates,
whereas MDA-MB-231 exerted higher traction
forces on hard substrates (Fig. 5.7a, b).
In both cases, these higher traction forces
were correlated with an increased malignant
phenotype, characterized by increased cell
motility (Fig. 5.7c), proliferation (Fig. 5.7d),
and resistance to doxorubicin (Fig. 5.7e). The
observed correlation of increased traction forces
with increased malignant phenotype agrees well
with other studies across a variety of cell lines
[66]. The mechanism of this progression has been
well studied in breast cancer, where increased
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Fig. 5.7 Cancer cell traction forces correlate with
motility, proliferation, and chemotherapeutic resistance.
SKOV-3 and MDA-MB-231 cells were cultured on soft
(3 kPa) and hard (35 kPa) polyacrylamide substrate
surface—modified with collagen or on collagen-coated
glass. (a) Heat maps of traction stresses (in Pa) overlayed
on cell-induced matrix displacements (black arrows) and
(b) peak traction stresses (top 95th percentile of traction
stresses). Heat maps also show force polarization, the
distance between the cell center of mass (◦) and force-

weighted center of mass (�). (c) Mean cell velocity was
determined by nuclear tracking over an 8-h period. (d)
Cell proliferation was determined with BrdU. (e) The
viability of cells treated for 24 h with 2 μM doxoru-
bicin was determined by MTT. Increased traction stress
was correlated with increased motility, proliferation, and
chemoresistance for SKOV-3 ovarian cancer cells on soft
and MDA-MB-231 breast cancer cells on hard substrates.
Adapted from McGrail et al. [13]

matrix stiffness leads to integrin activation
followed by focal adhesion formation and
increased actomyosin contractility [3]. However,
the increased forces exerted by SKOV-3 on soft
matrices had not been previously characterized
before our studies [12, 13]. Previous work
showed that adipocytes in the omentum (primary
metastatic site) act as a rich energy source and
actively promote ovarian cancer cell homing via
cytokines like interleukin-8 [85]. However, our
findings show that metastatic ovarian cancer
cells also display a mechanical tropism for
softer environments. This tropism for matrices of
specific mechanical rigidity was only observed
in more invasive cancer cells; in fact, MDA-
MB-231 and SKOV-3 showed larger functional
differences across substrate rigidities than
less invasive OVCAR-3, MCF-7, and MDA-
MB-361 [13]. Multivariable analysis can also
be used to study stromal cells in the tumor
microenvironment [15, 16] or subpopulations
of cancer cells [12, 86].

5.3 Mechanics of Primary Tumor
Growth

This section outlines how cancer cell mechan-
ics are affected by solid and fluid forces that
accumulate in growing tumors. These physical
forces intensify with tumor size and result in
deformation of blood vessels and lymphatics crit-
ical in supplying fresh nutrients and draining
depleted fluids. Although these physical forces
play a critical role in regulating tumor growth,
their effects on cancer cells are not completely
understood. This section discusses the effects of
solid and fluid stress on cancer cell behavior.

5.3.1 Solid Stress

Solid tumors grow under compressive stress
from the local tissue, which corresponds with
mechanical loads of 50–200 mm Hg [87, 88].
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Compression accumulates from two sources,
comprising (1) internal stress from rapidly
dividing tumor cells and infiltrating stromal cells
and (2) external stress from the surrounding
matrix, which undergoes progressive stiffening
[22]. In one of the earliest in vitro studies,
Helmlinger et al. simulated the effects of
compressive stress by growing tumor spheroids
in varying concentrations of inert agarose gels
and found that spheroids accumulate stress
from 45 to 120 mm Hg, far greater than tumor
microvascular pressure [87]. Stylianopoulos et
al. recently developed a simple model to study
tissue relaxation after removing external stress;
this model was used to identify key contributors
to growth-induced solid stress, e.g., cancer
cells, stromal cells, collagen, and hyaluronan
[88]. This study also showed that residual solid
stress accumulated within the tumor from cell
and matrix deformations and elastic strain is
maintained even after excision of the tumor.

Despite the importance of solid stress in tu-
mor growth, the role of the components of can-
cer cells that actively support this stress is not
well defined. Although cytoskeletal proteins have
been proposed to play an important role in can-
cer cell mechanics, we found that filamentous
actin, microtubules, and intermediate filaments
do not actively support compressive loads in
breast, ovarian, and prostate cancer cell spheroids
[89]. Instead, we found that the sodium channel
NHE1 mediates ion efflux, to regulate intracel-
lular tonicity and osmotic pressure, and rapidly
alters spheroid size. Additionally, polymerized
actin actively regulates sodium efflux and in-
directly supports the compressive load. Thus,
blocking sodium channel NHE1 or actin depoly-
merization led to compression-induced cell death
[89]. The ability of cancer cells to use ion pumps
to modulate their osmotic pressure is central to
their survival under compressive solid stress.

Compression has been used to mimic solid
stress in the tumor; compressing cells has been
shown to alter cellular adhesion, migration, and
matrix remodeling. Thamilselvan et al. reported
that compressive load of 15 mm Hg for 30 min
enhanced both cell-cell and cell-matrix adhesion
of colon cancer cells on endothelial cells and col-

lagen matrix, respectively [90]. Applied pressure
was also shown to induce mechanotransduction,
which increased colon cancer adhesion to matrix
by activation of FAK and its binding affinity for
β1 integrin [91]. Tse et al. also demonstrated
that compressive stress mediates cytoskeletal re-
organization and cell-matrix adhesion to promote
coordinated migration of breast cancer cells [92].
Interestingly, blocking actomyosin contractility
with Rho-kinase or myosin inhibitors did not
affect leader cell formation prior to migration
suggesting applied stress can actively sustain
this transformation. Furthermore, the application
of force to cells in vitro results in actin poly-
merization, cell stiffening, and increased matrix
metalloproteinase (MMP) activity, important for
ECM remodeling [53, 93].

5.3.2 Fluid Stress

Elevated interstitial fluid pressure (IFP) is a hall-
mark of solid tumors, which results from hy-
perpermeable or “leaky” blood vessels and non-
functional lymphatics. Proliferating cancer cells
compress blood and lymphatic vessels causing
them to collapse; this reduces perfusion rates into
the tumor, causing tumors to become hypoxic
[22]. As fluid flux from leaky vessels increases,
the fluid accumulates in the interstitial spaces due
to the lack of draining lymphatics; this interstitial
fluid leaking from the tumor forces drugs, growth
factors, and cancer cells into the surrounding tis-
sue, severely limiting drug delivery to the tumor
and facilitating tumor metastasis [22]. Elevated
IFP is linked to poor patient prognosis [94–96],
and decreased IFP has been shown to reduce
tumor cell proliferation [97, 98]. Although the
cells are partially shielded by the matrix proteins
against fluid-generated stress, the exposure can
still lead to significant changes. Interstitial fluid
velocity is very low compared to normal blood
vessels, but the presence of small porous space
in the stroma can create significant shear stress.
Polachek et al. investigated the role of intersti-
tial flow on the migration of breast cancer cells
(MDA-MB-231) in a 3D collagen matrix and
found that it can induce phosphorylation of FAK
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and modulate tumor cell migration [99]. Addi-
tionally, the direction of interstitial flow from
high-pressure tumor to low-pressure lymphatics
or other vessels can create an autocrine chemo-
tactic gradient and guide tumor cells to escape
[100]. Elevated IFP and associated shear stress
can profoundly modify the function of stromal
cells including TGF-β1 signal upregulation, in-
creased MMP-1 activity, and ECM remodeling
and cell motility [101, 102]. Taken together, el-
evated IFP can lead to increased invasiveness of
cancer cells [103–105]. In addition, these stresses
can combine with biochemical factors to create
an abnormal microenvironment that is conducive
to malignant progression [102, 106].

5.4 Malignant Progression
and Metastasis

Metastasis remains the main driver of cancer-
related deaths. This complex cascade can be
divided into two major steps: (1) physical translo-
cation of a cancer cell from the primary tumor
to the metastatic site and (2) colonization of the
metastatic site [107]. Mechanical forces are criti-
cal in regulating the translocation step since cells
must undergo multiple deformations and exert
force as they migrate through the tumor stroma,
blood vessel endothelium, vasculature system,
and finally the tissue to enter the metastatic site.
Previous studies have revealed that more invasive
cancer cells are softer than less invasive cancer
cells [14, 108] or nonmalignant epithelial cells
[57] (Fig. 5.6). This change in cell stiffness
may enable invasive cancer cells to contort their
shape to navigate through dense tissue matrices
throughout the metastatic process. Additionally,
invasive cancer cells are more likely to respond to
changes in matrix stiffness by exerting polarized
traction forces [12, 13] (Fig. 5.7). This force
response is important in directing cell migration
through the tissues during metastasis [3]. This
section discusses key issues that affect the me-
chanical properties of cancer cells throughout the
metastatic process.

5.4.1 Epithelial-To-Mesenchymal
Transition and Local Invasion

EMT is critical for cancer cell invasion and
metastasis; this process whereby less motile
epithelial cancer cells transition into a more
motile elongated mesenchymal phenotype is
largely attributed to the loss of E-cadherin
that mediates cell-cell adhesions, along with
an increase in matrix-binding integrins [107,
109–111]. Increased expression of basement
membrane-degrading MMPs further contributes
to the development of a more invasive
mesenchymal phenotype [112, 113]. Thus, EMT
enables cancer cells to escape from the primary
tumor through loss of cell-cell adhesions and
local invasion of the surrounding tissue, but it
also induces a concerted series of biophysical
changes to promote migration [14]. Additionally,
cell-generated traction forces combined with
secreted MMPs can remodel and realign the
orientation of adjacent collagen fibers to facilitate
the escape of cells from the primary tumor [114].
Inhibiting contractility and MMP activity has
been shown abrogate cancer cell invasion [19,
115].

To understand cancer cell migration, motility
studies have been performed in both 2D and 3D
matrices; however, it is becoming increasingly
clear that mechanisms of tumor cell migration
through confined spaces in vivo can be better rep-
resented by 3D assays [59, 116–119]. Migration
in 3D utilizes dynamic adhesion-dependent pro-
trusions with localized actin to probe and invade
the ECM, and 2D migration features such as the
formation of focal adhesions, stress fibers, and
protrusions at the leading edge are either absent
or have limited function [120, 121]. In vivo,
individual and collective migrations are both im-
portant for dissemination from the primary tu-
mor [122–124]. Individual cancer cells can also
switch between different modes of migration to
invade the ECM [125, 126]. Cancer cells adopt an
integrin-based mesenchymal mode of migration
when matrix degradation is required to move the
nucleus through smaller matrix pores, whereas
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cells shift to a faster amoeboid mode of migra-
tion regulated by actomyosin contractility that
necessitates rapid shape change when proteoly-
sis is not required [127]. Furthermore, studies
have reported cancer cells to undergo osmotic
engine-driven migration that utilizes flow of wa-
ter through the cell and pulsatile migration char-
acterized by long periods of slow, random migra-
tion alternating with brief episodes of extremely
fast, directed migration [128]. For collective cell
migration, cancer cells display leader-follower
migration dynamics at the edge of the tumor with
leader cells exerting significantly higher force
and aligning collagen fibers parallel or perpen-
dicular to the tumor [129–131].

EMT-mediated detachment of cancer cells
from the primary tumor and subsequent invasion
of the basement membrane require changes in
physical properties of the cell including cell
shape, cytoskeletal organization, and cell-cell
adhesion. We have previously reported how
genetic induction of EMT in epithelial MCF-7
breast cancer cells via the constitutive activation
of SNAIL directly affects cancer cell mechanics
(Fig. 5.8). We have used IPTM to establish that
genetically modified MCF-7 cells expressing
SNAIL possess a softer cytosol (Fig. 5.8a, b)
and nucleus (Fig. 5.8c, d) compared to the wild-
type control [14]. Furthermore, this change in
mechanical properties of the cell was coupled
with structural changes including decreased
polymerized actin, dramatic loss of cytokeratin,
and increased expression of vimentin (Fig. 5.8e,
f). In addition to these changes in intracellular
compliance and structure, EMT also increased
extracellular force exertion and contractile gene
expression to further expedite migration (Fig.
5.8g, h) [14].

5.4.2 Intravasation, Extravasation,
and Tropism to Distal Site

The passage of cancer cells into and from the
vascular system across the endothelium barrier is
known as intravasation and extravasation, respec-
tively [132]. Cells must be highly deformable to
migrate across tight junctions in the endothelium

or for transmigration through endothelial cells.
Nuclear deformation is critical and is found to
be the rate-limiting step for this process; thus
nuclear mechanics play a critical role in this step
[133, 134].

In the circulatory system, cancer cells are
exposed to a range of fluid shear stress that
controls their mechanics and function [135]. To
exit vasculature and extravasate into a secondary
site, cancer cells must adhere to the vascular wall
or get trapped in smaller vessels [136]. Invasive
cancer cells can also metastasize by following
other routes. For example, metastatic ovarian
cancer cells disseminate through the intraperi-
toneal fluids before adhering to secondary site
[137]. In both cases, adhesion remains key step
in spreading of the disease. Adhesion molecules
integrins and cadherins that control cell-ECM
and cell-cell binding have been implicated in a
wide range of cancers, causing increased tumor
survival and metastasis [138–142]. For exam-
ple, expression of α5β1 integrin regulates ovar-
ian cancer invasion and metastasis, and cadherin
11 has been shown to promote prostate cancer
metastasis [143, 144]. Adhesion molecules along
with other factors help metastatic cancer cells to
preferentially accumulate with higher probability
for certain sites.

Massagué and colleagues compared breast
cancer subclones that preferentially accumulate
in one of the three main breast cancer metastatic
sites, i.e., the brain, lung, and bone, to their
parent lines to understand what gave these
cells the ability to colonize specific sites [145–
147]. These studies revealed location-specific
adaptations like upregulation of key molecules
for adhesion and extravasation into the secondary
site as well as growth factor receptors that aid
in homing and survival. Recent studies have
highlighted that the response of cancer cells to
matrix rigidity in vitro can correlate with tissue
tropism in vivo: metastatic subclones of breast
cancer cells that metastasized preferentially to
lungs and bone in vivo displayed higher growth
rate on soft and stiff substrates, respectively
[148]. Furthermore, we found that after gaining
the ability to invade the secondary site, adhere
to the surrounding ECM, and respond to local
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Fig. 5.8 SNAIL-induced EMT drives malignant pheno-
type in MCF-7 cells. (a) MSDs of 200 nm particles
injected into the cytoplasmic space are increased by nearly
half a decade across all time lags. (b) Creep compliance
of cytoplasm is also decreased by an order of magnitude
at t = 1 s. (c) MSDs of Hoechst-labeled chromatin show
that while at low scales, nuclei behave primarily as an
elastic solid regardless of cell line; at later time MSDs
begin to increase, indicative of more viscous diffusion. (d)
Quantification of the time until this relaxation from elastic

to viscous character shows that it happens over threefold
faster in SNAIL cells. (e, f) To visualize intermediate fila-
ments, cells were stained for cytokeratin (e) and vimentin
(f), both shown in green, and then counterstained for F-
actin (red) and nuclei (blue). (g) Traction heat maps in
units of Pascals ranging from 0 (dark blue) to 850 (dark
red) overlaid with matrix displacements (black arrows).
(h) Peak traction stresses in SNAIL cells were threefold
higher than those exerted by control cells
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growth factors, MDA-MB-231 and SKOV-3 cells
must also undergo adaptions to the rigidity of
the secondary site, largely through regulation of
cytoskeletal tension (Fig. 5.7) [13]. Rho-ROCK
pathway activation was vital for both to assume
contractile phenotype.

Endocrine factors secreted by cancer cells
also modify the behavior of distant stromal
cells to form a pre-metastatic niche [149–151].
Interestingly, LOX activity has been reported
to be upregulated in the pre-metastatic niche
[149]. More recently Hoshino and colleagues
showed that tumor-secreted exosomes direct
organ-specific colonization by fusing exosomal
integrins with target cells in a tissue-specific
fashion [152]. In a 3D co-culture model,
we have reported that mesenchymal stem
cells can increase the directional migration
and force generation of metastatic breast
cancer cells through TGF-β and downstream
mechanosensitive pathways [19].

5.4.3 Chemoresistance

Chemotherapeutic drugs, e.g., cisplatin and taxol,
are utilized to prevent and treat advanced-stage
cancer. However, a subpopulation of tumor cells
can acquire resistance to these drugs and be-
come highly aggressive; thereafter, the disease
progresses rapidly, causing mortality. Properties
of the ECM such as composition and stiffness
play a crucial role in modulating cancer cell
response to chemotherapeutic drugs and devel-
oping chemoresistance [153]. For example, over-
expression of multiple ECM proteins including
collagen VI contributes to altered matrix proper-
ties to confer cisplatin resistance in ovarian can-
cer cells [154]. Additionally, mechanosensitive
pathways regulated by integrins and Rho-ROCK
signaling have been implicated in developing
chemoresistance in multiple cancers [155–159].
To elucidate the correlation between adhesion
and chemoresistance, we have analyzed taxol-
resistant ovarian cancer cells that display en-
hanced microtubule dynamics, attachment rate,
and β1-integrin expression compared to parent
population [160]. Taxol-resistant cells also ex-

erted her traction forces than parent ovarian can-
cer cell lines. We found a novel mechanism of
FAK-driven control of microtubule dynamics that
regulate ovarian cancer cell chemoresistance.

5.5 Conclusions and Future
Directions

This chapter highlighted some of the biophysical
tools used to study cancer cell mechanics, as
well as the mechanical changes associated with
cancer progression. These biophysical tools have
increased our understanding of heterogeneous
cancer cells; yet, a tremendous amount of work
remains to be done. First, the wide-scale appli-
cation of these biophysical tools in academic and
clinical settings would require standardization of
the techniques and simplification of the analy-
sis. Next, high-throughput multivariable analysis
would require a plate or chip-based system. Fi-
nally, combining single-cell biophysical analysis
with single-cell RNA sequencing would allow
us to develop drugs targeting the most invasive
cancer cells based on changes in cell biophysical
properties.

Glossary

Stress (σ ) is defined as force (F) per unit
area (A) of a surface. In the cases of normal
and shear stresses, the force is acting on
the perpendicular and tangential direction
of the surface area, respectively.

σ = F

A
(5.10)

Strain (ε) is defined as deformation
(�L) compared to original length (L), and
it is a dimensionless parameter.

ε = �L

L
(5.11)

Modulus of a material is used to mea-
sured elasticity and it is defined as a ratio of

(continued)



5 Microenvironment Influences Cancer Cell Mechanics from Tumor Growth to Metastasis 85

stress to strain. In case of Young’s or elas-
tic modulus (E), deformation is measured
after applied tension or compression.

E = σ

ε
= F · L

A · �L
(5.12)

For fluids, rate of deformation (γ ) is
proportional to the applied stress, and vis-
cosity is used to measure the resistance to
applied force.

μ = σ

γ
(5.13)

Viscoelastic properties of cells vary be-
tween Hookean solid that deforms linearly
with applied stress and Newtonian fluid for
which rate of deformation is proportional
to the applied shear stress. Probing tools
are used to apply either constant stress
or strain to the cells, and resulting tem-
poral changes in strain (creep) or stress
(relaxation) are measured, respectively, to
determine rheological properties.
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Abstract

A defining hallmark of cancer and cancer
development is upregulated angiogenesis. The
vasculature formed in tumors is structurally
abnormal, not organized in the conventional
hierarchical arrangement, and more perme-
able than normal vasculature. These features
contribute to leaky, tortuous, and dilated blood
vessels, which act to create heterogeneous
blood flow, compression of vessels, and ele-
vated interstitial fluid pressure. As such, ab-
normalities in the tumor vasculature not only
affect the delivery of nutrients and oxygen
to the tumor, but also contribute to creat-
ing an abnormal tumor microenvironment that
further promotes tumorigenesis. The role of
chemical signaling events in mediating tumor
angiogenesis has been well researched; how-
ever, the relative contribution of physical cues
and mechanical regulation of tumor angio-
genesis is less understood. Growing research
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indicates that the physical microenvironment
plays a significant role in tumor progression
and promoting abnormal tumor vasculature.
Here, we review how mechanical cues found
in the tumor microenvironment promote aber-
rant tumor angiogenesis. Specifically, we dis-
cuss the influence of matrix stiffness and me-
chanical stresses in tumor tissue on tumor
vasculature, as well as the mechanosensory
pathways utilized by endothelial cells to re-
spond to the physical cues found in the tumor
microenvironment. We also discuss the impact
of the resulting aberrant tumor vasculature on
tumor progression and therapeutic treatment.

Keywords

VE-cadherin · VEGF · Matrix stiffness ·
MMP · Contractility · Fluid shear stress ·
Interstitial pressure · Mechanotransduction ·
Mechanosensitivity · Barrier function

6.1 Introduction

Like normal tissue, tumor tissue requires an ade-
quate supply of nutrients and oxygen provided by
blood vessels to meet metabolic needs, remove
waste products, and survive. To meet these needs
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during tumor growth, blood vessels are devel-
oped through angiogenesis, the sprouting of new
blood vessels from existing blood vessels [1, 2].
In normal tissue, the initiation of angiogenesis,
known as the angiogenic switch, is tightly reg-
ulated; however, during tumor progression the
appropriate balance of pro- and anti-angiogenic
cues is lost, and the angiogenic switch is almost
always activated [1]. Notably, while nutrient re-
quirements can differ between tumor types and
during tumor progression, the generation of a
tumor blood supply is a rate-limiting step in solid
tumor growth [3]. Consequently, solid tumors
develop vasculature with many abnormal features
[2, 4]. Solid tumor vasculature is exceptionally
variable in size, shape, as well as architecture and
is not organized in the conventional hierarchical
arrangement found in normal tissue [5, 6]. This is
due to the abnormal properties acquired by tumor
endothelial cells [7, 8]. In the blood vessels of
mouse mammary carcinomas, tumor endothelial
cells have been shown to be poorly connected,
grow on top of one another, and project into the
lumen of the vessels [9]. Additionally, in many
different types of solid tumors, the tumor vessel
walls contain many openings, widened cell-cell
junctions, and irregular or deficient basement
membrane coverage [9–11]. Together, these ab-
normal features contribute to create hyperperme-
able, tortuous, and dilated blood vessels, which
generate heterogeneous blood flow and limited
perfusion throughout the tumor.

A principal determinant of phenotypic
differences found in tumors is the surrounding
microenvironment [7]. Endothelial cells of
recently formed blood vessels in the tumor
are subjected to distinct extracellular signals
including hypoxia, low pH, a deregulated
and disorganized extracellular matrix (ECM),
mechanical stresses, and soluble mediators
released by surrounding tumor and stromal
cells. Angiogenesis is tightly controlled by
numerous chemical and mechanical signaling
events, and these differences in extracellular
cues have a profound effect on the formation
of new capillaries. As such, the abnormal
features of the tumor vasculature are believed
to result from the disproportionate balance of

pro- and anti-angiogenic cues found in the
tumor microenvironment. Overexpression of
vascular endothelial growth factor (VEGF) and
other pro-angiogenic growth factors within the
tumor microenvironment has been extensively
investigated as major contributing factors in
the formation of abnormal tumor vasculature.
However, recent work have indicated that
mechanical cues and forces within the tumor
microenvironment play an important role in
promoting a tumor vasculature phenotype [12].

Understanding the components of the tumor
stroma such as the vasculature, has become key to
understanding tumor growth and progression [3].
The tumor vasculature has been demonstrated to
not only influence tumor growth but also be in-
strumental in facilitating metastasis and creating
an irregular tumor microenvironment that assists
in tumor progression [6, 7, 13]. This chapter will
provide an overview of the mechanical cues and
forces found in the tumor microenvironment and
discuss their respective impact on tumor angio-
genesis and promoting abnormal tumor vascula-
ture. The mechanosensory pathways that are em-
ployed by endothelial cells to respond to mechan-
ical stimuli, specifically aberrant mechanosen-
sory pathways found in tumor endothelial cells,
will be reviewed. Finally, this chapter will briefly
discuss the clinical impact of abnormal tumor
vasculature and its influence on cancer treatment.

6.2 Mechanical Cues in the
Tumor Microenvironment

In the past few decades, there has been an in-
creasing interest on how physical and mechanical
cues in the tumor microenvironment influence
cancer cells and cancer progression. As tumors
stimulate neovascularization and angiogenesis to
meet growth needs, the tumor vasculature is ex-
posed to a mechanically abnormal and highly
heterogeneous microenvironment (Fig. 6.1a). A
critical component of the tumor microenviron-
ment is the ECM, which is a complex three-
dimensional assembly of macromolecules and in-
terconnected cell-scale fibers with distinct phys-
ical and biomechanical properties [14–17]. The
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Fig. 6.1 Mechanical cues in the tumor microenviron-
ment influence tumor angiogenesis. (a) To meet nutrient
needs, tumors upregulate angiogenesis and produce a
vasculature network. The resulting tumor vasculature has
many abnormal characteristics and is highly disordered.
(b) In the tumor microenvironment, stiffening of the ECM
modulates cell-cell junctions and localization of VE-

cadherin, which results in disrupted barrier function and
increased permeability. (c) Growth-induced solid stress
from ECM deposition and proliferating stromal and can-
cer cells causes tumor vessel compression. (d) Elevated
interstitial fluid pressure (IFP) in the tumor often exceeds
that of the microvascular pressure (MVP), causing limited
perfusion and disrupting flow patterns

ECM determines the mechanical properties of a
tissue as well as provides a dynamic and bioac-
tive structure that fundamentally controls cell be-
havior through chemical and mechanical signals
[17]. Tight regulation of the ECM is essential
to maintaining tissue homeostasis, and abnormal
ECM dynamics contribute to many pathological
conditions, including cancer [18–20].

6.2.1 Increased Matrix Stiffness
During Tumor Progression

During solid tumor progression, the ECM com-
monly becomes deregulated and disorganized,
creating solid tumor tissue with heterogeneous
three-dimensional matrix features, organization,
rigidity, and composition [14, 21–23]. Such
changes to the ECM can significantly alter
biochemical properties, alter cell response to
growth factors, and disrupt cell behaviors [14–
16, 24, 25]. Notably, increased ECM stiffness
and density, caused primarily from increased
collagen deposition and increased crosslinking
within the stroma during the progression of
many solid tumors, have been demonstrated to
be cell-instructive and involved in promoting a
malignant phenotype [14, 26–28]. Compared to

normal tissue, many solid tumors are markedly
stiffer (Table 6.1).

In vascular biology, the ECM drives capil-
lary morphogenesis by providing necessary or-
ganization cues to endothelial cells [63]. En-
dothelial cell capillary-like network formation
is influenced by ECM concentration [64–66],
ECM composition [67, 68], as well as matrix
stiffness [69–72]. Collectively, these and other
studies clearly demonstrate the important role of
the ECM in directing endothelial cell network
formation. Compared to normal endothelial cells,
tumor endothelial cells are exposed to a highly
mechanically heterogeneous and abnormal mi-
croenvironment [14, 21, 73]. These abnormal
physical cues in the tumor microenvironment
continuously alter cell-ECM force balances that
can influence tumor endothelial gene expression
and cell behavior [74–77]. Indeed, tumor en-
dothelial cells are notably phenotypically differ-
ent from normal endothelial cells, and the tumor
endothelium displays distinct gene expression
profiles from the normal epithelium [78]. Tu-
mor endothelial cells also demonstrate constant
expression of endothelial activation, enhanced
pro-adhesion and angiogenic properties, upreg-
ulated cell survival pathways, as well as altered
mechanosensitivity [79, 80]. After isolation from
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Table 6.1 Mechanical properties of normal and tumor tissue

Tissue State Stiffness
Interstitial fluid
pressure Solid stress References

Breast Normal 0.4–2.0 kPa 0.0–3.0 mmHg [26, 29–35]

Breast carcinoma 4.0–12.0 kPa 4.0–53.0 mmHg 75.1–
142.5 mmHg

Lung Normal 10.0 kPa −7.0 mmHg [31, 35–38]

Lung carcinoma 25.0–35.0 kPa 1.0–27.0 mmHg –

Brain Normal 0.26–0.49 kPa 0.0 mmHg [35, 39–45]

Glioblastoma 7.0–26.0 kPa −0.5–15.0 mmHg 1.56 mmHg

Liver Normal 0.3–0.6 kPa −2.2 mmHg [46–48]

Hepatoma 1.6–20.0 kPa 0.0–30.0 mmHg –

Colorectal Normal 0.9–4.0 kPa 14.0 mmHg [32, 35, 44, 49–53]

Colorectal carcinoma 7.5–30.0 kPa 16.0–45.0 mmHg 7.5 mmHg

Kidney Normal 2.0 kPa 6.0 mmHg [32, 45, 54, 55]

Renal cell carcinoma 13.0 kPa 38.0 mmHg –

Skin Normal 35.0–300.0 kPa −2.0–0.4 mmHg [31, 32, 35, 45, 56, 57]

Metastatic melanoma 400.0 kPa 0.0–60.0 mmHg –

Pancreatic Normal 1.0 kPa 8.0 mmHg [44, 58, 59]

Pancreatic ductal
adenocarcinoma

2.0–4.0 kPa 75.0–130.0 mmHg 52.5 mmHg

Bone Normal 2.0–14.0 GPa 2.9 mmHg [30, 34, 60–62]

Osteosarcoma >689 MPa 35.5 mmHg 35.3–
48.3 mmHg

tumors, tumor endothelial cell maintained these
properties in cell culture, indicating a persistent
alteration in phenotype. As such, tumor endothe-
lial cells may be phenotypically adapted to stiffer
ECM conditions in the tumor microenvironment
by undergoing reprogramming of signaling path-
ways, possibly causing some of their aberrant
functions [6].

Recent work has identified that altering
matrix mechanics alone can induce a tumor
vasculature phenotype. Increasing three-
dimensional collagen stiffness without altering
matrix architecture via nonenzymatic glycation
increased angiogenic outgrowth and vascular
branching density of in vitro endothelial cell
spheroids, creating a morphology reminiscent
of tumor vasculature [12]. Other methods of
increasing collagen matrix stiffness in vitro
have demonstrated comparable increases in
angiogenic response in stiffer matrices (Table
6.2) [81–85]. Similar modulation of angiogenic
outgrowth and branching by ECM stiffness

was observed in vivo. In a MMTV-PyMT
mouse tumor model1 [86], β-aminopropionitrile
(BAPN), a lysyl oxidase inhibitor, was used
to modulate the stiffness of mammary tumors
from approximately 4.5 kPa in control mice to
3 kPa in BAPN-treated mice. It was shown that
decreasing matrix stiffness via BAPN treatment
significantly reduced the extent of angiogenesis
and vascular branching density within tumors.
Changes in matrix stiffness were also revealed
to modulate endothelial cell-cell junctional
properties and endothelial cell permeability both
in vitro and in vivo [12]. Notably, the changes
observed in vascular phenotype were due solely

1The MMTV-PyMT transgenic mouse model is widely
used to study mammary tumor progression and metastasis.
In the MMTV-PyMT model, mammary gland-specific ex-
pression of the polyoma middle T antigen (PyMT) onco-
gene driven by the upstream mouse mammary tumor virus
(MMTV) long terminal repeat promoter results in mam-
mary epithelium transformation and rapid development
of multifocal mammary adenocarcinomas and metastatic
lesions.
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Table 6.2 The effects of matrix stiffening on angiogenesis in three-dimensional in vitro models

Matrix
Method of altering
matrix stiffness Stiffness (kPa) Angiogenic response References

Collagen Nonenzymatic
glycation with ribose

∼0.18–0.50 Increasing matrix stiffness resulted in
increased angiogenic outgrowth and branching
density

[12]

Collagen Nonenzymatic
glycation with
glucose-6-phosphate

– Decreased sprouting, but increased branching
and tortuosity in crosslinked gels.

[81]

Collagen Transglutaminase 0.45–0.89 Increasing matrix stiffness resulted in
increased angiogenic sprouting, invasion, and
remodeling

[82]

Collagen Varying oligomer:
monomer ratio

∼0.06–0.26 Increasing stiffness increased network length,
branching, and vascularized area

[83]

Collagen EDC/NHS – Increased crosslinking resulted in increased
capillary number and spoke-like vessel
structure

[84]

Collagen Varying pH of
polymerization
solution

∼5–20 Thicker, deeper capillary networks on more
rigid three-dimensional collagen gels.
Formation of large lumen on rigid gels
compared to flexible gels

[85]

to mechanical alterations to the ECM. For
endothelial cells cultured on compliant (0.2 kPa)
or stiff (10 kPa) polyacrylamide substrates,
stiffer matrices impaired barrier function and
localization of vascular endothelial cadherin
(VE-cadherin), contributing to increased vessel
permeability (Fig. 6.1b). Endothelial cells on
stiffer matrices demonstrated punctate VE-
cadherin and β-catenin positive endothelial
cell-cell junctions, as well as stress-mediated
localization of tight junction protein zona
occludens 1 (ZO-1) that matched VE-cadherin.
In vivo staining of VE-cadherin, β-catenin, and
ZO-1 also demonstrated changes in junctional
architecture in stiffer tumors. Interestingly,
the altered vascular phenotype and increased
angiogenic response required upregulation
of matrix metalloproteinase (MMP) activity,
specifically membrane-type 1 MMP (MT1-
MMP). This finding suggests MMPs play
an important role in promoting angiogenesis
[12]. MMP activity has been shown to be
important for ECM degradation and basement
membrane remodeling during angiogenesis. MT-
MMPs in particular are able to provide addition
control over degradation events by providing
spatial control of matrix degradation at the

cell membrane surface [87]. Previous work has
identified MT1-MMP activation is dependent
on cell contractility and matrix stiffness
[88]. Together, these findings demonstrate the
importance of changing ECM cues during tumor
progression, chiefly increased matrix stiffness, in
promoting aberrant tumor vasculature.

6.2.2 Physical Forces in the Tumor
Microenvironment

In addition to changes to the stromal ECM during
tumorigenesis, solid tumors are also exposed to
physical forces during tumor progression. As
physical forces grow during solid tumor growth,
increased tension in the tissue impacts not only
tumor growth, but it also deforms the tumor vas-
culature [89]. These mechanical forces found in
the tumor microenvironment can be categorized
as solid or fluid stresses.

Solid stress is defined as the combined
mechanical forces from the non-fluid, structural
components of the tumor, predominantly
cancer cells, various host cells, and the ECM
[89]. Within solid tumors, solid stress is
significantly elevated due to elevated cell and
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matrix densities (Table 6.1). Solid stresses
accumulate as the tumor tissue becomes stiffer
than the normal surrounding tissue and the
constrained production of mechanical forces
by tumor components dislocates the surrounding
normal tissue [89]. Furthermore, as cancer and
stromal cells proliferate and migrate through
the ECM, growth-induced solid stresses are
generated and transmitted through the ECM
[34]. Interestingly, the total solid stresses in
the tumor are compressive in the interior of
the tumor, but forces are compressive in the
radial direction and tensile in the circumferential
direction at the tumor-host interface [34, 90]. The
ECM components of the tumor stroma, notably
collagen, can also help to transmit these forces
across the tumor and to surrounding host tissue.
Tumor-associated collagen signatures including
dense collagen, tense collagen fibers, and aligned
collagen fibers have been identified in tumors
and are associated with tumor progression
[21]. Collagen fibers are extraordinarily stiff
in tension and offer tensile strength to tissue
and can also supply solid stress when highly
contractile cancer cells apply forces to them
[89]. Long-range stress transmission (250–
1000 μm) between cells in fibrous matrices is
well appreciated [91–93]. Tension-driven fiber
alignment, fiber stiffness, as well as fiber strain-
hardening all permit and facilitate long-range
mechanical interactions [94]. Notably, the range
of these mechanical interactions increases with
increasing cellular polarization and contractility
[94]. Tumor stromal cells such as fibroblasts
have been shown to be highly contractile and
generate tensional forces by contraction of
the surrounding matrix. Tissue tension, such
as that generated by activated fibroblasts, has
been demonstrated to influence vascular growth.
Ingrowth and expansion of vascular tissue
are associated with and directed by tissue
contraction, where endothelial cells outgrow
along the direction of tensional forces [95,
96]. Such translocation of functional vascular
formations into tissue has previously been
described for tumor-induced neovascularization
of mouse cornea [97] and in human dermal
wound healing models [98]. These data help to

establish the concept of biomechanical regulation
of tissue vascularization.

Fluid stress in the tumor microenvironment
is the combined forces exerted by the fluid
components of the tumor, namely, the microvas-
cular fluid pressure, interstitial fluid pressure,
and shear stress, applied by the blood flow and
interstitial flow [89]. Within tumors, elevated
interstitial fluid pressure from leaking blood
vessels and ineffective intratumor lymphatics
leads to abnormal tumor vasculature due to
the resulting transmural pressure (Table 6.1)
[10, 90, 99]. In both experimental and human
solid tumors, interstitial fluid pressure has
been reported to commonly range from 4 to
60 mmHg in neoplastic regions [32, 35, 42, 100]
and has been reported as high as 130 mmHg
in mouse pancreatic ductal adenocarcinomas
[59]. The subsequent abnormal structure of the
tumor microvasculature increases geometric
and viscous resistances to blood flow, further
contributing to aberrant flow and limited
perfusion in tumor tissue [89]. Aberrant flow
in the tumor vasculature is significant and can
influence endothelial cell function. Distinct
flow patterns in the different regions of normal
vessels are important in regulating molecular and
morphological differences needed for endothelial
cell specialization [101]. Flow and shear stresses
have a well-established effect on endothelial
cells. Fluid shear stress enacts signaling cascades
that influence endothelial morphology as well
as trigger remodeling of vascular networks
[102]. Precisely, fluid shear stresses affect
vascular endothelial growth factor receptor
(VEGFR) conformational changes [103], tubule
formation [104], and barrier function [105] and
ultimately direct endothelial morphogenesis and
sprout formation [106, 107]. Basal-to-apical
transendothelial flow has also been demonstrated
to induce an invasive phenotype through focal
adhesion kinase (FAK)-mediated signaling
and extensive endothelial cell-cell junction
remodeling [108]. Endothelial cells lining tumor
vessels are subjected to such transendothelial
pressure and flow, and these findings are in
agreement with early observations that tumor
angiogenesis emerges predominately from the
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venous side of the circulation [109]. Together,
these data demonstrate that fluid stresses not
only influence tumor vessel perfusion but also
contribute to abnormal vessel structure and
function.

Collectively, solid and fluid stresses in the
tumor microenvironment act to compress tumor
vessels and significantly alter blood flow through
the tumor. Growth-induced solid stress in solid
tumors has been reported to commonly range
from 10 to 142 mmHg [89, 90], while intersti-
tial fluid pressure within tumor tissue has been
reported to commonly range from about 4 to
60 mmHg (Table 6.1) [32, 35, 42, 100, 110].
Together, these forces act to compress blood
vessels in the tumor, causing limited perfusion
and hypoxia throughout the tumor tissue (Fig.
6.1c, d). Notably, solid stress in the tumor, rather
than increased interstitial fluid pressure, has been
identified to be the predominant cause of vessel
compression [90, 110]. Removal of the mechani-
cal forces in solid tumor tissue can recover some
of the aberrant features of the tumor vasculature.
Depletion of the structural components that con-
tribute to solid stress in the tumor microenviron-
ment – cancer cells, fibroblasts, or collagen –
significantly reduces solid stress and improves
perfusion through the tumor tissue in breast,
pancreatic, and melanoma tumor models [34].
Together, the physical forces that accumulate
during tumor growth considerably impact vessel
architecture, permeability, and perfusion. Better
understanding of these physical forces, and their
influence on tumorigenesis, will be important for
improving therapeutic treatment.

6.3 Mechanosensory Pathways
in Tumor Angiogenesis

Conventionally, biochemical signals have been
believed to serve as the principal means that sig-
naling pathways are activated in endothelial cells;
however, mechanical forces have more recently
also been demonstrated to regulate endothelial
cell phenotype and function. Recent work has
shown that mechanical forces control endothelial
cell proliferation, survival, migration, and ECM

remodeling, all of which play prominent roles
in angiogenesis [111, 112]. Dynamic cellular re-
sponse to mechanical forces is essential to vascu-
lar biology. For instance, fluid shear stress from
blood flow plays a critical role in regulating ves-
sel morphogenesis, sprouting, and barrier func-
tion [113, 114]. To convert mechanical forces
and biophysical cues into intracellular biochem-
ical signaling cascades, endothelial cells employ
an interconnected system of mechanosensors to
sense and respond to mechanical cues. These
mechanosensors include the actin cytoskeleton,
integrins, cell-cell adhesion receptors, receptor
tyrosine kinases, and other membrane proteins
including ion channels and G-protein-coupled
receptors (Table 6.3). Often in cancer, and in tu-
mor endothelial cells specifically, many of these
mechanosensory pathways become deregulated
and/or malfunction leading to abnormal tumor
endothelial cell function.

6.3.1 The Actin Cytoskeleton
and Integrins

The actin cytoskeleton and integrins act as
principal mechanotransducers in cells. Early
experiments identified molecular connections
between integrins, cytoskeletal filaments, and
nuclear scaffolds, where exogenous force
on integrins caused cytoskeletal filament
reorientation, nuclei distortion, and nucleoli
redistribution [115]. The cytoskeleton serves
as the load-bearing architecture of the cell as
well as a mechanical coupler to the ECM.
As such, the cytoskeleton is vital to cellular
response to environmental cues [116–118].
Adhesion proteins, known as integrins, serve
as the main receptors that mediate the connection
of the cytoskeleton to the surrounding ECM.
ECM components bind to integrins that are
linked intracellularly to the actin cytoskeleton.
Mechanical stresses distributed throughout
the ECM then converge on integrins [117].
The short cytoplasmic tail of integrins enable
intracellular signaling cascades in response to
mechanical cues, which can regulate various cell
functions including cell survival, proliferation,
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and migration [119–121]. In endothelial cells,
130 pN force exerted on integrins has been
demonstrated to elicit Rho-mediated cytoskeletal
tension [122], which precedes both stress fiber
and focal adhesion formations [123]. Recent
work has implicated changes in cell mechanics
in the pathogenesis of many diseases, including
cancer. Cancer cells exhibit significantly
distinct mechanical properties compared to
their non-tumorigenic counterparts. As such,
disruption of cytoskeletal regulation has been
linked to cancer progression. Alterations to
cytoskeletal organization as well as upregulation
of cytoskeletal scaffolding proteins and signaling
circuits contribute to an altered mechanical state
and have been tied to tumorigenesis [124].
Cancer cells are associated with increased
contractility, where cellular traction stresses
increase with increasing metastatic potential in
breast, prostate, and lung cancer models [125].
Similarly, many integrin signaling pathways are
exploited in cancer to support tumor progression.
Together, these alterations manipulate cell
function in order to better manipulate the
host microenvironment and provide abundant
vasculature to the tumor to support tumor growth
[126].

Changes to the ECM during tumor progres-
sion, such as ECM stiffening, are sensed through
the cytoskeleton and integrin receptors. ECM
stiffening causes enhanced integrin-mediated
Rho/Rho-associated protein kinase (ROCK)
activity and contraction in tumor epithelial
cells [26, 127] as well as tumor endothelial
cells [80]. Abnormal Rho-mediated sensing
of mechanical forces has been suggested
to contribute toward the aberrant behaviors
observed in tumor endothelial cells that produce
structural abnormalities [80]. Tumor endothelial
cells have abnormal mechanosensitivity to
uniaxial cyclic strain transmitted through the
ECM [80], which has been shown to be mediated
by dynamic regulation of Rho activity and
cytoskeletal tension [128]. Interestingly, tumor
endothelial cells also displayed thicker stress
fibers, stronger adhesion strength, enhanced
cytoskeletal tension, and constitutively high
baseline activity of Rho and ROCK. However,

normal and tumor endothelial cells express
comparable levels of active β1 and β3 integrins,
indicating these observations are a result of
higher intrinsic Rho- and ROCK-dependent
cytoskeletal tension [80]. These differences in
response to mechanical cues between normal
and tumor endothelial cells suggest that the
abnormal mechanical and structural components
of the tumor microenvironment may cause tumor
endothelial cells to gradually obtain an altered
phenotype. Such alteration in mechanosensitivity
may additionally enable tumor endothelial cells
to spread and form capillary networks over a
wider range of matrix stiffness compared to
normal endothelial cells [80].

Specific integrins have been demonstrated
to contribute to not only angiogenesis but also
tumor angiogenesis and tumor progression [129–
131]. Expression of α1β1 and α2β1 integrins is
upregulated by VEGF in endothelial cells [132],
and combined antagonism of α1β1 and α2β1
reduces tumor growth and tumor angiogenesis
of human squamous cell carcinoma xenografts
[133]. The α5β1 integrin is selectively expressed
in angiogenic vasculature and is necessary for
proper angiogenesis [131, 134]. Endothelial cells
undergoing angiogenesis upregulate αvβ3 and
αvβ5 integrins in order to facilitate growth and
survival of newly forming vessels [126, 135].
Cytokine-dependent pathways of angiogenesis
have been shown to have a necessity for
αv integrins. Integrin αvβ3 is necessary for
angiogenic pathways activated by basic fibroblast
growth factor (bFGF) or tumor necrosis factor
α (TNF-α), and integrin αvβ5 is necessary
for angiogenic pathways activated by VEGF
or transforming growth factor α (TGF-α)
[136]. Specifically, the αvβ5 integrin pathway
downstream of VEGF causes activation of
FAK and Src kinase [137]. Many of these
pro-angiogenic factors have been implicated
in promoting tumor angiogenesis [3]. The
αvβ3 integrin has also been demonstrated to
be required for angiogenesis [138], as well as
associate with VEGFR2 and be involved with
VEGFR2 recycling events [126]. Consequently,
binding of αvβ3 to its corresponding ECM
ligands has been shown to increase VEGF
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signaling [139, 140]. Moreover, αvβ3 and
αvβ5 integrins are selectively expressed in
tumor vasculature [130]. Integrin αvβ3 is
highly expressed on angiogenic vessels of
malignant breast carcinoma [141], and the level
of expression of αvβ3 and αvβ5 integrins in
tumor endothelial cells has been tied to the
grade of malignancy in neuroblastoma [142].
Inhibition of αvβ3 suppressed angiogenesis and
reduced tumor growth of breast carcinoma in
a severe combined immunodeficient (SCID)
mouse/human chimeric model [141] as well as
resulted in tumor reduction in human clinical
trials [143]. Combined inhibition of αvβ3
and αvβ5 integrins also significantly reduced
growth of human melanoma xenografts in
SCID mice [144]. Integrin α6β4 signaling has
likewise been demonstrated to be involved in
cancer cell invasion and selectively expressed
in tumor vasculature. Specifically, integrin α6β4
is involved in the promotion and onset of the
invasive phase of pathological angiogenesis. The
β4 substrate domain promotes bFGF- and VEGF-
mediated angiogenesis and regulates angiogenic
sprouting by promoting nuclear translocation
of activated ERK and NF-κB as endothelial
cells migrate [129]. Furthermore, melanoma,
lung, lymphoma, and fibrosarcoma tumors in
mice carrying targeted deletion of the signaling
portion of the integrin β4 subunit had significant
reduction in tumor size and microvascular
density compared to wild-type mice, indicating
the β4 substrate domain promotes tumor angio-
genesis [129]. Together, these data demonstrate
the role of cytoskeletal- and integrin-mediated
mechanosensory pathways in facilitating tumor
angiogenesis.

6.3.2 Cell-Cell Adhesion Receptors

Endothelial cells form mechanical connections
to neighboring cells through a multiprotein
cell-cell adhesion structure known as adherens
junctions. Adherens junctions are important
in endothelial monolayer integrity, contact
inhibition of growth, and apoptosis [145, 146].
Within adherens junctions is a mechanosensory

complex comprised of platelet endothelial cell
adhesion molecule 1 (PECAM1), VE-cadherin,
and VEGFR2/3. Within this complex, PECAM1
directly transmits mechanical force, VE-cadherin
acts as an adaptor, and VEGFR2 activates
biochemical signaling (Fig. 6.2) [113, 147].
Notably, small GTPase activity is required for
the functioning of this mechanosensory complex
[148].

PECAM1 is a transmembrane immunoglobu-
lin family protein that participates in homophilic
adhesion at cell-cell junctions. In response to
mechanical stimuli, PECAM1 triggers Src-
mediated activation of a Src family kinase,
possibly the Src family tyrosine kinase Fyn,
which phosphorylates and activates VEGFR2
[147, 149]. PECAM1 is vital to proper vascular
development, and PECAM polymorphisms
have been linked to pathological vessels [150].
PECAM1 and VE-cadherin-based adhesions are
essential for flow-induced integrin activation,
and PECAM1-VE-cadherin mechanosensory
response has been thought to be dependent
on direct force exerted on PECAM1 [146].
Focal adhesion growth and adaptive cellular
stiffening in endothelial cells occur due to
integrin-dependent RhoA activation from force
transduction via PECAM1. Furthermore, local
mechanical stimulation of PECAM1 has been
demonstrated to elicit a global cellular response,
specifically force-dependent activation of
PI3K and RhoA activity [151]. Together, this
mechanochemical signaling response enables
changes to cytoskeletal architecture and adaptive
cytoskeletal stiffening.

VE-cadherin assists the association of
PECAM1 and VEGFR2 through its transmem-
brane domain to stimulate downstream activity
of VEGFR in response to mechanical activation
of PECAM1 [113]. VE-cadherin also plays an
important role in sensing and responding to
changes in matrix stiffness. Specifically, VE-
cadherin modulates cytoskeletal mechanics
in response to changes in matrix stiffness
through small Rho GTPases [152]. Comparable
to integrin-mediated changes in contractility,
cadherin-mediated increases in contractility are
actin-dependent. As such, endothelial cell-cell
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Fig. 6.2 The PECAM1, VE-cadherin, and VEGFR
mechanosensory complex utilized by endothelial cells
in response to mechanical forces. (a) In response to
force, tension is applied to PECAM1, followed by VE-
cadherin-assisted association of PECAM1 and VEGFR.

(b) PECAM1 triggers Src-mediated activation of the Src
family kinase Fyn, which phosphorylates and activates
VEGFR2/3. VEGFR2/3 activates RhoA, PI3K, MAPK,
and Akt signaling cascades that influence endothelial cell
function and promote angiogenesis

junction integrity is maintained by VE-cadherin.
In quiescent endothelial cell networks, VE-
cadherin is localized linearly beside cell-cell
borders to form continuous, stable adherens
junctions, while VE-cadherin is organized in
short linear structures perpendicular to cell-
cell borders in endothelial cells with reduced
network integrity [153]. In response to increased
matrix stiffness, disruption of VE-cadherin-
mediated cell-cell junctions results in disrupted
barrier integrity and increased endothelial cell
monolayer permeability in both in vitro and ex
vivo models [154]. Such disruptions are also
observed in tumor neovasculature. Aberrant
tumor vessels demonstrate decreased levels
of junctional VE-cadherin, which contributes
to lowered barrier tightness and increased
vascular permeability [155, 156]. However, cell
contractility increases with matrix stiffness, and
inhibition of Rho-mediated cell contractility has
been demonstrated to decrease VE-cadherin cell-
cell separation distance and restore monolayer
integrity [154] as well as normalize tumor
endothelial cell behavior [80]. These data
demonstrate the importance of mechanical cues

on VE-cadherin function and cell-cell and cell-
matrix connectivity.

6.3.3 VEGFRs and VEGF Signaling

VEGFR signaling is critical for normal endothe-
lial cell migration, proliferation, and angiogen-
esis. VEGFRs are transmembrane receptor ty-
rosine kinases (RTKs) that mediate most of the
angiogenic effects of VEGF. VEGF-induced ac-
tivation of RhoA is necessary for endothelial
cell cytoskeleton reorganization and migration,
and these changes are also accompanied by the
formation of small cell-cell openings that con-
tribute to increased permeability [157]. In re-
sponse to shear stress, VEGFR2 undergoes rapid
induction and nuclear translocation, followed by
ligand-independent phosphorylation that causes
activation of MAPK, PI3K, and Akt signaling
pathways that are involved in promoting angio-
genesis (Fig. 6.2) [149, 158, 159]. VEGFR2
phosphorylation is additionally accompanied by
VEGFR2 membrane clustering and downstream
signaling [158]. Cyclic strain prompts dissocia-
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tion of VEGFR2 from VE-cadherin, which can
increase vascular permeability [113]. Similarly,
VEGFR3 has recently been recognized as a mem-
ber of this mechanosensory complex [149], and
has been suggested to be involved in maintaining
endothelial barrier integrity during tumor angio-
genesis [160]. Antibody inference of VEGFR3
function significantly reduced tumor growth of
lung, pancreatic, renal, colon, and prostate tumor
xenografts in immunocompromised mice. No-
tably, the blood vessel density was decreased and
the amount of hypoxic and necrotic tissue was
increased in these anti-VEGFR3 treated tumors
[161]. Depletion of VEGFR2 and/or VEGFR3
leads to significantly diminished endothelial cell
response to mechanical cues. More specifically,
depletion of either VEGFR significantly lessened
shear-induced integrin activation and cell align-
ment as well as weakly reduced PI3K and AKT
signaling; however, all effectors were strongly in-
hibited through depletion of both VEGFRs [149].

ECM stiffness influences VEGFR expression
and vascular development in vitro and in vivo.
GATA2 and VEGFR2 expression is increased
with increasing substrate stiffness, where GATA2
mediates p190RhoGAP-dependent control of
VEGFR2 expression [162]. Matrix stiffness has
also been demonstrated to alter cell response to
growth factors. Substrate stiffness has recently
been shown to modify the coordinated actions of
VEGF-matrix binding that is critical for VEGF
internalization [163]. In endothelial cells, VEGF-
induced changes in stress fiber organization and
contractile response are mediated by VEGFR2
and ROCK signaling [157, 164]. Elevated expres-
sion of VEGFRs has also been linked to many
cancers. For example, VEGFR2, the predominant
receptor tyrosine kinase that mediates VEGF
signaling and VEGF-mediated angiogenesis,
has been identified in bladder, brain, breast,
cervical, colon, endometrial, gastric, head
and neck, hepatocellular, lung, melanoma,
mesothelioma, multiple myeloma, myeloid
leukemia, esophageal, ovarian, pancreatic,
prostate, renal cell carcinoma, squamous, and
thyroid human cancers [165]. In many of these
tumors, VEGFR expression has been correlated
with either poor survival, disease progression,

and/or recurrence [165]. This increased VEGFR
expression has been seen on both tumor cells and
endothelial cells. Notably, compared to normal
blood vessels, the expression of VEGFR1 (FLT1)
as well as VEGFR2 (KDR) is enhanced in tumor
blood vessels [166–168]. These data suggest
that cell response to growth factor signaling is
closely linked to matrix stiffness, and altered
sensitivity may play an important role in tumor
angiogenesis.

6.3.4 Membrane Proteins

The cell membrane offers a large target for exter-
nal mechanical forces to act upon, and as such
mechanosensitive ion channels present in the
membrane serve as one of the earliest responses
to mechanical force and changes to the microen-
vironment. As key operators of cell signaling, ion
channels have been implicated in tumorigenesis
and have altered expression in tumor cells as well
as stromal and endothelial cells [169]. Recent
work has demonstrated that the transient receptor
potential (TRP) ion channel superfamily is linked
with an array of cancers [170], and abnormal
TRP ion channel function can cause sustained
proliferation, evasion of growth suppressors, and
resistance to cell death [171, 172].

TRP channels have also been identified
to be critical to endothelial cell function,
and TRP ion channel malfunction and/or
dysregulation is associated with endothelial cell
dysfunction including disruption of angiogenic
competence and barrier maintenance [173].
Specifically, transient receptor potential vanilloid
4 (TRPV4) has been shown to regulate tumor
angiogenesis and tumor endothelial cell function
by modulating cellular mechanosensitivity.
Tumor endothelial cells demonstrate reduced
TRPV4 expression correlated with aberrant
mechanosensitivity toward ECM stiffness.
Together, these changes in TRPV4 expression
lead to increased migration and abnormal
angiogenesis [174]. Loss of TRPV4 in TPRV4
knockout endothelial cells leads to significantly
increased proliferation, migration, and basal
Rho activation reminiscent of tumor-derived
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endothelial cells [175]. Further, the absence of
TRPV4 in TRPV4 knockout mice was found to
result in increased vascular density, increased
vessel diameter, and reduced pericyte coverage
within lung carcinoma tumors compared to
wild-type mice – all principle characteristics
of abnormal tumor angiogenesis [174]. Either
overexpression or pharmacological activation
of TRPV4 or pharmacological inhibition of
the downstream Rho/ROCK pathway was able
to normalize tumor vasculature, reduce tumor
growth, and improve cancer therapy of lung
tumors in a mouse model [174, 175]. These
findings provide further support that aberrant
Rho/ROCK mechanosensitivity is a significant
contributor to abnormal tumor endothelial cell
function. Interestingly, some data also suggests
that integrins and mechanosensitive ion channels
are well connected [122]. Cyclic strain to
endothelial cells causes activation of TRPV4,
which then activates supplementary integrins and
triggers downstream cytoskeletal reorganization
[176]. While TRPV4 has been the most studied
TRP channel in tumor angiogenesis, other TRP
superfamily channels have been implicated as
contributors of abnormal tumor angiogenesis
as well [169]. These data further demonstrate
the role of abnormal mechanosensory pathways
in tumor endothelial cell function and tumor
angiogenesis.

The large family of cell-surface G-protein-
coupled receptors (GPCRs) have additionally
been identified as contributors of tumor
angiogenesis and aberrant tumor endothelial cell
function. Normally, GPCRs are activated when
an extracellular ligand binds to or induces an
active conformation. However, fluid shear stress
and increased membrane tension have also been
reported to induce conformational transitions
and activation of GPCRs in endothelial cells,
suggesting GPCRs are involved in mediating
mechanochemical signaling in endothelial cells
[177]. Many GPCRs are overexpressed in various
cancers. During tumor progression, cancer cells
frequently take over the natural physiological
functions of GPCRs to proliferate, evade
immune detection, invade surrounding tissue
and metastasize, as well as increase angiogenesis

[178]. The GPCRs prostaglandin E2 (PGE2)
receptor EP2, sphingosine-1 phosphate receptors
(S1PRs), and protease-activated receptor 1
(PAR1) have all been strongly implicated in
eliciting a pro-angiogenic response in breast,
head and neck, colon, non-small-cell lung,
and prostate cancers [178–180]. The release
of PGE2 from tumor cells, due to unregulated
expression of COX2, stimulates expression of
EP2 receptors on endothelial cells and induces
VEGF expression via ERK2/JNK1 activation
[181]. S1PR1 activation has been linked to
endothelial cell survival, chemotactic motility,
and capillary-like network formation as well
as release of pro-angiogenic cytokines from
tumor cells [182]. PAR1 activation has been
shown to modulate Rho GTPase activity and
play an important role in endothelial adherens
junction disassembly and vascular permeability
[178, 183]. Notably, PAR1 expression is directly
correlated with invasiveness of breast cancer,
where highly metastatic human breast cell
lines and breast carcinoma biopsy specimens
express high levels of PAR1 [184]. Taken
together, these GPCRs provoke a pro-angiogenic
response in tumors via activation of a network of
small GTPases, Akt, and MAPK signaling that
stimulates endothelial cell migration, survival,
and growth.

6.4 Clinical Impact of Abnormal
Tumor Vasculature

6.4.1 Impaired Barrier Function
and Delivery
of Chemotherapeutics

Together, the mechanical forces found in tumors
work to produce a functionally abnormal tumor
vasculature with impaired barrier function. Solid
tumor vasculature is often leaky with a defective
endothelium. Indeed, the tumor vasculature is
characterized by its defective endothelial mono-
layer, large intercellular openings and holes, and
abnormal sprouts that all work to impair bar-
rier function [6]. Normal endothelial cells form
uniform monolayers; however, tumor endothe-
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lial cells are irregular in shape and size, have
cytoplasmic projections into the vessel lumen,
and form an incomplete endothelium. Tumor
blood vessels have large intracellular gaps be-
tween tumor endothelial cells, highlighted by
transcellular holes, fenestra, and channels [6].
Additionally, high tumor endothelial cell motility
and turnover may hinder the formation of inter-
cellular junctions, further promoting larger inter-
cellular openings [6]. Endothelial junctions are
also highly dynamic and sensitive to extracellular
stimuli. As such, VE-cadherin-based junctions
are susceptible to continuous reorganization due
to the dynamically changing tumor ECM and the
aberrant mechanosensitivity of tumor endothe-
lial cells [80]. Consequently, tumor blood vessel
hyperpermeability and impaired barrier function
arise due to the combined effects of tumor vessels
lacking or having abnormal function of endothe-
lial cells, pericytes, and/or basement membrane
[185].

Leakiness of the tumor vasculature not only
impacts tumor growth and metastasis but also has
a profound impact on drug delivery to the tumor.
Traditionally, vessel leakiness is believed to be
due to overexpression of pro-angiogenic growth
factors; however, emerging work has demon-
strated that the physical environment plays an
important role in impairing endothelial cell bar-
rier integrity. Elevated ECM stiffness increases
endothelial cell-cell junctional properties and en-
dothelial permeability in vitro and in vivo [12].
Vessel compression due to mechanical forces
in the tumor microenvironment causes large ar-
eas of the tumor to have limited perfusion and
limited systemic administration of therapeutic
agents [186–188]. Vessel compression along with
the highly tortuous and disorganized arrange-
ment of tumor blood vessels creates sluggish
and heterogeneous blood flow, which can affect
microvascular pressure [89, 189]. While accu-
rate measurements of microvascular pressure are
challenging to obtain, it has been reported that in-
creased tumor interstitial fluid pressure is also ac-
companied by increased microvascular pressure
[190]. For example, microvascular pressure in
normal tissue is approximately 15 to 25 mmHg,
while the microvascular pressure in tumor tissue

has been reported to range from 5.5 to 34 mmHg
in MCaIV mouse mammary carcinoma tumors
[35]. Importantly, the elevated interstitial fluid
pressure found in tumor tissue is often nearly
as high as or can exceed microvascular pressure,
eliminating pressure gradients across tumor ves-
sels and inhibiting convective transport of drugs
[89]. Combined, these factors severely limit the
efficacy of traditional cancer treatments.

Efficient and uniform systemic delivery of
cancer therapeutics is a critical challenge in can-
cer treatment. To increase the delivery and effi-
cacy of therapeutics, an emerging cancer treat-
ment strategy seeks to normalize the tumor vas-
culature [191]. The anti-angiogenic drug beva-
cizumab, an antibody targeted against VEGF, has
been used in combination with chemotherapy and
has produced a 5-month increase in survival in
colorectal cancer patients [192]. Other preclinical
studies have demonstrated that anti-angiogenic
agents can increase perfusion and drug uptake in
tumors [42, 193]. As such, this has led to many
pro- and anti-angiogenic therapies that seek to
restore normal vessel densities [194]; however,
angiogenic signaling is robust and redundant, and
inhibition of individual signaling molecules can
be overcome by escape mechanisms [194, 195].
For example, initial response to anti-angiogenic
therapies targeting the VEGF pathway is fol-
lowed by a restoration of tumor progression. In
both clinical and preclinical settings, emerging
data describe that tumors develop either evasive
resistance or intrinsic resistance to these treat-
ments [196]. For these reasons, it is essential
to pursue novel methods for tumor vasculature
normalization, and targeting mechanical forces in
the tumor and/or mechanosensory pathways may
be one possible strategy.

6.4.2 Promotion of an Aggressive
Tumor Phenotype

As the vasculature not only provides oxygen and
nutrients but is also a conduit for the removal of
waste products, abnormalities in the vasculature
are a major contributor to other abnormalities
that exist in the tumor microenvironment [6].
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Fig. 6.3 Abnormal tumor vasculature that develops dur-
ing tumor progression helps to promote an abnormal
tumor microenvironment that promotes a more aggres-
sive tumor phenotype. (a) In vivo tumors from MMTV-
PyMT mice treated with BAPN to soften the tumor
tissue or vehicle controls showing 2 MDa FITC-labeled
vasculature (green) and extravasating Evans Blue (red)
(scale bar = 150 μm). Control tumors demonstrate more
abnormal vascular architecture and increased vascular
permeability compared to softened tumors. (b) During tu-

mor progression, increased mechanical cues in the tumor
microenvironment contribute to creating abnormal tumor
vasculature that is highly permeability and inefficient in
delivering oxygen and nutrients. Limited diffusion in the
tumor creates a hypoxic and acidic environment that not
only promotes angiogenesis but also promotes genomic
instability, an anabolic switch in metabolism, resistance
to apoptosis, malignant progression, induction of a cancer
stem cell phenotype, as well as resistance to many cancer
therapies

Vascular abnormalities lead to a hypoxic and
acidic tumor microenvironment [197]. It is well
established that tumor blood vessels are hetero-
geneous in organization and structure, and tumor
blood vessels are often more abundant at the
tumor-host interface compared to more central
regions of the tumor. Furthermore, vascular den-
sity has been reported to decrease during tu-
mor progression [198]. As previously discussed,
these heterogeneities and abnormal organization
arise from changes to the ECM and accumula-
tion of stresses during tumor progression. Con-
sequently, the spatial disorganization and abnor-
mal architecture of the tumor vasculature create
diffusion-limited hypoxia throughout the tumor
tissue as intercapillary distances often exceed
100–200 μm, the maximum nutrient and oxygen
diffusion limits [2].

Such a harsh microenvironment was originally
thought to starve the tumor and decrease cancer
cell survival; however, it has been established
that hypoxia helps to promote a more aggressive
and difficult-to-treat tumor phenotype (Fig. 6.3).
Specifically, the abnormal tumor microenviron-
ment employs selective pressures that cause can-
cer cell populations to dynamically adapt [13].
Not only do cancer cells prosper in this harsh
environment, but such selection pressures con-
tribute to the propagation of cancer cells [6]. Hy-
poxia provokes proteome changes, induce pro-
survival changes in gene expression, control the
anabolic switch in central metabolism, as well
as help to drive malignant progression through
genomic changes in neoplastic cells [199, 200].
Additionally, a hypoxic and acidic microenviron-
ment affects host immuneresponse. Hypoxia and
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acidosis reprogram local macrophages into an
immunosuppressive phenotype that helps cancer
cells evade immune detection as well as dimin-
ishes the killing potential of immune effector
cells within the tumor microenvironment [13].

Hypoxia also influences cancer cell response
to radiation and many chemotherapeutics. This
can occur through a variety of mechanisms
[199]. The most widely occurring mechanisms
of hypoxia-mediated resistance to cytotoxic
therapy include extracellular acidification
causing decreased drug uptake, resistance
to apoptosis, and genomic instability that
causes further mutagenesis of cancer cells. For
many bio-reductive prodrugs that are intended
to be metabolized, inadequate extravascular
penetration of the drug significantly contributes
to chemoresistance [199, 201]. Together, these
findings indicate that abnormalities in the tumor
vasculature help to make cancer treatments
exceedingly challenging due to a rapidly altering
cancer cell phenotype and resistance to many
traditional therapies.

6.5 Conclusions

Mechanical forces in the tumor microenviron-
ment play an important role in directing tumor
growth and promoting abnormal tumor vascu-
lature. Stiffening of the tumor ECM promotes
abnormal branching patterns, vascular density, as
well as increased endothelial cell-cell junctions
and permeability, whereas mechanical stresses
in the tumor compress tumor blood vessels and
limit perfusion. Growing evidence indicates that
such mechanical alterations in the tumor mi-
croenvironment help to alter tumor endothelial
cell phenotype and mechanosensitivity. This ab-
normal mechanosensitivity is now being tied to
deregulated or malfunctioning mechanosensors
in tumor endothelial cells. While it is clear that
the mechanical microenvironment mediates tu-
mor angiogenesis, much work still remains to
fully understand specific mechanosensory path-
ways utilized by endothelial cells to respond
to aberrant mechanical cues. Identifying these
pathways will better our understanding of me-
chanical regulation in tumor angiogenesis and

provide new methods to tame the physical forces
in tumors. Such findings will provide important
understanding to how changes in the tumor mi-
croenvironment facilitate tumor progression and
may present new therapeutic targets to normalize
the tumor vasculature.
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7From Cancer Immunoediting to New
Strategies in Cancer Immunotherapy:
The Roles of Immune Cells
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Abstract

For the last three decades, the concept of im-
munoediting has evolved to characterize our
increasing understanding of the interactions
between cells from the immune system and
cancer development. Elucidating the role of
immune cells in the progression of cancer
has been very challenging due to their dual
role; the immune system can either suppress
tumor formation by killing cancer cells, or
it can also promote tumor growth. Revealing
how immune cells are hampered by the tumor
microenvironment and how they aid tumor
progression has signaled strategies to reverse
these effects and control cancer cell growth;
this has been the advent of immunotherapy
design. More recently, the role of physical
forces in the process of immunoediting has
been highlighted by multiple studies focusing
on understanding how force changes in the
stiffness of the extracellular matrix and fluid
flow shear stress contribute to tumor devel-
opment. Using models in vitro that incorpo-
rate biomechanical components, it has been
shown that these physical aspects are not only
important during the formation and growth of
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primary tumors, but in the metastatic process
as well. In this way, we have also gained in-
sight into the interactions occurring within the
vascular system, which are highly affected by
the dynamics of physical collisions between
cells and by shear forces. Here, we review
the concept of cancer immunoediting with an
emphasis on biomechanics and conclude with
a summary on current immunotherapies and
potential new strategies.

Keywords

Cancer immunoediting · Tumor
microenvironment · Cell biomechanics · Cell
signaling · Drug delivery · Cell-mediated
drug delivery

7.1 Introduction

Cancer development is a complex process that re-
quires the coordination of multiple cellular activ-
ities. In many instances, cancer cells take advan-
tage of healthy cells, either suppressing their cy-
totoxic functions or feeding on their secreted cy-
tokines to proliferate. For the last three decades,
the role of the immune system in cancer develop-
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ment and progression has been a major focus of
research in cancer immunology. It is clear now
that the immune system can stop and completely
eliminate cancerous cells from the body, but it
can also selectively target and kill the cells that
are more immunogenic, effectively enriching
tumors with cells that are less immunogenic and
more difficult to detect by the same immune sys-
tem. In addition, it is clear now that cancer pro-
gression is stimulated by many factors including
biomechanical properties of the tumor microen-
vironment. Recent evidence suggests that cancer
cells are driven toward a more invasive phenotype
through mechanical compression [1]. After
cancer cells leave the primary tumor and enter the
vascular system, they benefit from interactions
with immune cells and biomechanical forces
once again; by forming stable bonds with lym-
phocytes and neutrophils in circulation under low
shear stress conditions, cancer cells can arrest on
the vascular endothelium and extravasate toward
secondary tissues. Understanding the underlying
mechanisms of these interactions and the
biomechanical conditions favoring them, is the
basis for developing effective immunotherapies.

7.2 Immunoediting

The concept of immunoediting evolved in the
last three decades to describe the dual role that
the adaptive and innate immune systems play
in the process of cancer development. Initially,
the immune system was thought of as a control
mechanism in the body to contain cancerous
cells. The concept of immune surveillance was
first described by Burnet [2]; and it described a
defense mechanism used by long-lived animals
to cope with somatic mutations and potential
neoplasia. Any tumor formation was understood
as a failure of this system. However, experiments
by Stutman and colleagues showed that tumor
occurrence in mice with major immune deficien-
cies (e.g., lacking lymphocytes) was similar to
tumor formation rates in immunocompetent mice
[3], partially disproving the immune surveillance
theory. Later, with the use of mice lacking B
and T lymphocytes and NK cells, the protective
role of the immune system was revisited. These

later studies showed an increased rate in tumor
formation by carcinogen chemicals or viruses in
immunodeficient versus immunocompetent mice
[4]. Taken together, these results hinted at the
complex role that the immune system plays in
the context of cancer progression and gave rise
to the term immunoediting. Depending on the
stage of cancer progression, the immune system
can suppress the growth of cancer cells, or it can
shape tumors so that cancer cells develop specific
traits to escape and grow uncontrollably.

Cancer immunoediting is separated in three
phases: elimination, equilibrium, and escape.
For a thorough review on this topic, we refer
the reader to the work by Schreiber et al. [5].
The basis for the concept of immunoediting
comes from the observation that tumor cells
isolated from immunocompetent mice are less
immunogenic than cells harvested from tumors
grown in immunodeficient mice [4]. This
suggests that the immune system not only can
affect tumor growth, but it can shape the quality
of the tumor cells. By killing more immunogenic
cells in immunocompetent mice, the immune
system effectively selects for those cells that do
not carry antigens for their detection, cells that
are less immunogenic (Fig. 7.1).

Elimination: In this phase cancer cells are
recognized by the adaptive and innate immune
systems and can be efficiently eliminated before
the cells are clinically detected. Direct evidence
for this phase is still lacking; however, its ex-
istence is inferred from mouse models [6] and
clinical studies comparing tumor rate formation
in patients with a deficient immune system and
healthy adults [7, 8]. As early as 1943, it was ob-
served that mice spontaneously recovering from
chemically induced tumors using methylcholan-
threne acquired immunity specific toward that
tumor. Recurring inoculations after mice had re-
covered did not yield new tumors [9]. In addition,
compared to wild-type mice, immunocompro-
mised mouse models in which different cells of
the immune system are genetically deleted have
shown an earlier onset in tumor development
in response to carcinogen chemicals, oncogenic
viruses, and spontaneous tumor formation (re-
viewed in Ref. [6]).
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Fig. 7.1 Depiction of the three stages of immunoediting.
Elimination: cancer cells are controlled and removed from
the body by the innate (e.g., macrophages and dendritic
cells) and adaptive (e.g., B- and T-lymphocytes) immune
system. Equilibrium: cancer cells are kept at a dormancy
state and tumor size is constant. Escape: cancer cells
breach the immune system and grow uncontrollably. In

addition, the ECM stiffens, tumor angiogenesis and inter-
stitial fluid pressure increase, and cancer cell proliferation
causes compressive stress in the interior of the tumor. In
later stages, cancer cells collectively migrate and invade
neighboring tissues and finally enter the vascular system
to form metastasis in distant organs

In humans, clinical observations of patients
with AIDS show a higher incidence for various
types of cancer compared to the general popu-
lation, with the exception of breast cancer [10–
12]. Furthermore, multiple studies have found
antibodies specific for tumor antigens in sera
from healthy adults [8, 13], possibly suggesting
that at some point, their system was exposed to
cancerous cells, but these were controlled and
eliminated by the immune system. If all cancer
cells are successfully removed from the body
during this phase, tumors do not grow, and this is
the end of the process. In contrast, if some cancer
cells breach the elimination phase, they progress
toward the next phase, equilibrium.

Equilibrium: Cancer cells that progress into
the equilibrium phase undergo what is called the
editing process. By killing highly immunogenic
cells, the adaptive immune system shapes
the immunogenicity of the tumor. During the
equilibrium phase, malignant cells stay in a
dormancy state controlled by the immune system.
This phase can last decades and it is thought to
be the longest of the immunoediting process.
Some of the most compelling evidence for the
existence of the immune-mediated equilibrium
phase was presented by Koebel et al. in an elegant
experiment where mice were treated with low
doses of methylcholanthrene and monitored for
tumor occurrence for 200 days at which point the
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immune system was challenged with a combina-
tion of monoclonal antibodies against CD4, CD8,
and interferon-γ (IFN-γ). The results showed
that after treatment with the carcinogen, most
animals did not developed tumors during the first
200 days. However, after the immune system was
challenged, half of the animals developed tumors
in the site of the initial injection [14].

At the end of the equilibrium phase, there are
two possible outcomes: tumor regression, if can-
cer cells are controlled and eventually eliminated,
or tumor progression, if cancer cells become
less immunogenic and eventually overcome the
control by the immune system progressing into
the last phase, escape.

Escape: This is the phase most widely studied
and for which there is most evidence. During the
escape phase, cancer cells grow uncontrollably
developing sizable tumors that are clinically de-
tectable. Cancer cells that progress from equilib-
rium to escape do so using three main routes; ei-
ther cancer cells acquire the ability to circumvent
recognition by the immune system, they become
more resistant to cytotoxic effects by immune
cells or they develop immunosuppression mecha-
nisms that inhibit normal functioning of B and T
lymphocytes and natural killer (NK) cells. Once
in the escape phase, biomechanical changes in
the tumor microenvironment take place and con-
tribute to the malignant transformation of cancer
cells and eventual tumor growth. Increased com-
pression stress, stiffer extracellular matrix, higher
interstitial flow, and fluid pressure contribute to
change the normal behavior of stromal cells (e.g.,
immune cells, fibroblasts, and endothelial cells)
surrounding cancer cells to support tumor growth
[15].

Recently, genetically engineered mouse
models of sarcomagenesis were used to address
the importance of tumor-specific antigens (TSAs)
in the recognition and editing process of cancer
cells [16]. These models provide an advantage
over carcinogen-induced tumor models because
they allow researchers to analyze tumors with the
same genetic and histopathological characteris-
tics in different contexts, immune-competent vs.
immunodeficient mice. Generally, carcinogen-
induced tumor models are recognized as being

more immunogenic than genetically induced
tumors. However, to increase immunogenicity
and test the role of T lymphocytes in the editing
process, lentiviral vectors that express specific T-
cell antigens combined with a luciferase reporter
gene have been used. The results using this
approach show that mice lacking reactive T
cells and weak thymic expression are more
susceptible to sarcoma formation than immune-
competent littermates. Interestingly, tumors from
immune-competent mice show a decrease in
luciferase activity compared to tumors from
immunodeficient counterparts, suggesting an
editing process mediated by T cells. Moreover,
when immune-competent mice are treated with
anti-CD4/CD8 antibodies, they develop tumors at
a similar rate compared to immunodeficient mice,
and luciferase activity is restored. In addition,
when tumors from immunodeficient mice are
transplanted into wild-type mice, luciferase
activity decreases, suggesting again a loss in anti-
gen expression due to a T-cell-mediated editing
process.

Experiments using murine tumor models
of transplantable melanoma, sarcoma, and
adenocarcinoma and a transgenic model of
breast carcinoma show that T-cell function is
not systematically reduced in the organism
but that immunosuppression is a phenomenon
triggered within the tumor microenvironment
[17]. The tumor microenvironment and normal
tissues are different in several aspects; malignant
neoplastic tissues exhibit hypoxia, lower pH, and
increased cytokine concentration reminiscent
of chronic inflammation [18, 19]. Much of the
research efforts have focused on the study and
characterization of the tumor microenvironment
in terms of the biological signals and chemical
characteristics. However, in light of the latest
results coming from the field of biomechanics,
changes in the biophysical properties of the
tumor microenvironment are getting more
traction. It is clear now that mechanical forces
affect cell behavior, cell-cell crosstalk, and how
cells respond to stimuli.

Consequently, in cancer research, in addition
to biological changes in the tumor microenviron-
ment, mechanical changes have also been rec-
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ognized as instrumental driving forces in cancer
progression.

Increased interstitial pressure [20], stiffened
extracellular matrix [21], and mechanical com-
pression [1] are all characteristics of the tumor
microenvironment. The fluid balance between
the venous system, cytoplasm, and interstitial
compartments is maintained by the difference
in net forces between osmotic and hydrostatic
pressures; this is described as the Starling forces
[22]. As early as 1975, it was proposed that
the increased interstitial pressure in solid tumors
was due to the expansion of tumor angiogenesis
combined with a deficient formation of lym-
phatic vessels for fluid drainage [23]. In contrast
to normal angiogenesis, tumor angiogenesis is
characterized by the aberrant growth of tortuous
blood vessels which leads to vessel leakiness and
accumulation of proteins from the plasma into the
tumor tissue. Interstitial fluid pressure in normal
tissues has been reported around 0 mmHg; in
contrast, solid tumors can exhibit interstitial fluid
pressure between 0 and 40 mmHg [24].

In healthy tissues and organs, the composition
and mechanical properties of the extracellular
matrix (ECM) are tightly regulated by synthesis,
remodeling, and degradation processes. In can-
cer, these processes are deregulated leading to the
disruption of the ECM dynamics. In most solid
tumors, the ECM becomes rigid and disorganized
[25]. Fibroblasts are the most common type of
cell present in the tumor stroma, and one of
their main functions is to maintain the ECM; by
secreting collagen type I, III, IV, and V [26],
fibronectin, laminin [27], and matrix metallopro-
teinases (MMPs) [28], they contribute to matrix
turnover and sustain the basement membrane
[29]. Initially, neoplastic lesions are contained
within a basement membrane that is separated
from the surrounding tissue; this is called car-
cinoma in situ. Together, the cells around the
basement membrane, fibroblasts, capillaries, im-
mune cells, and ECM are called the reactive
stroma to differentiate them from the stroma in
healthy organs. Fibroblasts present in the reac-
tive stroma acquire an activated phenotype that
resembles fibroblasts during the wound healing
process and is different from their normal pheno-

type in healthy tissues [29]. Fibroblast activation
is triggered by multiple growth factors including
transforming growth factor-β (TGF-β) [30], fi-
broblast growth factor-2 (FGF-2) [31], epidermal
growth factor (EGF) [32], and platelet-derived
growth factor (PDGF) [33]. Once fibroblasts are
activated, they promote degradation of the ECM
and alter its composition by secreting higher lev-
els of MMP2, MMP3, and MMP9 [26, 29]. While
remodeling the EMC, activated fibroblasts also
produce large amounts of insulin-like growth fac-
tor (IGF) [34], hepatocyte growth factor (HGF)
[35], nerve growth factor (NGF) [36], EGF, and
FGF-2 that increase proliferation of neighbor-
ing cells [29]. In conjunction, all these biolog-
ical and mechanical changes have deleterious
consequences leading to enhanced cancer cell
growth and migration, epithelial to mesenchy-
mal transition (EMT) and ultimately to cancer
metastasis.

Mechanical compressive stress is generated
by the uncontrolled growth of cancer cells in
a confined space. Experiments on agarose gels
show that compressive stress inhibits spheroid
growth, but the effect is reversible; once the stress
is reduced, spheroid growth is resumed [37]. Me-
chanical stress induces cell death in cancer cells
via apoptosis; in spheroids under anisotropic me-
chanical stress, it was observed that cell death
occurred predominantly in high compression re-
gions, while cell proliferation resulted in areas
under low compressive stress [38]. While ini-
tially mechanical compression might restrain cell
growth, it is proposed that sustained compressive
stress can effectively select for cancer cells with a
more invasive phenotype and metastatic potential
[1]. Nowadays, it is widely recognized that the
biological function and phenotype of cells are not
only responsive to biological or chemical cues
but also to mechanical stimuli. Using microprint-
ing techniques and a compressive device with a
piston, Tse and colleagues maintained breast can-
cer cells under compressive stress for 16 h prior
to performing a wound healing assay. The results
show that compared to control cells, cells under
compressive stress exhibit increased migration
and cytoskeletal remodeling and form more sta-
ble focal adhesions, which leads to enhanced
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Fig. 7.2 Interdependence
of biological, chemical,
and physical cues affect the
tumor microenvironment
and how tumor cells
interact with cells in the
tumor stroma

collective migration and invasion [1]. A side
effect of the increased mechanical compression
in the tumor microenvironment is the collapse of
blood vessels [39], which causes hypoxia. In turn,
hypoxia stimulates production of growth factors
like TGF-β and vascular endothelial growth fac-
tor (VEGF) that compromise the functionality of
macrophages and cells in thetumor stroma [37].

In conclusion, biological, chemical, and me-
chanical changes in the tumor microenvironment
contribute to cancer progression, and their effects
are interdependent. Together these cues create
feedback loops that feed on each other (Fig. 7.2).
For example, changes in biological signals can
lead to the release of enzymes that remodel
the extracellular matrix changing its stiffness. In
turn, stiffer matrices promote cell proliferation
that changes the pH of surrounding tissue.

7.3 Interactions Between Cancer
Cells and Leukocytes in the
Vascular System

Blood circulation through the vascular system is
essential for sustaining viable cells in the body.
Circulating blood carries oxygen and nutrients
to feed the cells and collects waste secreted
by them. To sustain biological functions, each

cell in the body must be at a distance of at
least 100–200 μm from a capillary [40]. Thus,
it is no surprise that cancer cells, which have
a very high metabolic rate, co-opt blood ves-
sels to increase angiogenesis and support tumor
growth. Blood vessels near tumors differ from
normal vessels in that flow is more irregular,
the basement membrane is altered, and the en-
dothelium is usually discontinuous [21]. This last
characteristic of the tumor microenvironment is
used by migratory tumor cells to escape from the
primary tumor and enter the circulatory system,
which often results in the formation of cancer
metastasis.

One of the common traits signaling the
promotion from equilibrium to the escape phase
is the occurrence of secondary tumors distant
from the initial location of cancer cells. To
do this, cancer cells must travel through the
circulatory or lymphatic systems. Even though
these circulating tumor cells could in theory
be more vulnerable to detection and attack by
the immune system in the vascular circulation,
evidence from our lab and others has shown
that neutrophils mediate tumor cells trans-
endothelial barrier crossing to form metastases
(Fig. 7.3a) [41, 42]. Initially, experiments in
vivo by video microscopy showed that tumor
cell interaction with the endothelium was limited
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Fig. 7.3 (a) Interactions between cancer cells and PMNs
in the vascular system depend on the frequency of col-
lisions and the efficiency of adhesion. Under fluid flow
conditions, cancer cells arrest on the endothelium as-
sisted by neutrophils; they bind together through ICAM-
1 and β2 integrin interactions (β2 integrin is essential to
the formation of both receptors, Mac-1 and LFA-1) or
through the very late antigen-4 (VLA-4) and vascular cell
adhesion molecule-1 (VCAM-1) binding. Once cancer
cells arrest on the endothelium, they initiate cell-cell
junction disassembly and endothelial cell contractility to
create gaps and extravasate. This final step is essential

for the formation of secondary tumors. (b) Top and side
views of the flow extravasation chamber that combines
chemotaxis with dynamic flow conditions. (c) Migration
of melanoma cells alone or assisted by neutrophils under
static and dynamic flow conditions, the chemoattractant
was collagen IV and migration was assessed after 4 h.
Results represent mean ± SEM, n = 3 [41]. D. Rela-
tive contribution of Mac-1 (CD11b) and LFA-1 (CD11a)
receptors on heterotypic cell-cell binding. Results show
normalized WM9-PMN aggregation in a parallel plate
flow assay. Results show mean ± SEM, n = 3 [60]
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to the microcirculation [43]. This observation
suggested that cancer cells were trapped in
capillaries based on vessel-size restriction, and
subsequent extravasation only occurred at these
places. However, further evidence in vivo showed
that melanoma cells can be arrested on the wall
of presinusoidal vessels in mice pretreated with
interleukin-1α (IL-1α) [44]. Later, in our lab,
it was demonstrated, by comparing static and
dynamic flow conditions, that the interaction
between neutrophils and cancer cells, for cancer
cell arrest on the endothelium, is particularly
important under dynamic flow conditions (Fig.
7.3c). The endothelium has several adhesion
molecules, upregulated in response to local
environmental signals, that interact with multiple
cells from the immune system, e.g., P- and E-
selectins and intercellular adhesion molecule-1
(ICAM-1) mediate interactions with neutrophils
and lymphocytes and vascular cell adhesion
molecule-1 (VCAM-1) mediates interactions
with eosinophils and basophils [45, 46]. Cancer
cells, on the other hand, are heterogeneous in
the expression of adhesion molecules. However,
to metastasize successfully they must be able to
either directly interact with the endothelium or
elicit immune cells to mediate the adhesion or
both.

Dynamic flow in the vascular system imposes
mechanical restrictions that affect the interac-
tions between cells in the circulation and the
endothelial cells in the vessel wall. The binding
of white blood cells (WBC) to the endothelium
comprises a sequence of events mediated by a
delicate balance of hemodynamic forces from the
blood flow and adhesion forces between proteins
in the plasma membrane. Microscopic analyses
along with biomechanical models constructed to
understand the effect of these forces in leukocytes
revealed that the contact area between WBC and
the endothelium increases with time as the WBC
stretches and then decreases and as the trailing
edge of the WBC retracts from the endothelium
in the direction of the flow [47]. Model simu-
lations based on experimental data reveal that
changes in the ratio of the shear stress around the

WBC and the drag force decreases with WBC de-
formation and increases with the diameter of the
vessel. This implies that the net hemodynamic
and adhesion forces are influenced by the de-
formability of the cell and the adhesion kinetics.
A comparison of the model with data collected
from in vivo experiments indicates that WBC
deformability is an essential feature that aids in
its adhesion to endothelial cells [47]; a flattened
cell on the vessel wall causes fewer disturbances
to the flow and experiences lower shear stress
[48]. In contrast to WBC, cancer cells appear
to be stiffer; using a suspended microchannel
resonator to compare the deformability of cancer
cells and blood cells, Shaw et al. concluded that
blood cells are more deformable than cancer cells
[49]. Thus, it is not surprising that cancer cells in
circulation hijack white blood cells to adhere to
the endothelium.

Cells in circulation experience shear stress
around 1–6 dyn/cm2 in the venous system and
between 10 and 70 dyn/cm2 in the arterial system
on healthy adults [50]. Cancer cell extravasation
is usually observed in the bifurcation of
veins where the shear stress is lower, which
suggests that cell adhesion is regulated by
shear forces [51]. In addition, these sites in the
circulatory system show hematocrit enrichment
and high shear rates; this characteristics promote
margination of leukocytes to the vessel wall
and provide better chances for leukocyte rolling
and adhesion to the endothelium [51]. Binding
between cell adhesion molecules under high
shear rate conditions requires a high on-rate for
bond formation, and subsequent bond stability
requires high tensile strength. To explain how
cell rolling and adhesion can be enhanced under
increased flow conditions, a new type of non-
covalent bond was proposed, the “catch” bond.
Intuitively, the lifetime of non-covalent bonds
decreases as they undergo tensile forces; this
is described as the “slip” bond, and multiple
examples of this behavior have been widely
observed in the interactions between cell
adhesion molecules (CAMs) [52, 53]. In contrast,
the lifetime of “catch” bonds increases as they
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experience tensile forces. Binding molecules can
experience changes in their 3D configuration
under high shear forces that might strengthen
the bond, suggesting a possible explanation
for the mechanism of action of the “catch”-
bond behavior. Single molecule experiments
using atomic force microscopy (AFM) have
demonstrated that selectins [54], integrins [55],
and cadherins [56] exhibit “catch”-bond behavior
up to a limit threshold and then transition into
“slip”-bond behavior. This transition between
“catch” and “slip” bonds provides a mechanism
to mechanically regulate cell-cell adhesion under
shear stress conditions. Indeed, studies have sug-
gested that a minimum shear stress is needed for
leukocyte rolling and adhesion to the luminal side
of the endothelial wall. As shear stress grows, the
number of adherent leukocytes increases to a
point and then gradually decreases [54, 57].

As mentioned above, it has been previously
shown that cancer cells can bind to the
endothelium and extravasate in the absence of
shear stress. However, when fluid flow is present,
cancer cells rely on immune cells to arrest on
the endothelium before escaping the vascular
system. A study using melanoma cells found
that the efficiency of extravasation increased
85% when melanoma cells were assisted
by neutrophils (PMNs). Using a modified
Boyden chamber that integrates shear flow and
chemotactic migration (Fig. 7.3b), Slattery et
al. showed that melanoma cells bind to PMNs
through ICAM-1 and CD11b/CD18 (Mac-1)
receptor interactions and that this binding is
strong enough to arrest melanoma cells on the
endothelium under 4 dyn/cm2 shear stress and
facilitate extravasation [41]. Furthermore, they
show evidence that the interactions between
neutrophils and cancer cells are not limited to
bond formation for cancer cell arrest on the
endothelium, but also cancer cells affect the
normal functions of neutrophils. In agreement
with multiple studies, Peng et al. [58] found
that melanoma cells affect cytokine expression
by PMNs; by increasing interleukin-8 (IL-8)
secreted by PMNs, melanoma cells create a
potential auto-stimulatory microenvironment
[41]. IL-8 can increase Mac-1 expression on

PMNs to strengthen melanoma cell adhesion and
activate the endothelium for cell extravasation.
A follow-up study by our group demonstrated
that blocking CXCR1 and CXCR2 (receptors for
IL-8) on PMNs decreased Mac-1 upregulation
and reduced melanoma cell extravasation.
Furthermore, we found that CD11a/CD18 (LFA-
1) is also necessary for melanoma cells arrest in
the endothelium. In fact, blocking monoclonal
antibodies against CD11b showed that LFA-1 is
necessary and sufficient for the initial arrest of
melanoma cells, but Mac-1 is responsible for the
stabilization of PMN-melanoma aggregates on
endothelial cells. The initial rate formation of cell
clusters in anti-CD11b-treated cells was the same
as control; however, rapid disaggregation was
observed after only 3 min (Fig. 7.3d). In contrast,
PMN-melanoma control cells remained stable in
clusters [59, 60]. All these studies suggest a more
complex role between cancer cells in circulation
and the endothelial wall that goes well beyond a
simple entrapment due to vessel-size restriction.

One of the dominant forces in the circulation
affecting tumor cells is the hemodynamic force
created by blood flow. Interestingly, it has been
shown that shear rate rather than shear stress
plays a more significant role in the aggregation
of melanoma and PMNs cells and its subsequent
adhesion to the endothelium (Fig. 7.4a). By using
high molecular weight dextran, Slattery et al.
were able to modify the viscosity of the circu-
lating medium, thus maintaining a constant shear
rate while increasing the shear stress [61]. In a
subsequent study, Liang et al. recognized that
shear rate is inversely proportional to the cell-cell
contact time (Fig. 7.4b). Using a similar experi-
mental setup, they proposed a two-step adhesion
mechanism in which PMNs first roll and arrest
on the endothelium and then capture circulating
melanoma cells. The study shows that endothelial
E-selectin and ICAM-1 modulate the first step
in response to shear rate and shear stress, and
melanoma expressed ICAM-1 affects the second
step in response only to shear rate [60, 62].
These results taken together suggest that once the
bonds are formed, they are very stable, and larger
hemodynamic forces do not increase dissociation
rates. In contrast, hemodynamic forces regulate
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Fig. 7.4 (a) Effect of shear rate and shear stress on mi-
gration of melanoma cells assisted by neutrophils. Results
show the mean ± SEM, n = 3 [61]. (b) Effects of shear

rate and shear stress on tethering frequency of PMNs on a
monolayer of endothelial cells. Results show the mean ±
SEM, n = 3 [60]

cell-cell collision and larger shear rates decrease
contact time between cells, effectively decreasing
bond formation.

The binding of a receptor to a ligand can be
considered like a chemical reaction. Thus, in the
case of cellular adhesion, reaction kinetics can be
used to study the rate of binding and dissociation.
The rate of receptor-receptor binding depends on
two parameters, the intrinsic kinetic constants of
the molecules and the time of interactions that
is governed by the hemodynamic flow. Multiple
studies have determined the kinetic parameters
for interactions between ICAM-1 on endothe-
lial cells and β2-integrins on PMNs [63]. How-
ever, Hoskins et al. [64] estimated the kinetic
parameters describing the interactions between
ICAM-1 receptors in melanoma cells and β2-
integrins expressed in PMNs to understand if

the cell type or the molecular expression affects
these parameters. Their results show that the
dissociation rate (koff ∼0.3 s−1) for melanoma
cells and PMNs is higher compared with the
dissociation rate for endothelial cells and PMNs
(koff ∼0.1 s−1); this suggests that the ICAM-
1 receptors expressed in melanoma cells have
lower affinity for β2-integrins in PMNs compared
to endothelial cells [64]. It is worth noting that
most of the experiments to calculate koff rate
using PMNs have been done using recombinant
purified molecules immobilized on to a substrate.
In contrast, the experimental setup implemented
by Hoskins et al. used a monolayer of melanoma
cells with circulating PMNs in a parallel plate
flow chamber, which is a more complex system
where other adhesion proteins are present; this
can potentially confound the result.
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Mechanistic studies in vivo using siRNA
technology emphasize the importance of ICAM-
1 expressed on melanoma cells binding to β2-
integrins on PMNs for cell extravasation and
progression of cancer metastasis. In the case of
melanoma, B-Raf is the most commonly mutated
gene; the single nucleotide polymorphism
(SNP) at position 1799 changes a thymine (T)
nucleotide for adenine (A), which in consequence
changes amino acid 600 from valine (V) to
glutamic acid (E) [65]. Initially, the location
of the SNP was misidentified as amino acid 599;
thus in the literature, it is sometimes referred
to as V599E [66]. Knockdown of V600E B-
Raf in melanoma cells shows a decreased
in ICAM-1 expression resulting in reduced
melanoma cell extravasation (Fig. 7.5a, b) [67].
In addition, lower ICAM-1 expression is a direct
response to lower IL-8 production in the tumor
microenvironment [67]. These experimental
results in vitro were confirmed in vivo by
performing tail vein injections of melanoma
cells in nude mice and monitoring metastasis
formations in the lungs [66]. Targeting V600E
B-Raf using siRNA significantly reduced tumor
formation in the lungs compared to buffer control
or scrambled siRNA (Fig. 7.5c) [66]. In a follow-
up study, PMNs were shown to be of great
importance for melanoma cell extravasation in
vivo, confirming previous results. Using nude
mice, Huh et al. showed that melanoma cell
retention followed by cell extravasation in the
lungs was increased threefold when melanoma
cell injection was followed by PMN injection,
as opposed to injection of melanoma cells
alone [68]. This study also identified IL-8 as
a major modulator of the interactions between
PMNs and melanoma cells; when melanoma
cells were transfected with siRNA targeting IL-
8, lung metastasis formation was significantly
reduced. Similar results were found in multiple
studies using animal models of liver metastasis.
Neutrophils were found to increase cancer cell
binding to sinusoids in the liver and promote
metastasis. When neutrophils were depleted in
mice before inoculation of cancer cells, the effect
decreased. However, this effect was reversed
when neutrophils were co-inoculated with cancer

cells. Using intravital microscopy they showed
that cancer cells generally arrest on top of
neutrophils already adhered to the endothelial
wall [69, 70].

Neutrophils are the most abundant type of
myeloid cells present in the circulation [71].
Thus, it is not surprising that cancer cells interact
with neutrophils while traversing the circulatory
system. However, more recent evidence suggests
that in addition to neutrophils, monocytes also
aid circulating tumor cells to adhere to the en-
dothelium and extravasate. In vitro experiments
using breast cancer cells and THP-1 cells (a
monocyte cell line) or primary monocytes show
that binding interactions between monocytes and
breast cancer cells are also strong enough to with-
stand disaggregating forces in circulation [72].

7.4 Direct Interactions Between
Cancer Cells and Endothelial
Cells

It is worth mentioning some evidence suggesting
that under specific conditions, cancer cells can
interact directly with endothelial cells on the
vessel wall. Either through cytokine release or
receptor-receptor interactions, cancer cells can
affect the endothelial barrier dynamics. In the ab-
sence of PMNs, Liang et al. showed that binding
between VLA-4 on melanoma cells and VCAM-
1 receptor on inflamed endothelial cells mediates
adhesion only under low shear conditions; under
high shear rates, cancer cells cannot bind to the
endothelium by themselves [73]. More recent
evidence suggests that the direct interaction be-
tween cancer cells and the endothelium through
VLA-4 and VCAM-1 interactions is preferen-
tially used by highly metastatic melanoma cells
compared to low metastatic cells [74]. Com-
paring WM35 low metastatic melanoma cells
with A2058 high metastatic melanoma cells, we
show that even though both cell lines are derived
from melanoma lesions, the expression levels
of cell adhesion molecules is different. Higher
metastatic melanoma cells express more VLA-4
receptors. This difference is sufficient to disrupt
the endothelial barrier and promote cancer cell



124 V. Aragon-Sanabria et al.

Fig. 7.5 (a) Knockdown of mutant V600 EB-Raf de-
creases ICAM-1 expression in melanoma cells. Results
show mean ± SEM, n = 3 [67]. (b) Knockdown of
mutant V600E B-Raf significantly decreased melanoma

cell migration in vitro. Results show mean ± SEM,
n = 3 [67]. (c) Knockdown of mutant V600E B-Raf
significantly decreases metastasis formation in the lungs
of nude mice [66]

extravasation (Fig. 7.6a). Interestingly, a previous
study reported that cancer cells have the ability
to change the biomechanical properties of en-
dothelial cells when they come in direct contact.
Using magnetic tweezer measurements, Mierke
et al. show that the stiffness of endothelial cells

decreases when they interact with breast cancer
cells through the α5β1 integrin receptor [75].
This means that cytoskeletal remodeling dynam-
ics increases in endothelial cells when they come
in contact with breast cancer cells. In agreement
with the previous study, new evidence from our



Fig. 7.6 (a) Effect of high metastatic melanoma cells
vs. low metastatic melanoma cells on the disruption
of the endothelial barrier measured as intercellular
gap formation. (b) Cell migration across endothelial
monolayers of high and low metastatic cells. In both

cases the results show the mean ± SEM, n = 3. (c) Src
activation monitored via FRET biosensor. Src activation
was monitored for 30 min, and the results show time-lapse
images of FRET signal [74]
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lab suggests that cancer cell migration across
the endothelium is decreased when contractility
in endothelial cells is blocked (Fig. 7.6b) [74].
Using blebbistatin to block cell contractility, we
show that migration of high metastatic melanoma
cells (A2058) is significantly reduced when en-
dothelial cells are not able to contract.

Melanoma cells also produce large amounts
of IL-8 [76, 77]. This cytokine is considered a
key mediator for endothelial barrier breakdown
in the absence of PMNs. Initially, Khanna et al.
[77] showed that low metastatic melanoma cells
(WM35) express significantly lower levels of IL-
8, compared to high metastatic melanoma cells
(A2058 and 1205Lu). Using tumor-conditioned
media collected from either cell line, the study
shows that IL-8 produced by cancer cells pro-
motes endothelial gap formation. The study also
identified IL-6 and IL-1β as contributors to gap
formation but to a lesser extent. Furthermore,
they revealed that the p38 MAP kinase mediates
this effect. By knocking down p38 Map kinase in
HUVEC cells, extravasation of melanoma cells
was decreased by 60% compared to control cells.

After some of the main modulators used
by cancer cells to affect endothelial cells
were identified, IL-8 and VLA-4, a follow-up
study in our lab focused on finding possible
mechanisms for endothelial barrier disruption
induced by melanoma cells. The endothelial
barrier is maintained by homodimer interactions
of vascular endothelial (VE) cadherins located
on the cell membrane of endothelial cells, which
in turn are supported by the cytoskeleton in
each cell. We proposed that gap formation in the
endothelial barrier involves two main processes,
cell-cell junction disassembly, meaning the
disruption of ve-cadherin homodimers, and
endothelial cell contractility. Phosphorylation
of ve-cadherin is one of the main steps leading
to homodimer disruption. Using a Src FRET
biosensor in conjunction with western blot
assays to monitor ve-cadherin phosphorylation,
we show that high metastatic A2058 cells,
but not low metastatic WM35 cells, activate
Src in endothelial cells and that they do
it through IL-8 secretion and engagement
of the VCAM-1 receptor. Activation of Src

by A2058 high metastatic melanoma cells
results in phosphorylation of ve-cadherin and
cell-cell junction disassembly (Fig. 7.6c, d).
Multiple pharmacological inhibitors of cell
contractility were used to show that endothelial
cell contractility is necessary for melanoma cell
extravasation. These results together show that
metastatic cancer cells use cell-cell interactions
and cytokines to disrupt the endothelial barrier
and extravasate from the vascular system to reach
distant organs.

7.5 Immunotherapies

Activating and harnessing the power and speci-
ficity of the immune system to fight against
infectious diseases or cancers is a major goal
of immunotherapy. The concept of treating can-
cer by active immunization was theorized in
1890s, when Paul Ehrlich and William Coley
proposed the use of weakened tumor cells as a
tumor-targeting vaccine [78–80]. Many immune-
oncology approaches aim to unleash the potential
of large numbers of functional, high T-cell avidity
and cytotoxic T lymphocytes (CTLs) to penetrate
tumors and kill cancerous cells [81, 82]. The first
application of immunotherapies in the clinic was
described in 1985 by Rosenberg et al. [83, 84]
They described preliminary results after systemic
administration of lymphocytes in combination
with interleukin-2 (IL-2) in 25 patients with ad-
vanced cancer for whom standard treatment had
failed. They reported that reduction of tumor vol-
ume of at least 50% was observed in 11 patients
stressing the potential of immunotherapies. Their
achievement ushered in a new era of adoptive
immunotherapy (Table 7.1).

Cytokines: Cytokines are proteins produced
in our body that play important roles in the
body’s normal immune responses and in the
immune system’s ability to respond to cancer.
The two major cytokines used to treat cancer are
interferons (IFNs) and interleukins (ILs). Tumor
cells suppress major histocompatibility complex
(MHC)-class I expression, which greatly reduces
the antigenicity of tumor cells, thus preventing an
immune response mediated by CTLs [85]. Im-
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Table 7.1 Summary of currently available immunotherapies

Therapy Mechanism and advantages Disadvantages References

Cytokines

IL-2 · Stimulates the host’s immune system
· US FDA-approved

· Low response rates
· Significant risk of serious systemic
inflammation

[94, 95]

IFN- α · Stimulates the host’s immune system
· Durable responses
· Inhibits breast cancer progression

· Low response rates
· Relative low toxicity

[94–96]

IFN- γ · Generates mature dendritic cells for use in
vaccines

[97]

Cell-based therapies

Vaccines · Stimulates the host’s immune system
· Minimal toxicity
· Administered in the outpatient clinic

· Lack of universal antigens and ideal
immunization protocols lead to poor
efficacy and response

[95, 98]

Adoptive
cellular
therapy

· Omits the task of breaking tolerance to
tumor antigens
· Produces a high avidity in effector T cells
· Lymphodepleting conditioning regimen
prior to tumor-infiltrating lymphocyte (TIL)
infusion enhances efficacy
· Genetic T-cell engineering broadens TIL
to malignancies other than melanoma

· Restricted to melanoma
· Safety issues, serious adverse effects,
and lack of long-lasting responses in
many patients
· Requires time to develop the desired
cell populations
· Expensive

[84, 95,
99–105]

Cell-mediated drug delivery systems

Neutrophils · Delivers liposomal antitumor drug to
glioma

[106]

T cells · Delivers chemotherapeutic agents in forms
of nanoparticles/liposomes targeting lung
cancer, lymphatic tumor
· Delivers oncolytic virus targeting
myeloma, colorectal cancer cells
· Delivers immunomodulators to carcinoma

[107–110]

Natural killer
cells (NK
cells)

· Targets and kills tumor cells
· Delivers TRAIL (tumor necrosis factor-
α-related apoptosis inducing ligand)-coated
liposomes to lymphatic tumor and
circulating tumor cells (CTCs)
· Delivers gold nanoparticles conjugated
with antibodies that bind to neuroblastoma
and melanoma and releases cytokines to
kill cancer cells

[111–113]

Monocytes,
macrophages

· Delivers therapeutics to lung cancer,
melanoma

[82, 114]

Immune checkpoint blockade

Anti-CTLA-4
monoclonal
antibodies

· Unleashes pre-existing anticancer T cell
responses
· Exhibits strong antitumor properties
· Extends overall survival

· Only a small fraction of patients obtain
clinical benefit
· Severe immune-related adverse events
have been observed in up to 35% of
patients

[95, 99,
115–117]

(continued)
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Table 7.1 (continued)

Therapy Mechanism and advantages Disadvantages References

Anti-PD1 and
anti-PD-L1
antibodies

· Sufficient clinical responses which are
often long-lasting
· Therapeutic responses in patients within a
broad range of human cancers
· Reduced toxicity compared to
anti-CTLA-4 antibodies

· Only a relatively small fraction of
patients obtain clinical benefit

[95,
118–120]

Combination
immunother-
apy (immune
checkpoint as
the backbone)

· Improvement of antitumor
responses/immunity

· May lead to increase in the magnitude,
frequency, and onset of side effects

[95, 121,
122]

paired MHC expression is commonly observed
in patients with melanoma and breast cancer
[86, 87]. Natural killer cells (NK cells) become
suppressed in their functional activity in MHC-
deficient tumor cells in vivo. Pro-inflammatory
cytokines were used to revert the functionality
of NK cells within MHC-deficient tumors. Levin
et al. treated MHC-deficient, tumor-bearing mice
with a cocktail of recombinant IL-12 and IL-
18 or a mutant form of IL-2, also called a “su-
perkine,” which strongly binds to the IL-2 re-
ceptor even when it lacks the receptor α-chain
(CD25) [88]. Both treatments increased the sur-
vival of MHC class I-deficient tumor-bearing
mice considerably by reverting the functionality
of tumor infiltrating NK cells. Cytokine treat-
ments were relatively nontoxic and also increased
the life span of tumor-bearing animals.

The interferons (IFNs) are a family of
pleiotropic cytokines that protect against diseases
by directly affecting target cancer cells and by
activating antitumor immune responses [89]. The
production and action mechanisms of IFNs are
closely controlled to achieve maximal protection
and avoid the potential toxicity associated with
excessive responses. As IFNs can be produced
by, and act on, both tumor cells and immune
cells (e.g., CD8+ T cells and dendritic cells),
understanding this reciprocal interaction will
facilitate the development of improved single-
agent or combination therapies that exploit IFN
pathways. The biological roles of IFNs offered
the rationale for using exogenous IFN-α as an
anticancer treatment, which proved efficient
against several solid and hematological tumors

[90]. Mature and differentiated CD8+ T cells and
certain types of CD4+ T cells release IFN-γ that
enhances the immune response by upregulating
the expression of MHC class I and MHC class II
molecules on both tumor cells and tumor-resident
antigen-presenting cells (APCs) [89].

Vaccines: Cancer vaccines initiate the dy-
namic process of activating the immune system
to successfully re-establish a state of equilibrium
between tumor cells and the host [80]. Cancer
vaccines introduce tumor-associated antigens to
cause tumor regression by relying on a cascade
of events that are coordinated by dendritic cells
(DCs). Innate antigen recognition and processing
are the responsibilities of DCs, which, upon ac-
tivation, have a powerful ability to present tumor
antigens processed onto MHC and to translate
pathogenic danger signals into the expression of
specific cytokines and stimulatory molecules that
signal antigen-specific T-cell proliferation and
differentiation. The administration of different
combinations of cytokines that induce the
production of DCs with various phenotypes
and functions has been applied as vaccines to
cancer patients. The Bacillus Calmette-Guerin
(BCG) vaccine has also been used to infect
DCs to augment their expression of MHC
molecules, suggesting that the infected DCs have
an increasing ability to increased the activation of
T cells [91–93]. Those activated T cells induced
cytotoxicity against BCG-infected bladder
cancer cells. Patients with tumor-associated DCs
prior to BCG treatment were more likely to expe-
rience bladder carcinoma recurrence after BCG
therapy.



7 From Cancer Immunoediting to New Strategies in Cancer Immunotherapy: The Roles of Immune Cells. . . 129

Adoptive cell transfer: More than a decade
ago, it was evident that either directly stimulat-
ing T cells inside a patient or finding a good
source of antitumor T cells for injection or re-
leasing blocked checkpoints in lymphocytes in
vivo could be viable approaches for new cancer
therapies [123]. Lately, one of the therapy ap-
proaches drawing most attention is called adop-
tive cell transfer (ACT) that was first introduced
by Rosenberg et al. in 1988 [124]. This is a highly
personalized approach, and its goal is to supply
the patient with large quantities of antitumor cells
to cause an objective regression of the disease.
As early as 1987, it was reported that tumor infil-
trating lymphocytes (TIL) isolated from patients
with metastatic melanoma exhibited cytotoxicity
toward autologous tumor cells and could be a
source of T cells for ACT therapy [125]. Lym-
phocytes for ACT therapy are isolated from the
host and expanded in vitro. During the expansion
process, cells are sorted to enrich a population al-
ready presenting tumor reactivity. One major ad-
vantage of ACT is that the host can be pretreated;
the immunosuppressive microenvironment can
be modulated before cells are injected. The key
issue to make ACT therapy a success is the
identification of target molecules differentially
expressed in cancer cells and normal tissues; spe-
cific mutations on proteins expressed on the cell
membrane of individual tumor cells are the ideal
candidates [126]. Tumor-infiltrating lymphocytes
(TILs) used in ACT therapy can be cultured
from resected melanoma tumors. This approach
has been shown to mediate durable, complete
regressions of metastatic melanoma [127–129].

Chimeric antigen receptor T-cell (CAR-T)
therapy: During the expansion process of
TILs, cells are genetically modified to express
specific antitumor cell receptors or chimeric
antigen receptors (CARs), all of which will
target tumor cells. The expanded population
of CAR T cells is then infused into the patient.
After the infusion, the T cells multiply in the
patient’s body and, with guidance from their
engineered receptor, recognize and kill cancer
cells that harbor the antigen on their surfaces.
CARs are a type of antigen-targeted receptor
composed of intracellular T-cell signaling

domains fused to extracellular tumor-binding
moieties, most commonly single-chain variable
fragments (scFvs) from monoclonal antibodies.
CARs directly recognize cell surface antigens,
independent of MHC-mediated presentation,
allowing the use of a single receptor construct
specific for any given antigen in all patients. In
the case of CAR T therapy, the host can also be
pretreated to modulate the immunosuppressive
microenvironment before cells are injected.

In spite of immune surveillance, tumors do
develop and evade the presence of a function-
ing immune system [90]. Therefore, emerging
technologies focus on overcoming the activa-
tion energy barrier presented by the immuno-
suppressive tumor microenvironment [130]. Re-
cent preclinical and clinical results suggest that
delivery of immunostimulatory molecules can
rouse the immune system with greater rigor,
leading to improved antitumor immunity and
survival outcomes [130]. Different drug payloads
are available to be incorporated in the immune
cell-mediated delivery systems (DDSs) as intro-
duced below.

Cell-mediated drug delivery: Cell-mediated
DDSs have emerged as a promising strategy to
deliver therapeutics to different cancers. This
novel technology takes advantage of cell prop-
erties, such as long circulation time, abundant
surface ligands, flexible morphology, cellular sig-
naling, and metabolism, to offer a unique oppor-
tunity to maximize therapeutic outcomes as well
as minimizing side effects [81].

Direct antitumor effect of immune cells: In
addition to their role as carriers of viruses and
drugs, there is a synergy effect between the
viruses and the immune cells that improves
the antitumor effects of both. For example,
cytokine-induced killer (CIK) cells identify their
targets via the NKG2D receptor and its ligands,
including the stress response ligands, MICA and
MICB. The ligands are upregulated in human
tumors as a result of the various stresses imposed
against tumor growth. Viral infection is one type
of a stressor, and it can increase NKG2D ligand
expression. When CIK cells enter cancer cells,
CIK cells act like natural killer (NK) cells and
try to kill the cancer cells.
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Types of immune cells used in cell-mediated
drug delivery: Leukocytes, or white blood cells
(WBCs), play crucial roles in the immune
system, by removing cellular debris and
defending the body against infections and
diseases [81]. Leukocytes are found in five major
types: neutrophils (40–75%), lymphocytes (20–
45%), monocytes (2–10%), eosinophils (1–6%),
and basophils (less than 1%). Although the life
span of leukocytes (up to 20 days) is typically
shorter than that of red blood cells (RBCs),
their specialized functions make them appealing
drug delivery carriers because leukocytes are
involved in various immune responses, cellular
interactions, and cell-cell adhesion and are
capable of penetrating through biological barriers
into tissues.

Neutrophils are the first cells that arrive at
the sites of infection or inflammation, produce
cytokines to attract other cells, and are removed
after a few days. Neutrophils can also engulf in-
vading microorganisms or foreign substances and
consequently eliminate the invaders using diges-
tive enzymes or respiratory burst [131]. Scientists
have utilized neutrophils to deliver therapeutic
nanoparticles or liposomes across the blood ves-
sel barrier or blood-brain barrier for the treatment
of inflammation, infection, and cancers [82, 132].
Unfortunately, neutrophils have the average life
span of 5.4 days in circulation and only a few
hours after their isolation from blood. The short
life span of neutrophils restricts their applications
in DDSs.

Monocytes are mononuclear leukocytes with
kidney-shaped nuclei and clear cytoplasm.
They are produced from stem cell precursors
in the bone marrow. Monocytes circulate
in the bloodstream and migrate to tissues,
particularly the liver, lymph nodes, and lungs.
They also migrate to and accumulate at
disease sites in association with infection or
inflammation [133]. Once leaving the blood flow,
monocytes differentiate into macrophages in
response to various stimulations. Otherwise, they
return to the bone marrow without activation.
Macrophages play versatile roles in inflamma-
tion, cell recruitment, cytokine and growth factor
secretion, and bacteria/cellular debris removal.

Recent studies also indicate that macrophages are
the major players in disease microenvironments
and disease progression, such as in cancer
invasion. Additionally, monocytes/macrophages
present phagocytic capability that allows
the spontaneous encapsulation of therapeutic
vehicles [134].

Xie, Dong, and Yang et al. recently developed
a smart, targeted, and living drug delivery system
by using human monocytes/macrophages (THP-
1 cells) to kill human melanoma cells (Fig. 7.7a)
[82]. Once differentiated, macrophage-like
THP-1 cells first took up and internalize
biodegradable and photoluminescent poly (lactic
acid) (BPLP-PLA) nanoparticles loaded with
a melanoma-specific drug that inhibits B-Raf
(PLX4032). The BPLP-PLA polymer is fully
degradable with tunable fluorescent properties.
Nanoparticle uptake efficiency by THP-1 cells
was further enhanced by chemically conjugating
muramyl tripeptides (MTPs) onto the surface
of the nanoparticles. The internalization of
nanoparticles did not alter the macrophage-like
functionality of THP-1 cells as confirmed in
the unaffected expression of CD11b (an alpha
chain of the β2 integrin MAC-1) of the THP-
1 cells after they take up the nanoparticles. In
order to evaluate the therapeutic potential of
macrophages in the environment similar to the
bloodstream, the macrophages were allowed
to bind to the melanoma cells on a cone-plate
viscometer. THP-1 cells were pretreated with
BPLP-PLA nanoparticles for 2 h and then
co-cultured with GFP-tagged high metastatic
melanoma cells (1205Lu) for 1 h under static
conditions, and dynamic conditions with shear
rates varied from 50 to 200 s−1. The maintenance
of CD11b on the surface of the macrophages
even after NP uptake allowed the cells to bind
to the melanoma cells through ICAM-1 under
shear stress conditions (Fig. 7.7b). After the
THP-1 cells successfully bound to the melanoma
cells, the nanoparticle-drug complexes were
released from the THP-1 cells by exocytosis
and were able to release PLX4032 in a sustained
manner to kill both high and low metastatic
melanoma cells (1205Lu and WM35 cells,
respectively).
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Fig. 7.7 (a) Schematics of the immune cell-mediated
nanoparticle (NP) delivery system targeting melanoma
cells developed by Xie et al. (b) Confocal images THP-1

(not stained)/GFP-1205Lu binding and nanoparticle (PE-
Texas red) delivery, scale bar: 20μm [82]. Reprinted with
permission from ref. 75

Lymphocytes are characterized by their
large nucleus surrounded by a thin layer of
cytoplasm with their average diameters between
7 and 15 μm. They are primarily located in
the circulation and central lymphoid organs,
including the spleen, tonsils, and lymph nodes
[135]. T cells and B cells are the major types of

lymphocytes and are responsible for the adaptive
immune system. T cells mature in the thymus
and play a critical role in cell-mediated immunity
and can be broadly divided into helper T cells,
cytotoxic T cells, and regulatory T cells [136].
When an antigen appears, antigen-presenting
cells (APCs) recognize and present the antigen
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to T cells. Then, helper T cells secrete various
cytokines, which stimulate cytotoxic T cells to
directly eliminate abnormal cells. Regulatory
T cells are also activated to suppress immune
response in order to maintain immunological
tolerance. B cells are produced in the bone
marrow and involved in humoral immunity. B
cells make antibodies against antigens and can be
characterized by the presence of immunoglobulin
on their surface [137]. B cells can differentiate
into memory B cells, which respond rapidly
when exposed to the same antigen. Therefore,
both lymphocytes present multiple functions in
human immunity and are involved in numerous
diseases: detecting antigens, infiltrating disease
sites, and attacking abnormal cells. Clearly,
lymphocytes could serve as a potential platform
to deliver drugs specifically to cancer cells [107,
138, 139]. Overall, leukocytes have a rapid
response and intrinsic homing properties with
respect to infections, inflammations, and tumors.
Such sensitive detections and biological barrier
infiltration abilities give rise to opportunities
for leukocytes-mediated drug delivery. However,
vulnerable leukocytes are difficult to harvest
and handle with relative short life spans, which
hinder the manipulation processes for loading
drugs.

Along with T cells, dendritic cells (DCs) play
a critical role in the immune response by con-
trolling both immune tolerance and immunity
[130, 140]. DCs are bone marrow-derived cells
that are found in all tissues. DCs sense their
environment through both surface and intracel-
lular receptors and promptly respond to envi-
ronmental signals, differentiate into mature DCs,
and transmit the information to both T cells and
B cells. DCs initiate an immune response by
presenting the captured antigen, which is in the
form of peptide-major histocompatibility com-
plex (MHC) molecule complexes, to naïve or
antigen-inexperienced T cells in lymphoid tis-
sues. As compared with antigen-presenting cells
(APCs), such as macrophages, DCs are excep-
tionally efficient in stimulating very low num-
bers of T cells to respond.Dendritic cells also

migrate to the tumor site and promote production
of immunostimulatory cytokines such as IFN-γ,
IFN-α, and IL-12. These properties render them
the central candidates for antigen delivery and
vaccination against cancer [122].

DCs can be produced ex vivo by culturing
hematopoietic progenitor cells or monocytes with
cytokine combinations and have been tested as
therapeutic vaccines in cancer patients for more
than a decade [141]. Sipuleucel-T (also known
as APC 8015), which is a cellular product based
on enriched blood APCs that are cultured with
a fusion protein of prostatic acid phosphatase
(PAP) and GM-CSF, was used in the treatment
of metastatic prostate cancer [142, 143]. The
treatment resulted in an approximately 4-month-
prolonged median survival in phase III clinical
trials, and sipuleucel-T has been approved by the
US Food and Drug Administration (FDA) for
the treatment of metastatic prostate cancer [122,
144].

Monoclonal antibodies and immune check-
point blockade: Monoclonal antibodies bind to
specific targets in the body. They can induce
an immune response that can destroy cancer
cells. Inhibitory receptors such as anti-cytotoxic
T-lymphocyte antigen 4 (CTLA-4) and pro-
grammed cell death 1 (PD-1) protein expressed
on tumor-specific T cells lead to compromised
activation and suppressed effector functions such
as proliferation, cytokine secretion, and tumor-
killing effect. The immune checkpoint blockade
refers to a new immunotherapy implemented to
block negative regulatory receptors on T cells,
in effect “taking the brakes off” the immune
system and allowing endogenous natural immune
responses against tumors to be unveiled [145].
This treatment was first introduced to treat
advanced melanoma. Two different checkpoint
blockade treatments targeting CTLA-4 and PD-
1 have recently been approved by the FDA
on the basis of striking clinical trial results
in melanoma, renal cell carcinoma, and lung
cancer. The anti-CTLA-4 antibody ipilimumab
(Yervoy, Bristol-Myers Squibb) was the first
immune checkpoint inhibitor drug ever to show
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improved overall survival in phase III clinical
trials and to be approved by the US FDA in
March 2011 for the treatment of metastatic
melanoma [146]. Although not yet compared
in a randomized clinical trial, ipilimumab is
generally considered more tolerable than high-
dose IL-2. Both have promising durable response
in melanoma. It is worthy of note that the
response rate of ipilimumab may be less than
that cited for IL-2. A recent follow-up study of
1861 melanoma patients treated with ipilimumab
showed that about 20% survived 3 years, but
most impressively, at this time the survival curve
flattens, and most patients alive at 3 years are
alive up to 10 years after therapy has been
completed. Atypical patterns of tumor response
to immunotherapies, including ipilimumab, make
comparisons of response rates less informative;
thus, milestone survival (e.g., at 3 years) may
be a more appropriate measure of response to
immunotherapy.

Monoclonal antibodies directed against PD-1
and its ligand, PD-L1 (programmed cell death
ligand-1), have shown impressive antitumor
responses with much potential in the treatment
of melanoma, renal cell cancer, non-small cell
lung cancer, and other tumors. Pembrolizumab
(Keytruda®) and nivolumab are the first two
anti-PD-1 checkpoint inhibitors that gained
accelerated approval from the FDA for the
treatment of ipilimumab-refractory melanoma
[147]. The approval of pembrolizumab was
based on the results from a phase II clinical
trial of 123 patients with advanced or metastatic
nonsquamous NSCLC (non-small lung cancer)
without mutations in the EGFR gene or
alterations in the ALK gene for which there
exist targeted therapies. Patients in the trial had
not been treated previously and were randomly
assigned to receive either pembrolizumab along
with chemotherapy or chemotherapy alone. In
the trial, 55% of the patients who received
pembrolizumab and chemotherapy had at least a
partial response to the treatment, compared with
29% of patients who received chemotherapy
alone. Medianprogression-free survival for the

two groups was 13 months and 8.9 months,
respectively.

7.6 Future Perspectives

In light of the evidence collected during the last
three decades, the complementary role of biolog-
ical signals and biophysical forces during cancer
progression has been established. Nowadays, it
is widely accepted that mechanical forces such
as compressive stress in the tumor microenviron-
ment contribute to shape the invasiveness and mi-
gratory ability of cancer cells. Further analysis of
the interplay between biological, chemical, and
biophysical cues in the tumor microenvironment
will lead to better approaches for cancer diag-
nosis and therapies. Developing in vitro models
that integrate all three components to study in-
teractions between immune cells and cancer cells
will result in approaches that better resemble the
situation in vivo.

The idea of using immune cells to develop
therapies for cancer patients is not a new one.
However, this field is currently experiencing ma-
jor advances, thanks to the development of better
and more efficient technologies to genetically
modify cells and new biocompatible materials
to encapsulate drugs or molecules for diagnosis.
This combination of improved techniques and
materials will expand the breath of personalized
medicine treatments available for cancer patients,
and in the future, this field is only poised to
expand.
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8Exposing Cell-Itary Confinement:
Understanding the Mechanisms
of Confined Single Cell Migration
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Abstract

Cells in vivo migrate in a complex microen-
vironment and are subjected to varying de-
grees of physical confinement provided by
neighboring cells, tissues, and extracellular
matrix. The molecular machinery that cells
utilize to migrate through confining pores or
microtracks shares both similarities and dif-
ferences with that used in unconfined 2D mi-
gration. Depending on the exact properties of
the local microenvironment and cell contrac-
tile state, cells can adopt distinct phenotypes
and employ a wide array of mechanisms to
migrate efficiently in confined spaces. Re-
markably, these various migration modes are
also interconvertible and interconnected, high-
lighting the plasticity and inherent complexity
underlying confined cell migration. In this
book chapter, an overview of the different
molecular mechanisms utilized by cells to mi-
grate in confinement is presented, with special
emphasis on the extrinsic environmental and
intrinsic molecular determinants that control
the transformation from one mechanism to the
other.
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8.1 Introduction

Cell migration is an integral process for
diverse normal physiological and homeostatic
functions, including embryogenesis, tissue
morphogenesis, wound healing, and immune
response, as well as pathological processes,
such as chronic inflammatory diseases and
cancer metastasis [1]. There is thus a dire and
important need to understand the biochemical
and physicomechanical driving forces underlying
cell motility, as it can provide critical insights
to inform the development of novel and
effective therapeutic strategies to ensure proper
physiological cellular functions or abate diseases.
However, cell migration is an intricate and
well-orchestrated biological phenomenon that
is modulated by multiple intrinsic (i.e., cell
type, actomyosin contractility, integrin-mediated
adhesion, cellular and nuclear deformability,
etc.) and extrinsic factors (extracellular matrix
(ECM) composition and stiffness, porosity,
adhesiveness, elastic behavior, etc.) [2, 3]. Much
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of what we currently know about the mechanisms
of cell migration stems from in vitro experiments
performed on 2D planar surfaces. Although 2D
migration is relevant to certain physiological
processes like wound healing and neutrophil
trafficking on inflamed endothelium, 2D in vitro
migration models fail to recapitulate the complex
topographical cues presented by the tissue mi-
croenvironment that cells experience in vivo [4].

Cells in vivo are typically embedded in and
migrate within 3D dense fibrillar ECM with
narrow pores. Many of times, the pores present
in the ECM network are smaller than the average
cell diameter, ranging from 1 to 20 μm [5]. In
such instances, cells have to either rely on matrix
metalloproteinase (MMP)-dependent pericellular
proteolysis to degrade surrounding ECM to
generate tracks large enough for cells to migrate
into [6] or MMP-independent alternative modes
of migration where cells rearrange cytoskeleton
and increase actomyosin contractility to facilitate
cellular and nuclear deformation and translo-
cation through tight pores [7–9]. In addition to
tracks generated de novo by migrating cells with
MMP, there also exist preformed 3D longitudinal
ECM-free channels that provide paths of least
resistance in which cells can exploit to migrate
efficiently. These in vivo 3D longitudinal
channels can manifest themselves in many forms
and are widely prevalent in the human body.
Many of these 3D channels form between the
connective tissue and the basement membrane of
nerve, muscle, and epithelium [2] and in fibrillar
interstitial tissues between adjacent bundles of
collagen fibers [10]. Microtracks are also present
along and within blood [11, 12] and lymphatic
vessels [13], as well as in white matter tracks
and perivascular spaces within the brain [14].
Additionally, follower cancer cells can also
migrate in 3D longitudinal tracks remodeled
by leader fibroblasts or surrounding stromal cells
[15, 16]. These 3D channels vary considerably
in cross-sectional area, ranging from 10 to
1000 μm2 [5]. As such, cells in vivo have to
navigate through tight spaces, be it pores in ECM
or tunnellike tracks, and experience different
degrees of physical confinement. Numerous
recent studies have provided mounting evidence

highlighting the differences between unconfined
2D migration and confined migration in terms
of cellular morphology, intracellular signaling,
and molecular mechanisms [17]. Indeed, many
of the hallmarks of conventional 2D migration
model are found to be dispensable in confined
microenvironments, suggesting a specific and
critical role that physical confinement plays in
modulating cellular responses.

In this chapter, we focus on the behaviors
and mechanisms by which single cells migrate
in confinement. Specifically, confined single cell
migration is defined as the phenomenon in which
a single cell (not tethered or attached to neigh-
boring cells) migrates in an environment where
at least one of the three dimensions is about
or below cell size; in such a case, the cell has
to form additional non-basal contact with the
surrounding matrix and deform its cytoplasm
and/or nucleus in order to move forward. Recent
advances in bioengineering and microfabrication
techniques have enabled us to engineer in vitro
models to study confined single cell migration
at precisely controlled experimental conditions
mimicking aspects of the in vivo microenviron-
ment. These models include polydimethylsilox-
ane (PDMS) microfluidic devices, microcontact
printed patterns of prescribed geometries, micro-
/nanogroove substrates, vertical confinement de-
vices, and 3D patterned hydrogels. A detailed de-
scription of the various techniques and systems to
simulate physiologically relevant confined condi-
tions can be found in a recent comprehensive re-
view [18]. Nevertheless, these experimental mod-
els are vital, as they have provided us with a
rapid and high-throughput platform to study the
mechanisms of confined single cell migration,
which are discussed below.

8.2 Conventional Paradigm
of 2D Cell Motility Cycle

Most of our existing understanding of cell migra-
tion originates from initial observations showing
how metazoan cells adhere and crawl on 2D flat
surfaces [19, 20]. Since then, a plethora of studies
have been carried out to decipher the various
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steps involved in this highly orchestrated process
termed as cell motility cycle. The detailed step-
by-step mechanisms of 2D cell motility cycle
have been extensively reviewed elsewhere [20–
23], but they can be briefly summarized into four
sequential steps, namely, protrusion, adhesion,
contraction, and retraction. At first, a stationary
cell receives motogenic signals, either biochem-
ically with growth factors [24, 25] or cytokines
[26] or physicomechanically via physical con-
finement, differential substrate rigidity [27], or
electrical current [28], and becomes polarized,
developing distinct leading and trailing edges.
This polarized cell state is achieved primarily by
internal polarization of microtubule and secretory
apparatus [29] that direct the vesicular trans-
port of lipids (e.g., phosphatidylinositol (3,4,5)-
trisphosphate, PIP3) [30] and proteins (e.g., small
Rho GTPases such as Rac1 and Cdc42) [31, 32].
Accumulation of these polarized signals at the
leading edge facilitates Arp2/3-dependent poly-
merization of branched actin filaments (F-actin),
initiating the formation of wide, fanlike mem-
brane protrusion known as lamellipodia [33].
Adhesion molecules such as integrins present on
the lamellipodial protrusions then bind to matrix
ligand, forming new small nascent adhesions un-
derneath the leading edge [34]. RhoA and formin
family of actin nucleators such as mDia1 and
mDia2 subsequently assemble actin stress fibers
to connect with adhesions sites [35–37]. Acto-
myosin contraction of the stress fibers pulls and
exerts tension on nascent adhesions, enlarging
and maturing them into focal adhesions (FAs)
[38]. At the same time, actomyosin contractility
also enhances the contractile tension between the
leading and trailing edge of the cells. The overall
increase in cellular contractility, coupled with
localized increase in myosin II activity toward the
back of the cells, signals the disassembly of rear
adhesions, releasing the rear of the cells from the
2D surfaces in a process known as trailing edge
retraction, consequently leading to directed cell
movement [39]. As the cycle progresses, retro-
grade F-actin flow helps to push membrane and
lipids rearward and position the nucleus toward
the back of the cells, resetting the cells to respond
to the next round of motogenic signal [40].

While it is widely believed that most
epithelium-derived cells migrate in similar
cyclic manner on 2D environments [1], the
story becomes increasingly more complicated
and less predictable as cells transition to the
more physiologically relevant 3D environments
where they are now confined within dense
fibrillar matrix or preexisting migration tracks.
Some of the hallmarks of the conventional
2D cell motility cycles, such as substrate
adhesions and actomyosin contractility, are
sometimes even dispensable in cells migrating
in complex in vivo 3D environment. In fact,
numerous studies conducted over the past decade
have demonstrated that cells are extremely
plastic and are able to adopt a multitude of
different migration mechanisms in response
to their surrounding environment to enable
efficient locomotion. A schematic of the various
confined cell migration mechanisms and their
key characteristics can be found in Fig. 8.1.

8.3 Pseudopodial-Based
Mesenchymal Confined
Migration

8.3.1 Comparison to 2D
Mesenchymal Migration

In 3D artificial hydrogel networks in vitro and
ECM tissues in vivo, cells can migrate with an
elongated morphology with protrusions driven
by actin polymerization, which we broadly term
as pseudopodia and includes actin-rich structures
such as lamellipodia, filopodia, and invadopodia,
similar to classical 2D mesenchymal migration
[9, 41, 42]. This mode of migration is also evident
in preformed tunnel-liked conduits in vivo, in
collagen/polyacrylamide-based patterned micro-
tracks [27, 43, 44], and in PDMS microfluidic
microchannel devices [45–47]. Cells cultured on
1D lines created by microphotopatterning or mi-
crocontact printing, in which cells are laterally
confined due to limitation of adhesion sites, also
exhibit similar elongated morphology as they do
on oriented 3D fibrillar ECM in vivo, where a
strong correlation between migration speed and
movement persistence is noted [41, 48].
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Fig. 8.1 Schematics of the various confined cell
migration modes. (a) Pseudopodial cell migrates with
an elongated morphology and actin-based protrusions
initiated by polarized Cdc42, Rac1, and PIP3 localized at
the cell’s leading edge. Focal adhesions are distributed in
a diffused pattern along the elongated cell. Actomyosin
contractility is concentrated toward the trailing edge
to aid in rear retraction. Actin is organized around

the cell cortex and at the cell’s leading and trailing
edges. Centrosome is located behind the nucleus while
microtubules are concentrated anterior to the nucleus
as parallel bundles. (b) A1 blebbing cell has a round
cell body with small actin-based protrusions at the
leading edge. Fast retrograde actin flow is localized at
the protruding leading edge. A2 blebbing cells, focal
adhesions, and actin stress fibers. (c) A2 blebbing
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During confined 1D or 3D mesenchymal mi-
gration, cells employ similar polarized signals
of Rho GTPases and PIP3 to form actin-based
pseudopodia protrusions at the leading edge like
they do on 2D surfaces, form adhesions with
the substrate via integrins, and activate acto-
myosin contractility to subsequently detach cell
rear [42, 49]. Though both 2D and 1D or 3D
confined mesenchymal migration appear to be
rather analogous, there still exist some funda-
mental differences between the two in terms of
cytoskeletal and adhesion dynamics, dependence
on actomyosin contractility and force generation.
First, 1D or 3D confinement induces drastic cy-
toskeletal remodeling accompanied by fewer F-
actin stress fibers [45, 50]. In confined cells, actin
is primarily localized at the cortex and/or concen-
trated on the leading edge as actin-rich wedge-
like slab [43, 51]. Second, the role of adhesion
is reduced (but not necessarily eliminated) in
confinement compared to 2D migration, with FAs
demonstrating a smaller size and more diffuse
cytoplasmic distribution rather than distinct lo-
calization around the cell periphery underneath
the pseudopod on 2D surfaces [45, 50]. Third,
while actomyosin contractility is indispensable
for 2D migration, under specific conditions, for
example, within rigid PDMS-based confined mi-
crochannels, cells are able to migrate efficiently
even if actomyosin contractility is disrupted [45,
52]. However, the role of actomyosin contractil-
ity in confinement can also be cell-line depen-
dent and in certain instances is key for efficient
confined migration [46, 53]. Fourth, the traction
forces exerted by cells in confinement (either in
microchannels or on 1D printed lines) are signif-
icantly lower than those on 2D flat surfaces and

are typically directed toward microchannel walls
instead of to the center of the cell on 2D surfaces
[50, 54]. In fact, phosphorylated myosin light
chain (pMLC)-dependent traction generation is
not required for migration in microtracks [43].
All these salient differences suggest that cells are
able to modulate intracellular signaling, thereby
optimizing their mobility in response to varying
degrees of confinement. In order to fully under-
stand the mechanisms of confined mesenchymal
migration, we have to dissect each of these fac-
tors individually and methodically (Tables 8.1
and 8.2).

8.3.2 Molecular Determinants
of Confined Mesenchymal
Migration

Pericellular proteolysis is essential for main-
taining the mesenchymal phenotypes of tumor
cells in 3D matrices. In 3D fibrillar collagen
gels, HT1080 and MDA-MD-231 cells display
a mesenchymal morphology during migration
through proteolytically generated tubelike tracks
with β1 integrin co-clustering with MT1-MMP at
interaction sites with collagen fibers; MT1-MMP
is a membrane-associated surface protease whose
activity is needed for focalized ECM degradation
[9]. This mode of mesenchymal 3D migration
can also be observed in vivo for HT1080 cells
migrating in the mouse dermis as imaged with
intravital multiphoton microscopy. Interestingly,
inhibition of collagenolysis with MMP inhibitors
converts mesenchymally migrating cells into
a more spherical amoeboidal phenotype
(discussed in Sect. 8.4) that is phenotypically
and mechanistically distinct from pseudopodial

�
Fig. 8.1 (continued) cell has an elongated ellipsoidal
morphology with a rear uropod and a rounded leading
edge. Actin and myosin II are concentrated around the cell
cortex and the uropods and demonstrate fast and global
retrograde flow toward the cell rear. A2 blebbing cells,
focal adhesions, and actin stress fibers. (d) Lobopodial
cell possess blunt cylindrical protrusions and small lateral
blebs around the cell body. Focal adhesions are required
for lobopodial migration. Lobopodial cell is separated into
a high-pressure compartment anterior to the nucleus and a
low-pressure compartment posterior to the nucleus. The

nucleus is connected to the anterior cell membrane via
a vimentin and nesprin3. Polarized signals are absent in
lobopodial cell. High cellular contractility and a linearly
elastic matrix are necessary for cell to migrate using
lobopodia. (e) Osmotic engine is activated when cells are
being confined into a pill shape within rigid channels. Ion
and water channels such as NHE1 and AQP5 are polarized
to the cell leading edge to facilitate water and ion flux
that serve to propel the cells forward. Focal adhesion,
contractility, and actin polymerization are dispensable in
cells migrating using the osmotic engine



144 B. S. Wong et al.

Table 8.1 Comparison between unconfined 2D and confined 1D or 3D mesenchymal migration

2D 1D or 3D

Occurrence

In vitro · Flat 2D substrates
· Wide PDMS channels

· Microcontact printed 1D line
· 3D hydrogel network
· Hydrogel patterned microtracks
· Narrow PDMS channels

In vivo · Wound healing
· Neutrophil trafficking on inflamed endothelium

· Along oriented ECM fibers
· Within dense fibrillar tissues
· Preformed ECM-free tunnels

Structural and
phenotypic
properties

Actin · Organized and elongated stress fibers · Suppression of stress fibers
· Actin organized in cortex or concentrated on
the leading/trailing edge

Microtubules · Centrosome in front of nucleus
· Nearly isotropic microtubule polymerization from
MTOC

· Centrosome behind the nucleus
· Stabilized microtubules as parallel bundles in
front of nucleus
· Alpha tubulin and microtubule growth toward
leading edge

Focal
adhesion

· Large distinct mature focal adhesions around cell
periphery

· Smaller in size
· Diffuse and homogenous distribution of focal
adhesion proteins

Nuclear shape · Rounded · Elongated

Traction force · Larger
· Directed to the cell center

· Significantly lower
· Directed toward channel wall

Roles of
different
molecular
determinants

MMPs · Not critical · Essential in 3D ECM to generate migration
tracks
· Not required if tracks are already preformed

Matrix
adhesion

· Migration stops when adhesion is blocked · Migration persists even when adhesion is
blocked, especially in stiff PDMS-based
channels

Actomyosin
contractility

· Indispensable · Effect is cell-type dependent
· Can be dispensable for cells in rigid
microchannels

Microtubule · Required for signal polarization · Needed to maintain persistence and
directionality

migration without negatively affecting migration
speed. In the presence of preexisting microtracks,
either generated in vitro with laser ablation
or micromolding in 3D hydrogel matrices
or in vivo by surrounding or leader cancer-
associated stromal cells, cells can still assume
a mesenchymal migratory phenotype even when
MMP functions are compromised or absent [43,
44]. ECM-free microtracks enable rapid and

persistent migration of noninvasive MCF10a
breast epithelial cells and MMP-depleted MDA-
MD-231, which are unable to invade otherwise in
3D collagen matrices [44]. Microtracks provide
a clear unimpeded path of low resistance for
migrating cells, reducing the requirement for
cell-matrix mechanocoupling, traction force
generation, and matrix remodeling required
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for efficient migration, thereby lowering the
mechanistic threshold for local tissue invasion.

Matrix adhesion is needed for pseudopodial
migration on 2D, but its role in confinement is
markedly diminished. On 2D surfaces or in wide
microchannels emulating a 2D microenviron-
ment, FAs (as visualized with phospho-paxillin
and phospho-FAK) are localized alongside at the
periphery of pseudopod protrusions as distinct
complexes. In contrast, FAs are significantly
reduced in size in cells migrating inside narrow
microchannels (<20 μm) and display a uniform
distribution along the cell’s migratory axis [45].
On 1D lines, similar long linear localization of
adhesion components such as α5 integrin, β1
integrin, FAK, vinculin, and paxillin are also
observed spanning the entire length of the cell
axis [41]. As a result of the diminished role
of substrate adhesion in confinement, blocking
β1 integrin has little or no appreciable effect
on migration speed in narrow channels or cell-
scale collagen microtracks despite completely
abrogating planar 2D migration or reducing
speed in 3D collagen matrices [43, 45]. 1D
migration speed is also resistant to varying
ECM ligand densities, as migration speed
exhibits a saturating relationship as ligand
density increases rather than a classical biphasic
phenomenon observed on 2D surfaces [41].
It is however worth noting that while β1
integrin is not required for the maintenance of
migration speed in microtracks, they are needed
to promote the elongated morphology of the
migrating cells. Instead of a stable elongated
morphology with pseudopodial protrusion, β1-
depleted cells undergo rapid dynamic oscillation
between elongated (mesenchymal) and spherical
(amoeboidal) morphologies [43].

The effect of actomyosin modulation on con-
fined pseudopodial migration is more variable
and dependent on the cell type and matrix dimen-
sions. Inhibiting myosin II activity with blebbis-
tatin impairs migration of fibroblasts and human
epithelial keratinocytes on 1D lines and in 3D
ECM [41]. In 3D collagen gels, ROCK inhibi-
tion with Y27632 significantly diminishes hu-
man foreskin fibroblast lamellipodial-based mi-
gration, as for other epithelial cells [55]. How-

ever, blebbistatin treatment on human foreskin
fibroblasts migrating on top of 2D cell-derived
matrix is unaffected, consistent with effect of
blebbistatin on 2D fibroblast migration [56]. On
the other hand, confined migration of various
cancer cells, such as MDA-MD-231 breast can-
cer cells and S180 murine sarcoma cells, is re-
sistant to inhibition of actomyosin contractility.
While inhibiting the Rho/ROCK/myosin II sig-
naling cascade with CT04/Y27632/blebbistatin-
ML7 suppresses migration on 2D unconfined
substrates, these pharmacological interventions
have no appreciable effect on confined cell mi-
gration through 3 μm narrow microchannels [45,
47]. Along these lines, modulation of actomyosin
contractility via the use of blebbistatin (inactiva-
tion) or calyculin A (activation) does not alter the
traction forces exerted by NIH-3T3 or HOS hu-
man osteosarcoma migrating in narrow channels
[54].

Microtubules play a key role in regulating the
velocity, directionality, and persistence of cell
migration in confinement. On 1D microprinted
lines, the centrosome (pericentrin) is located be-
hind of nucleus (vs. in front of nucleus on 2D)
[41, 57] while stabilized microtubules (i.e., dety-
rosinated glu-tubulin) are localized as polarized
parallel bundle arrays anterior to nucleus, extend-
ing into lamellipodia [41, 43]. Confinement in-
duces alpha-tubulin localization and microtubule
growth toward the leading edge, as opposed to the
rather isotropic microtubule polymerization from
microtubule-organizing center on 2D surfaces.
Interfering with microtubule dynamics with ei-
ther Taxol (which prevents depolymerization) or
colchicine (which promotes disassembly) signifi-
cantly decreases cell velocity and directionality
in 3 μm narrow channels, indicating a critical
role of microtubule in establishing migratory per-
sistence in confinement [45]. Similarly, inhibiting
microtubule polymerization with nocodazole or
microtubule depolymerization with Taxol causes
rounded cell morphology with uncontrolled pro-
trusions in all directions, decreases motile frac-
tion, and reduces migration speed along 1D lines,
microtracks, and in 3D ECM, suggesting that
microtubules is important in maintaining uniaxial
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morphology and alignment in 1D and 3D migra-
tion [41, 43].

8.4 Bleb-Based Amoeboidal
Migration

8.4.1 General Morphological
and Molecular Features
of Amoeboidal Migration

When actomyosin contractility is elevated
and/or cellular adhesions are diminished,
cells typically transform from an elongated,
spindle-like mesenchymal morphology that
is dependent on adhesion and actin-based
pseudopodial protrusion into a rounded
amoeboidal morphology resembling that of
Dictyostelium amoeba and migrating leukocytes.
This process is termed as mesenchymal-to-
amoeboid transition (MAT) and has been
observed both in vitro and in vivo in mouse
xenograft models [8, 58]. Amoeboidal migration
is associated with rounded cell morphology with
spherical membrane protrusions that are devoid
of filamentous actin known as blebs, limited
and diffuse distribution of cellular adhesion
(e.g., β1, paxillin), and higher actomyosin
contractility [8]. Moreover, amoeboid cells
also exert lower traction forces and exhibit
higher cortical tension than mesenchymally
migrating cells. Traction forces exerted by
Walker 256 carcinosarcoma when they are
undergoing non-adherent blebbing motion are
several orders of magnitude lower than those
exerted during integrin-based FA-dependent
mesenchymal motility [59]. Furthermore, the
forces are directed outward from the cell body
to expand rather than contract the substrate
in order to generate sufficient friction to
drive migration. Lateral expansion of cells
are also able to generate enough traction by
extending interdigitating with the surrounding
discontinuous confined matrices to provide
traction in the absence of adhesion [58].

Cell mechanics represents one of the key
determinants of MAT. Whether or not a cell
prefers to form blebs or lamellipodia depends on

a delicate balance between actin protrusivity,
as controlled primarily Rac1 and Arp2/3
complex, and cellular contractility, as dictated
by the RhoA/ROCK/myosin signaling axis. The
transition between these two phenotypes can be
achieved even locally at the cell leading edge
without any global change in cell shapes, polar-
ity, and adhesion [59]. Activating Rac1, which
recruits and activates downstream Arp2/3 to
facilitate nucleation of actin filaments, switches
blebs to lamellipodia, increases cell cross-
sectional area, and decreases cortical tension.
This lamellipodia-promoting role of Rac1 is
intimately linked with Arp2/3 activity, whose
inhibition via the pharmacological agent CK666
or via siRNA decreases lamellipodial formation
in Walker 256 carcinosarcoma [59]. Conversely,
Rho/ROCK/myosin signaling promotes rounded
bleb-associated mode of motility. Inhibiting
actomyosin contractility with RhoA inhibitor
C3 transferase, ROCK inhibitor Y27632, or
myosin II inhibitor blebbistatin decreases
bleb formation while promoting lamellipodia
protrusion in Walker 256 carcinosarcoma [59] as
well as A375m2 melanoma and LS174T colon
carcinoma cells [8]. On the other hand, increasing
cell contractility via the use of constitutively
active ROCK or overexpression of Rho enhances
cell blebbing.

Cells prefer to switch to an amoeboidal mode
of migration when cell-ECM adhesion is di-
minished or eliminated. This can be achieved
by either downregulating integrins or decreas-
ing substrate adhesiveness [60, 61]. Typically,
amoeboidal migration occurs without FAs and
can proceed efficiently even if components of
the adhesion machinery such as integrin α1β2 or
talin are knocked down or adhesion is completely
prevented in nonadhesive PDMS microchannels
or in the presence of EDTA which chelates di-
valent ions needed to establish integrin binding
[60, 61]. This is in stark contrast to elongated
mesenchymal migration where motility ceases
when adhesion is eliminated. The effect of mi-
gration phenotypes exerted by changing substrate
adhesiveness is also rapid and reversible, as cells
(suspension subline of Walker 256 carcinosar-
coma) plated on micropatterned surface with al-
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ternating adhesive and nonadhesive areas form
lamellipodia immediately upon contacting adhe-
sive region which then quickly disappear and re-
sumed blebbing when they move on to nonadhe-
sive region [59]. In HT1080, MAT is associated
with decreased surface coverage of α2β1 inte-
grin heterodimers, diminished integrin-mediated
adhesion, and downstream signaling via p-FAK
[61]. Consequently, inhibition of calpain2 and
Src kinase, which participate in FA turnover,
suppressed mesenchymal invasion drastically but
exerted little or no effect on amoeboid migration
where the role of adhesion is already diminished.
Interestingly, Rho/ROCK inhibition is able to
restore integrin function and calpain2 sensitivity
and reverses MAT, indicating that Rho/ROCK
signaling also contributes to integrin modulation
in addition to enhancing actomyosin contractility
to promote amoeboid migration.

Besides altering cellular contractility and
adhesion, inhibiting MMP can also induce
MAT. HT1080 and MDA-MB-231 transform
from an elongated mesenchymal into a spherical
amoeboidal morphology that still move at the
same speed upon MMP inhibition in vitro
in 3D collagen gels as well as in vivo [9].
Similar phenotypic conversion is also observed
for BE and WM266.4 melanoma cells during
invasion through 3D matrigels [8]. This protease-
independent amoeboidal migration occurs
without any matrix remodeling and generation
of any migration tracks, suggesting that the cells
have to now squeeze through the tight collagen
fiber network in order to maintain efficient
migration. Indeed, during MAT, the cells lose
their β1 integrin clusters and surface localization
of MT1-MMP and develop diffuse cortical actin
rims and narrow region of constriction rings to
aid in deforming the cells through narrow pores.

It is noteworthy that MMP inhibition is
certainly not a prerequisite for amoeboidal
migration. To the contrary, a paradoxical elevated
secretion of MMPs, specifically MMP9, was
observed in melanoma cells that are already
prone to migrate amoeboidally as compared
to their elongated mesenchymal counterparts
[62]. MMP9 promotes amoeboidal migration
through activating actomyosin contractility by

binding to CD44 receptor in a non-catalytic,
paracrine, and autocrine manner. In turn, the
increase in actomyosin contractility activates
ROCK/JAK/STAT3 cascade, forming a positive
feedback loop that upregulates MMP9 gene
expression. Indeed, MMP9 expression was
shown to increase over the course of melanoma
progression and is highly enriched in invasive
lesion front, which incidentally also display more
rounded amoeboidal morphology positive for p-
STAT3.

The roles of MMP on MAT are hence vari-
able and cell-line dependent. Nevertheless, the
ability for the tumor cells to sustain efficient 3D
motility via a protease-independent mechanism
and the non-catalytic role of MMPs in promoting
amoeboidal migration could explain the many
failures of MMP inhibitors in human clinical
trials despite demonstrating promising potentials
in halting migration in vitro and in vivo [63, 64].

8.4.2 Bleb-Based Migration
in Physical Confinement

Fascinatingly, physical confinement triggers
MAT. Using a sandwich system consisting
of two surfaces of tunable surface adhesion
characteristics, normal human dermal fibroblasts
have been shown to retract and adopt a more
compact phenotype with fewer lamellipodia but
more elongated pseudopodia when confined
to a low ceiling of 3–5 μm [65]. Under high
confinement (i.e., 3 μm) and low adhesion,
most normal human dermal fibroblasts become
immobile with very rounded morphology
characterized by continuous uncoordinated
blebbing activity. A portion of these confined
cells, however, display a round cell body
with small leading edge local protrusion and
are able to move with an amoeboidal mode
of migration, termed as A1 blebbing mode.
This subpopulation of cells exhibiting the
A1 blebbing mode migrates faster than the
remaining spread cells that display a partial
mesenchymal morphology when being vertically
confined [65]. Similarly, a suspension subline
of Walker 256 carcinosarcoma that typically
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form non-adherent blebs migrate limitedly on
2D surface, but efficiently when being confined
vertically between glass and agarose and within
3D gels with directional persistence [59, 60].
Confinement in this case is essential for cell
motility as it enables force transmission in
the absence or near absence of adhesions to
substrate.

Indeed, computational modeling suggests that
cell matrix adhesion is dispensable for cell mi-
gration in discontinuous confined environments
where blebbing predominates [58]. On an un-
confined 2D surface, cells migrate with an elon-
gated morphology with actin-driven protrusion,
and highest velocity is predicted at intermedi-
ate cell-ECM adhesion. This biphasic migra-
tion speed behavior to substrate adhesiveness has
been verified experimentally with multiple cell
lines on 2D platforms [46]. Conversely, blebbing
mode of migration mechanism dominates and
maximum cell velocity scale inversely with ad-
hesion on discontinuous confined environment,
such as those represented by dense fiber mesh
network. The modeling prediction is verified in
vitro where β1 integrin or talin depletion reduces
migration on 2D surfaces but increases amoe-
boidal migration speed in confined environments.

Under high confinement and low adhesion,
numerous cell types, including normal or trans-
formed cells of either epithelial or mesenchymal
origins, are able to adopt an additional mode
of stable bleb-based migration, termed as A2
blebbing, characterized by an elongated ellip-
soidal morphology with a large rear uropod and
a smooth rounded leading edge, reminiscent of
migrating neutrophils [65]. Cells displaying the
A2 blebbing morphology typically migrate faster
than their A1 blebbing counterparts. The propor-
tions of cells that display the A2 blebbing mor-
phology for each cell type though vary consider-
ably across the group depending on their basal
cellular contractility. In general, cell lines that
display higher intrinsic cortical contractility also
have a higher proportion of cells that migrates
via the A2 mode. Similar fast and directionally
persistently A2 mode of bleb-based migration is
also evident in zebrafish embryonic progenitor
cells both in vitro under vertical confinement

between two planar glass slides though these
cells are immobile on 2D surfaces and in vivo
during early development, for instance, at sites
of local wounding site where there exists higher
actomyosin contractility [66].

Mechanistically, A1 and A2 blebbing differ
in their requirement for actomyosin contractility.
Increasing contractility via calyculin A treatment
or knocking down MYPT1, the PP1 partner tar-
geting myosin II, results in an increased fre-
quency of A2 blebbing cells. The converse is
accordingly true upon cell treatment with the
ROCK inhibitor Y27632 or myosin II inhibitor
blebbistatin where more cells exhibit the A1
rather than A2 mode of migration [65]. Addi-
tionally, treating zebrafish embryonic progeni-
tor cells with serum or lysophosphatidic acid, a
serum phospholipid capable of activating cortical
contractility via the Rho/ROCK pathway, also
transforms cells reversibly into the A2 stable bleb
morphology, thereby providing further evidence
that A2 blebbing depends on high myosin-based
contractility [66].

The organization and role of actin are also
different between the A1 and A2 blebbing mi-
gration modes although they both lack FAs and
organized actin stress fibers. In A1 cells, fast
retrograde flow of actin is localized at the small
protruding leading edge. In A2 cells, however,
actin and myosin II are absent from the cell
front but instead concentrated around the cell
cortex where the uropods are. Both actin and
myosin II exhibit fast and global cortical retro-
grade flow around the central region of the A2
cells, with little to no flow toward the rear, sug-
gesting that the uropod is a dragged passive body
[65]. Similar rearward gradient of contractility,
cortical actomyosin enrichment, and retrograde
flow are also evident in non-adherent blebbing
Walker 256 carcinosarcoma [60]. Relaxing cor-
tical contractility at the rear of the cells but not
the front by cortex ablation decreases migra-
tion velocity. Via computational modeling, it was
revealed that rearward contractility gradient is
able to drive adhesion-independent amoeboidal
migration via two complementary mechanisms.
First, frictional forces from counteracting ret-
rograde cortical flow generate propulsive force.
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Second, when the friction becomes sufficiently
large enough to hold cell body in place, rearward
contractility of myosin results in leading edge
expansion, leading to net cell movement. Inter-
estingly, the model predicts that cell migration
velocity correlates not with amplitude of stress
exerted by the cells but rather velocity of the acto-
myosin flow, highlighting the importance of cor-
tical actomyosin flow in facilitating amoeboidal
A2 migration. In summary, cells could fall into
two different contractility regimes when they are
undergoing MAT following vertical confinement.
Under a high contractility regime, global cortical
actin retrograde flow results in myosin-dependent
mechanical instability of cortex, leading to for-
mation of A2 stable blebs. When contractility
is inhibited, the cortex becomes more stable,
allowing for more protrusive activity, ultimately
leading to an A1 blebbing phenotype.

8.4.3 Establishing Polarity
in Blebbing Cells

Amoeboid migration is responsive to chemotrac-
tant cues and is not a form of random motility
[8]. In mesenchymal cells, specific spatial
localization of Rac1, Cdc42, and PIP3 is needed
to establish polarization and direction of mi-
gration, but such differential spatial enrichment
is absent in amoeboid cells [42]. So then how
are amoeboidal cells able to achieve similar po-
larization? Localization of ezrin/moesin/radixin
(ERM) protein family, which are linkers between
the plasma membrane and actin cytoskeleton,
appears to be involved in this process. Asym-
metry contractility is positively related with
asymmetry in cortex-membrane linkage [58].
ROCK is able to phosphorylate ERM, and ezrin
localization is also dependent on Rho activity.
In fact, colocalization of contractile machinery
(pMLC) and pERM promotes blebbing and
favors migration in confinement [67]. This is
achieved by the STRIPAK components, MST3/4
kinases that locally coordinate phosphorylation
of ERM and inhibit dephosphorylation of MLC,

leading to increased phosphorylation and cortical
colocalization of MLC and ERM, resulting in
enhanced cortex-membrane linkage and more
frequent membrane blebbing. Indeed, increasing
actomyosin-membrane linkage with MST3/4
overexpression is associated with increased in
vivo metastasis from mammary fat pad to lymph
node. Colocalization of actomyosin contractile
function and ERM proteins promotes more
efficient pulling of contractile cytoskeleton on
the plasma membrane, exerting more force on
the plasma membrane instead of being coupled
to integrins via FAs, thereby producing more
blebbing.

A recent study on zebrafish embryonic pro-
genitor cells, however, suggests that polarization
in A2 migrating cells is initiated by stochastic
contractility that is driven by cortical network
instabilities and subsequently maintained by a
positive cortical feedback loop [66]. Specifically,
addition of lysophosphatidic acid causes rapid
redistribution of myosin II to the cell cortex,
upregulating cortical contractility and increasing
bleb expansion. Interestingly, similar increases
in myosin II accumulation, bleb formation, and
cortical contractility are also observed in serum-
free confined condition, indicating that confine-
ment in itself is able to trigger an increase in cell
contractility independent of external biochemical
cues, possibly via a yet to be discovered mech-
anism involving cell and/or nuclear deformation.
Nevertheless, these local fluctuations in cortical
contractility at the cell periphery disrupt cell
symmetry, leading to initial polarization. Polar-
ization is then further enhanced and stabilized
by a positive feedback between continuous cor-
tical actin and myosin flow toward cell rear and
formation of cortical contractility gradient that
reinforces the flow, resulting in the formation and
maintenance of stable blebs. Unlike conventional
2D migrating cells where polarization hinges on
PIP3 which is impaired with PI3K inhibition,
polarization in A2 blebbing mode is resistant to
PI3K inhibition. Instead it is dependent on proper
actin turnover as inhibition of actin turnover by
latrunculin A or jasplakinolide resulted in disap-
pearance of stable blebs [66].



8 Exposing Cell-Itary Confinement: Understanding the Mechanisms of Confined Single Cell Migration 151

8.4.4 Mechanotransduction
Pathway to Optimize
Contractility in Confinement

Cells are able to identify, integrate, and respond
to external environmental cues and physical stim-
uli in a process known as mechanotransduction.
However, the exact mechanotransduction mecha-
nisms by which cells sense physical confinement
and translate this signal into elevated cortical
contractility are still underexplored. Prior work
suggested that the existence of an intricate cross
talk between Rac1 and RhoA/myosin II signaling
[46] serves to optimize actomyosin contractility
in order to facilitate efficient migration in con-
fined microchannels. Specifically, Rac1 activity
is enhanced in cells migrating on 2D surfaces
or inside wide microchannels (≥ 20 μm) to
facilitate the formation of lamellipodia protru-
sions. Conversely, RhoA/myosin II signaling is
amplified when cells are migrating inside narrow
microchannels (≤ 10 μm), resulting in higher
actomyosin contractility and a migration mode
with amoeboidal characteristics [46]. These dis-
tinct signaling strategies employed by cells in
response to physical confinement are modulated
by mechanosensors, which can be broadly classi-
fied into three major classes: stretch-activated ion
channels [68], cytoskeletal and nuclear elements,
[69] and integrins [70].

We recently discovered that the membrane-
bound stretch-activated cation channel PIEZO1
is responsible for the intracellular calcium
increase observed as cells transition from
an unconfined 2D environment into confined
microchannels [53]. In particular, elevated mem-
brane tension induced by physical confinement
activates PIEZO1, leading to increased intracel-
lular calcium levels, which in turn suppresses
protein kinase A (PKA) via a phosphodiesterase
type 1 (PDE-1)-dependent pathway. Interest-
ingly, confinement-induced inhibition of PKA
activity is only negated when both PIEZO1 and
myosin II are blocked (but not when either one is
individually inhibited), implying that myosin II
can also sense physical confinement and suppress
PKA directly and independently of PIEZO1.
Indeed, external physical forces have been

reported to induce assembly of myosin II bipolar
filaments and actomyosin bundles [71, 72].
Moreover, myosin II has also been implicated in
sensing surface topographical cues in fibroblasts
[73] and tumor cells [47]. In relation to
mechanosensing of physical confinement, it
has been hypothesized that myosin II decreases
PKA activity indirectly via downregulation of
Rac1 activity, due to the negative cross talk
between Rac and Rho/myosin that subsequently
reduces recruitment of A-kinase anchoring
proteins (AKAPs) to the cell leading edge that is
capable of activating PKA. Together, these two
independent yet interconnected mechanosensing
mechanisms serve to suppress PKA and amplify
actomyosin contractility in confinement. Of note,
components of adhesion complexes, such as α4
and α5 integrins, do not appear to be essential
for cell to sense physical confinement. Rather,
they primarily serve to amplify the differential
response of contractility increase induced by
confinement.

8.5 Lobopodial Migration
in Linearly Elastic Matrices

Cells are able to sense the mechanical and rhe-
ological properties of ECM and adopt distinct
migration mechanisms in different 3D microen-
vironments. While most migration studies using
3D matrices, such as polyacrylamide or collagen
gels, have focused on the ability of the cells
to respond to substrate stiffness and pore sizes,
limited attention has been devoted to the elastic
behavior of the matrix material like strain stiff-
ening [49]. Strain stiffening refers to the ability
of a material to resist deformation and handle
applied stress. In general, materials can be clas-
sified broadly as nonlinearly elastic where they
undergo strain stiffening (i.e., the stiffness of the
material increases with increasing force applica-
tion) and linearly elastic where strain stiffening is
not observed (i.e., the stiffness of the material is
independent of the magnitude of force applied to
it).

Fibroblasts are able to recognize the differ-
ences in the elastic behaviors of 3D matrices and
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migrate via two distinct mechanisms [49]. In 3D
collagen gels, which are nonlinearly elastic and
softer, fibroblasts migrate via the classical flat
lamellipodial protrusions, similarly to how they
would migrate on unconfined planar 2D surfaces.
In highly cross-linked, stiffer, and linearly elas-
tic materials such as dermal tissue explant or
cell-derived matrix (CDM), however, fibroblasts
switch to a diametrically opposed morphology,
where blunt cylindrical protrusions termed as
the lobopodia and small lateral blebs are ob-
served [42]. Notably, the lobopodial mode of
migration only occurs when the cells are being
confined within the 3D mesh-like structure of
CDM but not on top of 2D CDM, indicating
that lobopodia-based migration is a unique mech-
anism that cells can use inside linearly elastic
matrices. Unlike lamellipodia where PIP3, Rac1,
and Cdc42 are polarized to the leading edge of
the cells, lobopodia are devoid of these polar-
ized signals as well as of other lamellipodial
markers such as cortactin, VASP, and F-actin.
Instead, the lobopodial protrusions are mainly
driven by high intracellular pressure that is highly
dependent on RhoA/ROCK/myosin contractility.
Fibroblasts continue to migrate using lobopo-
dia after depletion of Rac1, Cdc42, or formin
mDia1 with slight variation in velocity in cer-
tain instances. In contrast, inhibiting contractility
by knocking down RhoA or inhibiting ROCK
causes the fibroblasts to switch from a lobopodial
to lamellipodial mode without affecting migra-
tion velocity. Interestingly, while myosin inhi-
bition also results in the same lobopodial-to-
lamellipodial transition, cell migration was sig-
nificantly impaired, presumably due to inefficient
nuclear migration.

Indeed, further studies revealed that the nu-
cleus play a pivotal role in pressurizing the ante-
rior cytoplasm at the cell leading edge by acting
as a piston to generate lobopodia [74]. There
exists a high intracellular hydrostatic pressure
differential between the front and back, as sepa-
rated by the nucleus, of a lobopodially migrating
cells in 3D linearly elastic matrices. The nucleus
is being connected to the anterior cell mem-
brane via a myosin II-vimentin-nesprin3 com-
plex and is being pulled forward coordinately

as cells traverse through the confined pores of
linearly elastic matrices [75]. Knocking down
nesprin3 reverses the lobopodial phenotype back
to lamellipodia, equalizes intracellular pressure
and reduces the velocity of migrating fibroblasts
independent of affecting Rho-mediated contrac-
tility, indicating the importance structural role of
nesprin3 as a nucleoskeleton-cytoskeleton linker
in lobopodial-based migration. Unlike the critical
role of microtubules in ensuring directionality
and polarization of migrating cells displaying a
lamellipodial morphology, microtubules do not
seem to be involved in promoting the coordi-
nated nucleus movement observed in lobopodial
cells. The effect of microtubule inhibition on
the velocity and persistence of lobopodial cells,
however, remains to be further investigated. De-
spite the differences in morphology, polarized
signals, and motility mechanism, lamellipodia-
and lobopodia-based migrations do share a sim-
ilar requirement for adhesions. Both types of
protrusion possess paxillin- and vinculin-based
FAs. Blocking integrins also significantly impair
lobopodial migration speed and directionality in
fibroblasts.

The discovery of this non-polarized,
contractility-dependent, and intracellular pressure-
driven lobopodial-based migration in normal
fibroblasts naturally begs the question: can
other cell types such as cancer cells also use
a lobopodia-based mode of migration in 3D
linearly elastic matrices? While initial studies
suggested that HT1080 fibrosarcoma cells do not
undergo lobopodial migration but instead migrate
via either an amoeboidal (i.e., large blebs with no
adhesions) or mesenchymal (lamellipodia with
actin stress fibers and adhesions) mode, recent
work shows that fibrosarcoma cells (i.e., HT1080
and SW684) are able to activate lobopodia upon
protease inhibition in 3D CDM [7]. In general,
MMPs are needed for matrix degradation and
generation of migration tracks through which
cells move using primarily a pseudopodial
mode of migration. Upon inhibition of protease
activity, cells switch to a bleb-based amoeboidal
migration mechanism [8, 9]. It is worth noting
that these observations were made using
nonlinearly elastic materials such as collagen
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gels. In linearly elastic 3D CDM, however,
MMP inhibition triggers the activation of nuclear
piston mechanism in fibrosarcoma cells without
switching to an amoeboid phenotype, possibly
as a result of difficulty of efficient nuclear and
cell translocation through low porosity confined
3D microenvironments. Similar to fibroblasts,
lobopodial migration in tumor cells still depends
on integrin adhesion, actomyosin contractility,
and nesprin3-vimentin connection.

While it is intriguing that fibroblasts and fi-
brosarcomas are able to migrate with a lobopo-
dial mode that is completely distinct from the
conventional lamellipodial one, it is still un-
known how the cells are able to sense the differ-
ences of the elastic behaviors of the surrounding
3D microenvironment and trigger the switch of
migration mode. Furthermore, it is still unclear
how MMP inhibition triggers the switch from
lamellipodial to lobopodial migration in fibrosar-
comas. More studies are also warranted to de-
termine if the lobopodial migration mode is also
applicable in other cancer cell types that are not
fibroblast-like and also to elucidate the in vivo
functional significance of lobopodial migration.

8.6 The Osmotic Engine Model

Up to this point, all of the confined migration
mechanisms that we have discussed so far
require intact actin and myosin contractility
functions. For instance, actin polymerization
is critical for the formation of lamellipodial
protrusions; Rho/ROCK/myosin contractility is
needed for nucleus to pressurize lobopodial cells;
actomyosin contractility and retrograde actin
flows are essential to generate blebs and maintain
amoeboidal migration. Actin polymerization and
myosin contractility are indispensable for cell
migration on 2D and 3D microenvironments.

It was fascinating to observe that several
tumor cell lines, such as S180 sarcoma and
MDA-MB-231 breast carcinoma, are able to
migrate through stiff, narrow (W = 3 μm
and H = 10 μm) PDMS-based microchannels
even when actin polymerization is completely
disrupted by high doses of latrunculin A

[45]. Also, efficient migration through narrow
channels occurs upon inhibition of β1 integrin
function or actomyosin contractility [45]. We
proposed the “osmotic engine model” of confined
cell migration, which depends on the fluxes of
water and ions in and out of the cells through
the cell membrane [52]. In this model, cells
expand by taking up water at their leading edge
and shrink by expelling water at the trailing edge,
thereby leading to cell locomotion. Mathematical
modeling predicts that the velocity of cell
motility is independent of parameters that are
influenced by actin polymerization or actomyosin
contractility but instead depends on the number
and localization of water channels, ion channels,
and pumps along the longitudinal cell axis [52].
Indeed, the Na+/H+ exchanger-1, NHE-1, is
polarized at the cell leading edge during confined
migration. Knocking down NHE-1 or aquaporin-
5 markedly suppress confined migration [52].

The osmotic engine model operates based on
the principles of cell volume regulation as a result
of differential osmotic and hydrostatic pressure
across the cell membrane of leading and trailing
edges. Therefore, any perturbation to the osmo-
larity of the fluid at either the cell leading or
trailing edge has an immediate and pronounced
effect on the flow of ions or water across the
cell membrane, thereby affecting migration di-
rectionality and velocity. Indeed, application of a
hypotonic osmotic shock to the cell leading edge
or a hypertonic osmotic shock to the trailing edge
reverses the direction of cell migration in narrow
channels. It is worth noting that though actin is
dispensable in maintaining directionally persis-
tent confined migration in these cells once the
initial polarization of aquaporins and ion trans-
porters has been established after channel entry,
actin is pivotal for the cells to respond to osmotic
shock and reverse direction by facilitating NHE1
repolarization [52]. This is in contrast to the role
of microtubule in confined migration, where mi-
crotubule disruption with nocodazole drastically
impairs the persistence and velocity of cells pre-
shocked, but only has minor effect post osmotic
shock without affecting NHE1 repolarization.

The osmotic engine model relies on
the polarization of key molecules, such as
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aquaporins, ion channels, and pumps, aided
by the actin cytoskeleton and the geometry of
confined channels, which induce cells into a
longitudinal pill-shaped morphology. Moreover,
mathematical modeling predicts that the water
permeation mechanism is key to migration
inside stiff, narrow microchannels in which
cells experience high hydraulic resistance, which
is related to the extracellular pressure on the
cell (unpublished data). Thus, it remains to be
established whether the osmotic engine model
operates in vivo where tissues and extracellular
matrices are soft, porous, and permeable to water
in all directions. In light of the plasticity of the
different migration mechanisms, it is still unclear
how the osmotic engine model of confined
migration is related or convertible to other
migration mechanisms discussed in previous
sections or whether it represents an auxiliary
mechanism. It is noteworthy that ROCK1, which
phosphorylates myosin light chain, has been
reported to be an upstream activator of NHE1
and could potentially serve as a functional switch
between actomyosin-mediated migration and the
osmotic engine model [76].

The osmotic engine model of migration may
be relevant to cancerous cells which typically
overexpress aquaporins, ion channels, and pumps
[77–79] and can thus uptake and/or expel water
more effectively than their normal counterparts.
If cells cannot uptake water, then they need to
push against a column of water during migration
in stiff, confined microchannels. This so called
barotaxis mechanism was demonstrated for dif-
ferentiated HL60 neutrophil-like cells [80] as
evidenced by the fact that the bulk velocity of
the moving fluid anterior to the cell is identical
to that of moving cells. When HL60 cells en-
counter an asymmetric bifurcation of different
hydraulic resistances, cells tend to follow the
path of lower resistance. The leading edge of
HL60 cells protruding into the lower resistance
channel extends at significantly faster rate than
the other competing edge, eventually causing the
losing edge to retract, thereby precipitating the
final cell decision to the lower resistance channel.
This directional bias becomes more evident as
the hydraulic resistance difference increases to

the point that almost no HL60 cells are able
to enter a dead-end branch where it presents
infinite hydraulic resistance. In marked contrast,
about 20% of MDA-MB-231 breast cancer cells,
which employ the osmotic engine model, enter
the dead-end branch channel (unpublished data).
Taken together, cells, and in particular cancerous
cells, may both push and take up water concur-
rently when moving in stiff, confined channels,
and thus the two mechanisms are not mutually
exclusive. Cells may use hydraulic resistance to
probe the path of least resistance in order to
determine the most efficient path of migration,
and directed flow of water from the osmotic
engine model could serve as additional “fuel” to
facilitate cell translocation.

8.7 Conclusion

Cell migration is a complex process which ne-
cessitates the interplay of various intrinsic and
extrinsic factors. Confinement further contributes
to the complexity of cell migration mechanisms
by providing a physical cue that cells have to
integrate and alter intracellular signaling to en-
sure optimized and efficient cell migration. Re-
cent breakthroughs in bioengineering and micro-
fabrication techniques have provided researchers
with various useful tools to orthogonally control
biochemical and physical inputs and recapitu-
late physiologically relevant microenvironments
encountered in vivo in order to systematically
investigate the effects of physical confinement on
cell signaling and motility. These studies have
provided us with invaluable insights on how
confined cell migration occurs. Several intrinsic
cellular factors, such as actomyosin contractility,
integrin expression, MMP activity, actin, and
microtubules, as well as extrinsic characteris-
tics of surrounding matrix, such as adhesiveness,
porosity, stiffness, elastic property, and osmo-
larity, contribute to this intricate network that
controls the mechanism of confined migration.
Cells choose their preferred mode of migration
depending on the physicochemical properties of
the local microenvironment and the cellular con-
tractile state. Cells display high plasticity and are
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capable of switching from one migration mode
to another with ease. Understanding the mech-
anisms of confined cell migration thus offers
promise for the development of novel therapeutic
strategies that can target the different facets of
cell motility, for diseases arising from dysregu-
lated cell migration like cancer metastasis.
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Abstract

Cell migration is the physical movement of
cells and is responsible for the extensive cel-
lular invasion and metastasis that occur in
high-grade tumors. Motivated by decades of
direct observation of cell migration via light
microscopy, theoretical models have emerged
to capture various aspects of the fundamental
physical phenomena underlying cell migra-
tion. Yet, the motility mechanisms actually
used by tumor cells during invasion are still
poorly understood, as is the role of cellular in-
teractions with the extracellular environment.
In this chapter, we review key physical prin-
ciples of cytoskeletal self-assembly and force
generation, membrane tension, biological ad-
hesion, hydrostatic and osmotic pressures, and
their integration in mathematical models of
cell migration. With the goal of modeling-
driven cancer therapy, we provide examples
to guide oncologists and physical scientists in
developing next-generation models to predict
disease progression and treatment.
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9.1 Introduction: Cell Migration
as a Physical Process

The remarkable physical process of cellular
locomotion, termed migration, is one of
the most extensively studied phenomena in
biology. Throughout the organismal life cycle,
cell migration plays key roles in directing
biological processes from collective migration
that shapes tissues during development, to
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immune cell surveillance and repair mechanisms
that maintain tissue integrity [1, 2]. On the darker
side, pathological invasion and metastasis are
hallmarks of high-grade, invasive tumors [3]
highlighting a critical clinical need for rationally
designed anti-motility therapies. Decades of
studies, fueled by advances in molecular biology
and light microscopy, have contributed to an
extensive “parts list” of molecular components
involved in migration, as well as rich physical
descriptions of cellular mechanics. Despite the
explosion of available experimental data, we
still lack a comprehensive understanding of
mechanisms that guide cell migration.

Abercrombie provided one of the first unified
physical descriptions of cell migration, one he
described as a cyclic process involving distinct
and concurrently executed steps of front protru-
sion, adhesion, contraction, and rear detachment
that lead to forward motion in a polarized cell [4].
These steps form the blueprint for mesenchymal
migration best associated with fibroblasts on 2D
flat substrates, which inspired seminal mathemat-
ical models of cell migration [5, 6]. Protrusion
and contraction are largely driven by dynamic
self-assembly and force-generating properties of
the actin cytoskeleton and myosin motors. Cell
surface adhesion receptors, such as integrins, rec-
ognize specific extracellular matrix (ECM) lig-
ands and are capable of transmitting cytoskeletal
contractile forces to surrounding tissue environ-
ments.

Subsequent works describe a striking plastic-
ity of migration “modes” that can vary by cell
type and tissue context [7], sometimes heighten-
ing or diminishing the role of specific molecular
components. Amoeboid migration of certain im-
mune and cancer cells can persist in the appar-
ent absence of integrin-mediated adhesions [8,
9], possibly through frictional forces exerted on
the extracellular environment [10, 11]. Osmotic
pressure generated by aquaporins or ion pumps
can drive motion for certain tumor cells within
confined channels, even following addition of
actin polymerization inhibitors that stall motion
in other cell types [12]. Despite these appar-
ent exceptions, most migration modes still fit
into the general framework proposed by Aber-

crombie [4], coordinating protrusion that drives
shape change with active force generation to
drive motion relative to the substrate. Driven
by an explosion of cutting-edge imaging tech-
niques and sensitive measurements of cellular
and molecular-scale forces [13], experimental
efforts to dissect these alternative “modes” offer
modelers a rich milieu of physical data for model
development.

Extracellular environmental properties repre-
sent another challenge in understanding physi-
ologically relevant cell migration mechanisms.
Early cell migration studies were typically con-
ducted on flat 2D plastic or glass substrates
that are much stiffer than biological tissues. Pel-
ham and Wang [14] introduced polyacrylamide
gels (PAGs) as a simple approach to provid-
ing cells with a compliant substrate (Young’s
modulus ∼0.1–100 kPa, consistent with biolog-
ical tissues), now a widely used system because
their surfaces can be functionalized with pro-
teins to study ECM effects on cell migration.
(Patho)physiological conditions in which cells
migrate include myriad other factors not repre-
sented in these assays, such as aligned extracellu-
lar matrix fibers [15], shear forces from fluid flow
[16], physically confined spaces between other
cells [17], and other spatially and temporally
varying physical and chemical cues [18]. In re-
sponse to emerging techniques to image migrat-
ing cells in vivo [19, 20] or in vitro engineered
environments that mimic tissue properties [20–
22], models will need to adapt to incorporate and
test these new conditions.

Ultimately, the grand challenge of modeling
cell migration is to develop a general theoret-
ical framework connecting experimental obser-
vations to physical laws that accurately capture
underlying molecular details and environmental
factors, across cell types, and in conditions of
health and disease. The goals of this chapter
are threefold: (1) to examine the basic physical
principles underlying cell migration, (2) to re-
view and critique existing models that incorpo-
rate these principles, and (3) to outline prospects
for adopting cellular-scale modeling to predict
cancer progression and treatment outcomes. The
third point is of paramount importance in treat-
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ing high-grade cancer, as tumor cell invasion
and metastasis are the main cause of mortality
in patients with malignant tumors. The goal of
biophysical modeling in oncology should move
toward accurately predicting patient outcomes
and strive to guide rational design of treatments
that target migration.

9.2 Protrusion, Adhesion,
Contraction, and Beyond:
Integrated Mechanical Steps
of Cell Migration

Mathematical cell migration models have tradi-
tionally been built around the conceptual basis
of coordinated steps of protrusion, adhesion, and
contraction [4, 23]. However, the remarkable
complexity and plasticity of cell migration have
led modelers to diverse physics-based mathemat-
ical expressions for these individual steps. In this
first section, we first separate the three canon-
ical steps and discuss, individually, their math-
ematical implementation using existing models
as examples. We then examine cases of whole-
cell models that can successfully predict cell mi-
gration behaviors. Finally, we provide examples
from a recently developed cell migration simula-
tor (CMS) that can potentially relate to disease
progression or predict therapeutic interventions
in silico. While it is beyond the scope of this
chapter to provide detailed analysis of each and
every model, we aim to clearly and concisely
elucidate these key principles to guide their im-
plementation in physical oncology research and
toward the clinic.

9.2.1 Protrusive Forces and Actin
Self-Assembly

One of the most striking aspects of cell migration
is cells’ ability to adopt a wide range of shapes
and to change direction or overcome obstacles by
extending pseudopods. Existing models of cell
migration have almost universally incorporated
some protrusive mechanism, typically based on
actin self-assembly [24], examples of which are

shown in Fig. 9.1. Experimentally, dynamic actin
is indispensible for most cell migration modes,
with a few apparent exceptions [12]. Adeno-
sine triphosphate (ATP) nucleotide hydrolysis by
actin drives filament assembly, with new sub-
units primarily added at the “barbed” (+)-end
(at rate kon), while depolymerization (at rate koff)
mainly occurs at the “pointed” (−)-end (Fig.
9.1a). The first key step in the canonical model
of fibroblast migration is polarization: the ex-
tension of a lamellipodium in the direction of
forward motion, marking the front of the cell,
while the nucleus and a smaller protrusion mark
the rear [4]. Lamellipodium extension relies on
the formation of a branched actin network (Fig.
9.1b), dependent on nucleation factors, such as
the Arp2/3 complex [25, 26], which arranges
barbed ends in the direction of protrusion, giv-
ing rise to a polarized network. Actin assembly
pushes the plasma membrane forward to create a
thin (100–200 nm) actin-rich sheet at the leading
edge of the cell [27]. Membrane tension (μ)
antagonizes and limits actin network expansion,
providing an opposing force that moves actin
filaments away from the leading edge and toward
the cell body, termed retrograde flow. Actin fil-
aments are disassembled by a variety of mech-
anisms (e.g., depolymerization, breaking, sever-
ing), creating new assembly-competent actin to
fuel network assembly and further leading edge
advance [24].

9.2.2 The Brownian Ratchet Model
for Pushing by Cytoskeletal
Filaments

How does actin polymerization push the lamel-
lipodium forward? Individual actin filaments are
the least rigid component of the cytoskeleton
under compressive load (∼10−26 N/m2 compared
with microtubule ∼10−23 N/m2 bending rigidity
[28]). At first glance, compliant filaments in di-
rect contact with a rigid plasma membrane would
be excluded from adding new actin monomers
to their tips, precluding any sustained pushing
force (Fig. 9.1a). Hill [29] originally proposed a
Brownian ratchet model, where stochastic ther-
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Fig. 9.1 Actin self-assembly and force-generating prop-
erties. (a) Force generation caused by a polymerizing
actin filament against the plasma membrane (i.e., the
“Brownian ratchet” model). Actin monomers (purple)
exchange at both ends of the filament, but kinetic rates
of assembly and disassembly (kon and koff, respectively,
represented by arrows) are biased toward assembly at
the “barbed” end (shown in contact with the plasma
membrane, black) and toward disassembly at the distal
“pointed” end. ATP hydrolysis occurs within the fila-
ment, distal to the tip, and is represented by changes
in color within actin subunits. A dashed circle marks
a possible new subunit addition site at near the plasma
membrane, created by Brownian motion of the mem-
brane and filament tip. Membrane tension (μ) provides
an opposing compressive force on F-actin that resists
polymerization. As new subunits are added, the plasma
membrane is pushed forward at velocity (v), which de-
pends on the membrane tension, association rate constant,

G-actin concentration, and the size of actin monomers.
Formins (cyan) create a “template” to catalyze this linear
assembly in linear, actin-rich structures such as filopodia.
(b) Branched actin networks, such as those nucleated by
Arp2/3 complex in the lamellipodia of migrating cells,
generate forward protrusion of the plasma membrane
in a similar fashion. The branched structure allows the
network to expand both forward and laterally, generating
the sheet-like actin-rich structures. Opposing forces by
membrane tension (μ) lead to retrograde flow of the
actin network (u), frustrating forward protrusion of the
membrane. Myosin II motors (red) cross-link actin fila-
ments and hydrolyze ATP to slide filaments and facilitate
network contraction. The total contractile force (Fmotor)
reflects the summed motor forces and can drive actin
retrograde flow. Actin filament assembly and disassembly
can also generate or relieve stress within the network,
contributing to the total contractile force

mal fluctuations of the filament tip and plasma
membrane can momentarily generate gaps for the
addition of new monomers, essentially creating
a drift in the membrane position. The Brownian
ratchet theory was later elaborated to account for
the filament architectures within cellular protru-
sions [30, 31]. Filament lengthening by subunit
addition biases membrane diffusion in the di-
rection of forward motion, which is powered by
the favorable binding energy for subunit addition.
The pushing force for an individual filament (f0)
thus depends on the free actin monomer con-
centration [M] and kinetic rates of assembly and
disassembly, kon and koff, respectively.

f0 = kBT

δ
ln

(
kon [M]

koff

)

(9.1)

In Eq. 9.1, kB is Boltzmann’s constant, so
kBT = 4.18 pNnm at T = 310 K. If each actin
monomer added protrudes the membrane 2.7 nm,
assuming a free actin concentration of 10 μM and
equal binding and unbinding rates (kon = koff),
Eq. 9.1 predicts a maximal pushing force of
∼3.5 piconewtons (pN) per filament [30, 31].
Dickinson et al. [32] note that larger forces are
potentially attainable via biased diffusion of a nu-
cleotide state-dependent barbed end coupler. Co-
operation between multiple filaments and “load
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sharing” ensures that at least some filaments do
not exceed their stall forces and can still effi-
ciently drive forward protrusion [27, 33]. Using
these principles, the simple Brownian ratchet
explains how filament assembly drives other cell
protrusions, such as the long, parallel, cross-
linked actin bundles that form filopodia [31, 34]
or invadopodia that cancer cells use to penetrate
dense basement membrane structures [35, 36].

9.2.3 Actin Dynamics and Turnover
in Lamellipodial Protrusion

Keratocytes are a particularly well-studied model
for cells migrating with a lamellipodium driven
primarily by actin polymerization-based forces.
Nearly constant leading edge extension rate
across their broad lamellipodium simplifies
analysis of steady-state actin assembly dynamics.
In other cell types, asynchronous leading
edge advance can result from the intermittent
loading dynamics of adhesive substrate coupling
[37, 38] (see Sects. 9.4.3, 9.4.4 and 9.4.5
for more details on modeling adhesions).
Mathematical modeling of actin turnover within
the keratocyte lamellipodium [33] illuminates a
fundamental relationship between the numbers
of actin ends involved in leading edge force
production, membrane tension, and steady-
state actin assembly and disassembly kinetics.
Their ordinary differential equation (ODE)
model found that protrusion rate has a biphasic
dependence on filament number, meaning
an intermediate number of force-producing
filaments yields the fastest migration speed for a
given membrane tension resistance. Cells having
too few filaments generate insufficient pushing
force, while having too many filaments depletes
the available actin pool and stalls forward
motion. Although their model does not explicitly
consider substrate force transmission, it does
quantitatively describe fundamental principles
that generally apply to actin-based structures
within in cell protrusions.

9.3 Contractile Forces
and Cytoplasmic Flows

The actin cytoskeleton also generates contractile
forces, which are the typical molecular source
of the traction forces that motile cells gener-
ate on their environment. Actin filaments and
myosin II motors form a dynamic, cross-linked,
viscoelastic gel, while ATP consumption by these
elements provides a driving force for gel com-
paction [39–41]. These types of actin gels, such
as the actin layer that gives rigidity to the cortex,
tend to have moduli in the ∼kPa range [41, 42].
Dubbed “active gels,” these systems are fun-
damentally out of thermodynamic equilibrium
due to the conversion of chemical energy into
mechanical force that can generate cytoplasmic
flows within the cell [40, 43]. Actin filament
depolymerization distal to the leading edge is
sufficient to generate retrograde flow (Fig. 9.1b),
although in most cell types myosin II motor
forces are also involved in sustaining flows [44,
45]. Each actin filament [31, 46] or myosin II
motor [47] can generate a few piconewtons (pN)
of force, the net sum of which is the stall force
(Fstall) of the cell. Estimates of ∼104–105 myosin
II motors per cell are consistent with maximum
cellular outputs of 10–100 nanonewtons (n) for
adherent cells [14, 48].

9.3.1 Actomyosin Force-Velocity
Relationships

Actin flows are a highly conserved feature
between different organisms and cell types
and between the various “modes” of migration
[49]. For well-adherent mesenchymal cells, actin
retrograde flows can establish significant (∼102–
103 Pa) traction stresses on the extracellular
environment [44, 50]. The specific properties
of adhesions and mathematical models for their
behavior are described in greater detail later in
this chapter (Sect. 9.4). Even in the absence of
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specific adhesion complexes (characteristic of
amoeboid migration), cortical actin flows can
generate non-specific frictional forces on the
extracellular environment to drive motion [10,
51]. Simultaneous measurements of traction
and F-actin flow in cells demonstrate a clear
inverse relationship between the two [37, 50, 52],
which is explicitly assumed by some models
of traction force generation [37]. A typical
expression is based on the original Hill equation
for contraction of a muscle under tension
[53], Eq. 9.2.

v = vmotor

(

1 − Fsub

nmotorFmotor

)

(9.2)

In Eq. 9.2, the force transmitted to the
substrate (Fsub) opposes the total cell stall
force, here contributed by nmotor individual
myosin II motors, each generating Fmotor

stall force [47]. This slows flow from its
maximal velocity (vmotor), typically ∼100 nm/s
for both actin polymerization and myosin II
motors sliding filament actin bundles [30, 54].
This relationship assumes the actin filaments
and myosin motors are rigid, a reasonable
assumption for individual actin filaments
given tensile strength measurements in the
hundreds of pN [55]. Force-velocity relationships
have been experimentally observed for both
actin polymerization [30, 32] and myosin
II motors working against an opposing load
[54, 56, 57].

9.3.2 Actin Flows Antagonize
Protrusion to Produce Cell
Shapes

A combination of actin polymerization and actin
flows are sufficient to drive large-scale rearrange-
ment of cell shape, leading to polarized migra-
tion. Returning to the highly motile keratocyte
model system, Barnhart et al. [58] developed
a moveable cell boundary model using partial

differential equations (PDE) where the velocities
of points along the cell outline are determined
by the difference between actin protrusion and
retrograde flow. If protrusion is faster than retro-
grade flow at a given point, the cell will elongate
in that direction, while if the reverse is true,
retraction occurs. Interestingly, and consistent
with their experimental measurements, the ability
of a cell to establish polarity depended on the
degree of adhesion to the substrate, here modeled
as frictional drag on the surface for a variable
density of adhesion sites. At low adhesion levels,
cells were round and contained fast flowing actin.
Flows were drastically slower when adhesion
levels were high, and cells stalled on the ad-
hesive surface. At intermediate adhesion levels,
polarity and migration recovered, demonstrat-
ing that establishment of stable cell protrusions
requires a balance between polymerization and
flow, with adhesion serving as a coupler between
them. In a similar fashion, highly contractile
epithelial cells, which are typically nonpolar and
immobile, can undergo spontaneous symmetry
breaking upon inhibition of myosin II [59]. In
these cells, myosin II immobilizes actin in cir-
cumferential bundles around the cell and sup-
presses spontaneous polarization. Relaxing the
bundles by inhibiting myosin II frees actin to
self-assemble into protrusive networks and es-
tablishes polarity and movement, consistent with
a model requiring a balance between contractile
forces and protrusion. Other models, such as by
Satulovsky et al. [60], generate simulated cells
that protrude and retract in response to locally ex-
citable protrusion (i.e., actin polymerization) and
global retraction signals (i.e., retrograde flow).
Although their model does not incorporate any
mechanism of direct force generation, it shows
that these competing signals can drive a wide
range of cell shape changes, including the dis-
parate morphologies of keratocytes and neurons,
with a limited number of parameters. Thus, actin
flows and their relation to actin assembly and
protrusive forces emerge with key functions in
shaping cells and guiding migration.
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9.3.3 Actin Flows Reinforce Polarity
in Persistent Migration

Robust actin flows also establish persistent
fast migration in highly polarized amoeboid
cells [51, 61, 62]. Maiuri et al. [61] identified
a power law relationship between actin flow
speed and protrusion lifetime, which was
consistent between a wide array of cell types
and environments. Their diffusion-convection-
reaction model quantitatively predicts intracel-
lular gradients of actin-binding factors (such as
myosin II) that are established by actin retrograde
flows and illustrates a close relationship between
polarity and migration. Actin flows emerge
as a major determinant of protrusion lifetime
(τ), which enables a switch between slow
“random” and fast “persistent” trajectories,
as well as an “intermediate” phenotype that
stochastically switches between the two.
Although the Maiuri et al. model replicates an
important relationship involved in determining
cell migration behaviors, and can replicate
both in vitro and in vivo cell tracking results
with only two tunable parameters (the actin
flow speed and polarity factor concentration),
it does not consider force transmission to
the substrate, an important determinant of
cells’ ability to sense environmental stiffness
(Sect. 9.4).

Poorly adhesive environments with a high de-
gree of mechanical confinement promote sponta-
neous polarization and fast migration in a manner
that depends on myosin II activity [51]. This
is thought to be due to fluctuations in binding
and unbinding of myosin II to cortical actin,
which may weaken the cortex and lead to the
establishment of large bleb or membrane disten-
sion [63] driven by intracellular pressure (Sect.
9.5). Spontaneous polarization in this so-called
“leader bleb” migration was also likelier for cer-
tain immune cells and transformed cells, com-
pared to their healthy counterparts [51], sug-
gesting a conserved motility mode that may be
activated by high myosin II activity under certain
tumor conditions. Ruprecht et al. [62] similarly
demonstrated that high myosin II activity and
anisotropic tension within the cortex are suffi-

cient to initiate and maintain polarization in zebra
fish germ line cells, suggesting this phenotype
may also occur for cells in specific stages of
development.

9.4 Adhesive Bonds and Force
Transmission
to the Substrate

Force transmission to the ECM is the final step
in the canonical model of cell migration. Many
migrating cells transmit actomyosin forces to the
substrate through adhesion receptors that recog-
nize and reversibly bind specific ECM compo-
nents [64, 65]. Cells express a wide variety of
adhesion receptors, such as integrins, cadherins,
and other membrane-spanning molecules such as
CD44, each of which bind to specific ECM lig-
ands or other cells [65–68]. Adhesion receptors
are key components for their roles in coupling
actin dynamics that control protrusion (Sect. 9.2)
and contraction (Sect. 9.3) to motion via traction
forces on the substrate (Fig. 9.2a). Traction stress
and strain energy output may also depend on
cell size and geometry, which is captured by
continuum models that forego modeling individ-
ual adhesion dynamics [70]. Because ECM com-
position and cell adhesion receptor expression
may change in cancer [71], we now focus on
principles of molecular-scale adhesion dynamics
that enable cells to tune their responses to envi-
ronmental mechanical and chemical factors.

Integrin-containing focal adhesions are by
far the best-characterized type of adhesion
complexes formed by adherent cells and contain
well over 100 distinct proteins involved in
signaling and force transmission [72]. Integrins
are transmembrane proteins that form αβ

heterodimers, each of which recognizes a specific
extracellular matrix ligand; in humans, there
are 18 α isoforms and 8 β isoforms with
many functionally redundant combinations that
bind similar ligands [64]. Integrin intracellular
domains engage actin filaments through adaptor
proteins such as talin, α-actinin, and vinculin, en-
abling transmission of actomyosin-based forces
to the extracellular environment [65, 73, 74].
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For different adhesion receptors, such as CD44,
the adaptor protein role of talin and vinculin in
linking to the cytoskeleton may involve other
molecular players such as ezrin/radixin/moesin
(ERM) proteins [68]. Bonds formed between the
ECM, integrins, adaptors, and actin filaments
are highly dynamic (Fig. 9.2b), and the kinetics
of bond association and dissociation are strongly
force-dependent [18]. Notably, different integrins
may bind their ligands with different kinetics,
which can affect traction force outputs in
environments of varying stiffness [75]. This
stiffness sensing by dynamic adhesions regulates
important biological functions, such as stem cell
differentiation [76], tumor cell proliferation [77],
transcription factor nuclear localization [78],
and, this chapter’s primary focus, cell migration
[79].

9.4.1 Slip Bonds

To a first approximation, the binding rate be-
tween adaptor proteins and actin filaments (al-
ternatively, adhesion receptors and their ECM
ligands) can be considered first-order reactions,
since they are in close proximity within the fo-
cal adhesion complex or the cell-substrate inter-
face. Unbinding events occur with increasing fre-
quency as actin retrograde flow builds forces on
individual bonds. Early models of cell adhesion

[69] refer to a so-called “slip bond” behavior
(Fig. 9.2c) in which the force on a particular bond
(F) scales a basal off-rate for the slip bond (koff,s).

koff = koff,se

(

F
/

Fbond,s

)

(9.3)

Equation 9.3 predicts that the slip bond disso-
ciation frequency increases with increasing load,
while the property Fbond,s is the characteristic
scaling force for the slip bond. Slip bonds pro-
vide a straightforward example of force-bearing
linkages that dissociate under a few pN of load,
such as the bond between fibronectin and αvβ3

integrin [80].

9.4.2 Catch-Slip Bonds

Other bonds exhibit “catch-slip bond” behavior,
where longest lifetimes occur at an intermediate
force (Fig. 9.2c). The “catch” term refers to
the weak association between a receptor and its
ligand at low force, which strengthens as force
increases. At higher forces, the bond functions as
a slip bond, and detachment becomes more likely
with increasing force. Integrins [75, 78, 81], the
cadherin-catenin complex [82], and other types
of adhesion molecules [83, 84] display catch-
slip bond behavior under certain conditions.
Bond lifetimes measured in vitro between

�
Fig. 9.2 (continued) the F-actin network by myosin II
motors drive retrograde flow of F-actin inward, toward
the cell nucleus, where nucleus-cytoskeleton linking com-
plexes (yellow) provide mechanical continuity within the
cell to allow connection to other protrusions (not shown).
Distal to the leading edge, F-actin network disassem-
bly occurs as described in Fig. 9.1b. Adhesion com-
plexes (molecular clutches) are transmembrane structures
(green), which transiently bind both F-actin and the ECM
and can transmit traction forces on the extracellular ma-
trix through their extension (orange springs) by retro-
grade flow. Adhesions that are not bound to actin (gray
springs) do not contribute to the traction force. Adhesions
are considered molecular “clutches” (b), which undergo
force-dependent cycles of binding and unbinding. An
unbound adhesion (i) is shown disconnected from the
F-actin bundle but bound to the ECM. When unbound,
force on the clutch (Fclutch) and traction force on the

substrate (Fsubstrate, gray spring) are both zero. When
the clutch binds at rate kbind, (ii) retrograde flow (vflow)
extends the bound clutch (Δx), increasing the force on
the clutch and force transmitted to the substrate. As force
builds (iii), clutch unbinding (kunbind) becomes increas-
ingly likely, relaxing the load on the clutch and substrate.
For an ensemble of clutches, as in an adhesion complex,
cooperative behaviors may arise to increase the total
force and effective bond lifetime of force transmission.
(c) Molecular clutch binding lifetimes may follow any
of several force-dependent behaviors: for “slip bonds”
(blue line), unbinding becomes exponentially more likely
with increasing load (a.k.a. Bell’s law [69]), while for
“catch-slip bonds” (red line), peak lifetimes occur at an
intermediate force, while detachment is faster for lower
or higher forces. Slip bonds and catch-slip bonds were
modeled using Eqs. 9.3 and 9.4, respectively
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α5β1-integrin and fibronectin-binding domain
peak at applied loads of 20–30 pN [81], easily
within range of the forces observed at individual
focal adhesions using molecular tension sensors
[85, 86]. Catch-slip bond dissociation rates are
typically modeled using a two-exponential model
(Eq. 9.4) that includes the slip bond behavior (Eq.
9.3), plus an additional off-rate constant (koff,c)
and bond force (Fbond,c) for the catch behavior.

koff =

koff, se

(

F
/

Fbond,s

)

+ koff, ce

(−F
/

Fbond,c

)

(9.4)

Other models that describe more detailed mul-
tistep kinetic models defined by transition prob-
abilities between different bound states are dis-
cussed elsewhere [83, 87]. Note that the catch-
slip model introduces two additional parameters
beyond the slip bond model, so unless there
is evidence of catch bond behavior in a given
system, adhesion bonds are most simply modeled
as slip bonds.

9.4.3 The Molecular Clutch
Hypothesis and Stiffness
Sensing

The “molecular clutch” hypothesis is an
established model for cell force transmission
through dynamic adhesion complexes to the
underlying substrate [88]. From a modeling
perspective, individual clutches encompass
the entire force-transmitting linkage that can
engage both actin and the extracellular matrix.
Bound clutches transmit force to the substrate,
slowing actin retrograde flow, and permitting
actin polymerization that can drive leading edge
protrusion (Fig. 9.2). Modeling clutches as elastic
springs connected to a deformable substrate (also
modeled as an elastic spring), and employing a
stochastic simulation algorithm (SSA) to model
clutch binding through slip bonds (Eq. 9.4),
the model of Chan and Odde [37] predicted an
inverse relationship between actin retrograde
flow velocity and traction forces in neuron
growth cone filopodia (Fig. 9.3a). Resistance
from the compliant substrate opposes the motor
forces, slowing actin retrograde flow (Eq. 9.2)
and increasing the unbinding rate for individual
clutches (Eqs. 9.4 or 9.5).

�
Fig. 9.3 (continued) on a soft ECM, leading to fast actin
retrograde flow (u ≈ umax) that limits leading edge ad-
vancement and spreading. Clutch bonds tend to fail spon-
taneously even at low load, relieving mechanical strain
energy and frustrating the system’s ability to achieve
high force transmission. (ii) ECM of intermediate stiffness
enables enough time to engage nearly all the clutches to
achieve load sharing between clutches, so they can sustain
larger traction forces as an ensemble before unbinding.
As the last few clutches engage, the forces become large
enough to cause a cascade of bond failure, a “load and
fail” dynamic that can cycle indefinitely. Overall, the
load sharing between clutches before failure slows actin
retrograde flow (u < umax), permits leading edge advance,
and averages high force transmission. The location of this
regime defines the “optimal stiffness” and depends on
simulation parameters, especially numbers of motors and
molecular clutches [89]. (iii) On stiff ECM, clutches build
forces faster than the ensemble binding time, causing indi-
vidual bound clutches to quickly detach, typically before
other clutches can even engage to share the load. The
resultant traction forces are low, and retrograde flow speed

is near its unloaded velocity (u ≈ umax). (b) Simulation
predictions of traction forces and actin retrograde flow
speed from the motor-clutch model using a previously
described parameter set [89] highlighting regimes of “fric-
tional slippage” (i, iii) and the “optimum stiffness” (ii).
(c) A mechanism for adhesion reinforcement that can be
triggered on stiff substrates and is mediated by competing
kinetic rates of clutch unbinding and talin unfolding, as
described previously [78]. Clutch unbinding rates (kunbind)
are governed by catch-slip bond behavior (Eq. 9.4), while
talin unfolding (kunfold) occurs as a slip bond (Eq. 9.3).
Force on an individual clutch that exceeds a threshold
force (yellow star) can trigger talin unfolding, which
recruits additional clutch components to the complex.
This permits larger traction forces on stiff substrates and
a monotonically rising traction force as a function of
substrate stiffness. If clutch unbinding occurs faster than
talin unfolding, no new clutch components are added,
and traction forces decrease on stiff substrates, giving
the biphasic dependence of traction forces on substrate
stiffness, with an optimum at intermediate level
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The stochastic motor-clutch model predicts a
biphasic response to substrate stiffness, with an
“optimum” defined by maximal force generation
(and minimum retrograde flow) at intermediate
values (Fig. 9.3b). At the optimum stiffness,
determined by model operating parameters [90],
cells exhibit “load and fail” dynamics where
the clutch ensemble loading time is sufficient
to generate significant load before the clutches
unbind and the substrate relaxes. This prediction
is consistent with experimental measurements
of fluctuating traction forces on compliant hy-
drogels [37, 91]. Inefficient force transmission
and recovery of faster actin retrograde flows
occurs on both softer and stiffer substrates. Soft
substrates deform significantly when loaded, but
clutch unbinding occurs at low forces, dissipating
stored elastic strain energy and frustrating the
buildup of high traction forces. Stiff substrates
quickly build large forces on bound clutches,
which detach before other clutches can engage to
share the load, reducing overall force transmis-
sion. Both cases are termed “frictional slippage”
as dissipated force allows actin retrograde flow
speed to recover [89]. The optimum represents a
“sweet spot” in between these extremes, where
the compliant substrate affords sufficient time
to engage all of the clutches yet is sufficiently
stiff that they do not spontaneously disengage at
low load. Solving a set of ordinary differential
equations (ODE) defined by a chemical master
equation, Bangasser and Odde [90] defined a
critical number (Ncr) that defines the optimal
stiffness (κ sub,opt) for given model parameters.

Ncr = κsub

κsub,opt
= κsubvmotor ln(n)

Fmotorkn
. (9.5)

In Eq. 9.5, n refers to the number of mo-
tors and clutches, k is the clutch binding rate
constant, Fmotor is the motor stall force, and
vmotor is the maximum motor velocity in the
absence of load (Eq. 9.3). Equation 9.5 is valid
assuming (i) motor and clutch numbers are ap-
proximately equal (nmotor ≈ nclutch), (ii) clutch
binding rate exceeds the basal unbinding rate
(kon ≈ 10koff), and (iii) force-dependent clutch
unbinding as slip bonds (Eq. 9.4). Dimensionless

analysis provides a way to quickly estimate cell
responses to stiffness given their operating pa-
rameters. When Ncr ≈ 1, cells are in the “load
and fail” regime near the optimum, while Ncr <<
1 and Ncr >> 1 are the regimes of “frictional
slippage” on softer or stiffer substrates. Ban-
gasser et al. [89] posited that this principle could
explain differences in stiffness-sensitive traction
force and cell migration trends among various
cell lines; they would each have a different op-
timal stiffness as defined by the parameters in
Eq. 9.5. This was experimentally confirmed in
glioma cells where partial pharmacological in-
hibition of myosin II motors and RGD-binding
integrins reduced the optimal stiffness for mi-
gration [79]. Other simple modifications to the
versatile motor-clutch model framework enable
theoretical studies of cell spreading dynamics on
viscoelastic substrates [92] or ECM fiber assem-
bly within tissues [93].

Other models have relied on a similar me-
chanical framework to the motor-clutch model.
Li et al. [87] simulated a multilayer adhesion with
an immobile layer of springs representing extra-
cellular matrix ligands and intermediate layers
that connect to a sliding actin filament bundle.
Transient bonds within these intermediate layers
reflect the observation that shearing can occur for
intermediary molecules within the adhesion, as
well as the adhesion receptor-ligand or adaptor-
actin interfaces [73, 94]. Their model faithfully
replicates the biphasic force-velocity relationship
observed experimentally within adhesions [50]
without requiring an empirical force-velocity re-
lationship (Eq. 9.2). Tunable spring stiffness for
each of the adhesion layers enables them to test
stiffness dependence of traction forces.

9.4.4 Stick-and-Slip and Frictional
Adhesion Dynamics

Other approaches to modeling the ensemble be-
havior of adhesions include “stick slip” dynam-
ics. Sabass and Schwarz [95] modeled adhesions
as a force balance between an actomyosin driving
force (e.g., retrograde flow), intracellular viscous
friction, and elastic resistance from adhesion re-
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ceptors that are bound to the substrate. Using
a master equation approach to model bond dy-
namics, their model replicates a biphasic force-
velocity relationship, as well as an interesting
strong dependence on intracellular friction. In the
low friction case (short relaxation times), indi-
vidual bond failures can trigger cascades within
the adhesion leading to “stick-and-slip” behav-
iors that report fluctuating traction forces, rem-
iniscent of “load and fail” dynamics [37, 91].
For longer viscous relaxation times, the adhesion
generates constant forces, essentially functioning
as a frictional element. Wolgemuth [38] coupled
a contractile stress to stick-and-slip adhesions
to reproduce regimes of persistent growth or
periodic retraction, concomitant with periodic
fluctuations in the concentration of a contractile
chemical species within the protrusion. Sacri-
ficing detailed binding and unbinding kinetics
of individual clutches can also save computa-
tional time for models to incorporate dynamics
of molecular signaling pathways. As an example,
Welf et al. [96] incorporated Rac GTPase-based
actin protrusion and myosin II activation from
engaged clutches to capture fluctuating leading
edge advance during force generation.

9.4.5 Force-Dependent Adhesion
Reinforcement

Adhesion-based models discussed to this point
have assumed that adhesions are a constant size,
focusing instead on the efficiency of force trans-
mission under a range of conditions [37, 87, 95]
or on the spatial distribution of forces within
adhesions [97]. Migrating cells have dynamic ad-
hesions that first appear as nascent focal contacts
near the leading edge, assembling and elongat-
ing under the cell as they transmit force and
disassembling at the rear to permit motion of
the cell body [98]. This maturation process is
highly force-dependent, both on internal acto-
myosin forces and on mechanical resistance from
stiff substrates [99–101].

Models often either set a force threshold for
the individual bonds [102] or an energetic barrier
to the addition of new components that is reduced

by applied load [103, 104]. Cao et al. [104]
modeled a force-generating actomyosin network
(actuator in parallel with a spring) coupled to the
nucleus at one end and an adhesion plaque at
the other. Actomyosin force feedback, as well as
tension within the adhesion structure, determines
the flux of adhesion components that regulates
adhesion length by reducing the energetic bar-
rier for addition. Although their model does not
consider adhesion protein binding and unbinding
kinetics (individual adhesions are simply added
or lost from the plaque), it does successfully
capture tension-dependent dynamics of the ad-
hesion life cycle and the observation of larger
adhesions on stiff matrices and for cells that
generate large contractile forces. Interestingly,
they also predict that either stiffer nuclei or stiffer
ECM will increase the number and size of ad-
hesions by decreasing the energetic barrier for
nucleation.

What molecular mechanisms enable adhe-
sions to sense and grow in response to substrate
stiffness? Many adhesion components inside the
cell are directly subject to mechanical forces,
so force-feedback mechanisms may function by
driving tension-dependent protein conformation
changes that mechanically strengthen adhesion
components or activate intracellular signaling
networks [18]. By adapting the properties of
the adhesion as substrate resistance builds,
traction forces may rise linearly with increasing
substrate stiffness, as observed experimentally
[78, 105], contrary to the “optimum stiffness”
prediction of the motor-clutch model [89].
Although, it is important to note that there
may still exist an optimum at higher stiffness
than is typically examined in experiments
[48]. Recent measurements of forces across
integrin-containing focal adhesions clearly
indicate nonuniform loads across single integrins
within focal adhesions, with most individuals
experiencing loads within a 1–10 pN range [85],
while forces up to 40 pN have been reported [86,
106]. Nonuniform loading is expected within a
retrograde flow-driven system [37], so models
often assume that individual bound clutches
contribute to a reinforcement signal once forces
build past a defined threshold [48, 75, 78].
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Elosegui-Artola et al. [78] extended the
motor-clutch model [37] to include force-
dependent recruitment of adhesion components.
Their model features fibronectin-binding
integrins that exhibit catch-slip bond behavior
(Eq. 9.5) and transfer load to talin molecules
within adhesions as they are stretched. The
probability of talin unfolding is modeled as a slip
bond (Eq. 9.4) that can unfold above a certain
threshold force, determined in vitro for vinculin
head binding to cryptic binding sites [107].
Unfolding signals the recruitment of additional
integrins to the adhesion, effectively increasing
the binding rate between integrin and fibronectin
(e.g., kbind between integrin and ECM, Fig. 9.2b).
Consequently, traction force monotonically
increases on stiff substrates. Eliminating the
recruitment mechanism mediates the switch
to biphasic traction and flow (Fig. 9.3c).
Importantly, Elosegui-Artola et al. went on to
experimentally confirm monotonically increasing
traction forces as a function of substrate stiffness
in the presence of talin-mediated reinforcement
and the reversion to biphasic behavior in
talin-depleted cells [78]. This behavior switch
also coincided with nuclear recruitment of
YAP transcription factor, suggesting Elosegui-
Artola et al.’s results underlie a fundamental
mechanosensitive signaling mechanism that
regulates gene expression.

9.5 Under Pressure: Cells
Migrating in Conditions
of Mechanical Confinement

Although principles outlined in previous sec-
tions form the basis for the canonical model of
cell migration, there are many context-dependent
phenomena that may contribute to cell migration
mechanics. For example, actin polymerization is
not the only way cells can generate protrusive
forces to migrate, and some cell types can mi-
grate even in the absence of apparent filamentous
actin structures following treatment with drugs
that inhibit actin self-assembly [12]. Hydrostatic
pressure within the cell can generate protrusion
of membrane blebs around weak points in the
actin cortex (Fig. 9.4a) leading to hyper polarized
migration driven by robust cortical actin flows
(Sect. 9.3) observed in confined, weakly adhesive
environments (Fig. 9.4b). We next present three
examples of how models could incorporate phys-
ical phenomena observed in migrating cells.

9.5.1 Blebs and Pressure-Driven
Membrane Extension

Tozluoğlu et al. [108] model the plasma mem-
brane as an elastic layer connected to a viscoelas-
tic actin cortex. Changes in intracellular hydro-

�

Fig. 9.4 (continued) feedback mechanism enhances fluc-
tuations in cortical tension within blebs, leading to the
establishment of fast cortical actin flows (ucortex) and
actin density gradient that are reinforced by actin turnover
within the bleb. Anisotropic cortex tension, due to the
polarized distribution of actin filaments, is required to
initiate this symmetry breaking mechanism. (c) Intracel-
lular pressure can also drive cellular protrusion in dense
ECM conditions that mechanically confines the nucleus,
known as the “nuclear piston” hypothesis [109]. When
the nucleus occludes a pore, actin-myosin contraction can
increase Pcell in the isolated front of the cell, fueling
pressure-driven extension of the cell front into gaps in
the ECM. Pcell remains low in the cell rear. If nucleus-
cytoskeleton linkages (yellow) are disrupted, the piston

mechanism is not activated, since weak nuclear anchoring
can allow pressures to equilibrate between the two com-
partments. This provides an alternative, pressure-based
mode of protrusion that can supplement actin polymeriza-
tion under these confinement conditions. (d) Schematic of
cell migration in confined channels driven by intracellular
osmotic and hydrostatic pressures, as described by an
osmotic engine model [12]. A polarized distribution of
ion pumps establishes ion fluxes on the leading (Jin) and
trailing (Jout) ends of the cell. This creates an osmotic
pressure change (�π ion) and hydrostatic pressure change
(�Pcell) between the leading and trailing edges of the
cell that pushes the leading membrane forward. Friction
between flowing cytoplasm, cell cortex, and channel wall
enables force transmission and forward motion of the cell
within the channel
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Fig. 9.4 Pressure-driven modes of cell protrusion and
migration in conditions of high contractile forces or
mechanical confinement. (a) Schematic of the mechanical
process of bleb formation, featuring a viscoelastic actin
cortex (shaded purple) coupled to an elastic membrane
(gray), based on a hybrid agent-based/finite element
model (FEM) of cell migration [108]. Intracellular
pressure (Pcell) at weak points in the cortex-membrane
cohesion can cause the membrane to delaminate, driving

protrusion by membrane blebs. Blebs are limited by
membrane elasticity and retract when the actin-myosin
cortex reforms. This mechanism is distinct from actin-
based protrusions, which contain an intact cortex layer
during the process of elongation and/or adherence to the
ECM. (b) Spontaneous “stable bleb” protrusion can drive
cells toward highly polarized migration, as previously
described using FEM [62]. An actin-myosin force
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static pressure and cortical tension allow their
model to capture the rapid expansion and slow
retraction dynamics of blebs under conditions
such as high contraction forces or weak cortical
engagement (Fig. 9.4a). This approach faithfully
replicates shapes of migrating cancer cells im-
aged using intravital imaging and enables them
to infer regimes where protrusive steps in mi-
gration are dominated by either actin-based pro-
trusions (Fig. 9.1) or pressure-based (blebbing)
motility (Fig. 9.4b). The latter primarily occurs
when the membrane layer (elastic spring) delam-
inates from the viscoelastic cortex (modeled as
a Kelvin-Voigt spring and dashpot), leading to
rapid expansion into gaps between ECM fibers
(which they explicitly include in their model, but
are not pictured in the schematic in Fig. 9.4a,
b). One critique of their model, however, is that
the two-layer cortex fails to include robust actin
flows (Fig. 9.4b) that are often observed in highly
polarized, fast migrating cells [51, 61, 62].

Intracellular pressure also plays a role in pro-
trusion dynamics even within strongly adhesive
environments, such as dense extracellular matrix.
In these environments, the ECM is typically
quite dense, forcing cells to squeeze through
constrained pores; the largest dimension in
these spaces can be ∼1 μm or less [21]. When
the nucleus occludes a pore smaller than its
dimension (typically ∼5 μm), protrusions can
become pressurized by actomyosin contraction,
driving fast leading edge extension into the
extracellular space [109]. This “nuclear piston”
mechanism depends on nucleus-cytoskeleton
linkages, substrate adhesion, and actomyosin
force generation [110] and provides cells moving
through confined ECM pores with another means
of driving fast leading edge propulsion. Although
the nuclear piston has not yet been incorporated
into mathematical models of cell migration,
pressure-driven protrusions could be modeled
alongside actin dynamics by reducing the stall
force on polymerizing filaments, contributing
an additional protrusive force to leading edge
extension [111].

9.5.2 Confined Migration Driven
by Osmotic Pressure

Cells are also quite sensitive to influences
from osmotic pressures generated by ion
species in their environment. Stroka et al. [12]
demonstrated that tumor cells in narrow (30 μm2)
microfabricated channels were insensitive to
myosin II and actin polymerization inhibitors that
block migration on 2D substrates and in wider
channels, but disruption of aquaporins or ion
channels slowed migration. In their model (the
Osmotic Engine Model), a polarized distribution
of ion pumps drives a net inward water and ion
flux (Jin) at the cell front and a net outward
flux (Jout) at the rear through semipermeable
cell membranes (Fig. 9.4d). Water and ion
fluxes drive osmotic and hydrostatic pressure
gradients within the cell, pushing the membrane
forward, while viscous friction between the
cortex and cytoplasm and between the cortex
and channel walls resists forward motion
within the channel. The Osmotic Engine Model
quantitatively predicts cell velocity responses to
osmotic pressure changes on either the leading
or trailing edge of the cell, demonstrating a
possible heightened role of osmotic pressure-
driven tumor cell migration in dense tissues.
Two major caveats to the Osmotic Engine
Model are that (1) model predictions were only
tested on cells experiencing a high degree of
confinement in vitro in devices fabricated from
(stiff) elastomer materials, and (2) this type of
pressure-driven migration mode may only apply
to certain tumor cell types with high expression
levels of certain ion pumps. The model also
does not incorporate principles of actomyosin-
based forces that cells often use. Combined with
other models that incorporate actin, myosin,
and adhesions, the Osmotic Engine Model may
provide an asymmetry in forces on the plasma
membrane, leading to reduced compression on
actin filament barbed ends at the leading edge
relative to the trailing edge and concomitant net
asymmetry in actin assembly.
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9.5.3 Mechanical Roles of the Cell
Nucleus

The nucleus is the largest organelle in the cell;
it is relatively stiff (1–10 kPa) and can experi-
ence viscoplastic deformation, all of which may
present a steric challenge for cells in dense tissue
environments. As such, the nucleus impedes cell
migration through constricted pores, and passage
times depend on nuclear mechanical properties
[112, 113]. Cells can adopt a range of pushing
and pulling mechanisms to move the nucleus,
typically involving actin-myosin pushing forces
[17], large traction forces within leading pro-
trusions [48], internal microtubule motor-based
forces [114], or by using actin polymerization
to drive nuclear shape changes [115]. Cao et al.
[116] coupled a contractile cell cytoskeleton to a
deformable nucleus in order to simulate nuclear
deformation during transmigration through a stiff
endothelial barrier, as may occur during metasta-
sis. They model the nucleus as a thin elastic shell
filled with poroelastic material, which reproduces
mechanical stresses and plastic deformations ob-
served in experiments, while ECM stiffness and
pore size emerged as major determinants of trans-
migration efficiency. Similar models apply finite
element modeling (FEM) to create a cell consist-
ing of two viscoelastic layers (nucleus and cy-
toplasm) and generates cyclic contractile forces
to replicate the stresses involved in deforming
the nucleus and cytoskeleton as it enters a rigid-
walled microchannel [117]. Coupled to other
models of cell migration, nuclear forces could
also be modeled as potential energy barriers that
contribute resistive forces to cell motion, in order
to replicate the mechanical challenge of over-
coming tissue barriers.

9.6 Whole-Cell Migration
Models: Force-Balances
and Motion

While many models, such as the motor-clutch
model, describe only one part of a cell, such as a
lamellipodial or filopodial protrusion (Sect. 9.2),
or the force dynamics of a single focal adhesion

complex (Sect. 9.4), more generally we seek to
develop models that capture whole-cell dynamics
during migration. We define whole-cell models
as those that integrate physical principles of force
balances and mass conservation to facilitate mo-
tion, and we review a few key examples of such
below.

9.6.1 Adhesiveness Defines
Biphasic Cell Velocity

Seminal modeling work by DiMilla et al. [6]
coupled intracellular transport and recycling of
adhesion receptors that enforce polarity to a me-
chanical model of a cell moving in 1D on an
adhesive substrate (Fig. 9.5a). Their simulated
cell consisted of several mechanical elements,
each containing force-generating elements cou-
pled to a viscoelastic cytoskeleton, which under-
goes force generation cycles. Each mechanical
element was also coupled to a set of adhesion
receptors modeled as elastic springs with an in-
trinsic stiffness. Receptor binding is at equilib-
rium (constant traction force) because the bind-
ing and unbinding times are small compared to
the cycle time for force generation. Asymmetric
receptor number at the cell front and rear gives
rise to motion (an implied polarization of the
cell) and enables calculation of cell velocity for
varying quantities such as traction force or ad-
hesive ligand concentration. A transport model
for adhesion receptor endocytosis and trafficking
maintains cell polarization.

Although their model assumes an infinitely
stiff substrate, implied polarity, and uses aver-
aging behavior of adhesion dynamics (ignoring
the contributions of individual bonds), they are
still able to make several important predictions of
cell behaviors. Notably, their model reproduces
an experimentally observed biphasic relationship
between cell speed and adhesive ligand concen-
tration ([L], termed “adhesiveness”) for a given
contractile force output by the cell [118, 119].
Cells in poorly adhesive environments (low [L])
migrate slowly, since the few available bonds
insufficiently support traction forces. Cell mi-
gration is also slow in strongly adhesive envi-



176 L. S. Prahl and D. J. Odde

A

B

Actin
assembly, kon  

Disassembly,
koff 

Cytoskeletal
compliance, κcell 

Myosin II
motors 

Molecular
clutches

Substrate 
reference point

Compliant substrate
spring, κsubstrate 

Capping, kcap

Retrograde flow, u

Receptor recycling
(endocytosis) 

Force-generating
cell segments

Direction of motion

Lamellipod, Nr,lUropod, Nr,u 

(-)

(+) (-)

(+)

(+) (-)

Fig. 9.5 Whole-cell models of cell migration that inte-
grate mechanical steps to reproduce cellular behaviors.
(a) An integrated 1D whole-cell migration model [6],
which couples a mechanical model of cell adhesion and
contractile force generation to a transport-based model of
adhesion receptor endocytosis. A migrating cell consists
of modules representing a leading edge (lamellipod) and
trailing edge (uropod) and bridging contractile elements
between the two. Contractile elements each contain a vis-
coelastic cytoskeletal element and active force generator
(spring, dashpot, and contractile element in parallel). The
lamellipod and uropod contain a viscoelastic cytoskeletal
element (spring and dashpot in parallel) and the number
of adhesion receptors (Nr,l and Nr,u, respectively) which
can dynamically bind and unbind ligands on the cell sub-
strate. Unbound receptors near the cell rear are trafficked
by endocytosis to maintain a polarized distribution that
favors adhesion at the cell leading edge. Bound receptors
transmit contractile forces to enable polarized movement
of the cell. (b) Schematic of a stochastic cell migration

simulator [79] based on the motor-clutch model described
in Figs. 9.2 and 9.3. Simulated cells consist of a central
cell body, coupled to protrusions by springs (κcell) repre-
senting nucleo-cytoskeletal compliance. Modules contain
motors and clutches and are, in turn, coupled to compli-
ant substrate springs (κsubstrate) at the ends of modules.
Motors generate retrograde flow (u), which establishes
traction forces through bound molecular clutches that
extend the compliant substrate. Force balances between
traction forces and the cell body guide random motion
of the cell. Actin assembly allows protrusion extension,
while retrograde flow drives module shortening and re-
turns actin to the central pool. A mass balance between
actin filaments and unassembled actin (Eq. 9.6) limits the
total extension of the cell modules. Modules are stochas-
tically capped (kcap) and excluded from actin assembly
to facilitate turnover and cell motion. Actin-dependent
nucleation (knuc), in turn, generates new modules (not
pictured)
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ronments (high [L]), because the high concen-
tration of available ligand ensures that unbound
receptors quickly rebind, effectively stalling cell
motion. Fastest migration occurs at intermediate
ligand density, yielding a trend that is similar
to the biphasic stiffness sensitivity observed for
traction forces in the motor-clutch model (Fig.
9.3b). DiMilla et al.’s model provided an im-
portant blueprint to integrate the chemical and
mechanical steps of protrusion, contraction, and
adhesion and to probe the role of ECM properties
in guiding migration.

9.6.2 Modeling 2D Random
Migration

Migrating cells can adopt a wide range
of motility behaviors on unconstrained 2D
environments in the absence of directional
mechanical or chemical cues, from the highly
persistent motion of keratocytes to random
walk behavior characteristic of mesenchymal
cells. In order to replicate 2D random motion,
mathematical models have tended to rely on a
stochastic simulation framework with random
events corresponding to changes in polarization
direction. Tranquillo et al. [120] compared
cases of leukocytes in chemoattractant gradient
to motion in the absence of directional cues.
They modeled a leukocyte as a polarized two-
part lamellipodium containing chemoattractant
receptors, which can fluctuate between sides
in response to cues. Receptors with bound
ligand steer cell motion in a particular direction,
based on their relative spatial position within
the lamellipodium, and proportional to their
relative distribution between the two sides.
Capitalizing on these principles, and the
integrated chemical and mechanical model
of DiMilla et al. [6], subsequent modeling
efforts by Dickinson and Tranquillo [5] used
a stochastic differential equations (SDE) model
to determine a similar relationship for adhesion
receptor binding coupled to cell directionality.
Intracellular receptor transports to various cell
regions, and adhesion receptor binding kinetics
determines the spatial distribution of forces

that guide motion. Akin to DiMilla et al.
[6], their model considers an infinitely stiff
substrate and fixed cell polarity and faithfully
reproduces the adhesiveness relationship. Using
this model, Dickinson and Tranquillo [5]
demonstrated the capacity of stochastic methods
to reproduce 2D cell trajectories similar to
experiments.

9.6.3 3D Migration Models

Developing detailed, accurate models of 3D cell
migration relies on a similar set of principles
to these discussed previously, although the
role of realistic tissue environments may
provide additional cues that are not present
on flat 2D substrates. Tissue ECM may have
strongly anisotropic mechanical properties,
presenting cells with constricted pores or
aligned fiber structures, as well as temporally
varying chemical cues [16]. Cells employ
diverse alternative “modes” of navigating
these environments, such as fast “leader bleb”
migration in poorly adhesive environments
[51] or osmotic pressure-driven migration in
stiff, confined channels [12], although well-
established phenomena such as the molecular
clutch likely still apply in many cases [121]. We
have presented some ideas in earlier sections that
could account for conditions such as confinement
of the nucleus (Sect. 9.5.3), but many of these
conditions remain to be rigorously tested within
migration models.

Zaman et al. [122] constructed a 3D
migration model that incorporates elements of
protrusion, force generation, and viscoelastic
ECM properties into the framework of a single
cell. Protrusions are generated stochastically in
random directions (enabling spontaneous repo-
larization of the cell on a relevant timescale) and
each protrusion capable of generating traction
forces that are summed to a total force on the
central cell body. Drag forces from a viscoelastic
ECM resist protrusive forces, providing a
means to empirically account for confinement
conditions that slow migration. Their approach
has several limitations, namely, that the model
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does not contain a force-velocity relationship for
traction force generation, relies on a longtime
step that requires “coarse-graining” of protrusion
dynamics and adhesion bond engagement, and
requires an implied polarity by asymmetric
distribution of adhesion receptors. Furthermore,
assuming a 3D isotropic environment ignores
anisotropic tissue features, such as aligned
collagen fibers, which may have mechanical
properties that change based on loading
conditions [123] and can serve as “tracks” that
bias cell migration in a particular direction [124].
Their model does, however, successfully predict
migration velocity trends of carcinoma cells
in manufactured 3D ECM environments where
adhesion receptor number and ECM stiffness
were independently varied in experiments [125].

9.7 Relating Physical Models
to Tumor Progression
and Treatment

To this point, our discussion has primarily fo-
cused on models that capture the cellular dynam-
ics of migration. Modeling has been successful
in elucidating physical phenomena within cells
and creating models that faithfully predict results
of in vitro experiments. We have also discussed
opportunities for models to incorporate ECM
properties such as stiffness, composition, and
architecture, which can influence cell behavior.
Many of these properties may vary widely be-
tween healthy and tumorigenic tissue, or between
tissue types, as metastatic cells colonize new
organs [126], so it is important to incorporate
these effects in order to guide better strategies
for clinical management of invasive tumors. In
this next section, we introduce recent model-
ing efforts from our laboratory toward using the
motor-clutch model (Sect. 9.4.4) as a general
framework for predicting biophysical properties
of malignant cells, as well as disease progression
in cancer models and human disease. We next
provide context for implementing models to pre-
dict disease-relevant cell migration behaviors.

9.7.1 Cell Migration Simulator:
Stiffness-Sensitive Migration
via a Motor-Clutch Model

Migrating cells are responsive to changes in bulk
tissue stiffness, to which many cells are quite
sensitive. For many cell types, there exists a
biphasic response to stiffness, where migration
speed or random motility coefficient is fastest on
intermediate stiffness and slow on softer or stiffer
[79, 127, 128]. Tissue environments may also
present cells with mechanical stiffness gradients,
and durotaxis refers to the propensity of certain
cells to bias migration behavior in order to follow
these gradients [129]. Building on the stiffness-
sensitive traction force framework of the motor-
clutch model [37], a cell migration simulator
(CMS) was recently designed to capture cell
migration trends in environments with varying
chemistry and mechanics [79, 118].

The CMS (Fig. 9.5b) is built upon funda-
mental principles described in previous sections,
integrating the motor-clutch model (Sect. 9.4.4)
with actin protrusion kinetics and turnover. In-
dividual protrusions, each functioning according
to the motor-clutch model, adhere to a compliant
substrate spring at one end. The other end is
fixed to the central cell body by an elastic spring
that represents the compliance of the cell and
which adheres to the substrate by a set of cell
body clutches (which follow the same rules as
module clutches, but are not subject to direct
motor forces). Modules undergo elongation by
actin polymerization and shortening by retro-
grade flow, destroyed when they shorten below
a threshold length (facilitated by stochastic cap-
ping, which terminates extension by actin poly-
merization) and stochastically generated at a rate
determined by the free actin concentration. Total
actin (Atotal) is constrained by mass conservation
between the free concentration (AG) and filament
(AF) states, as given in Eq. 9.6.

Atotal = AG +
nmod∑

j=1

AF,j (9.6)
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Equation 9.6 represents a cell with j modules,
each containing a certain length of filamentous
actin and a pool of monomers (representing the
free concentration), constrained by Atotal. An SSA
[130] guides simulation progression by randomly
selecting events such as clutch binding or un-
binding, module birth, or capping, while a force
balance on modules and the cell body updates
cell centroid and reference positions at each sim-
ulation step. The stochastic nature of the simula-
tion replicates individual random trajectories (as
well as quantities such has traction force, actin
retrograde flow, and aspect ratio) using a unique
random number “seed” for each simulated cell,
facilitating comparison to experimental data sets
[79, 118]. In subsequent sections, we provide
examples from recent literature for how models
such as the motor-clutch model or CMS may be
used to predict biophysical mechanisms of cancer
progression or treatment.

9.7.2 Parameterizing Tumor Cells
with Experimental Data

Tissue stiffening around breast tumors presents
migrating cells with a dense ECM that they
must navigate in order to migrate [131]. Mekhd-
jian et al. [48] found that treatments with tumor
growth factor beta (TGFβ) meant to induce an
epithelial-to-mesenchymal transition (EMT) en-
abled cells to spread and establish large traction
forces on stiff substrates, which was not ob-
served in their untreated counterparts. Increased
traction forces in either induced EMT or ma-
lignant mouse tumor cells were consistent with
increased invasion into stiffened 3D collagen
matrices. Complementary experiments measured
pN-scale forces using molecular tension sensors
[85, 132], sensitive molecular probes designed
for single integrin force measurements. Cells also
had reduced traction force output and spreading
on stiff substrates, consistent with a regime of
frictional slippage (Fig. 9.5). The motor-clutch
model provided quantitative estimates of traction
forces and spread areas (estimated using a mass
balance on actin, as in Eq. 9.6) for both control
and TGFβ-treated epithelial cells, consistent with

an increased optimal stiffness for malignant cells
[48]. Increased traction forces were most readily
explained by increases in both motor and clutch
number (which increases the optimal stiffness, by
Eq. 9.5) and found to be the strongest biophysical
predictor of 3D collagen invasiveness and pas-
sage time through subnuclear scale constrictions.
Thus, a hypothetical treatment aimed at curbing
migration on stiff diseased tissue could aim to
reduce motor and clutch number.

9.7.3 Correlating Cell Adhesion
with Tumor Progression

Integrins and adhesion proteins are often dys-
regulated in tumors [48, 71, 133] and represent
possible targets to curb motility. One such ex-
ample is the glycoprotein receptor CD44, which
functions as a signaling molecule and putative
clutch molecule for hyaluronic acid (HA) [68],
which is a major component of brain ECM [134].
In the case of glioblastoma (GBM) brain tumors,
CD44 could be a critical element of the GBM
cell adhesion machinery that enables invasion
into HA-rich brain regions. CD44 expression
has a complex history as a prognostic factor
for GBM, with some studies reporting negative
correlation with disease survival [135], some
positive correlation [136], and some no correla-
tion [137]. Using engineered GBM mouse mod-
els with varying CD44 expression backgrounds,
Klank et al. [118] reported a biphasic cell migra-
tion speed that is inversely correlated with mouse
survival: mice with low or high CD44 expression
have the longest survival, while the intermediate-
expression groups fare worst. By varying the
clutch number against a fixed motor number in
the CMS, they replicated the biphasic “adhesive-
ness” relationship (Sect. 9.6.1) first theoretically
described by DiMilla et al. [6]. Importantly, their
results hold for a compliant environment and
without an imposed polarization of the cell. A
biphasic fit also correlates CD44 expression with
disease survival in patient biopsies from multiple
GBM subtypes and reconciles the previous dis-
crepancies in using CD44 expression to predict
disease outcome [118].
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9.7.4 Interpreting or Predicting
Effects of Motility-Targeting
Drugs

Treatments aimed at curbing cell motility are
a promising concept for cancer treatment [138,
139], suggesting their effective implementation
benefits from increased knowledge of cell migra-
tion mechanisms. However, in practice, their the-
oretical promise can exceed their actual perfor-
mance in clinical trials. Cilengitide, a cyclic pep-
tide that contains the arginine-glycine-aspartic
acid (RGD)-binding site recognized by αvβ3 in-
tegrins, recently completed a Phase III trial in
glioblastoma while providing no benefit com-
pared to standard of care [71, 140, 141]. As
discussed previously (Sect. 9.7.3), a treatment
designed to inhibit adhesion molecules may yield
mixed results, depending on the expression of
that particular adhesion molecule in tumor cells.

Biphasic cell migration response to CD44
expression [118] suggests that a hypothetical
anti-CD44 therapy would have the greatest
benefit for the intermediate-expressing cohort;
low-expressing patients already have improved
survival corresponding to slow migration,
while intermediate-expressing patients could
be shifted to the low-expressing regime. In the
high-expressing cohort, the same anti-CD44
therapy would run the risk of increasing cell
migration speed due to only partial inhibition,
fueling tumor progression and shortening
patient survival times. If one averages the three
hypothetical outcomes—improved, no effect,
and worsened—then there may not be an overall
benefit. By contrast, model-driven stratification
of patients to focus on the group most likely
to benefit (the intermediate CD44-expressing
group, in this case) could lead to better clinical
success. Observation of a biphasic adhesiveness
relationship in vivo and corresponding to CD44
expression in human patients suggests that
simple biophysical theory can have meaningful
implications for treatment response. Model-

predicted adhesion effects should thus be
considered in designing future clinical trials
aimed at targeting cancer cell motility.

Bangasser et al. [79] have similar implications
for cells migrating on stiffened ECMs that
are frequently associated with aggressive
tumors [142–146]. Using human glioma cells,
they showed that fastest migration occurs on
PAG hydrogels of 100 kPa modulus. Upon
simultaneous inhibition of myosin II motors
and integrin-mediated clutches, migration speed
increased on softer PAGs (1–10 kPa) while
decreasing at 100 kPa. Reducing the number of
motors and clutches in the CMS (while holding
all other parameters constant) produced a similar
shift in optimal migration to lower stiffness.
Individual drugs shift cells to a “stalled” or “free-
flowing” regime when a myosin II or integrin
inhibitor is added, respectively [79]. “Stalled”
refers to the condition where cells strongly
adhere to their environment and is characterized
by maximal traction forces (i.e., F = Fstall) and
slow retrograde flow. The “free-flowing” regime
occurs when motor forces are much stronger
than adhesions can resist, leading to rounded
cells, fast flows, and reduced traction forces.
Both cases can abolish the stiffness sensitivity
of cell tractions and retrograde flow velocity
predicted by the motor-clutch model [89].

In therapeutic terms, this indicates that
a hypothetical combination therapy of two
drugs, one targeting motors and one targeting
clutches, could slow tumor cell migration on
stiffened ECM, thus resulting in slower disease
progression without changing the migration
“mode” employed by invading cells. Single
drug therapies may fail when cells have a
means of adapting their migration machinery
to the new environment—for example, reduced
cell adhesion may cause a “mesenchymal-
to-amoeboid transition” (MAT) that recovers
motility in contractile tumor cells [51]. A general
modeling framework can allow us to better
predict cell responses to therapy and could be
integrated into clinical studies.
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9.7.5 Toward Emergent
Multicellular Behaviors

The primary focus of this chapter has been on
efforts to model single cell migration behav-
iors and properly representing the underlying
molecular mechanisms in physical models. We
have outlined some ways differences between
cells could be parameterized in models, but have
not discussed collective multicellular behaviors.
Although single cell dissemination occurs in tu-
mor progression and may contribute to tumor
spreading, multicellular collective modes have
also been observed in tumor invasion, as well
as healthy functions such as wound healing and
tissue formation [1]. Cells within tissues are
often bound to other cells through intercellular
junctions; these contain adhesion proteins such
as cadherins [67], which bear mechanical forces
through cytoskeletal connections [147]. Binding
dynamics for cadherins and other cell-cell ad-
hesion proteins may exhibit properties similar
to cell-ECM bonds, such as catch-slip behav-
iors [82], and thus their dynamics would follow
similar behaviors as previously discussed (Sect.
9.4.2). Significant experimental efforts have re-
cently been directed at elucidating physical phe-
nomena such as “jamming” that occurs within
densely packed cell layers [148, 149], but few
models have made efforts to model collective
behaviors while still rigorously capturing intra-
cellular force generation fundamentals discussed
in this chapter. One simple interpretation is that
collectives may represent a way for a group of
cells to effectively act as a single large cell and
thereby increase their relative numbers of motors
and clutches [89], enabling faster migration or
other stiffness-sensitive behaviors in stiffened
ECM.

Sunyer et al. [150] adapted the clutch model
framework to account for collective durotaxis of
cell sheets. Their model considers a cell sheet
as a long 1D truss element that generates con-
tractile forces, while adhesion complexes (mod-
eled as slip and catch-slip bonds) engage actin
filaments and a continuous substrate of varying
stiffness at either end of the sheet. Protrusion at
either end of the cell is governed by both actin

polymerization and deformation of the compliant
substrate. When the substrate contains a stiff-
ness gradient, the sheet moves toward the stiffer,
less deformable regions, reconciling earlier de-
scriptions of durotaxis [129]. Disrupting cell-
cell junctions by protein knockdown impaired
durotaxis and could be replicated in the model by
replacing rigid cell-cell junctions with compliant
springs, reducing end-to-end force transmission.
The Sunyer et al. model is an important step
toward modeling collective cell migration behav-
iors without sacrificing molecular-scale detail or
physical principles.

9.8 Conclusions: Mathematical
Models as Oncology Tools

Biophysical modeling is a powerful tool, both for
its capacity to interface with experimental data
and to predict cellular behaviors that elude tra-
ditional intuition. Modeling shares a rich history
with cell biology, as numerous landmark papers
over the last few decades have yielded critical
physical insights into the fundamental mechanics
of migrating cells. Now, cutting-edge microscopy
methods, gene editing and protein engineering
techniques, molecular force sensors, and bio-
materials with tunable mechanics and chemistry
enable modelers’ mechanistic predictions to be
tested in unprecedented molecular detail. Moving
forward, we argue that effective models should
not merely describe a set of experiments; they
should also guide experimental design that pre-
dicts novel and potentially non-intuitive cellular
behaviors. Herein lies the potential for oncol-
ogy research: well-designed models should make
testable predictions related to disease progression
or suggest “weak points” in the cell migration
machinery that can be therapeutically exploited
to yield favorable patient outcomes.
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10Engineered Models of Metastasis
with Application to Study Cancer
Biomechanics
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Abstract

Three-dimensional complex biomechanical
interactions occur from the initial steps of
tumor formation to the later phases of cancer
metastasis. Conventional monolayer cultures
cannot recapitulate the complex microen-
vironment and chemical and mechanical
cues that tumor cells experience during their
metastatic journey, nor the complexity of their
interactions with other, noncancerous cells.
As alternative approaches, various engineered
models have been developed to recapitulate
specific features of each step of metastasis
with tunable microenvironments to test a
variety of mechanistic hypotheses. Here the
main recent advances in the technologies
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that provide deeper insight into the process
of cancer dissemination are discussed, with
an emphasis on three-dimensional and
mechanical factors as well as interactions
between multiple cell types.
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10.1 Introduction

10.1.1 Biomechanics of Metastasis

Metastasis is a leading cause of cancer mortality
involving a complex multistep process typically
encompassing (i) malignant transformation of the
primary tumor and acquisition of an invasive phe-
notype causing tumor cells to disperse and invade
the local tissue, (ii) transendothelial migration
of cancer cells to enter the blood or lymphatic
microvasculature (intravasation), (iii) circulation
and survival of tumor cells in the vascular system,
(iv) adhesion or physical trapping in a remote
microvascular network, (v) transendothelial mi-
gration from the vessel lumens into the surround-
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ing tissue, (extravasation), and (vi) subsequent
invasion and proliferation in a distal organ to
form a secondary tumor (colonization). In ad-
dition to a multitude of complex genetic and
biochemical cues involved at all stages of the
metastatic cascade, mechanics and mechanical
signaling are also playing an apparent role at
all steps; the primary tumor, formed as the re-
sult of oncogenic mutations and epigenetic cues
that lead to disruption in key physiological cel-
lular processes such as cell cycle, is both a
biochemically and mechanically abnormal envi-
ronment [1]. While complex biomechanical sig-
naling is involved during tumor initiation and
progression, which ultimately can perturb the tu-
mor cells to acquire a malignant phenotype, me-
chanical signals and mechanotransduction pro-
cesses also influence the normal behavior of
cells and can transform tumor cells to exhibit an
invasive behavior [2, 3]. Aberrations in cell-cell
and cell-extracellular matrix (ECM) adhesions
and cytoskeletal remodeling lead to abnormal
tumor cell morphology and migratory behavior
enabling them to invade and migrate through
the ECM at the primary site and ultimately in-
travasate. Circulating tumor cells (CTCs) then
have to withstand forces from blood flow to
survive through the vascular system and reach
the secondary organ. At the secondary site, tumor
cells exert mechanical forces to escape from the
vasculature and invade the ECM of the distal
organ (Fig. 10.1). These mechanical interactions
during the metastatic journey of tumor cells high-
light the importance of studying biomechanics in
cancer dissemination [4, 5].

10.1.2 Engineered Models
of Metastasis

To develop new and more effective modalities
for cancer diagnosis, prevention, and treatment, it
is essential to gain a fundamental understanding
of metastasis from many perspectives including
not only the molecular and biochemical bases

but also the key mechanical aspects. While in
vivo modeling strategies provide much relevant
and useful insight, particularly in the context of
drug screening approaches, they largely lack the
ability to offer detailed quantitative knowledge of
biomechanical processes at the level of a single
cell, for example, mainly due to technological
limitations or high cost [6]. Furthermore, due to
the complex nature of in vivo experiments, for
example, the existence of numerous cells types
in interacting organs or tissues, it is extremely
challenging to test and dissect the role of spe-
cific pathways and processes in cancer metas-
tasis. More strikingly, it is increasingly evident
that animal models of cancer fail to effectively
mimic the underlying molecular mechanisms of
cancer initiation and spread in humans [7]. Two-
dimensional (2D) in vitro models that mainly in-
volve culturing a monolayer of cells on flat plas-
tic or glass substrates have served as the standard
alternative approaches [8, 9]. While these 2D
models significantly improved our understanding
of the basics of cancer, the lack of the third
dimension and absence of environmental signals
from the stroma in these models make them
unreliable—over 90% of drugs seemingly effec-
tive in these 2D approaches have been reported to
have failed at some stage of human clinical trials
[10, 11]. Indeed, all stages of metastasis inher-
ently involve interactions of tumor cells with the
matrix and other cell types in a three-dimensional
(3D) environment which cannot be recapitulated
in conventional monolayer cultures. Inspired by
the complex microenvironment that tumor cells
experience, and to mimic the biochemical and
mechanical cues affecting the dissemination of
tumor cells, various engineered models have been
developed to recapitulate specific features of each
step of metastasis with tunable microenviron-
ments to test a variety of mechanistic hypotheses
[12] Fig. 10.1. Here we summarize and discuss
some of the main recent advances in these engi-
neered models with the focus on the technologies
that provide a better insight into both mechanics
and biology of metastatic cancer.
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Fig. 10.1 Overview of models of the metastatic cascade.
(a) Tumor cells at the primary site are subject to various
mechanical perturbations such as stiffening of the extra-
cellular matrix and interstitial fluid pressure. Microfluidic
models have been developed to mimic interstitial fluid
flow through a 3D matrix while being able to observe
the dynamics of tumor cell migration in response to this
mechanical stress [72]. (b) Tumor cells enter the circula-
tion via a process called intravasation, where cell migrate
from the parenchyma and past the endothelial barrier.

In vitro models include self-assembled capillary beds
around tumor spheroids [87] and endothelial monolayer
devices that allow for direct observation of transmigration
events at high resolutions [96]. (c) Circulating tumor cells
eventually arrest and exit the vasculature via extravasation
into the surrounding vascular basement membrane and
ECM. This process has been modeled in parallel flow
chamber devices with endothelial monolayers [128, 131],
as well as self-assembled vascular beds in 3D hydrogels,
through which tumor cells are perfused and migration
behavior observed in real-time [132]

10.2 Tumor Spheroid Models

The first step of metastasis in most cancer types
is the formation of a tumor in a 3D architecture
at the primary site. A solid tumor, which from a
macrostructural view has a clearly differentiated
morphology and increased stiffness compared to
its surrounding tissue, is initiated mainly due to
disruption in key physiological cellular processes
such as cell cycle [13–15]. From the microstruc-
tural view, the tumor is comprised of cancer

cells and a collection of stromal cells such as
immune cells, stromal fibroblasts, and vascular
endothelial cells that are all embedded within the
3D ECM. Tumor growth is maintained via the
supply of nutrients and oxygen provided by the
vascular system and later boosted via develop-
ment of new vessels by angiogenesis [16]. Dur-
ing the course of tumor development, multiple
biochemical and mechanical cues distributed in
the 3D environment regulate cell-cell and cell-
ECM interactions in 3D space leading to creation
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of a biochemically and mechanically abnormal
tumor microenvironment which promotes cancer
cell metastasis and, often, invasion [4].

The complex microenvironment of native
solid tumor presents different cell types
organized in a 3D conformation, numerous
soluble factors (nutrients, oxygen, and growth
factors) with 3D gradient profiles, and struc-
tural/mechanical heterogeneity, which are among
the major factors that cause conventional 2D
cultures to be ineffective in recapitulating in
vivo conditions [17, 18]. Spherical tumor models
represent an alternative in vitro approach capable
of better mimicking the 3D structural, cellular,
and biochemical heterogeneity of tumors [19,
20]. Tissue engineering techniques have been
developed to grow and transform varieties
of cellular and extracellular constituents into
3D spherical shapes that are better suited
to replicate tumor morphology, growth, and
microenvironmental factors at different stages of
tumor development, such as avascular, vascular,
and metastatic disease [21].

10.2.1 Avascular Tumor Models

Conventional methods of making avascular mul-
ticellular tumor spheroids are based on three
main principles to aggregate cancer cells into
self-assembled spheroids: (i) maintain cells in
suspension and (ii) promote cell-cell contacts
while (iii) minimizing cell-substrate attachment.
For example, in the spinner culture or rotating
wall vessel methods, the suspension of cells is
maintained by continuous stirring of the medium
that also promotes cell collision and spontaneous
aggregation. Hanging-drop methods and cultures
in nonadhesive wells are other examples of tech-
niques that do not require the application of ac-
tive forces and are based on maximizing cell-cell
contact by trapping cells in a nonadhesive envi-
ronment and driving cell aggregation via gravity.
We refer to [22–25] for extensive recent reviews
of methods for making tumor spheroids.

Almost all spherical tumor models exhibit a
more realistic response to chemotherapeutics or
irradiation, compared to 2D monolayer assays,

which make them well-suited for drug discovery
and testing of treatment strategies [26, 27]. How-
ever, from the biomechanical perspective, some
methods have critical limitations [23, 25]. For
example, while spinner or rotary culture systems
are easy to implement (without the need for
specialized tools or instrumentation), can be used
in high-throughput studies, and are capable of
generating a ranges of homotypic and heterotypic
spheroids, it is challenging to control the size
and monitor temporal evolution of individual
spheroids making these methods less attractive
for investigation of tumor biomechanics or time
evolution of size, morphology, or biological be-
havior. Indeed, the tumor size and growth rate
are fundamental biomechanical parameters. The
temporal evolution of avascular tumor size nor-
mally shows a fast semi-exponential behavior
initially followed by a linear regime and slow
plateau to reach the final size [28]. The growth
and stability of tumors rely on the availability
of oxygen, nutrients, and metabolites at different
radial positions within the tumor, dictated by
their diffusion rates that depend upon the radial
permeability of the tumor and its microenviron-
ment. Similarly, the effectiveness of drug trans-
port mainly relies on the tumor size and the drug
diffusibility [29]. Another biomechanical short-
coming of techniques that are based on active
forces to keep cells in suspension is the high
level of shear forces that can significantly perturb
the growth, morphology, and stability of tumor
spheroids.

Recent microtechnologies for microprinting
of biomaterials and fabrication of microfluidic
devices have shown a promising new avenue in
the field of in vitro modeling of cancer pro-
gression. Fabrication of 3D microwells and mi-
cropatterns using nonadhesive materials offers
unprecedented geometric control for the produc-
tion of tumor spheroids with controllable size and
shape [30, 31]. Microfluidics represent another
microtechnology that allows continuous perfu-
sion, precise application of flow, and gradients
of different soluble factors [32] in addition to
confining cells within small channels/wells or
hydrogels, to facilitate controlled self-assembly.
While 3D bioprinting of cells represents a useful
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new approach to patterning of cells in precise
3D architectures, care must be taken to avoid
exposure of cells to, for instance, high levels of
pressure or heat [33]. The temporal evolution
of spheroids made in these microfabricated and
bioprinted systems can be imaged live from the
early stages (self-assembly of cells), and the
biophysical changes (such as cellular growth rate
and morphology) in response to different drugs,
antibodies, and growth factors can be monitored
in fine detail through to the development of
necrotic core and tumor growth cessation.

10.2.2 Matrix-Embedded
and Vascularized Tumor
Models

Alterations in cellular processes at the single
cell level, such as uncontrolled cell proliferation,
inappropriate cell survival, and specific initial
cell-cell interactions such as those occurring
in multicellular tumor spheroids, are the
initiators of tumor formation. However, cells
present within the tumor dynamically interact
with ECM components and other cells within
and surrounding the tumor, and these cell-
cell and cell-ECM interactions contribute to
the tumor morphology and growth and the
possible transformation of tumor cells to a
malignant phenotype. Indeed, tumor growth
exerts forces against the surrounding ECM,
which mainly consists of proteoglycans and
glycosaminoglycans, collagens, fibrin, and
fibronectin, and leads to an excessive build-up
of stress within the tumor, which potentially
influences tumor cell phenotype [34–36].
Therefore, while suspended (contact inhibited)
spheroids are a vast improvement to 2D
monolayer cultures, they still have limited
ability to mimic biomechanical features of
native tumors [37]. Matrix/hydrogel embedded
spheroid models therefore improve the ability to
mimic tumor growth and are capable of better
capturing cell-ECM interactions, influences of
physical boundaries, protrusion formation and
detachment, and ultimately invasion of tumor
cells. The mechanosensitive behavior of tumor

spheroids in these systems can be investigated
via tuning structural and mechanical properties
of the matrix, for example, by changing the
polymer concentration or degree of cross-
linking [38]. Furthermore, in these systems, cell-
induced changes in the biomechanical properties
of the ECM (such as matrix deposition and
active contraction) around the tumor, which
also influences diffusion gradients [39], can be
investigated.

Co-culture of matrix embedded tumor
spheroids with other cell types and application of
fluid flow and chemical gradients are essential
factors in mimicking native tumor microen-
vironment that are now possible in emerging
lab-on-chip technologies [40]. For example,
mechanobiological interactions between tumor
cells and cancer-associated fibroblasts (CAFs)
promote tumor invasion and metastasis [41, 42],
and a recent microfluidic platform enabled the
study of reciprocal signaling between collagen-
embedded tumor spheroids and CAFs cultured
in proximity of spheroids [43]. In addition to
providing precise spatiotemporal control of
growth factor gradients, temperature, interstitial
flow, and interaction with multiple cell types
and ECMs, microfluidic devices have been
also employed to regulate oxygen tension
within the artificial tumor environment around
tumor spheroids grown in 3D [44] or 2D
culture of cancer cells [45], impacting tumor
vascularization as well as cancer and stromal cell
motility.

Beyond some critical size (>1 mm), diffusion
mechanisms for supplying oxygen and soluble
factors into the tumor become insufficient
to maintain tumor growth and result in the
development of a necrotic/hypoxic region at the
core surrounded by a highly proliferative outer
rim. Therefore, the avascular tumor employs
robust vascularization mechanisms to boost its
growth via enhanced delivery of different factors,
especially oxygen. Vascularization of the tumor
and its immediate vicinity is initiated through
the recruitment and activation of endothelial
cells, mainly triggered by hypoxia-activated
pathways [46], and progresses and is maintained
by signaling with other supporting cells of
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the tumor microenvironment, such as immune
cells, mesenchymal stromal cells, and fibroblasts
[16]. However, the newly formed 3D vascular
network is a significant departure from the
normal architecture of blood and lymphatic
networks, leading to an aberrant interaction
between the fluid with solid phase of the tumor,
increased interstitial fluid pressure within tumor,
and persistence in the lack of gas and nutrients
[47]. Furthermore, in addition to biochemical
signals that drive vascularization of the tumor,
the growth and architecture of tumor-specific
vasculature are highly influenced by physical
factors such as mechanical, hydrodynamical, and
collective processes [48].

Early stages of angiogenesis and sprouting
can be simply modeled by culturing a mono-
layer of endothelial cells on top of a thin hydro-
gel, or more recently vessel-like channels lined
with endothelial cells and surrounded by ECM
[49], while investigating the ability of endothe-
lial sprouting under different chemical and me-
chanical angiogenic factors. For example, taking
advantage of new microfluidic technologies and
novel hydrogels enabled investigation of fluid
shear stress [50] or ECM mechanical properties
[38] on angiogenic sprouting [51]. To provide a
more realistic approach relevant to tumor sprout-
ing and angiogenesis and to take into account
effects of tumor cells, in other studies, endothe-
lial cells were co-cultured with cancer cells sep-
arated by a barrier or layer of matrix to avoid
direct endothelial-cancer cell contact and induce
sprouting under a more complex environment.
In these approaches, the effects of different mi-
croenvironmental parameters, such as structure
and stiffness of the ECM and cancer and stromal
cell types, on the length of endothelial sprouts
and invasion density can be evaluated [52]. Inter-
stitial flow and shear stress are other factors that
regulate sprouting and have been investigated in
detail with microfluidic models [53].

To study the process of vascularization at
tumor scale, endothelial cells can be added to the
typical spheroid system, for example, by using
co-cultures to generate spheroids consisting of
a mixture of cancer cells and endothelial cells
as well as other stromal cells [54–56] and sus-

pending these in a 3D matrix or by co-culturing
spheroids comprised of cancer cells and other
stromal cells (excluding endothelial cells) and
suspending them in matrix with endothelial cells
embedded inside or seeded on the outside sur-
face of the matrix [57]. For example, pre-formed
U87 spheroids were co-cultured with HUVECs
that were separated by gelatin-methacryloyl hy-
drogels allowing noncontact communication and
sprouting of HUVECs through the hydrogel [58].
Furthermore, using semisynthetic hydrogels of
tunable stiffness, ranging from 500 to 3000 Pa,
to create sophisticated vascularized cultures of
cancer spheroids with endothelial cells and mes-
enchymal stromal cells [59, 60], it is possible
to investigate effects of mechanical properties of
ECM on the process of tumor angiogenesis.

10.3 Models of Cell Migration
and Invasion

While multiple processes are involved during
cancer metastasis, invasion of tissue at the pri-
mary site is perhaps the most central step in
this complex biological phenomenon. From the
biomechanics standpoint, the key questions at
this step are how biomechanical cues from the
microenvironment influence and drive an inva-
sive phenotype and how tumor cells employ ro-
bust modes of migration to invade into the inter-
stitial tissue at the primary site. These questions
are also relevant at the later steps of metasta-
sis where cancer cells employ similar migra-
tion mechanisms to navigate through secondary
tissue upon extravasation from the vasculature.
To address these issues, a myriad of migration
assays has been applied to understand funda-
mentals of cell migration under the influence of
typical chemical and mechanical factors such as
chemical gradients, stiffness, topography, stiff-
ness gradients, fluid shear stress, and confine-
ment [61, 62]. In many of these models, the basic
regulators of cancer cell motility such as acto-
myosin contractile forces and adhesion have been
studied without explicit inclusion of ECM [63].
For example, to evaluate the influence of confine-
ment on cancer cell migration, researchers have
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turned to microfluidic devices containing narrow
constrictions and capable of inducing chemical
gradients, to drive cancer cell movement through
small channels while probing their dynamics at
high spatiotemporal resolution [64, 65]. Using
these devices, intriguing mechanics have been
revealed: cancer cells can migrate persistently
through narrow constrictions even after some of
the basic hallmarks of 2D cell motility, i.e., acto-
myosin activity and integrin-mediated adhesion,
are disrupted, by relying upon fundamentally
different migration mechanisms, such as water
permeation [66, 67] and blebbing [68], that can-
cer cells can employ specifically to move through
confined spaces. In addition, the importance of
nuclear deformation, and even mechanical dam-
age to the chromosomes or the nuclear envelope,
has been characterized during migration through
confining microenvironments using conceptually
similar microfluidic devices [69].

Despite the successes of these 2D or open-
channel experiments devoid of ECM, inclusion of
ECM as a major component of cancer microenvi-
ronment in in vitro models is a significant step
toward achieving more realistic biomechanical
models of cancer invasion. Indeed, even “inactive
matrices,” lacking the capabilities of remodel-
ing and degradation, influence cell migration via
their distinct physical, biochemical, and mechan-
ical properties [70]. In addition, the ECM in
the tumor microenvironment is highly active and
undergoes remodeling, changes in composition,
and degradation, and its disorganized structure
and abnormal biomechanical properties all con-
tribute to the dysfunctional behavior of cancer
cells as well as the associated stromal cells. To
reconstruct the native ECM, ranges of natural
and synthetic biocompatible scaffolds with tun-
able biochemical and mechanical characteristics
such as cell adhesive ability, biodegradability,
3D topography, and mechanical stiffness have
been engineered. For example, to dissect the role
of matrix stiffness and composition on transfor-
mation to malignancy, interpenetrating polymer
networks of alginate and reconstituted basement
membrane matrix that provide a wide range of
mechanical properties and control over matrix
stiffness independent of adhesion ligand density

have been recently devised [71]. While advances
in engineering novel hydrogels continue, inte-
gration of natural and synthetic hydrogels into
in vitro platforms, and particularly microfluidic
systems, has resulted in new studies of the dy-
namics of cancer cell invasion in 3D and under
controllable biophysical and biochemical stimuli
[32]. For example, to study the effect of inter-
stitial flow on tumor cell motility, a pressure
gradient had been imposed across a channel filled
with collagen hydrogel containing cancer cells,
and the dynamics of cell migration under the
flow had been quantified [72]. Furthermore, using
3D microfluidic chips, it has been shown that
breast cancer cells (MDA-MB-231) embedded in
a collagen gel switch their morphology and mode
of migration, from mesenchymal to amoeboid,
when challenged by interstitial flow velocities
typical of those found in the vicinity of a tu-
mor (∼3–10 μm/s) [73] and mechanobiological
mechanisms that underlie migration of cancer
cells in the upstream direction of flow have been
identified [74]. Despite the development of sev-
eral macroscale and microfluidic models, which
have studied the effects of fluid flow on individ-
ual cells [75] or systems of cell aggregates [76]
and avascular tumor spheroids [77, 78], in vitro
models of interstitial flow in vascularized tumors
is still lacking. The challenge is to generate a
model in which the interstitial flow emanates
from leaky vessels within the tumor, and flows
outward, influencing transport and cell migration
in the tumor microenvironment.

10.4 Vascular Models

It is well known that the progression of metastasis
involves complex and direct interactions with the
vasculature. Hematogenous dissemination begins
with the invasion of tumor cells past the vascular
endothelial barrier, followed by its transit in the
circulation and finally extravasation from within
the blood vessels into the parenchymal space to
form distant tumors Fig. 10.2.

The process of intravasation and extravasation
inevitably involves the perturbation of the
endothelial barrier through which they traverse
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Fig. 10.2 Dynamics of tumor cell extravasation. Based
on recent experimental observations, two major processes
are suggested to be involved in the extravasation of
tumor cells: in the first step, tumor cells (singly or in
aggregates) arrest on the vascular endothelial cells (ECs)
by either being trapped inside microvasculature (phys-
ical occlusion) or forming transient dynamic bonds or
firm attachments with ECs. Following arrest, the tumor
cell establishes firm attachments through clustering of
persistent adhesion molecules in order to spread on the
surface of ECs and create strong anchors essential for
cytoskeletal rearrangements and transmigration. The sec-
ond step is transendothelial migration (TEM) in which
the TC transmigrates through the endothelial barrier by
sending out dynamic protrusions that penetrate across the
EC monolayer (primarily via paracellular routes). Upon
reaching the basement membrane ECM, the protrusions
adhere and actomyosin contractility pulls the cell across
the EC monolayer into the underlying tissues. (a) High-
resolution time lapse imaging revealed that after tumor

cell is arrested on the endothelium, it sends out thin
filipodial-like protrusions that extend across the endothe-
lial wall and create a small gap (∼5 μm in size) at the
EC junction. Upon reaching the subendothelial matrix,
protrusions spread into the ECM and the cell squeezes
through the EC barrier. (b) During TC transmigration, the
nucleus the size of the gap increases and crossing of the
nucleus takes significantly less time (∼20 min) compared
to the whole process of transmigration (∼several hours)
[90]. Following transmigration of the TC, a fully spread
morphology is adapted and the junction between the ECs
reforms. Schematic diagrams in A indicate the proposed
distribution of external forces on a tumor cell during trans-
migration (such as flow shear, adhesive, tensile, and resis-
tant forces). These forces are generated by and transmitted
through several biological complexes such as actomyosin-
and integrin-mediated adhesions. Proteinases are also in-
volved in degrading ECM components before/while actin
protrusions penetrate

and can be modulated by both heterotypic
cell-cell paracrine and contact-dependent
mechanisms. For instance, secreted factors from
tumor and ECs such as transforming growth
factor-beta (TGF-β) or vascular endothelial
growth factor (VEGF) upregulated in tumor

vasculature can act to decrease endothelial barrier
function likely through disruption of cell-cell
junctions and facilitation of intravasation [79,
80]. Contact interactions such as firm tumor cell-
endothelial adhesion via integrins, cadherins,
CD44, immunoglobulin (IgG) superfamily
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receptors, or selectins are believed to be the
first step in cancer cell extravasation.

Commonly used in vitro models of tumor
cell-endothelial interactions during metastasis
involve the use of Boyden chamber/Transwells
and inserts lined with a monolayer of endothelial
cells on the top or bottom surfaces to study
extravasation or intravasation events, respec-
tively. These assays provide a relatively simple
and high-throughput method for parametric cell
migration studies and ease of quantification of
transendothelial migration events. More recently,
similar models incorporating a 3D ECM beneath
the endothelialized layer have aimed to increase
physiological relevance, by mimicking the
compliant and soft nature of the subendothelial
matrix environment [81]. However, in the
majority of these assays, direct visualization
of tumor-endothelial interactions cannot be
achieved due to low optical accessibility, and
physiological relevance is limited since planar
monolayers on stiff plastic or glass substrates do
not recapitulate the mechanical properties of the
subendothelial matrix or the 3D tortuosity and
narrow diameters of the in vivo microvasculature.

To address these issues, recent bioengineering
advances have allowed for more realistic models
of the human microvasculature. For example,
lining channels and cavities with endothelial
cells can result in networks of vessels. Channels
embedded within 3D hydrogels to mimic
the ECM can also be achieved using pin-
pull out [82], sacrificial gel methods [83],
or 3D printing [84, 85]. Endothelial cells
such as HUVECs can be introduced into the
channels to form patent lumen-like structures.
Soft lithography approaches also facilitate the
formation of interconnected microchannels
which mimic a blood vessel network and allow
application of relevant fluid shear stresses and
dynamic monitoring of tumor cell adhesion and
transmigration [85, 86]. In fact, some of these
vascularized platforms have begun to be applied
to study the mechanisms of tumor-endothelial
interactions during metastasis. However,
in general, monolayer-based systems face
several challenges, including geometrical over-
simplification, as tumor-endothelial interactions

typically occur in complex 3D microvascular
beds of 5–30 μm diameters, rather than
>100 μm. Currently, there remain technical
challenges in achieving vessel diameters of
<100 μm via soft lithography and/or templating
approaches.

A more recent methodology for creating
vascular models draws on the phenomenon of
self-organization. Microvessel networks can be
formed via the self-organization of endothelial
cells such as human umbilical vein endothelial
cells (HUVECs) seeded within 3D collagen type
1 or fibrin matrices. Using this method, an in vitro
microfluidics-based platform has been developed
to recapitulate both the tumor neovascularization
and intravasation steps of metastasis. Direct
culture of human primary endothelial cells with
human tumor cells and fibroblasts results in
endothelial tube formation in the direction of the
tumor spheroid. Intricate vascular beds appear to
form after only 7 days of culture [87]. Confocal
microscopy in this and similar assays reveal that
tumor cells can under transendothelial migration
(TEM) via the transcellular route [88].

While vasculogenesis-like tube formation in
vitro has long been demonstrated in both fib-
rin droplets and more complex platforms like
the ones mentioned above [89], most systems
remain un-perfusable due to the lack of acces-
sible entry points into the vasculature. To ad-
dress this, an in vitro microfluidics-based assay
has been developed featuring perfusable human
microvasculature, and its utility demonstrated by
investigating the extravasation stage of metas-
tasis. A soft lithography PDMS-based approach
is used to generate microchannels which house
3D fibrin gels for cell culture. In many of these
systems, interspaced upright micro-posts delin-
eate the boundaries of each gel region via sur-
face tension generated at the gel-air interface.
HUVECs and supporting stromal cells such as
human lung fibroblasts are suspended in fibrin
gels, and under an optimal combination of growth
and stabilization factors, single HUVECs con-
nect with neighboring cells to form patent lumens
within 4–5 days. Importantly, characterization of
the in vitro vasculature confirmed that endothelial
barrier functions were similar to that of in vivo
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venules and that lumens are positive for con-
tinuous CD31 and VE-cadherin and possess the
correct polarity of basement membrane proteins
including collagen IV, fibronectin, and laminin
[90, 91]. Due to the design of the micro-posts,
microvessels are able to form open lumens that
connect the inlet and outlet ports of the device
with the vascular bed. Contrary to previous plat-
forms of self-organized networks, these devices
[92] uniquely allow for the direct perfusion of
circulating tumor cells and blood cells into the
vasculature, where they can arrest via physical
trapping. Dynamics of tumor-endothelial cell in-
teractions can then be visualized with high reso-
lutions using conventional confocal microscopy.
For instance, tumor cells are observed to be-
gin the extravasation process by extending thin
filopodial-like protrusions past the endothelial
barrier, while the remaining portion of the cell
body remains largely spherical. This morphologi-
cal phenotype is dependent on the engagement of
tumor beta-1 integrins to subendothelial laminin
and is a prerequisite for successful extravasation.
Through detailed confocal microscopy, we have
also visualized the disruption of the endothe-
lium at cell-cell junctions, which is followed
by subsequent resealing after the completion of
transmigration.

10.5 Studies of Intravasation

Mechanisms of intravasation and whether can-
cer cells actively or passively migrate through
blood and lymph vasculature to enter circula-
tion are under continued debate [93]. Some of
the most vivid observations were first obtained
by intravital imaging in murine models [94].
These provided new insights into the process by
which tumor cells, often interacting with tumor-
associated macrophages, are able to migrate to-
ward and cross the endothelial barrier.

Tumor cells gain access to local blood or lym-
phatic vessels either within the tumor, or in the
surrounding tissue, using the various types of mi-
gration that have been observed both by intravital
imaging [95] and in Transwell [12] or recently
microfluidic assays [96]. When the vessels are in

close contact with the tumor, it is believed that
clusters of cancer cells can break away from the
primary tumor and enter directly into the circu-
lation, as the vascular network is poorly formed
and the barrier posed by the vascular wall is ab-
normal and highly permeable [97]. Alternatively,
away from tumor mass, cells can detach from the
primary tumor and migrate in single or collective
forms through the surrounding tissue where they
can encounter a vessel [98]. Upon reaching the
vessel, they can transmigrate into the lumen, first
by passing the basement membrane and then
breaching the endothelial barrier. Once the tumor
cell (TC) has gained access to the vessel lu-
men, it experiences fluid shear stress which then
causes the cell to detach from the endothelium,
thus becoming a circulating tumor cell (CTC)
where it experiences a variety of biomechani-
cal stimuli during its transit to the metastatic
site.

During both migration through the matrix and
intravasation, TCs undergo large deformations
and experience stresses often far in excess of
those typically found in the host tissue. Indeed,
metastatic cells have been found to be both softer
(lower shear modulus) and more contractile than
their nonmetastatic counterparts [99].To study
the biomechanical events associated with intrava-
sation requires comprehensive 3D models since
the relevant processes involve multiple cell types
passing through complex structures, so our un-
derstanding of the mechanisms of intravasation
has progressed slowly. In vitro models have since
been developed and used to dissect and better
understand the factors influencing intravasation.
The simplest of these are Transwell or modified
Boyden chamber systems with endothelial cells
plated onto the bottom of the membrane and
tumor cells seeded into the upper chamber, either
directly on the membrane or embedded in a
hydrogel injected on the membrane. Some early
studies examined the TEM of a variety of tumor
cell types and were able to demonstrate a link
between changes in monolayer integrity and the
rate of transmigration [100]. But, while useful,
these models suffered from the artifact of the
Transwell membrane and had limited imaging
capabilities.
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With the advent of microfluidic assays, early
intravasation studies were conducted in systems
with a monolayer on the side face of a hydro-
gel, enabling much improved imaging and cir-
cumventing the need for an artificial membrane.
These studies also demonstrated an important
role for tumor-associated macrophages (TAM),
demonstrating that one of the mechanisms by
which intravasation was enhanced was the in-
creased permeability of the monolayer associated
with secretion of TNF-α by the TAMs, aug-
menting the rate of transmigration nearly ten-
fold [96]. Relying on high-resolution confocal
imaging, these experiments were low throughput,
however, and, given the low rates of intrava-
sation, difficult to use as a basis for studying
detailed mechanisms. More recent models have
taken advantage of the capabilities to form ves-
sels within a gel matrix, either by casting around
a rigid rod and seeding endothelial cells in the
lumen to form a vessel [101] or by growing net-
works via a vasculogenesis-like process, as de-
scribed in Sect. 10.4. Using the casting method,
Wong and Searson observed multiple types of
EC-TC interactions including migration to the
abluminal surface of a vessel, intravasation, and
induction of sprouts from the larger vessel toward
the tumor clusters.

In a recent study, Ehsan and co-workers
developed a system in which they formed
tumor spheroids seeded with endothelial cells,
suspended them in a fibrin gel containing
fibroblasts, and injected the resulting solution
into a microfluidic device [87]. The ECs were
observed to form vascular networks both inside
of and sprouting into the gel surrounding the
tumor spheroids. With this assay, they observed
tumor cells inside of the vessel lumens and that
the frequency of these observations increased
under hypoxic conditions. And while the vessels
in this experiment were not perfusable, other,
more recent works published by Nashimoto
et al. have now shown that it is possible to
link an intra-spheroid vascular network with
an external one (sprouting into the gel external to
the spheroid), enabling the vessels to be perfused
from side media channels [102]. This now raises

the prospect of an even more realistic model of
intravasation for future studies.

10.6 Cell Plugging and Adhesion
to the Vascular Wall

Extravasation involves a cascade of events con-
sisting of tumor cell arrest on the endothelium
resulting in the formation of dynamic contacts
that give rise to significant cytoskeletal changes,
followed by tumor cell transendothelial migra-
tion (TEM) and subsequent invasion (Fig. 10.2).
There have been two general hypotheses regard-
ing the mode of arrest of CTCs in a blood
vessel: [1] mechanical trapping of cells and/or
[2] active preferential adhesion of the tumor
cell onto the endothelium at a distant organ.
James Ewing proposed that preferential metas-
tasis to specific distant organs is dictated by
the anatomy of the blood and lymphatic vessels
and blood circulatory paths between primary and
secondary tumor sites [103]. CTCs are relatively
large (∼20 micron) in diameter and may there-
fore become physically trapped in small vessels
of the microcirculation, become activated, and
eventually transmigrate [104]. However, Steven
Paget’s “seed and soil” hypothesis suggests that
there exist interactions between different tumor
cell types and specific organ microenvironments
that guide their metastatic spread. The vascula-
ture of such organs may be primed with surface
receptors/molecules or secrete chemokines that
cause specific tumor cell types to preferentially
“home and seed” at that particular tissue environ-
ment. For instance, breast cancer cells frequently
metastasize to the bone [105]. Although two dis-
tinct phenomena have been described, is it clear
now that the two theories may not be mutually
exclusive [106, 107].

Active adhesion: It is believed that active ad-
hesion to the endothelium is required for tumor
cell arrest. While leukocytes are known to roll
and arrest on the endothelium, the same phe-
nomena has not been observed for cancer cells
in vivo. However, cancer cells have been shown
to roll on and arrest on planarmonolayer models,
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and this appears to be dependent on selectin
ligands including those for E-selectin [108, 109].
Furthermore, the expression of E-selectin on ECs
and its ligands on tumor cells appears to be
critical for efficient metastatic progression, such
as in the case of bone marrow homing in vivo
[110]. Other recent studies have shown that CTCs
contain microtentacles that may be instrumental
in their attachment to the endothelium or aggre-
gation in the circulation [111]. In a microfluidic
endothelial layer model developed by Shin et al.,
it was found that following intravasation, tumor
cells adhered and arrested on the endothelium
and that E-selectin expression dictated the level
stable attachment of tumor cells under shear
flow conditions [86]. However, E-selectin is not
normally expressed on quiescent ECs but usually
induced by inflammatory cytokines. In the case
of metastasis, it is likely that tumor cells them-
selves can secrete such cytokines, as shown by
the increase in E-selectin foci in the mouse lung
after perfusion with tumor cell conditioned media
[112]. Furthermore, the presence of tumor cells
has been shown to induce E-selectin expression
in liver endothelium through the indirect action
of tumor-recruited macrophages [113].

In addition to initial rolling, tumor cells may
also form stable adhesions with the endothelium
through the action of integrins, CD44, and
MUC1 [108]. CD44 has been extensively studied
as a primary tumor cell ligand for selectins
during metastatic progression. For instance,
CD44 mediates the adhesion of prostate and
breast cancer cells to the endothelium, and
facilitates transendothelial migration [114].
Importantly, activation and engagement of CD44
with endothelial ligands can further lead to
downstream changes in gene expression, such
as the upregulation of integrins β1 and β2,
which could enhance transendothelial migration
efficiency [115].

It has been shown that integrins including
β1, β4, and αvβ3 can modulate the adhesion of
prostate cancer cells to an endothelial monolayer
in vitro. Unlike E-selectin, which typically
requires stimulationfor expression, integrins

often do not require the presence of exogenous
chemokines for their activation [110]. It is
interesting to note however, that findings on an in
vitro monolayer and using microvascular models
suggest that while β1 integrins do mediate stable
intraluminal arrest, the engagement of active
tumor β1 is not primarily with the endothelium,
but rather the subendothelial matrix. Detailed
confocal microscopy shows that the majority of
tumor cells remaining adhered to the intraluminal
surface had already made small protrusions,
which contacted the basement membrane [116].
Regardless, it is likely that multiple adhesion
receptors on tumor cells can mediate their
adhesion to the endothelium and may also depend
on the phenotype of endothelial cells at the site
of arrest.

Physical trapping: Video microscopy shows
that tumor cells slow down and arrest in narrow
capillaries in zebra fish and CAM embryo models
immediately upon injection, suggesting that cells
are first physically restricted and may subse-
quently form weak and then stable attachments
to the endothelium or underlying basement mem-
brane. Furthermore, tumor cells are found to be
arrested in the narrow capillaries of the lung post
tail-vein injection in mice [117] and have only
been observed to arrest in larger diameter vessels
(∼50-100 microns) in hepatic sinusoids, which
express E-selectin. In microvascular models of
extravasation, perfused tumor cells are most often
found to flow and decelerate in narrow capillaries
before eventually arresting, in a matter of a few
seconds. HUVECs in this system do not appear to
express high levels of E-selection (before or after
tumor cell perfusion), and competitive blocking
of E-selectin with antibodies does not alter the
rate of tumor cell trapping in the vascular bed
(unpublished results). Importantly, no changes in
transendothelial migration rates of tumor cells
were found when blocking E-selectin, suggesting
that selectin-dependent tumor-endothelial inter-
actions are not a requirement for tumor cell arrest
nor transmigration. However, the necessity of
these adhesive interactions may be organ site
dependent.
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10.7 Extravasation at the Distant
Site

10.7.1 Role of Endothelial Dynamics,
Basement Membrane,
and Subendothelial Matrix

Endothelial dynamics: While tumor cells are
highly dynamic in terms of migration and
morphology during transendothelial migration,
endothelial cells are also highly motile. Rather
than being a passive barrier to tumor cells,
they are highly contractile, migratory, and
remodel quickly after tumor cell penetration. It
has been shown that tumor cell extravasation
is correlated with endothelial monolayer
barrier function. For instance, treatment of
microvasculature with 50 ng/mL TNF-α resulted
a significant increase in vascular permeability,
as well as extravasation potential of MDA-
MB-231 cells [90]. Interestingly, the same
behavior is observed in an in vitro model of
intravasation. Tumor cells are also often found
to transmigrate through the paracellular route,
with transcellular extravasation not yet observed
in vitro. Paracellular migration is most often
achieved at tri-cellular junctions in endothelial
monolayers, where the junctional adhesions are
frequently found to be weaker.

Basement membrane and the subendothelial
matrix: The role of tumor-matrix interactions at
the primary tumor site has been well studied.
In particular, the expression and upregulation of
proteins such as tumor integrins and protease
secretion including MMPs are key for modu-
lating the invasive potential of tumor cells and
have been well characterized [118–121]. How-
ever, the molecular players modulating tumor-
matrix interactions at the distant metastatic site
are less clear, as it now involves crossing of
the endothelial barrier and interactions with the
vascular basement membrane. Recent work has
shown that adhesion of tumor cell α3β1 and
α6β1 to subendothelial laminin is involved in
successful transmigration. In particular, activated
β1 integrin engagement is required for stable pro-
trusion formation past the endothelium, which is
followed by F-actin recruitment to the protrusion

tip and translocation of the tumor cell past the EC
barrier likely via actomyosin contractility [116].

10.7.2 The Role of Stromal Cells
and Local Immune Cells

Metastasis is a function not only of tumor cells
but involves inhibitory and cooperative inter-
actions with normal host cells. This includes
platelets and a wide range of immune cells, such
as monocytes, macrophages, neutrophils, natural
killer (NK) cells, as well as stromal cells includ-
ing fibroblasts and pericytes. While tumor cells
at the distant site may have acquired necessary
traits to complete the metastatic cascade as early
as the primary tumor, it is highly likely that
the host microenvironment at the secondary site
plays a large role in shaping its final metastatic
potential. For the case of extravasation, it has
been observed that host immune cells such as
platelets and neutrophils can interact with tumor
cells in the bloodstream during the circulation
and extravasation stages. During the beginning
phases of transit and arrest, tumor cells generally
remain exposed to blood flow and are thus prone
to death induced by excessive shear stress or by
the action of clearing immune cells such as NK
cells. Thus, protection of tumor cells from these
environmental stresses could increase their rate
of retention as well as survival, at the secondary
site. In this respect, it has been found that tumor
cell transit can activate the coagulation process,
resulting in the formation of tumor-platelet clus-
ters [122, 123]. In vivo, coagulation and platelet
activation can enhance metastatic spread [124].
In vitro, it has been found that a simple co-culture
on plastic of quiescent platelets with breast can-
cer cells MDA-MB-231 can result in platelet
aggregation in a matter of minutes and that the
same behavior occurs in in vitro microvascular
networks. In fact, tumor cells are often found
to be arrested in contact with platelet clusters,
and this this correlated with increase tumor cell
retention rate as well as increased transmigration
rates (unpublished findings). This is in line with
previous findings showing that αvβ3 on tumor
cells and αIIβ3 on activated platelets can bind
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together via soluble fibrin found in the plasma
and that genetic elimination of β3 integrins on
platelets results in a defect in metastasis [123].
It is possible that clustering results in tumor cell
shielding from shear stress and NK cell tumo-
rilytic activity and enhances embolus formation
and tumor cell intravascular arrest. In addition
to enhancing arrest and survival, tumor-activated
platelets can release adenine nucleotides, which
act to induce the opening of the endothelial
barrier and thus facilitating extravasation. This
is dependent on the endothelial P2Y2 receptor,
which is activated by platelet-derived ATP [125].

Intravascular interactions with neutrophils
have also recently been shown to play a
role in extravasation. Leukocytes can play
cooperative roles in enhancing the early stages of
metastasis, as evidenced by the impaired tumor
cell seeding when tumor-neutrophil interactions
were attenuated in L-selectin −/− mice [126].
Furthermore, tail-vein injections of human
neutrophils 1 h after injection of melanoma
cells resulted in increased tumor cell retention
in the lung and metastatic foci formation [127].
Extensive studies by the Dong group have
shown that tumor cells can attract and activate
neutrophils through tumor-derived IL-8 and
that this upregulates the expression of CD11b
and β2 integrin on neutrophils. This enhances
the adhesion between tumor cells, neutrophils,
and the endothelium through ICAM-1 and
ultimately results in increased tumor cell arrest
and resistance to shear stresses [128]. Recent
work in our lab using on-chip microvasculature
has not only confirmed these results but also
shown that systemically inflamed neutrophils
can affect the extravasation potential of tumor
cells through IL-8 dependent mechanisms in a
different manner. While TCs and LPS stimulated
polymorphonuclear neutrophils (PMNs) first
arrest intraluminally in heterotypic clusters
similar to those observed in vivo [129], studies
have also focused on the characterization of
dynamic PMN-TC-endothelial interactions after
cluster arrest. These have shown that cluster-
associated PMNs are not statically aggregated
with TCs but migrate in a confined manner near
the original TC-PMN cluster. This behavior is
attributed to chemotactic confinement mediated

by PMN self-secreted IL-8 and tumor-derived
CXCL-1, and enhanced by the endothelial
glycocalyx, ultimately resulting in further
sequestration of PMNs near entrapped tumor
cells for >6 h. The significance of this lies
in the positive correlation between increased
extravasation potential and physical proximity
of TCs from PMNs. This unique mode of PMN
autologous chemotaxis dependent on initial TC-
PMN clustering appears to enable the spatial
localization of pro-extravasation factors such as
IL-8, which plays an additional role in facilitating
transendothelial migration of adjacent TCs in the
clusters, through disruption of the endothelial
barrier.

Beyond the endothelium lies a plethora of
host cells which may directly or indirectly
affect the extravasation potential of tumor
cells. In the microvasculature, predominant
stromal cells include fibroblasts and pericytes,
which are responsible for the stability of the
extracellular matrix through both their physical
presence and secretion of diverse proteins. The
essential contribution of pericytes to vasculature
development and maintenance has long been
known—they participate in the regulation of
blood flow and vessel permeability, as well
as vascular wall stabilization [130]. Since
extravasation efficiency has been found to
correlate with vascular barrier function, it is
likely that the presence of pericytes may play
active roles in modulating transendothelial
migration. In support of this hypothesis, we
have observed the co-culture of HUVECs with
human placental pericytes in our microfluidic
platforms can result in the formation of
perfusable microvascular networks sheathed
periodically with pericytes on the abluminal
surfaces. Interestingly, extravasation rates from
pericyte-covered vasculature were dramatically
attenuated compared to mono-cultured systems
(Fig. 10.2).
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11Biomechanics of the Circulating
Tumor Cell Microenvironment

Benjamin L. Krog and Michael D. Henry

Abstract

Circulating tumor cells (CTCs) exist in a mi-
croenvironment quite different from the solid
tumor tissue microenvironment. They are de-
tached from matrix and exposed to the im-
mune system and hemodynamic forces lead-
ing to the conclusion that life as a CTC is
“nasty, brutish, and short.” While there is
much evidence to support this assertion, the
mechanisms underlying this are much less
clear. In this chapter we will specifically fo-
cus on biomechanical influences on CTCs
in the circulation and examine in detail the
question of whether CTCs are mechanically
fragile, a commonly held idea that is lacking
in direct evidence. We will review multiple
lines of evidence indicating, perhaps counter-
intuitively, that viable cancer cells are me-
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chanically robust in the face of exposures
to physiologic shear stresses that would be
encountered by CTCs during their passage
through the circulation. Finally, we present
emerging evidence that malignant epithelial
cells, as opposed to their benign counterparts,
possess specific mechanisms that enable them
to endure these mechanical stresses.

Keywords

Circulating tumor cell · Metastasis ·
Hemodynamic forces · Fluid shear stress

11.1 Introduction

Metastasis is responsible for the lethal conse-
quences of most solid tumor types and remains,
in many respects, a poorly understood biological
process. To colonize organ sites remote from the
primary tumor, cancer cells must travel through
the bloodstream, a microenvironment wholly un-
like the solid tissues from which they were de-
rived. Within this microenvironment, these mi-
grant cancer cells are referred to as circulating
tumor cells or CTCs. Although CTCs may have
first been described as early as 1869 [1], they
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remain enigmatic in many ways, in part, due to
difficulties in studying these rare cells. Among
the open and actively investigated questions re-
lated to CTCs are: (1) How long do they spend in
the circulation and navigate it? (2) How does the
genotypic/phenotypic diversity of CTCs relate to
that of the primary tumor or metastases? (3) What
is the capacity of individual CTCs for metastatic
colonization? and (4) How does the microenvi-
ronment of the circulation influence the biology
of CTCs? Regarding the latter question, this
chapter will focus on how hemodynamic forces
interact with the particular biology of CTCs in a
manner that is relevant to metastasis.

Metastasis has long been regarded as an in-
efficient process when considered from the per-
spective of CTCs [2]. For example, Zeidman
observed in 1950 that only tens of lung tumors
resulted from >105 cancer cells injected intra-
venously, and Fidler found that intravenously
injected B16 melanoma cells rapidly die, with
only about 1% cells surviving to 24 h [3, 4].
Shedding rates of 3–4 × 106 cancer cells/day/g
of tumor tissue have been measured in experi-
mental tumor models [5]. Moreover, peritoneove-
nous shunts to relieve ascites in cancer patients
release billions to trillions of cancer cells into
the circulation without resulting in observable
metastases in the lungs and other organs in some
patients [6]. This leads to the conclusion that the
overwhelming majority of CTCs do not produce
clinically observable metastases, but why? There
are several, non-mutually exclusive explanations
for this. Foremost among them is that only a
subset of CTCs are capable of growing into
a metastasis due to both cell-intrinsic and mi-
croenvironmental mechanisms [7, 8]. First ar-
ticulated as the “seed and soil hypothesis” by
Paget, this is now a widely held and idea, al-
though many questions remain [9, 10]. Addi-
tionally, CTCs may rapidly succumb to destruc-
tive mechanisms including (1) anoikis or pro-
grammed cell death due to their detachment from
extracellular matrix, though cancer cells often
have some intrinsic resistance to this [11], (2)
exposure to immune system-mediated destruc-
tion when separated from the immune-privileged
microenvironment of the primary tumor [8], and

(3) mechanical destruction due to hemodynamic
forces including deformation in the microvascu-
lature [12]. Comparatively speaking, far less is
known about these destructive mechanisms. In
this chapter, we will focus on the latter issue,
specifically the question of whether CTCs are
mechanically fragile and findings that support
the concept that CTCs, as compared to benign
counterparts, may possess biologic mechanisms
that provide resistance to destructive mechanical
forces. We will first begin with a consideration of
the mechanical challenges CTCs are confronted
with in the circulation.

11.2 Biomechanics
of the Circulation: Strain
and Stress

The circulation is a remarkable, highly evolved
system for the efficient transport of blood cells,
gasses, nutrients, and hormones that provides tis-
sues with nourishment and can aid in the organ-
isms’ defense, homeostasis, and growth, among
other critical roles. It is estimated that a red blood
cell in a human makes an entire circuit in about
1 min, during which it passes twice through the
heart and microcirculation—pulmonary and pe-
riphery. Here we will consider three main aspects
of the circulation that impinge on the mechanical
stability of CTCs: (1) fluid shear stress imparted
by blood flow, (2) deformation in the microcir-
culation, and (3) forces generated by adhesive
interactions between circulating cells and the
vascular wall.

11.2.1 Hemodynamic Shear Stress:
Going with the Flow

The circulation is typically thought of as two
units, the cardiovascular system, which delivers
blood to the tissues, and the lymphatic system,
which distributes lymph. The cardiovascular sys-
tem consists of plasma, red blood cells (RBC),
leukocytes, and platelets that are cycled through-
out the tissues in the pulmonary and systemic
circulation. The lymph is recycled blood plasma
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that has filtered through interstitial fluid, before
eventually draining into lymphatic ducts and fi-
nally the subclavian veins.

Within these systems, flow is driven by either
gravitational or pressure gradient forces. In a
given blood vessel, the rate of change of pres-
sure along the length of the vessel in a specific
direction gives rise to the pressure gradient, forc-
ing flow through the vessel. However, viscos-
ity, a measure of a fluids resistance to defor-
mation, opposes the pressure gradient, creating
shear stresses between neighboring layers of fluid
moving at different velocities. The magnitude
of fluid shear stress (FSS) a given fluid layer
experiences is dependent on the viscosity of the
fluid and the shear rate.

τ = μ
δu

δy

τ is the wall fluid shear stress (WSS), μ is
the viscosity, and the shear rate is δu/δy. Stress
is force acting on a surface divided by the area
of the surface. The shear rate is the derivative
of fluid velocity perpendicular to a boundary.
Under the assumptions that flow in a straight,
horizontal tube with a Newtonian fluid is steady
(not accelerating) and laminar, one can solve for
the Hagen-Poiseuille equation using the Navier-
Stokes equations in cylindrical coordinates. New-
tonian fluids behave with a viscosity μ that is
independent of shear stress. In fluids with a solid
boundary, a no-slip condition can be applied that
states that the fluid will have a velocity of zero
next to the boundary.

�p = 128
μLQ

πd4

�p is the change in pressure across the tube,
L is the length of the vessel, Q is the flow rate,
and d is the diameter. This results in a parabolic
velocity profile across a vessel for Newtonian
fluids in laminar flow. Thus, FSS varies linearly
with respect to the radial position of a fluid layer,
with the maximum FSS seen at the wall. The
viscosity of blood, however, varies with shear
rate of ∼100 s−1 or less before behaving like
a Newtonian fluid [1]. In the microcirculation,

Poiseuille flow is not valid, as blood behaves in
a non-Newtonian manner and the interaction of
RBCs alters the dynamics of the flow. Laminar
flow, the norm within much of the circulation,
occurs when there is no disruption between layers
of fluid, resulting in parallel layers of fluid flow.
Fluid flow can transiently become turbulent and
chaotic. The Reynolds number characterizes this
flow pattern of a fluid and can be used to predict
the transition between laminar and turbulent flow.

Re = ρuL

μ

ρ is the density, μ is the average velocity of
the fluid, and L is the length of the vessel. Re
greater than 2000 suggests transition to turbulent
flow. Re is less than one within the microcircula-
tion where viscous forces dominate. Turbulence
within the circulation is rare, but it is present
momentarily in the ascending aorta, aortoiliac
bifurcation, or during the opening and closing of
heart valves, among other locations [13]. When
turbulence occurs, it increases the frequency of
cell damage. At levels of WSS between 2000
and 4000 dyn/cm2, turbulence resulted in sig-
nificantly greater hemolysis than laminar shear
flows of similar magnitudes [14]. However, the
brevity of turbulent flow likely limits the extent
of cellular damage. Flow destabilization occurs
in very brief ∼150 ms time intervals and is
immediately followed by low velocity and Re
flows.

The location of the primary tumor often dic-
tates the initial route of metastasis through the
circulation and thus the stresses a CTC will
encounter. Two paths of metastasis within the cir-
culation are lymphatic and hematogenous spread.
Average WSS in the lymphatics is 0.64 dyn/cm2

with peaks between 4 and 12 dyn/cm2 [15, 16].
Lymphatic capillaries are typically 15–75 μm
with the lower order vessels becoming increas-
ingly larger with the thoracic duct being ∼5 mm.
On the other hand, during hematogenous dissem-
ination, CTCs will pass through the cardiovascu-
lar system and be exposed to a pulsatile and more
mechanically stressful environment. In humans,
although a commonly cited value for overall
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mean arterial WSS is ∼15 dyn/cm2, considerable
variation exists both regionally and locally within
the arterial tree with a linear, inverse relationship
between average WSS and arterial lumen diame-
ter [17]. A range of 10–70 dyn/cm2 has been re-
ported for normal arteries, whereas venous WSS
is much lower in the range of 1–6 dyn/cm2 [18,
19]. The WSS encountered in the microcircula-
tion (arterioles, capillaries, venules) is estimated
between 3 and 140 dyn/cm2 in a low Re envi-
ronment [20]. CTCs must also pass through the
heart, which represents a very dynamic FSS envi-
ronment with wide local variations that have been
challenging to precisely measure experimentally.
Various experimental and computational efforts
indicate maximum WSS near the tips of the
ventricular surface of valve leaflets to be in the
range of 79–100 dyn/cm2 [21]. Turbulent, high
Re flows may exist briefly around heart valves
and into the ascending aorta [13]. However, it
is difficult to quantify FSS levels on blood cells
under these circumstances, and a wide range of
estimates are reported up to 520 dyn/cm2 [22].
Pathological conditions can modify the degree
of FSS present in the circulation. Computational
simulations indicate that aortic coarctation and
coronary stenosis can produce local WSS values
in the range of 1000–3000 dyn/cm2 [23, 24].
Moreover, mechanical heart valves are known to
produce FSS in the range of 1500–4500 dyn/cm2

[25]. Exercise can increase, and conversely anes-
thesia can reduce mean arterial WSS [17]. A
summary of the FSS encountered in different
areas of the circulation is shown in the y-axis of
Fig. 11.1a.

It is also important to consider how FSS varies
among species since experimental models for
CTCs involve a variety of animal species. Gen-
erally speaking for mammals, for a given arterial
vessel, WSS is inversely proportional to animal
size [17]. For example, in the common carotid
artery, average mean WSS is 11.6 dyn/cm2 for
human, 15.8 dyn/cm2 for dogs, 23.3 dyn/cm2 for
rabbits, 46.6 dyn/cm2 for rats, and 64.8 dyn/cm2

for mice. Zebra fish embryos are a potentially
useful model for the study of CTCs [26, 27].
Much of the research focus in this organism
has been on the role of hemodynamic forces in

cardiac development [28]. As the animal devel-
ops, peak WSS in the AV canal measured by
digital particle image velocimetry ranged from
2.5 dyn/cm2 at 37 hpf to 76 dyn/cm2 at 4.5 dpf
[29].

11.2.2 Cell Deformation in the
Microvasculature: Size
Matters

The diameters of vessels within the circulatory
system vary across several orders of magnitude
from <5 μm to >30 mm. A summary of the size
of vessels encountered in different areas of the
circulation is shown in x-axis of Fig. 11.1a. Nor-
mal red blood cells have diameters between 6 and
8 μm. In blood vessels smaller than the diameter
of a RBC, the cell is able to rapidly deform to
squeeze through. All leukocytes are too large to
pass undeformed through much of the microcir-
culation. Basophils, neutrophils, and eosinophils
are 14–16 μm, 12–14 μm, and 12–17 μm in di-
ameter, respectively. Lymphocytes are 10–14 μm
in diameter. The largest of the white blood cells,
monocytes/macrophages, have diameters of 15–
25 μm. Platelets can pass through the microvas-
culature unhindered as their diameters are 2–
4 μm. In comparison, cultured cancer cells are
generally 15–20 μm in diameter. CTC cell size
has not been extensively documented. One study
evaluating CTC size in a small sample of patients
found the mean diameter to be slightly larger
than leukocytes ranging between 10 and 15 μm,
although the size distribution was overlapping
[30]. Another study focusing on measurements of
nuclear size of prostate cancer CTCs found that
they could be clustered into three distributions
with means at 6.82 μm, 10.63 μm, and 21.63 μm
[31]. Interestingly, visceral metastasis was more
common in those patients with CTCs in the
smallest size distribution.

Due to the size constraint of the microcircu-
lation, blood cells must be able to deform in
order to pass through the small diameter vessels.
The velocity of leukocytes within the microcir-
culation is significantly less compared to red
blood cells, which can traverse capillary beds
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Fig. 11.1 (a) Range of wall shear stress (WSS) related
to vessel diameter in physiologic and pathophysiologic
conditions based on [13–25]. Ovals represent approximate
values in different parts of the vasculature. The level of
WSS associated with hemolysis is indicated by the red
bar, though it is important to note that this is dependent
on the time of exposure. (b) Representation of differ-
ent hemodynamic forces encountered by CTCs. Fluid
shear stress (FSS) can be calculated under conditions

of Poiseuille flow where the maximum is at the vessel
wall and the minimum is at the vessel axis. CTCs may
associate with each other or with other blood components
such as platelets which could influence the level of FSS
encountered. Traction forces, generated by adherence of
CTCs to the vessel wall under flow, may be encountered
by CTCs under certain circumstances. Once in the mi-
crocirculation the arrest and deformation of the relatively
large CTCs may also be destructive

in seconds [32]. RBCs, which can rapidly al-
ter their shape, navigate capillaries ∼300 times
faster than leukocytes [33]. Nonetheless, leuko-
cytes can negotiate capillaries, although they are
frequently briefly arrested in the microvascula-
ture [34]. While in these small vessels, both
RBCs and leukocytes experience stress on their
membranes and cytoskeleton as they are de-
formed. Membrane unfolding of leukocytes al-
lows a large area expansion necessary for the
shape changes associated with deformation in
vessels smaller than the diameter of the cell [35].
The area expansion modulus for neutrophils was
3.9 × 10−5 N/m [36]. On the other hand, red

blood cells had a modulus of 0.3–0.6 N/m and a
nearly incompressible membrane [35, 37]. RBCs
instead have a tremendous ability to change the
geometry of the cell while maintaining a near
constant membrane surface area. The bending
modulus has been reported as 10−19 N/m, in-
dicating a remarkable ability to rapidly deform.
RBC cytoplasmic viscosity has been measured
as 0.006 Pa*s [37]. On the other hand, neu-
trophil cytoplasmic viscosity was 135–200 Pa*s
[38]. With respect to the cytoskeletal makeup
of red blood cells, it is clear that the spec-
trin is important in strengthening the membrane
and providing it with durability and flexibility,
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though the dynamics of the spectrin cytoskele-
ton remains largely unknown [39]. RBCs are
also extraordinarily resistant to high levels of
fluid shear stress, with hemolysis detectable at
1500 dyn/cm2, a supraphysiologic magnitude,
after 2 min exposures [40]. In addition, hemolysis
has been reported at brief, millisecond pulses of
4500–5600 dyn/cm2 [41, 42]. Thus, hemolysis is
dependent on both exposure time and magnitude
of shear [43]. Compared to blood cells, the de-
formability of CTCs is less clear. However, an
initial foray into this question has revealed some
interesting findings [44]. In mouse breast cancer
models, CTCs were less deformable than blood
cells as measured by a suspended microchannel
resonator, but CTCs were not different from the
cell line used to initiate the tumors. Interest-
ingly, however, based on a limited set of ob-
servations, CTC’s from prostate cancer patients
exhibited similar deformability to blood cells.
Further analysis of the deformability of CTCs is
warranted as this issue is likely to be a critically
important determinant for how CTCs negotiate
the microvasculature, as well as the relevance of
models employing cancer cell lines as discussed
below.

Due to these differences in physical proper-
ties, the flow patterns of the respective cells dif-
fer. RBCs exhibit two types of motion, tumbling
and tank-treading, at low and high shear rates, re-
spectively [45, 46]. Tank-treading, where the cell
is in a fixed orientation and the membrane rotates
around the cell body, allows the transfer of shear
forces into the cell interior. The whole cell then
partakes in the flow, resulting in reduced apparent
blood viscosity and lower flow resistance [35].
In small diameter vessels, the apparent viscosity
is also reduced, called the Fåhræus-Lindqvist
effect, through the orientation of erythrocytes
in the center of the vessel and formation of
rouleaux, leaving the plasma along the wall of
the vessel. This effect also causes margination
of leukocytes, allowing interaction with the en-
dothelium in small diameter vessels [47]. Shunt-
ing of leukocytes has been witnessed with cells
preferentially being shuttled into vessels with
the highest flow rate at bifurcations, possibly
bypassing smaller diameter capillaries where cell

arrest would occur [35]. Computational analysis
also predicts margination of CTCs [48]. Despite
the different mechanisms employed, blood cells
are able to freely circulate continuously, which
as described below, is not obviously the case for
CTCs.

11.2.3 Leukocytes and Traction
Forces

In response to inflammatory stimuli, leukocytes
engage in molecularly choreographed adhesive
interactions with vessel walls where traction
forces against the vessel wall and fluid shear
also generating torque from the passing blood
flow come to bear on these cells. Generally,
this process involves selectin-mediated rolling in
the lower-shear environment of postcapillary
venules, followed by integrin-mediated tight
adhesion to the endothelium and ultimately
extravasation. A detailed discussion of the
biomechanical implications of this behavior is
beyond the scope of this chapter, but the reader
is referred to a recent review [49]. There is
evidence that leukocyte-like behaviors may be
evident in CTCs under some circumstances
which is discussed in more detail below.
Decades of research on blood cell biology
and hemodynamics have revealed considerable
information about the mechanobiology of the
circulating microenvironment in which CTCs
reside. A summary of the primary forces to which
CTCs are exposed is shown in Fig. 11.1b.

11.3 Circulating Tumor Cells

CTC’s are of inherent biological and clinical
interest since they represent a definable inter-
mediate in the metastatic cascade [7]. The CTC
microenvironment presents a fundamentally dif-
ferent lifestyle for cancer cells accustomed to a
solid tumor microenvironment—detached from
a solid matrix, diluted into a dynamic river of
blood cells, and distributed within some 105 km
of the vasculature. Moreover, the transition to
becoming a CTC is likely to be abrupt, and
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while the time spent in free circulation in larger
vessels and in the heart is likely relatively short,
CTCs may dwell within the microvasculature
for longer periods of time. CTCs are rare (∼1–
10 CTC/109 blood cells) which is a central chal-
lenge to studying them, particularly in vivo, con-
tributing to many open questions [9]. Most of the
focus to date on CTCs has been on developing
methods to isolate them and to characterize them
genetically [7, 50]. Indeed, it has only recently
been experimentally demonstrated that isolated
human CTC preparations include cells capable
of initiating metastasis, at least in immunocom-
promised mice [51, 52]. This effort is driven by
the promise that CTCs could provide a “liquid
biopsy” that can be collected in a minimally inva-
sive manner and better represent tumoral hetero-
geneity than solid tissue biopsies [53]. Numerous
technical and biological challenges remain before
this promise is broadly realized in the clinic
[54]. To understand the biomechanical influences
on CTCs, it is important to first discuss what
is currently known about the natural history of
CTCs.

11.3.1 Becoming a CTC

Intravasation is recognized as necessary step for
distant metastasis and generating CTCs. Intrava-
sation can occur early and throughout tumor pro-
gression, including even non-transformed epithe-
lial cells [55–57]. There is currently evidence to
support that intravasation can result from both an
active process of cancer cell invasion into blood
vessels as well as a passive process of cancer cell
shedding into the circulation driven by mechan-
ical stress on the tumor and/or disorganization
within the tumor microenvironment [58].

Cancer cells are thought to intravasate within
the poorly formed and functioning tumor (pri-
mary and metastatic) vasculature. This can hap-
pen at both invasive margins of tumors and within
the core of the tumor [59]. However, evidence
indicating that CTCs are detectable from pre-
neoplastic lesions indicates that a mature tumor-
associated vasculature per se is not prerequisite
[56, 57]. In fact, epithelial cells can be found

in the circulation of patients with benign in-
flammatory conditions in which blood vessels
may have enhanced permeability [60]. CTCs can
also originate from micrometastases, and not just
clinically observable tumors [61], suggesting the
possibility that they might traverse microvascu-
lar beds in a stepwise fashion. Direct observa-
tions, via intravital microscopy, provide evidence
for an active intravasation process, facilitated
by perivascular macrophages [62]. Epithelial-to-
mesenchymal transition (EMT) a cancer cell phe-
notype that can promote invasive characteristics
has also been implicated in intravasation [63].
Numerous accounts of CTCs bearing markers
of EMT have been reported, for example [64,
65]. However, it is important to note that EMT
may not be required for metastasis in all contexts
[66–68].

CTCs might also be generated without re-
quiring active cancer cell migration [58]. Early
studies showed that a high rate of cancer cell
shedding is observed in perfused experimental tu-
mors [5, 69]. Liotta et al. showed that mechanical
trauma to the tumor could increase the number
and size of cell clumps released into the venous
effluent of experimental tumors [69]. Some stud-
ies have shown that surgical interventions can in-
crease CTC numbers perioperatively, presumably
due to manipulation of the tumor [70]. This data
suggests the possibility that routine mechanical
forces, combined with the disorganized vascu-
lature of tumors, could also contribute to the
genesis of CTCs.

CTCs are now routinely observed to be as
both single cells and less frequently as clusters
with more than 50 cells, also known as circu-
lating tumor microemboli (CTM). CTM have
been observed for some time and in addition to
cancer cells, can include platelets, leukocytes,
and perhaps other cells [8, 69, 71–73]. However,
it is not yet entirely clear how (active migration of
cell groups or passive release?) or where (in what
size vessels?) CTM intravasate directly from tu-
mors (primary or metastatic), or alternatively,
whether they are the result of proliferation of
CTCs elsewhere in the vasculature. CTM have
garnered considerable attention as it has been
demonstrated in experimental models that CTM
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have a greater capacity for metastasis than indi-
vidual CTCs [69, 71, 74]. One hypothesis is that
these multicellular clusters are protected from the
destructive forces mentioned above, including
anoikis, immune—and mechanical—insults. In
an impressive set of experiments, Aceto et al.
showed that CTM in a mouse model of breast
cancer are of predominantly oligoclonal origin
from a mixture of cells in the primary tumor,
indicating that they are not derived from the
proliferation of single CTC [74].

11.3.2 Life (and Death) in the
Circulation

Once CTCs have entered the circulation, most
available evidence indicates that they have only
a brief stay there, though measuring CTC half-
life in the circulation has been quite challeng-
ing. Knowing CTC half-life is important, as it
comes to bear on understanding the temporal
nature of CTC clearance mechanism(s). Using a
flow cytometry-based method to quantify CTCs,
Meng et al. estimated the half-life of CTCs fol-
lowing surgical excision of primary breast tumors
to be on the order of 1–2 h [61]. Using differ-
ent methods to enumerate CTCs, another study
corroborated a rapid decline of CTCs following
primary prostate cancer resection [75]. Aceto
et al. used in vivo flow cytometry to estimate the
half-life of CTCs and CTMs from a bolus intra-
venous injection in immunocompromised mice
and found the half-life of ∼30 min and ∼10 min,
respectively [74]. Numerous caveats exist with
these measurements, and they do not alone re-
veal whether CTCs are continuously circulating
or whether the time spent in free circulation
is punctuated with periods of relative immobil-
ity arrested in the microvasculature. As men-
tioned above, and detailed below, one funda-
mental and rapid (seconds) mechanism acting
on the clearance of CTCs is size restriction in
the microvasculature, which at least temporarily
removes these cells from free circulation. More-
over, the time frames of other clearance mecha-
nisms (e.g., anoikis and immune destruction) are
not well defined.

It is important to note that not all CTCs are
viable. Numerous reports indicate a significant
number of dead and dying CTCs in cancer pa-
tients e.g., [76–78]. However, it is not entirely
clear from these studies the extent to which
dead/dying CTCs result from destructive mecha-
nisms in the host or are an artifact of the methods
used to isolate and characterize CTCs. Some cell
death may result from the CTC isolation methods
including the reagents used, duration of isolation,
and perhaps exposure to FSS, though the magni-
tude of exposure in most CTC isolation protocols
is significantly less than might be encountered in
the circulation. Moreover, passive intravasation
mechanisms discussed above may already shed
dead and dying cells directly into the circulation
[79]. In short, we do not yet have an adequate un-
derstanding of many details involved with CTC
clearance to develop an adequate model of CTC
half-life.

Once cancer cells enter the circulation and
become CTCs, it is very likely that they do
not persist in a freely circulating state for very
long. Escape from the immediate tumor vascu-
lature may be influenced by spatial and tempo-
ral heterogeneity in tumor blood flow patterns
[80, 81]. This suggests the possibility that CTCs
or CTM may dwell for some period of time
within the tumor microcirculation before exiting
to the systemic circulation. Consistent with this
interpretation, Liotta et al. found that passage of
clumps of cancer cells into the venous effluent
of experimental tumors could be restricted by
the size of vessels present [69]. After CTCs
enter transport vessels, they would be expected
to move at blood velocity, which increases from
0.3 cm/s in the capillaries to 40 cm/s in the aorta.
Since total transit time of a red blood cell is on
the order of 1 min, for most CTCs, this is likely
to be just seconds, depending on the distance
between where they are generated and the first
microvascular bed encountered.

When entering the systemic circulation, CTCs
are subject to existing blood flow patterns which
can be used to predict the exposure of various
organs to CTCs. Indeed, metastasis often presents
in the first microvascular bed encountered based
on these patterns [82]. For example, colon can-
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cer frequently metastasizes to the liver, where
the splanchnic circulation delivers CTCs, and
the lumbar spine is a frequent site of prostate
cancer metastasis, to which CTCs are delivered
by Batson’s plexus, a valveless venous system
draining the pelvic floor [83]. Ewing took exam-
ples such as this as an alternative Paget’s “seed
and soil” hypothesis [84]. However, although this
might explain a proclivity for some organs to be
involved in metastasis, it cannot alone explain all
patterns of metastasis as it is clear that it can
occur in sites other than the first microvascular
bed encountered [82, 85, 86].

11.3.3 Vascular Arrest and Transit

Consideration of both first principles and
available experimental data indicates that size
restriction in the microvasculature is the most
likely initial fate befalling CTCs, likely occurring
within seconds of release into the circulation.
As mentioned above, cancer cells from solid
tumors are large (15–20 μm in diameter) relative
to capillaries (3–8 μm in diameter), and thus
the microcirculation represents a CTC filter.
Fidler’s early work with radiolabeled B16
melanoma cells showed that the majority (>50%)
of intravenously injected cells are present in
the lungs 1 min postinjection with a much
smaller amount (∼2%) detectable in the liver
and only ∼1% remaining in the blood sample
taken [4]. The number of cells detectable in the
lungs was relatively stable for 1 h postinjection
and then began to decrease such that by 24 h
only ∼1% remained with concomitant evidence
of cell death. Similarly, radiolabeled colon
cancer cells are efficiently trapped in the lung
or liver of rats 30 min after injection and after
intravenous or portal vein injection, respectively
[87]. Other studies using quantitative PCR to
measure tumor cells have shown that over 85%
of injected cells are present in the lung 5 min
postinjection with about 20% of those cells
persisting to 24 h [88]. In contrast to these
studies, Chambers and colleagues, using an
accounting method involving co-injection 9 μm
fluorescent microspheres, which lodge in the

microvasculature as a reference, found a much
higher percentage of B16-F10 cells (98%) which
are present in the lung at 1 h post-intravenous
injection with 83% persisting as solitary cells
by 24 h [89]. Similar results had been obtained
previously by this group using a portal vein
injection to seed cells into the liver [90]. While
these studies may differ quantitatively in regard
to the fate of cancer cells at 24 h and beyond
(e.g., whether they die or are displaced), there is
clearly good agreement that, at a short interval,
a majority of cells are arrested in the lung. An
important caveat to all of the studies mentioned
above is that they involve bolus injections of
dissociated, cultured cancer cells into mice.
These may not adequately model what happens
to CTCs released from tumors. Moreover, outside
of the lung and liver, we do not have quantitative
data supporting the degree to which CTCs are
arrested in the microcirculation of other organs
and tissues.

Although the evidence above supports the idea
that most cancer cells are arrested, at least tran-
siently, in the first microvascular bed encoun-
tered, some clearly do escape. As mentioned
above, metastasis is not simply restricted to the
first microvascular bed encountered based on
blood flow patterns, and the fact that CTCs are
detectable in the arm vein of cancer patients is
further evidence of this. Cancer cells are de-
formable and motile, and these properties could
contribute to their ability to negotiate the micro-
circulation barrier. However, there is consider-
able uncertainty about the frequency of escape
from the first encounter with the microvascu-
lature and the extent to which it is a passive
stochastic vs. an active biological process. Some
studies have attempted to address this question.

Early microcinematic studies suggested that
cancer cells can traverse the mesenteric cap-
illary bed, consistent with other experimental
evidence, with considerable distortion, though
cancer cells could not be unambiguously iden-
tified in these studies [91]. A more recent and
particularly heroic study from Keinast et al. has
shed light on the early minutes to months in the
life of individual cancer cells introduced into the
mouse brain [92]. Initial cancer cell arrest and
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distortion occurred in small cancer cell-sized di-
ameter vessels and particularly at vascular branch
points. Only ∼10% of cells remained fixed at the
initial site of arrest for >60 s. Other cells were
observed to relocate from an initial site of arrest
and lodge in another for up to 48 h. In multiple
lung and melanoma cell models, between 37.6%
and 63.8% of individual intravascular arrested
cells were either displaced or died during the
week-long observation window, though the au-
thors could not distinguish between these two
fates. What was clear in this study, however, is
that continuously growing macrometastases only
arose from cells that productively extravasated.
In contrast, studies in perfused lung model have
indicated that cancer cells can proliferate in ves-
sel lumens [93], raising the possibility that CTMs
could arise from this source. We will not dis-
cuss extravasation, clearly an active biological
process, further in this chapter, but the reader is
referred to a recent review and other chapters in
this volume for more details [94].

Little is known about how CTCs move follow-
ing a period of arrest in the microvasculature. The
work cited above from Keinast et al. indicates
that in the immediate minutes following arrival
in the microvasculature, CTCs are not tightly
adherent to the endothelium and by distorting
can be pushed forward by hemodynamic pressure
[92]. The question of when and where adhesive
interactions begin between CTCs and the vas-
cular wall is important and still elusive. CTC
adhesion to the endothelium can be influenced
by inflammation (for review [8]). In fact, in IL-
1α-treated mice, cancer cells were observed to
arrest in vessels much larger than the cancer
cell diameter [95]. Similar behavior has been
observed in isolated perfused rodent lungs [93].
It is important to point out that in many of the
intravital microscopy studies to date, leukocyte-
like rolling behavior on the endothelium has not
been observed in cancer cells arriving in mi-
crovascular beds [92, 96–98]. However, a couple
of studies have reported this behavior in inflamed
vasculature [99, 100]. Barthel et al. found that
PC-3 prostate cancer cells engineered to express
E-selectin ligands were observed rolling in TNF-
α-inflamed postcapillary venules of the mouse

cremaster muscle [99]. Thus, the conditions un-
der which CTCs may develop leukocyte-like be-
haviors in vivo is underexplored. If leukocyte-
like behavior of CTCs is restricted to inflamed
postcapillary venules where leukocyte traffick-
ing predominates, an important question is how
many CTCs can negotiate the initial size restric-
tion in capillaries to access this microenviron-
ment. These studies highlight the need to care-
fully consider the models employed and circum-
stances under which short-term adhesive inter-
actions between CTCs and the endothelium are
studied.

Whether and how CTCs can continue move-
ment within the lumen of the microvessel through
active means are also poorly understood. En-
tenberg et al. reported that size-arrested cells
in the lung microvasculature initially exhibit a
highly protrusive phenotype, reminiscent of their
behavior in the primary tumor, which diminishes
over 24 h, but this is not associated with lumi-
nal translocation of the cells [101]. However, in
another study, Yamauchi et al., using video mi-
croscopy of a skin flap preparation, showed that
some HT-1080 fibrosarcoma cells within 2 h of
arrival in the microvascular bed were observed to
translocate at a velocity of 13.2 μm/h, in a man-
ner that depended on capillary diameter [102].
Below 8 μm no migration was observed. It is un-
known whether movement such as this requires
traction forces or involves intracellular contrac-
tility and/or amoeboid migration. Interestingly,
Hung et al. have shown that the mechanosensor
Piezo1 can trigger myosin II-based contractility
in cancer cells in confined spaces [103]. Thus,
the extent of intraluminal migration of individual
CTCs in this confined space may depend on local
features of the microvascular bed as well as the
migratory behavior of CTCs [104].

The microvasculature poses an even more
daunting obstacle to CTMs due to their larger
size. Studies evaluating the metastatic potential
of CTMs have focused on metastasis of
intravenously injected CTMs to the lung, which
does not require transcapillary passage [69, 71,
74]. It is not firmly established whether CTMs
can pass this first microvascular bed encountered
as an intact cell assemblage. However, suggesting
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Fig. 11.2 Dynamics of CTCs passage through the cir-
culation. CTCs released from the primary tumor travel
through the venous circulation, through increasing levels
of FSS, to the right heart and then through descending
levels of FSS to the lungs (or directly to the liver for some
tumors) in a matter of seconds. Upon reaching the micro-
circulation, most intact cells will lodge for some period
of time ranging from seconds to days, before undergoing

cell death, extravasation or displacement. It is unclear at
present to what extent CTCs might avoid lodgement in the
microcirculation via arteriovenous shunts. Displaced cells
would travel to the left heart, where they could encounter
the maximum level of FSS around valve leaflets, and then
out to the periphery where they may lodge in another
microvascular bed and repeat the cycle, perhaps even
reseeding existing primary or metastatic tumors

that this is possible, Au et al. showed that CTMs
could traverse 5–10 μm microfluidic capillary
tubes under physiologic pressure in whole blood
and remain intact [26]. Similar behavior was
observed for cancer cell clusters in zebra fish
embryos. It will be interesting to determine if
this behavior explains how CTMs are able to be
detected in venous blood draws. Alternatively,
these large cell assemblages may traverse
small (50–100 μm) physiologic arteriovenous
shunts in the lungs or extremities [105–107].
In summary, it remains largely unclear whether
transit across the microvasculature is simply a
stochastic process, i.e., some cells entering the
microvascular bed accomplish through chance, or
if biological processes can heavily influence this.
Toward the latter idea, a “circulator” phenotype
has been postulated where CTCs avoid arrest
in a highly efficient manner [85]. However,
given the available data, a picture emerges that
most CTCs will arrest, at least temporarily, when
they encounter the microvasculature. Thus, brief
periods of free movement within the circulation
are punctuated with longer stays in capillary
lumens in which some cells will extravasate,
some will die (as discussed below), and some

will transit to the next capillary bed. This process
is summarized in Fig. 11.2.

11.4 Are CTC’s Mechanically
Fragile?

In many reviews on metastasis are versions of the
following phrase: “tumor cells in the circulation
must overcome the damage incurred by hemo-
dynamic shear forces” [108]. While this makes
intuitive sense, cancer cells from solid organs
are relatively large and do not obviously have
the same membrane-cytoskeletal and biophysical
properties of blood cells that protect them from
hemodynamic shear; there is precious little ev-
idence to support this idea. Likewise, in much
of the work directed at developing methods to
isolate CTCs, it is often mentioned that CTCs
are “fragile.” Though in this case, fragile could
have different meanings—mechanically fragile
(i.e., CTCs are easily physically destroyed) or bi-
ologically fragile (i.e., CTCs do not survive long
when exposed to isolation techniques, perhaps
undergoing apoptosis). In the preceding section,
we discussed experiments that indicate that at
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least in the moments that it takes to traverse the
tail vein, pass through the right heart and become
entrapped in the lung microvasculature, most
cancer cells remain intact, providing evidence
that under these circumstances, CTCs are not
mechanically fragile. In this section, we will look
more closely at various biomechanical influences
on CTCs and whether or not they are mechani-
cally fragile. We will also present evidence that
cancer cells, unlike their benign counterparts,
are surprisingly resistant to brief pulses of high-
level fluid shear stress (FSS). This is an active
biological mechanism common to transformed
cells and may explain why, counterintuitively,
CTCs are mechanically stable when exposed to
hemodynamic shear. Essentially, we propose to
address the question, “Why aren’t CTCs mechan-
ically fragile?”

11.4.1 Death by Deformation in the
Microvasculature?

It has been repeatedly observed that cancer cells
are distorted when they enter the microcircula-
tion as the size differential suggests that they
must. Often they can be observed tortuously bent
around vessel bifurcations. This led Weiss to hy-
pothesize that lethal deformation of cancer cells
within the microvasculature could be a significant
contributor to metastatic inefficiency [12]. In this
view, rapid cancer cell deformation in the mi-
crovasculature causes cells to stretch, expanding
plasma membrane surface area until some critical
point, where it irreversibly ruptures. Since cancer
cells arrested in the microcirculation typically
occlude blood flow, the force driving this defor-
mation is presumably blood pressure, not shear
induced by passing blood flow or adhesive inter-
actions with the endothelium. However, plasma
may continue to flow around the occluding cells
[109, 110]. Evidence supporting this hypothesis
is drawn from in vitro studies on the passage of
hypotonically swelled cancer cells through mi-
croporous filters [111]. This was also investigated
in vivo by observing acridine orange-stained fi-
brosarcoma cells observed in a mouse cremaster
muscle preparation [112]. A loss of membrane

integrity was observed by uptake of ethidium
bromide, pre-loaded into the mice. These authors
found that ∼80% of the deformed, arrested cells
exhibited a loss of membrane integrity in less
than 30 min. In contrast, Morris et al. found that
97% of calcein AM-labeled B16-F10 melanoma
and D2A1 murine mammary carcinoma cells ex-
cluded ethidium bromide for up to 2 h in the liver
and in an extensively deformed state in muscle
[109]. The discrepancy was attributed to toxicity
of the acridine orange dye [113]. Moreover, Mor-
ris et al. present a theoretical framework for why
deformation-driven membrane rupture is unlikely
[113]. Thus, the preponderance of evidence indi-
cates that it is unlikely that deformation of CTCs
in the microvasculature leads, within minutes, to
the destruction of cancer cells.

It is somewhat less clear, however, whether
deformation of the cell and its organelles might
contribute to lethality on longer time scales.
As mentioned above, there is uncertainty about
the kinetics of cell clearance from the lung
microvasculature and the extent to which this
involves cell displacement or death. Compression
can lead to a transient induction of autophagy
within 30 min [114], which might be an adaptive
response to help promote the survival of cancer
cells deformed within the microcirculation.
Several investigators using intravital video
microscopy have observed that parts of cells
arrested in the microcirculation break free in
a process termed “clasmatosis,” which occurs
within minutes of arrest in the microcirculation
[109, 110]. The membrane-bound fragments are
small, 3–5 μm in diameter, and do not appear to
result from apoptotic membrane blebbing, and
their production is enhanced in the presence of
vascular flow [110]. Interestingly, Headly et al.
have shown that local myeloid cells efficiently
ingest these particles and suggest that this may
play a role in the immune response to metastatic
cancer cells which would occur on a longer time
scale [110]. There is also evidence that some
cells arrested in the microvasculature undergo
apoptotic cell death within the first 48 h of
arrest [115, 116]. Cells arrested in the lumen
may be deprived of matrix engagement leading
to anoikis or other survival factors present in
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the solid tumor microenvironment. In addition,
the deformation caused by size constriction in
the microvasculature may ultimately lead to
mechanical rupture of the nucleus [117]. Within
the cell, the nucleus is a large and relatively rigid
structure which is rate-limiting for migration
through pores. The Lammerding and Piel groups
showed that migration of cancer cells through
short channels up to 5 μm diameter caused
rupture of the nuclear envelope leading to DNA
damage and, less frequently, cell death [118,
119]. The damage was repairable through a
mechanism that is also involved in postmitotic
membrane resealing. Whether this behavior
is relevant to deformed cancer cells in the
microvasculature has not been investigated, these
findings suggest another possible cause of cell
death—or mutagenesis—in CTCs arrested in
the microcirculation. Finally, given that some
CTCs are likely to die during arrest in the
microcirculation, it is interesting to speculate
about the extent to which they contribute to
circulating tumor DNA.

11.4.2 Cancer Cells and Fluid Shear
Stress?

Cancer cells are already exposed to fluid shear
before entering the circulation in the form of in-
terstitial fluid flows, producing cell surface fluid
shear on the order of (0.1–10 dyn/cm2). This
is biologically important on a number of fronts
[120]. Much of this work concerns the effects that
this relatively low, continuous fluid shear has on
cell signaling and consequent behavior of cancer
cells, e.g., [121, 122]. However, since this chapter
is primarily concerned with the biomechanics of
the CTC microenvironment, we will not pursue
this topic further here.

When cancer cells enter the bloodstream, they
are exposed to an environment of greatly varying
levels of fluid shear stress (FSS) as detailed above
(Fig. 11.1a). The ramifications of this on CTC bi-
ology are only beginning to be understood in part
because current in vitro models do not adequately
replicate the spatiotemporal dynamics of the cir-
culation and how CTCs experience it (Fig. 11.2).

Additionally, most of the in vitro experiments
do not include blood, and it remains difficult to
study the particular influence of FSS on CTCs
in vivo. From the first moments that cancer cells
enter the circulation, they are exposed to FSS
as they emerge into the vessel lumen. Video
microscopy showed that initial cell protrusions
into blood vessels were fragmented, with non-
metastatic cells exhibiting more of this behavior
than a metastatic variant, suggesting that this was
driven partly by vascular flow [123]. Once in the
venous circulation, CTCs would experience an
escalating level of FSS as flow velocity increases
to 15 cm/s in the vena cava before entering
the right heart (Fig. 11.2). The actual FSS a
CTC would encounter during laminar flow in
the transport vessels would depend on the CTCs
radial position in the vessel, its size, and flow
velocity. However, as CTCs are large relative to
most blood cells, there is an expectation that they
would be driven toward the higher shear envi-
ronment of the vessel wall through margination
[48]. Importantly, this phase of the journey would
last only seconds, unless adhesive interactions
with the endothelium prevail somewhere to slow
the movement of the cancer cell. Below, we will
consider data from various model systems on the
biological effects of FSS CTCs and comment on
their inherent limitations.

11.4.2.1 Parallel Plate Flow Chambers
and Microchannels

Parallel plate flow chambers and versions in mi-
crofluidic formats have been used extensively
to evaluate the effects of fluid shear stress on
mammalian cells, in particular endothelial cells
which are constantly exposed to FSS in the vas-
cular wall. An advantage of this model is that
laminar flow can be delivered in a controlled
manner at known levels to cells adherent to
one side of the chamber. Obviously, if cancer
cells are the adherent party, this is not neces-
sarily an accurate model to study the effects
of FSS on CTCs in free circulation. Adherent
cells might utilize different mechanisms to sense
and respond to FSS. Nevertheless, some insights
have been gained from these studies. Several
studies have indicated that exposure of cancer
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cells to relatively low microvascular and venous
FSS (WSS up to 5.6 dyn/cm2) for periods of
up to 1 h can activate cell adhesion, motility,
and invasive mechanisms that might promote cell
adhesion to endothelial cells and extravasation
[124–127]. A speculative interpretation of these
data is that as cancer cells intravasate and are
exposed to hemodynamic shear, while still being
attached to the vessel wall, exposure to FSS
might prime these cells for further adhesive and
invasive behavior relevant to extravasation. It is
worth noting that none of these studies indicate
that exposure to FSS at this level is associated
with damage to cancer cells. However, it has
been reported that somewhat higher levels of
FSS (WSS = 12 dyn/cm2) exposure for 24–
48 h results in a G2/M cell cycle arrest [128].
However, it is not clear to us how this sort of
exposure would relate to CTCs in vivo.

Parallel plate flow chambers and microchan-
nels have also been used to investigate adhesive
interactions between free-flowing cancer cells
and other immobilized cell types including
endothelial cells [129–132], PMNs [133], and
platelets [134] or ligands [135–137]. One such
study showed that platelets facilitate melanoma
cell attachment to a collagen I-coated surface
at 2 dyn/cm2 in a manner that depends on β3
integrin [137]. Although possible, CTCs are
unlikely to encounter sites of vascular injury
while in free circulation. This behavior could also
serve to stabilize adhesive interactions in arrested
cells or during extravasation. Importantly, studies
in this model have also demonstrated the
potential for cancer cells to exhibit leukocyte-
like rolling behavior on endothelial cells under
microvascular-venous levels of FSS (WSS up
to ∼5 dyn/cm2). In particular, these studies
illustrate roles for selectin-mediated adhesion in
this process [130–132, 134, 136]. Indeed, CTCs
from prostate cancer patients exhibit E-selectin-
dependent rolling behavior in microtubes and
IL-1β-stimulated endothelial cells under these
flow conditions [138]. Cancer cell aggregates,
representing CTMs, can also exhibit rolling
behavior on E-selectin-coated surfaces [48].
However, how CTMs experience and respond to
FSS is largely unexplored experimentally. These

studies, as well as computational modeling of
CTC behavior, have been well reviewed recently
and will not be detailed further here [139–141].

11.4.2.2 Cone and Plate Viscometer
Cone and plate viscometers have an experimental
advantage in the capability to provide a uniform
fluid shear environment to cancer cell suspen-
sions. This is closer to what one envisions for
CTCs that are freely circulating. In the earliest
study of this kind, Brooks examined the effects
of FSS on B16 melanoma cells [142]. At a shear
rate of 2250 s−1 (∼29 dyn/cm2), only 20–50%
viability was lost at 1 h, the first time point
taken, and it took 5.5 h of continuous exposure
to reduce viability to zero. Given the discussion
above, it is exceedingly unlikely that most CTCs
remain in continuous circulation for this period
of time and that their exposure to this level of
shear would only occur very briefly. Thus, rather
than establishing the fragility of cancer cells,
to the contrary, this study indicates that they
are quite robust when confronted with the FSS
anticipated physiologically. More recently, Egan
et al. have used this experimental model to inves-
tigate the effects of platelets in protecting ovarian
cancer cells [143]. At both venous (200 s−1;
1.5 dyn/cm2) and arterial (1500 s−1; 12 dyn/cm2)
shear rates administered over 10 min, cell death
(loss of membrane integrity) reaching a maxi-
mum of 30% by 10 min was detected by LDH
release; however, this did not scale, as one might
expect, with increasing shear rate. Addition of
platelets at various ratios decreased LDH re-
lease at the higher, but not lower shear rate. The
reasons for the relatively rapid loss of viability
at lower shear rates in this study compared to
the aforementioned study and others cited below
applying relatively high levels of shear, where a
substantial loss of viability is not observed, are
unclear. These results await further confirmation
in additional cell lines and means to assess cell
viability.

This experimental model has also been used to
gain other insights relevant to the CTC microen-
vironment. Exposure of esophageal cancer cells
to a venous shear rate of 200 s−1 for 10–15 min
induced ROCK-dependent membrane blebbing
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and primed invasive behavior of these cells [126].
The Konstantopoulos group has shown that low
shear-induced collisions facilitate platelet and
PMN binding to colon carcinoma cells on a time
scale (30–300 s) relevant to consider for freely
circulating CTCs [144, 145]. These studies indi-
cate that heterotypic CTC-blood cell aggregates
could form rapidly within the circulation and
facilitate lodgement in the microvasculature and
extravasation and promote the survival of CTCs.
Another unexpected aspect of FSS has been re-
ported by the King group using this model. They
found that exposure to microvascular levels of
FSS (2.0 dyn/cm2) for 60–120 min potentiated
TRAIL-induced apoptosis, suggesting a particu-
lar vulnerability for CTCs [146].

11.4.2.3 Continuous Flow Circuits
Continuous flow circuits also allow for the bi-
ology of cancer cells to be probed when the
cells are in suspension. Here, a cell suspension
is continuously flowed through tubing by means
of a peristaltic pump, although this model, too,
fails to capture the entire dynamics of the cir-
culatory system. Also, in this type of model,
cells are exposed to a range of FSS levels de-
pending on their local conditions, as they would
be in circulation, not uniform levels as with the
models above. Although Brooks mentioned using
this type of model in 1984 [142], it has not
been extensively utilized until recently. Fan et
al. developed a circuit that included a 20 μm
wide microfluidic constriction [147]. This system
could generate a maximum WSS at the constric-
tion of 60.5 dyn/cm2. Brief periods of circulation
(2 min), even at the maximum level, did not affect
HCT116 colon cancer cell viability. Whereas a
significant loss of viability was observed at all
levels of FSS evaluated at 20 h compared to cells
that were not subjected to flow. Extended FSS
exposure also resulted in lingering effects on cell
proliferation in those cells that survived.

Using a continuous flow circuit that
incorporated a 500 μm wide observation channel,
Fu et al. observed, using a FRET-based apoptosis
reporter, that exposure of up to 30 dyn/cm2

resulted in elevated apoptosis rates in non-
metastatic MCF7 cells as compared to metastatic

MDA-MB-231 breast cancer cells [27]. Peak
apoptosis rates were observed at around 16 h
of continuous circulation and were significantly
higher than static cells in nonadhesive cultures.
Elevated apoptosis was correlated with a loss
of cell viability, and this could be blocked
by caspase inhibition. Moreover, apoptotic
cancer cells were observed freely circulating
in zebra fish embryos 24 h postinjection. These
results extend previous findings demonstrating
an apoptotic mode of cell death and are in
agreement with others showing that extended
time in continuous circulation is necessary to
induce this. Furthermore, they showed that
exposure to FSS triggers apoptotic cell death
via elevated mitochondrial ROS production. This
group went on to show that exposure to FSS
for 6 h in this system primed the migratory and
invasive characteristics of breast cancer cells
in a manner that depended on ROS production
[148]. Using a somewhat different system, this
same group showed that higher levels of FSS
(60 dyn/cm2) which are achievable in the femoral
artery during exercise resulted in necrotic cell
death, as evidenced by propidium iodide uptake
and loss of viability in the MTT assay, over a
time course of 2–18 h [149]. Taken together,
these studies provide convincing evidence that
physiologic levels of FSS applied continuously
for hours can induce ROS-driven apoptotic cell
death and at higher levels necrotic cell death.
However, the model, and hence interpretations, is
limited by the fact that, as argued above, available
evidence indicates that CTCs do not freely
circulate (at constant levels of FSS) for hours.
Rather, size restriction in the microvasculature
is likely to limit this for most CTCs to seconds
of free circulation through larger vessels and the
heart.

11.4.2.4 Syringe and Needle
We developed a simple model involving pump-
controlled flow of a cell suspension through a
syringe and small diameter needle to specifically
interrogate the effects of brief but high level FSS
[150]. As mentioned above, the physiological
range of FSS spans four orders of magnitude,
with the highest levels of FSS represented near
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the walls of arterioles and around heart valves.
These environs might only be encountered briefly
by CTCs while in the circulation. However, this
model also afforded the opportunity to push the
limits of FSS that might be encountered by CTCs
to really test the hypothesis that cancer cells are
mechanically fragile under these extreme circum-
stances. In this model, a flow rate of 250 μL/s
through a 1.27 cm long, 150 μm diameter needle
applies a brief (∼1 ms) “pulse” of FSS ranging
between 750 and 6300 dyn/cm2. This includes
the levels of force necessary to rupture red cell
membranes on a millisecond time scale (4500–
5600 dyn/cm2) [41, 42]. A limitation of this
model is that the actual FSS applied to individ-
ual cancer cells varies depending on their radial
position within the flow profile. Unlike the other
models described above, this is a high Reynolds
number environment (Re = 1980) near the bor-
der of transition between laminar and turbulent
flow. The surprising findings from these studies
were that cancer cell lines from many tissue
origins exhibited remarkable resistance to high,
but brief, repeated pulses of FSS, as compared to
non-transformed counterparts which did exhibit
mechanical fragility—loss of plasma membrane
integrity, and fragmentation and loss of viability
measured by a variety of assays [150]. Extensive
controls were performed to establish that loss of
cell viability is a direct result of exposure to FSS
and not other variables. By way of comparison,
both freshly isolated leukocytes and red blood
cells were considerably more resistant to dam-
age/death than cancer cells in this model. More-
over, these studies demonstrated that resistance
to FSS is a property of cellular transformation
driven by multiple oncogenic pathways and that
exposure to a single pulse of high-level FSS at
this level induced resistance to subsequent, re-
peated pulses, implying a physiological response
to increase resistance to FSS. What we know
about the mechanisms involved in resistance to
this type of FSS is described in more detail below.

Other groups have also independently
reported similar results using this model.
Mitchell et al. essentially corroborated our
findings showing that malignant breast cancer
cell lines, as compared to the non-transformed

MCF-10A cell line are more resistant to FSS.
They went on to show that depletion of nuclear
lamins A and C from breast cancer cells led
to increased sensitivity to FSS, in the form of
increased apoptosis, but not necrosis, measured
2 h after exposure to FSS. These results that
the loss of structural integrity of the nucleus
and/or lamin-dependent gene expression play a
role in the survival of cells confronted with this
mechanical insult and is resonant with finding
cited above that the mechanical challenge of
navigating narrow pores also show lamin A-/C-
dependent effects on cell survival [117]. In a
more recent study, Vennin et al. used the syringe
and needle model to show that pre-treatment
of mouse KPC pancreatic cancer cells with
Fasudil, a ROCK inhibitor, sensitizes cells to
FSS-reducing subsequent attachment to cell-
derived matrix and proliferation and increasing
apoptosis and propidium iodide uptake [152].
These results are in accord with our previous
finding that another ROCK inhibitor, Y-27632,
sensitized cells to FSS-induced loss of viability
[150].

In a variation of the syringe and needle model,
Triantafillu et al. attached a 46 cm section of
125 μm diameter tubing to a syringe and drove
cancer cell suspensions through this conduit with
WSS values from 20 to 60 dyn/cm2 [153]. In this
configuration, cells are exposed to FSS for an
average of between ∼1.6 and 4.6 s. The temporal
dimension and magnitude of FSS in this model
are reflective of a short trip through the arterial
circulation, albeit at a continuous level of FSS. At
20 dyn/cm2 immortalized but non-transformed
mammary epithelial cells exhibited an ∼50%
decrease in cell viability, whereas two of three
malignant breast cancer cell lines, MDA-MB-231
and MCF7, did not show a significant loss of via-
bility in comparison to static cells in suspension,
both by trypan blue and clonogenic assays. Taken
together, studies in this type of model indicate
that malignant cells exhibit resistance to FSS as
compared to benign epithelial cells. Moreover,
both the duration and magnitude of exposure
are important determinants that can distinguish
the differential behavior of benign and malignant
epithelial cells when confronted with FSS.
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11.4.3 Resistance to Fluid Shear
Stress Is a Conserved
Biophysical Property
of Cancer Cells

This chapter has summarized multiple lines of
evidence that cancer cells are not, contrary to
popularly held opinion, inherently mechanically
fragile and widely subject to rapid (second to
minutes) destruction by physiologic hemody-
namic shear forces. This conclusion is supported
by quantitative assessments of experimental
CTCs in various metastasis models, intravital
imaging efforts, and numerous in vitro studies
that have examined a wide range of FSS
exposures (magnitude and time) in a wide
variety of cancer cell lines. So is this true for
actual CTCs? This question has not yet been
addressed directly, though as mentioned above,
CTCs are repeatedly regarded as “fragile” by the
investigators who routinely work with them. It
is important to point out that most if not all of
the work supporting the mechanical robustness
of cancer cells involves established cancer cell
lines, which when introduced into the circulation,
a high proportion of the cells are viable. It
is possible that adaptation to cell culture with
repeated in vitro passaging somehow selects for
cells that are more mechanically robust than
CTCs or cancer cells as they exist in patient’s
tumors.

The possibility is that all of the aforemen-
tioned data is the result of a cell culture arti-
fact notwithstanding; one way to reconcile these
differing perspectives (Are CTCs mechanically
robust or not?) is if dead and/or dying CTCs
are mechanically fragile. Indeed, there is sup-
port for this view. As discussed above, there
is abundant evidence that many CTCs are not
viable and/or apoptotic. Apoptosis results numer-
ous changes is cellular physiology. Among these,
it has been observed that during staurosporine-
induced apoptosis, there is a rapid (30–60 min)
decrease in cell stiffness (Young’s modulus) with
concomitant changes in cytoarchitecture includ-
ing actin depolymerization and disruption of nu-
clear lamins [154]. Both of these features have
been shown to increase sensitivity of cancer cells

to FSS in the needle and syringe model [150,
151]. Alternatively, as our studies and others
indicate, benign epithelial cells that may be in-
cluded within the CTC population are mechani-
cally fragile [150, 151, 153]. Hence, an apparent
mechanical fragility of CTCs could be a direct
result of biological fragility—their propensity to
already be dead or dying when they enter the cir-
culation or die rapidly (within hours) when dis-
connected from the tumor microenvironment—or
their lack of intrinsic FSS resistance mechanisms
as in the case of benign epithelial cells.

Thus a question becomes, “Why aren’t viable
cancer cells, and by extension viable CTCs, me-
chanically fragile?” We are beginning to tackle
this question. What is emerging is that resistance
to FSS is a basic biophysical property of the
transformed cell phenotype, perhaps common in
all cancer cells [150]. We have identified two
features of transformed cancer cells that may
act in concert or independently to promote FSS
resistance: (1) the ability to rapidly repair dam-
age to the plasma membrane and (2) the abil-
ity to rapidly modulate membrane-cytoskeletal
features in response to FSS exposure, so as to
prevent further damage. Below, we will summa-
rize our findings and what is known about the
mechanisms involved.

An immediate, and potentially catastrophic,
effect of exposure to excessive FSS is a breach
in the plasma membrane. The ability to main-
tain the integrity of the plasma membrane is
of fundamental importance to a cell. Even a
small breach in this barrier can rapidly result
in death due to disruption of necessary ion gra-
dients, oxidation, and loss of vital intracellular
substrates. Many bacterial toxins act to create
pores in the plasma membrane. Thus it is not sur-
prising that cellular mechanisms exist to rapidly
repair the plasma membrane, for a recent review
of these mechanisms see [155]. We detected
evidence of membrane repair in cancer cells
exposed to brief pulses of FSS in the needle
and syringe model cells that took up membrane-
impermeant propidium iodide but otherwise re-
mained viable [150]. Moreover, we showed that
extracellular Ca++, but not other divalent cations,
was critical for maintaining cell viability in re-
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sponse to FSS in this context. In fact, Ca++-
dependent resistance to FSS was observed at
much lower levels of FSS which might more
commonly be encountered by CTCs in the needle
and syringe model. Extracellular Ca++ entering
through membrane wounds is known to trigger
membrane resealing events [156, 157]. These can
act either by forming a patch of various types
to repair larger holes or by reducing membrane
tension to facilitate resealing [155]. The extent to
which differences in membrane repair efficiency
can explain the differential sensitivity of benign
and malignant epithelial cells is not yet known,
and the mechanisms involved in repairing mem-
brane damage in this context are under active
investigation.

Another surprising finding of our initial study
was that cancer cells exposed to a single, ini-
tial pulse of FSS exhibited increased resistance
to multiple repeated pulses of FSS-up to ten
evaluated [85]. This was evidenced by reduced
propidium iodide uptake in viable cells after the
initial pulse. Moreover, cancer cells exhibited
a biphasic loss of cell viability in response to
a train of FSS pulses, with a more precipitous
drop of viability initially, followed by a slower
phase. This behavior was not simply due to
selection of a more FSS-resistant population of
cells. This finding suggested that cancer cells
might rapidly (the interval between pulses was
∼90 s) modulate their membrane-cytoskeletal
properties in response to an initial pulse of FSS,
becoming more resistant to damage in subse-
quent pulses. Consistent with this interpretation,
we found that pre-treatment with non-cytotoxic
exposures of the actin-depolymerizing drug cy-
tochalasin D, or the ROCK inhibitor Y-27632,
sensitized cancer cells to FSS-induced cell death
[126]. Moreover, in a follow-up study, Chivukula
et al. using a micropipette aspiration technique
applied to suspended cells following exposure to
FSS, showed that prostate cancer cells, but not a
benign counterpart, demonstrate a 77% increase
in Young’s modulus after exposure to high-level
FSS in the needle and syringe model [158]. This
adaptive response in the biophysical properties
of cancer cells in response to FSS is likely to
be related to their ability to avoid damage from

subsequent pulses of FSS. Interestingly though,
cell stiffness per se is not a simple determinant
of resistance to FSS. In this study, we found,
as others have shown in adherent cells using
other methods [159], that cancer cells under static
conditions are less stiff than benign epithelial
cells (∼20 vs 50 Pa, respectively). Cancer cells
stiffen in response to FSS (∼35 Pa), but they
do not reach the level of benign cells. Despite
this, cancer cells survive exposure to high FSS
while benign cells do not. It is not clear how
cancer cells sense exposure to brief pulses of
high level FSS. One possibility is Ca++ enters
through plasma membrane wounds. However, we
noted that after ten pulses, the total number of
viable cells exceeds the number of viable cells
that have taken-up PI, suggesting the possibility
that a mechanosensory channel is involved. The
mechanistic basis for these biophysical changes
in cancer cells in response to FSS is also under
investigation. A summary of current findings re-
lated to the mechanism(s) of FSS is shown in
Fig. 11.3.

11.5 Conclusions

CTCs have captured the attention of cancer
biologists for decades, and recent technical
advances have made the study of these elusive
cells, although still challenging, tractable for
some. Given that these cells afford a window into
metastasis, they may hold keys to understanding
this process in more detail as well as providing
a venue for the “liquid biopsy” that could
have clinical utility. CTCs are a natural area
for interdisciplinary research among biologists
and engineers, both for the technical aspects of
CTC isolation and to understand the different
forces at play on these cells while they are
in the circulation. The main emphasis of this
chapter has been to explore to what extent these
forces are capable of mechanically damaging or
destroying CTCs while they are in the circulation.
Metastasis is clearly an inefficient process, and
most available evidence indicates that CTCs
have a relatively short half-life while in the
circulation, but the extent to which this is due
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Fig. 11.3 Mechanisms of FSS resistance may involve
enhanced membrane repair, or increased resistance to
FSS-induced membrane damage. There is evidence sup-
porting both mechanisms to date. Exposure to FSS may
cause damage to the plasma membrane which can be
rapidly repaired either via calcium triggered membrane
patching or by increased cortical tension and membrane
biophysics. Extracellular calcium entry through transient

membrane wounds, or an as yet unidentified mechanosen-
sor, may trigger actin remodeling and activity of the
RhoA-myosin II axis resulting in increased cellular con-
tractility and less membrane damage, and/or increase
membrane repair. Given the widespread nature of FSS
resistance in transformed cells an important question
is how well know oncogenic signaling pathways might
influence these processes

to mechanical fragility of CTCs has not been
thoroughly elucidated.

In this chapter, we reviewed a variety of ev-
idence that viable cancer cells, and by exten-
sion viable CTCs, are not appreciably destroyed
by the magnitude and duration of exposure to
fluid shear stresses that would be encountered on
their journey through the circulation. We have
suggested that apparent mechanical fragility may
be a secondary effect of a loss of cell viability
due to other causes. Dead and dying cells that
may enter the circulation passively or succumb
to immune attack or deprivation of matrix attach-
ment or other factors present in the solid tumor
microenvironment after they enter the circulation
may be much more mechanically fragile than
viable CTCs. To the contrary, we are beginning to

elucidate mechanisms in cancer cells that confer
resistance to fluid shear stress, not present in
benign epithelial cells. These mechanisms appear
to be the product of cellular transformation, tied
to common oncogenic pathways and thus may
be common to many cancers, but the detailed
mechanistic connections are not yet clear. Thus,
although intuition leads one to conclude that
CTCs may not be built to withstand hemody-
namic stresses like blood cells, available evi-
dence suggests otherwise. It is important to stress
that most of this evidence is derived from the
study of cultured cancer cell lines, both in in
vivo and in vitro models, and whether they ex-
tend to CTCs in cancer patients remains to be
determined. However, if this is indeed the case,
one could envision that therapeutic strategies to
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interfere with cancer cell-intrinsic resistance to
fluid shear stress could, in effect, create a more
formidable barrier to hematogenous metastasis.

Here we have also discussed a number of
still very poorly understood aspects of CTC bi-
ology as it relates to the microenvironment of
the circulation. Several of these questions are:
(1) Can we more precisely define the fates of
individual CTCs as they traverse the vasculature?
That is, what is the probability of displacement
from the first microvascular bed encountered vs.
extravasation or cell death? (2) How, indeed, do
relatively large cancer cells negotiate a capil-
lary bed and avoid size-based entrapment? Can
some CTCs freely circulate like blood cells?
There are already some hints that both the size
and deformability of CTCs may be different
from cancer cell lines commonly employed in
animal models. The size restriction problem is
compounded in the case of CTMs and CTCs
complexed with platelets or leukocytes. Do these
manage to transit the microcirculation as well,
or are they primed for arrest and extravasation?
(3) When and under what circumstances do adhe-
sive interactions between CTCs and the vascular
endothelium and other cell types occur in vivo,
and what roles do they play? (4) How can these
basic insights into the behavior of CTCs in the
circulation be used to advance the management
of cancer patients, including how the answers
to the questions above might vary by cancer
type and state of disease progression? These
broad questions await answers which may require
further technology developments to enable the
study of actual CTCs in cancer patients as well
as refinements in the computational, in vitro, and
animal models, including long-duration intravi-
tal microscopy, used for experimental study of
CTCs. This old field is likely to be a fruitful area
of collaboration for biologists and engineers for
many years to come.
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Abstract

Platelets can be considered as the “guardian
of hemostasis” where their main function is
to maintain vascular integrity. In pathological
conditions, the hemostatic role of platelets
may be hijacked to stimulate disease
progression. In 1865, Armand Trousseau was
a pioneer in establishing the platelet-cancer
metastasis relationship, which he eventually
termed as Trousseau’s Syndrome to describe
the deregulation of the hemostasis-associated
pathways induced by cancer progression
(Varki, Blood. 110(6):1723–9, 2007). Since
these early studies, there has been an increase
in experimental evidence not only to elucidate
the role of platelets in cancer metastasis
but also to create novel cancer therapies by
targeting the platelet’s impact in metastasis.
In this chapter, we discuss the contribution of
platelets in facilitating tumor cell transit from
the primary tumor to distant metastatic sites
as well as novel cancer therapies based on
platelet interactions.
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12.1 Cancer Metastasis

12.1.1 Primary tumor support

Cancer-associated thrombosis has exhibited
multiple roles that not only promote cancer
migration to distant organs but also support the
stability and overgrowth of the primary tumor
(Fig. 12.1). Of note, one report pointed out that
the tumor microenvironment (TME) includes a
significant number of platelets whose function is
associated with the maintenance and support
of the tumor mass expansion via secretion
of platelet-derived microparticles (P-MPs) [2,
3]. Platelets are anucleated cells that serve as
a storage for several P-MP types containing
angiogenesis regulator factors, such as vascular
endothelial growth factor (VEGF), platelet-
derived growth factor (PDGF), epidermal growth
factor (EGF), basic fibroblast growth factor
(bFGF), matrix metalloproteinases (MMP),
platelet factor-4 (PF4), plasminogen activator

© Springer Nature Switzerland AG 2018
C. Dong et al. (eds.), Biomechanics in Oncology, Advances in Experimental Medicine
and Biology 1092, https://doi.org/10.1007/978-3-319-95294-9_12

235

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95294-9_12&domain=pdf
mailto:mike.king@vanderbilt.edu
https://doi.org/10.1007/978-3-319-95294-9_12


236 N. Ortiz-Otero et al.

Fig. 12.1 Primary tumor mass expansion regulated by activated platelets

inhibitor-1, angiopoeitin-1, and transforming
growth factor beta 1 (TGF-beta 1), among
others [4].

Several studies have shown that P-MPs play
important roles in promoting tumor cell prolif-
eration, tumor vascular integrity, and cancer cell
invasion. Once tumor cells are introduced, P-MPs
induce an activation of MAPK and AKT sig-
naling pathways to stimulate the protein overex-
pression required to self-sustain tumor cell pro-
liferation. The P-MPs transport pro-angiogenic
factors such as VEGF to induce abundant vas-
cularization to supply nutrients and oxygen to
support tumor overgrowth and stability [5, 6].
Studies have demonstrated that platelet depletion
induces a substantial reduction in blood vessel
density and coverage, leading to vascular leakage
in the primary tumor where it is associated with
tumor hemorrhage that initiates tumor hypoxia
and necrosis [2, 7, 8]. Along with tumor over-
growth and stability, P-MPs induce a more inva-
sive phenotype in malignant cells via secretion
of matrix metalloproteinases and upregulation of

their expression. Moreover, P-MPs can deliver
adhesion molecules to tumor cells to provide the
ability to bind to host cells, a key behavior in the
metastatic cascade [5, 6].

P-MPs are considered a vital part of the TME,
contributing to primary tumor engraftment and
stability; however, their roles depend on the
level of platelet activation. Strong evidence
indicates that many tumor cells express tissue
factor (TF) to trigger local thrombin synthesis
in the TME, which binds to platelet receptors
known as protease-activated receptors (PARs) to
lead to activation of platelets [9]. TF expression
in malignant cells is often correlated with two
genetic modifications in carcinogenesis, namely,
alteration in the k-ras oncogene and loss of tumor
suppressor as p53 [10]. Collectively, tumor cells
express TF to generate thrombin as a paracrine
signal, which triggers a strong positive feedback
loop between tumor cells and platelets to self-
promote tumor cell proliferation, invasion, and,
eventually, metastasis.
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Fig. 12.2 Epithelial-mesenchymal transition affected by platelets

12.1.2 Epithelial-Mesenchymal
Transition and Intravasation

Initially in metastasis, malignant cells go through
a morphological change known as epithelial-
mesenchymal transition (EMT) that produces an
invasive phenotype in tumor cells. EMT is a
reversible process that cells undergo through a
combination of molecular signaling pathways,
which leads to the loss of the intracellular ad-
hesion complex. This allows tumor cells to be-
come highly mobile to migrate and eventually
invade the vasculature. As revealed by several
studies, the principal role of platelets in early
metastasis is associated with the secretion of
growth factors, such as PDGF and TGF-beta,
to trigger EMT activation in tumor cells (Fig.
12.2) [11]. Experimental data indicate that tumor
cells pretreated with platelets show an upreg-
ulation of mesenchymal markers as well as a
downregulation of epithelial markers [12]. Be-
sides these platelet-derived factors, platelets can
induce EMT activation in tumor cells via di-

rect contact between platelet and tumor cells. A
strong body of evidence supports the idea that
platelet-tumor cell contacts are due to a variety
of adhesion molecules present on the platelet
membrane that use plasma proteins to mediate
these interactions. For example, the ανβ3 integrin
expressed in tumor cells can bind to GPIIb/IIIa
platelet integrin via plasma proteins such as fib-
rinogen, fibronectin, and von Willebrand factor
(vWF) [13, 14]. This interaction activates the
ανβ3 integrin and triggers various signaling path-
ways to eventually stimulate the NF-kB pathway
to induce the gene transcription required for EMT
activation [12, 15]. While the TGF-β and NF-kB
pathways are key mechanisms that induce EMT
activation, they also induce MMP upregulation
that is critical for tumor cell invasion due to en-
hanced extracellular matrix (ECM) degradation
[12, 15, 16]. In summary, the secreted factors
from platelets together with direct platelet-tumor
cell contact can stimulate two different critical
signaling pathways in an independent manner.
The synergy of both pathways induces the EMT
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Fig. 12.3 Platelets protect tumor cells in the circulation

transformation in tumor cells and metallopro-
teinase expression to promote tumor cell invasion
in the circulation, an early event in metastasis.

12.1.3 Protection Conferred
to Circulating Tumor Cells

Once tumor cells enter the bloodstream,
these “circulating tumor cells” (CTCs) travel
through the vasculature and may arrive in a
suitable microenvironment to form a secondary
metastatic tumor. To reach distant organs,
malignant cells must overcome several obstacles
in the bloodstream such as mechanical stress
and immune surveillance by natural killer
(NK) cells. During intravasation, tumor cells
become exposed to hemodynamic shear stresses
from 0.5 dyn/cm2 to 30 dyn/cm2 and NK
cell cytotoxicity, which can neutralize CTCs

and eventually hinder metastasis [17, 18].
Accumulating experimental data strongly
suggests that one role of pro-metastatic platelets
is to protect CTCs from such stresses, facilitating
malignant cell migration [19] (Fig. 12.3).
Platelets protect CTCs by two mechanisms,
which include a microthrombi-assembled shield
and the downregulation of NK cell antitumor
activity.

The microthrombi-assembled shield refers to
platelets that adhere to CTCs in an envelope fash-
ion, which, coupled with fibrin deposition, help
to create a physical barrier that prevents direct
contact, up to 80%, with NK cells and the me-
chanical influence of the bloodstream [20–24].
Besides the formation of a microthrombi cloak,
platelets are able to impair the NK cell-regulated
elimination of CTCs through platelet-derived and
bound factors that can downregulate the activa-
tion of immunoreceptor expression and function.
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Fig. 12.4 Platelets facilitate tumor cell arrest and extravasation

Through platelet-tumor cell interactions in mi-
crothrombi, activated platelets secrete factors in-
cluding TGF-β, which reduces the immunorecep-
tor expression of natural killer group 2 (NKG2D)
that is critical for triggering NK cell antitumor
effect [25, 26]. Similarly, platelets can express
the glucocorticoid-induced TNF-related ligand
(GITRL), which interacts with its GITRL re-
ceptor to inhibit NK cell antitumor activity by
promoting apoptosis of NK cells [27, 28]. Al-
together, cumulative evidence demonstrates that
platelets impact CTC survival in the circulation
through the interplay of coagulating proteins and
platelet-derived and bound factors. Indeed, the
principal pro-metastatic role of platelets is the
protection of CTCs in the bloodstream since
tumor cell survival is one of the most determinant
factors that result in effective metastasis.

12.1.4 Circulating Tumor Cell Arrest
and Extravasation

To facilitate tumor cell extravasation, CTCs can
adhere to activated vascular endothelial cells and
complete organ-specific transendothelial migra-
tion. Cumulative evidence suggests that platelets
play a central role in mediating extravasation
by facilitating the intercellular interactions be-
tween tumor and endothelial cells (Fig. 12.4).
During initial arrest, malignant cells can tether
over the vascular endothelium in a P-selectin-
dependent mechanism enhanced by the platelet
integrin GPIIb/IIIa. According to some previ-
ous studies, the integrin GPIIb/IIIa can imme-
diately arrest tumor cells without previous teth-
ering interactions [29, 30]. Platelet-tumor cell
adhesion via integrin GPIIb/IIIa is due to the



240 N. Ortiz-Otero et al.

expression by malignant cells of the counter-
receptor GPIIb/IIIa which mediates cell-cell in-
teractions via plasma proteins acting as a “molec-
ular bridge” connecting both cells (see Sect.
12.1.2) [31–33]. Platelets contain other adhesion
proteins that can also contribute to tumor cell-
platelet-endothelial cell adhesion, such as gly-
coprotein Ibα and glycoprotein VI, which some
studies have found relevant but not determinant
in promoting tumor metastasis [34–36].

Once tumor cells arrive at the vascular
endothelium, platelets can trigger two different
mechanisms to maintain the cells’ firm
attachment until transendothelial migration
is completed. These mechanisms include the
activation of vascular endothelium and local
platelet aggregation. The activation of vascular
endothelium is mediated by tumor cell- and
platelet-derived VEGF-A and induces the
secretion of large fibers of vWF that form a mesh
structure in the vascular wall to support tumor
cell arrest [37]. Regarding platelet aggregation,
tumor cells can express Aggrus protein that
interacts with its counter-receptor, C-type lectin
like receptor 2 (CLEC-2), in platelets to trigger a
signaling pathway that induces platelet activation
and aggregation [38, 39].

To complete transendothelial migration, ma-
lignant cells can elicit two molecular mecha-
nisms using platelet-derived factors, VEGF, and
adenosine nucleotides (ATP) [34, 35]. Several
experimental studies have indicated that platelet-
and tumor cell-derived VEGF activates the vas-
cular endothelium, stimulating vascular perme-
ability by relocating the main intercellular ad-
hesion protein VE-cadherin in endothelial cells
from the cell surface to the cytoplasmic compart-
ment and creating gaps in the endothelium [40–
42]. Recent studies have determined that platelet-
derived ATP can bind to its receptors P2X4,
P2Y1, and P2Y2 on vascular endothelial cells to
activate a signaling pathway that subsequently
induces intracellular calcium increase and in-
creases vascular permeability [43]. Overall, a
substantial number of studies point out the sig-
nificant role of platelets in mediating tumor cell

arrest and the activation of vascular endothelium
to promote cancer cell extravasation.

12.1.5 Colonization of the Secondary
Metastatic Niche

At distant metastatic sites, disseminated tumor
cells (DTCs) are not sufficient to stimulate self-
seeding and proliferation to form a secondary
tumor. Prior to development of a secondary
tumor, a mature metastatic niche must be
generated that is a suitable microenvironment
and is promoted by host stromal cell recruitment
and subsequent DTC seeding and proliferation
(Fig. 12.5). Strong evidence suggests that
metastatic niche formation is mediated by
chemokines secreted by platelets and endothelial
cells, such as stromal cell-derived factor (SDF-
1), CXC motif chemokine ligand 5 and 7
(CXCL5/7), and CC chemokine ligand 5 (CCL5)
[44–46]. The main host components recruited
by these chemokines are bone marrow-derived
cells that include hematopoietic progenitor
cells (VEGFR1+HPCs), granulocytes, and
monocytes/microphages. VEGFR1+HPCs are
the first host cells recruited into the metastatic
site and are crucial for triggering MMPs and
VEGF-A production for revascularization of
the tissue to create a pre-metastatic niche prior
to DTC arrival [47]. To cause VEGFR1+HPC
recruitment, activated platelets close to the
extravasation site secrete SDF-1 that interacts
with its counter-receptor, CXCR4, in HPCs
to trigger their migration [44–48]. Similarly,
the activation of the SDF-1/CXCR4 pathway
can mediate the expression of CXCR4 receptor
following HPC migration [49].

Once DTCs arrive at the distant organ,
granulocyte mobilization is necessary because
these can provide MMPs that enhance DTC
extravasation and homing in the metastatic
niche. In this scenario, studies indicate that
the secretion of CXCL5/7 from activated
platelets generates a chemoattractant gradient
that eventually induces granulocyte recruitment
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Fig. 12.5 Platelets recruit host cells to shape the metastatic niche

to platelet-tumor cell clusters to form a premature
metastatic niche [45]. Along with granulocytes,
monocyte/macrophage migration toward DTCs
is necessary to guide the maturation of
the metastatic niche. Monocyte/macrophage
recruitment is crucial for triggering signaling
pathways that promote the survival of DTCs
escaping from immune surveillance. To achieve
monocyte/macrophage recruitment, DTCs
activate coagulation pathways to activate platelet
aggregation, creating small thrombi that surround
the DTCs and induce monocyte/macrophage mi-
gration [50]. DTC-leukocyte-platelet interactions
in the clot mediated by P-selectin-dependent
adhesion can trigger CCL5 secretion from
the vascular endothelium to induce monocyte
recruitment [46]. Altogether, platelets play
a significant role in providing stimulating
chemokine secretion as well as activation of
chemokine secretion from other host cells to
create a suitable microenvironment necessary for
the promotion of metastatic tumor seeding and
eventually tumor overgrowth.

12.2 Platelet-Based Cancer
Therapy

12.2.1 Anticoagulants as Cancer
Therapy

Cancer patients are more likely to develop venous
thromboembolism (VTE) and have an increased
risk of dying from thrombotic events than VTE
patients without cancer. Increased procoagulant
molecules such as tissue factor (TF) and cancer
procoagulant (CP) during cancer development
result in increased incidence of thrombosis and
contributes to tumor growth and metastasis. The
opposite also holds true in that patients with
VTE have a fourfold increased risk in developing
cancer after 1 year of diagnosis with VTE [51].
Given the link between coagulation and cancer,
anticoagulants were studied for their antitumor
benefits and to control thrombotic events in can-
cer patients.
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Common anticoagulants examined for their
effect on cancer are warfarin and low-molecular-
weight heparin (LMWH). Warfarin works by
interfering with vitamin K-dependent carboxyla-
tion of coagulating proteins such as prothrombin
and factors VII, IX, and X [52]. One of the first
clinical studies conducted to test the efficacy of
warfarin in patients with various cancers found
that warfarin treatment resulted in improved sur-
vival of patients with small cell lung cancer but
had no effect on survival of patients with ad-
vanced non-small cell lung, prostate, colorectal,
and head and neck cancer [53]. Additionally, a
clinical trial involving fixed, low-dose adminis-
tration of warfarin for stage IV breast cancer
patients found no difference in survival between
treatment groups [54]. However, a study compar-
ing 6-week and 6-month treatments of warfarin
in cancer patients found the effects of warfarin
evident 2 years after treatment in patients with
6 months of treatment, and the antitumor activity
was observed for 6 years [55]. Further research is
required to understand how the stage of cancer in
patients, administration of dose and timeline of
treatment, as well as type of cancer can affect the
antitumor activity of warfarin.

Like warfarin, LMWH works by enhancing
the activity of antithrombin which inhibits throm-
bin as well as other factors such as factor IX, X,
and XI. Additionally, heparin can bind to and in-
hibit platelet activity and can also inactivate fac-
tor II through binding to heparin cofactor II [56].
LMWH is considered the first line of therapy
for cancer patients that are diagnosed with VTE.
There are various LMWH derivatives that have
been tested against cancer such as dalteparin,
enoxaparin, as well as unfractionated heparin.
Cancer patients treated with a form of LMWH,
dalteparin, were found to have reduced recurrent
thromboembolism compared to cancer patients
treated with warfarin [57]. Another clinical study
with patients diagnosed with breast, colorectal,
ovarian, pancreatic, and other cancers found that
treatments with LMWH showed no differences
in survival after 1, 2, and 3 years post treat-

ments. However, patients with good prognosis
had significantly increased survival after 2 and
3 years of treatment compared to placebo [58].
Additionally, clinical trials testing LMWH in
combination with chemotherapeutics in patients
with advanced pancreatic cancer and small cell
lung cancer also found improved overall survival
in patients compared to chemotherapeutic alone
[59, 60].

Other anticoagulants tested for antitumor ac-
tivity include aspirin which is known to inhibit
platelet activity. Aspirin has been shown to re-
duce the risk of adenocarcinoma and prevent
metastasis in one clinical study [61]. Another
study also showed a reduced reported diagnosis
of cancer in diabetic patients treated with as-
pirin compared to those without [62]. However,
whether the effects of aspirin on cancer pro-
gression are due to its platelet inhibition prop-
erties via inhibition of cycloogenase-1 (COX-1)
pathway or anti-inflammatory affects via COX-
2 inhibition have yet to be ascertained. Addi-
tional drugs include desirudin and argatroban,
which are thrombin inhibitors; nonsteroid anti-
inflammatory drugs such as ibuprofen; heparan
sulfate mimetics such as M402; matrix metallo-
proteinase inhibitors which affect platelet acti-
vation; and pentasaccharide anticoagulants and
direct factor X inhibitors which have recently
been studied or considered for antitumor activity.
Many researchers aim to improve pharmacoki-
netics, specificity, and delivery of anticoagulants
through development of oral coagulants that tar-
get specific clotting factors on platelets. Some
commercially available examples include throm-
bin inhibitor dabigatran and the factor-Xa in-
hibitors apixaban and rivaroxaban [63]. However,
despite some of the positive results that show
improved survival with the use of anticoagulants,
recent studies show that a combination of antico-
agulants with cancer therapies may contribute to
potential drug interactions that result in gastroin-
testinal toxicity [64]. The heterogeneity of cancer
and patient treatments prompts additional studies
into the effects of anticoagulants.
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12.2.2 Monoclonal Antibodies
Against Platelet Proteins

Monoclonal antibodies (Mab) and inhibitors
targeting platelet proteins provide another
unique approach to targeting platelet function
during cancer progression. Antibodies targeting
platelet-derived growth factors (PDGF) are
one of the emerging therapies for interrupting
tumor progression. PDGF are mitogens
released by platelets that promote cell growth
and proliferation for various cells, such as
mesenchymal cells, and have been found to
promote angiogenesis and be overactive in cancer
patients. To date, there are several inhibitors of
PDGF, such as imatinib and sunitinib, which
have been FDA approved to target the receptor
kinases of PDGF for inhibiting leukemia and
renal cancer progression [65]. However, as
the PDGF receptor kinase inhibitors are not
specific to PDGF kinases only, alternative
options with increased specificity have been
researched over the past few decades. Examples
include Mab 6D11, CR002, and C3.1 which
neutralize PDGF mitogenic activity and show
specific targeting of PDGF ligands [66–68].
Other antibodies also target the receptor for
PDGF including CDP860, IMC-2C5, and 3G3
[69–71]. IMC-2C5 did not exhibit any significant
antitumor activity in murine xenograft models
with the ovarian carcinoma cell line OVCAR-
5 [69]. Monoclonal antibody 3G3, however,
showed antitumor activity in mice xenograft
models with glioblastoma and leiomyosarcoma
compared to controls in one study [70]. Recently,
the FDA-approved olaratumab, a monoclonal
antibody targeting the PDGF receptor subunit, in
combination with doxorubicin for treatment of
soft tissue sarcoma shows significantly improved
overall survival compared to doxorubicin alone.

Aside from PDGF, antibodies targeting
platelet activity also exist to reduce tumor-
associated thrombosis. Abciximab is one such
antibody which targets the GPIIb/IIIa complex
on the surface of platelets and has been shown
to block platelet aggregation and secretion
of angiogenic factors. Eptifibatide, XV454,
and tirofiban also have similar functions as

abciximab as they also target the GPIIb/IIIa
glycoproteins and inhibit platelet activity, though
the mechanisms of action vary with each
antagonist [71]. The GPIIb/IIIa proteins are
integrins that serve as receptors for binding to
fibrinogen, fibrin, fibronectin, vitronectin, and
von Willebrand factor [72]. When platelets are
activated, these glycoproteins result in platelet
aggregation as the platelets bind to fibrinogen
and initiate clotting. The use of glycoprotein
antagonists reduced platelet aggregation and
tumor burden in mice and rats and have been
shown to interrupt interactions in the tumor
microenvironment [72–75].

Moreover, antibodies targeting other modal-
ities of platelets such as fibronectin (antibody
A3.3) and matrix metalloproteinases (such as
MMP2) which are involved in platelet aggrega-
tion have been developed and have been shown
to inhibit thrombin formation and aggregation
[76, 77]. Antibodies targeting coagulation factors
such as tissue factor, factor IX, and factor IXa
are in development for both reducing thrombotic
events and improving cancer outcome. One an-
tibody developed against tissue factor is the re-
combinant mouse antibody D3H44, which effec-
tively targets tissue factor and can be neutralized
through the use of competing antibodies [78].

Antibodies targeting platelet proteins and
functions continue to be characterized and
discovered, though cost of production is one
limitation to antibody commercialization. As the
role of platelets in tumor progression is further
elucidated, targeted cancer treatments involving
the use of antibodies serve as attractive methods
for future studies in achieving antitumor activity.

12.2.3 Drug Delivery Systems Using
Platelets as Carrier

Though there are numerous drug delivery
systems that target platelet-tumor microenvi-
ronment, exploiting platelets has also proven
to be an effective method for targeting cancer
progression. Platelets have been known to protect
circulating tumor cells in the circulation by at-
taching to the surface of cells via GPIIb/IIIa and
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other interactions and protecting the tumor cells
from detection by surveilling immune cells [79].
Using this known property, some researchers
have developed chemotherapeutic systems that
specifically repurpose platelets as vehicles
for delivery of cancer therapies. One such
example involves loading isolated, inactivated
platelets with doxorubicin, a chemotherapeutic,
and testing the release of the drug from the
platelets with the presence of activating agonists
such as adenosine diphosphate (ADP). Results
showed apoptotic effects on Ehrlich ascites
carcinoma cells and human lung carcinoma cells
[80]. Another example of using functionalized
platelets as vehicles for tumor imaging and
tumor targeting was to load kabiramide into
platelets to prevent activation, and couple this
with antitumor proteins such as transferrin to
both target and image myeloma tumors [81]. This
system showed successful loading and release of
drugs as well as the accumulation of the loaded
platelets to the site of myeloma xenotransplant in
mice.

An alternative method that utilizes platelets
as carriers involves attaching drugs to the sur-
face of platelets rather than isolating and load-
ing platelets. In one instance, fucoidan nanopar-
ticles loaded with multiple drugs including a
chemotherapeutic and imaging agent were tar-
geted to P-selectin [82]. P-selectin is a natural
adhesion receptor expressed by endothelial cells
and activated platelets. The fucoidan-platelet sys-
tem was able to deliver therapeutic locally, com-
pared to delivery systems not targeted to P-
selectin. Platelets have also been used as carriers
for targeting antithrombotic agents to sites of
thrombosis. Examples of this involve targeting
liposomes with antithrombotic agents to platelets
via GPIIb/IIIa and P-selectin interactions [83,
84]. This method provides the opportunity for
direct treatment of thrombotic events through the
release of drug agents and can be further tai-
lored to deliver cancer drugs and reduce platelet
shielding.

Platelet delivery systems provide many ad-
vantages compared to delivery systems utilizing

traditional nanoparticle systems such as lipo-
somes. Platelet-loaded systems can deliver more
therapeutic drugs due to platelets having more
volume and larger diameter than many nanopar-
ticle vehicles. Additionally, platelets can remain
up to 9 days in circulation before degradation,
allowing for a longer therapeutic window com-
pared to nanoparticle systems that may stay in
circulation for 2–50 h. Lastly, targeting surface
proteins of platelets or using platelets for deliv-
ery of therapeutics employs the natural interac-
tions of platelets and cancer cells to interrupt
cancer progression and metastasis. Properties of
platelets such as deep tumor penetration and in-
volvement in metastasis and angiogenesis allow
for increased specificity in targeting the tumor
environment that may not be achieved with sim-
ply relying on the enhanced permeability and
retention effect. As the opportunities to utilize
platelets for cancer therapy are explored, better
treatment options to target tumors and tumor mi-
croenvironment may one day become alternatives
to current cancer therapies.

12.2.4 Drug Delivery Systems
Inspired by Platelets

Efforts to improve drug delivery for cancer
treatment extend beyond the use of platelets
for the delivery of cancer therapeutics. Emerging
therapies have also explored the properties of
platelets in the vasculature to develop mimetic
carriers for the delivery of therapeutics. Several
researchers have explored the use of platelet
membranes for the delivery of therapeutics
for either cancer treatment or wound healing.
One such example that our group developed
includes the use of silica particles that are
coated with platelet membranes conjugated with
tumor necrosis factor-related apoptosis-inducing
ligands (TRAIL) to target circulating tumor cells.
This approach targeted metastasizing cancer
cells within their microenvironment and induced
apoptosis in prostate and breast cancer cells
while also localizing to cancer clusters [85]. In
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a separate study, we also genetically engineered
platelets to express TRAIL on their surface by
a genetic modification in hematopoietic stem
and progenitor cells. Approximately, 40% of the
circulating platelets were expressing TRAIL, and
it was shown that this could reduce the frequency
of liver metastasis in an experimental metastasis
model of prostate cancer [86].

A similar system involving platelet membrane-
coated nanogel-based nanocarriers was used to
deliver TRAIL and doxorubicin simultaneously
and showed antitumor results indicating the
flexibility of the delivery system [87]. One
final example utilizing platelet membranes
involved loading coated poly(lactic-co-glycolic
acid) (PLGA) nanoparticles with docetaxel or
vancomycin to target platelet-adhering pathogens
as well as neointima growth [88]. This system
could also be used as a cancer therapy as
docetaxel is a common therapeutic used to treat
various cancers such as breast and lung cancer.
In all three cases, the use of platelet membrane
resulted in increased therapeutic efficacy due to
improved targeting and, in some cases, evasion
of immune degradation of particles for increased
circulation time.

Researchers have also explored platelet
mimetic systems that use platelet ligand-receptor
pathways to target metastasis. In one such real-
ization, liposomal constructs were functionalized
with either P-selectin or GPIIb/IIIa receptors and
were used to target breast cancer cells for the
delivery of antitumor therapeutics. This system
mimics platelet interactions with cancer cells and
binds to breast cells expressing platelet proteins
to deliver therapy against metastasizing cells
[89]. A recently developed method also explores
platelet properties in creating nanoparticles,
termed “platelet-like nanoparticles.” These
particles exhibit platelet functions by utilizing
peptides for binding to collagen, von Willebrand
factor, and integrin and recapitulate physical
properties such as discoidal shape and flexibility
of platelets to promote wound healing and reduce
bleeding time [90]. Artificial platelets [90] and
platelet-like particles [91] can be tailored to
deliver therapeutics for cancer as the platforms
become better characterized.

12.3 Biomechanical Properties

Cancer metastasis is a complex process that is
regulated by genetic and biochemical alterations
in cancer cells as well as in the microenviron-
ment. However, there is emerging strong evi-
dence that suggests mechanical signals as a crit-
ical factor in the cancer metastasis process [92,
93]. The platelet is a dynamic anucleated cell that
promotes tumor growth and cancer cell migration
via mechanotransduction.

The tumor microenvironment is stiffer com-
pared with tissue in normal physiological condi-
tions, due to three main factors: the dense ECM in
the tumor stroma that is composed mostly of col-
lagen and fibronectin; the solid stress caused by
tumor cell proliferation; and the increase in inter-
stitial fluid pressure (IFP) [94, 95]. Experimental
data indicate an increase in platelet adhesion and
activation in stiffer tissues compared to softer
tissues. These studies demonstrate that platelets
can sense the mechanical properties of the ECM
substrate, with this being enough to induce and
promote platelet activation and thrombi forma-
tion [96]. This suggests that tumor stiffness can
induce platelet activation and recruitment into the
TME to create a “wound healing” environment
that is required to promote tumor cell growth
and expansion as discussed above. Once platelets
are activated in the intratumoral compartment,
they release growth factors that promote aberrant
blood vessel formation. Abnormal blood vascu-
lature increases the hydrostatic pressure in the
tumor, driving fluid into the interstitial compart-
ment from the circulation and ultimately increas-
ing the IFP [97].

Once tumor cells enter the circulation,
platelets can adhere to tumor cells to form
a microthrombi-assembled shield. In such a
microthrombus structure, the platelet interaction
force is between 1.50 and 2.61 nN, consistent
with platelet activation thresholds [98]. However,
tumor cell-platelet interaction force via integrin
and plasma proteins such as fibrinogen and
fibronectin is typically in the range of 80–
120 pN [99–101]. Collectively, the intercellular
interactions contained in this microthrombus
structure are indeed sufficiently stable to
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maintain this protective shield through the
venous and arterial vasculature systems where
the hemodynamic shear stress ranges from
0.5 dyn/cm2 to 30 dyn/cm2 [19]. Recently Jiang
et al. [102] developed a microfluidic device to
isolate CTCs based on a positive selection of
platelet-shielded cells. Using this device, tumor
cells may be isolated independently of epithelial
vs. mesenchymal phenotype.

Platelets interacting with tumor cells can be
found in various states of activation. However,
when platelet-cloaked tumor cells are exposed to
hemodynamic forces, shear stress activates the
GPIIb/IIIa integrin to induce an outside-in signal
and reorganize the cytoskeleton structure, maxi-
mizing the adhesive and procoagulant properties
of the platelets [103]. During local platelet activa-
tion, proteins such as fibronectin and vitronectin
are released and represent critical players in the
regulation of ανβ3 integrin activation and cluster-
ing of tumor cells. The activation of this integrin
is crucial to induce firm tumor cell arrest [104].
Overall, the platelet is a versatile cell that tumor
cells hijack to promote tumor growth and cancer
cell migration.

12.4 Biomechanics
of Platelet-Cancer Therapies

Cancer cells in the circulation utilize cell adhe-
sion markers on platelets such as integrins and
selectins and structural proteins such as collagen
for creating a protective “coat” to survive the high
shear stress in blood and to migrate and form
metastases. As such, targeting the biomechanical
properties of platelets to affect the aggregation
and adhesion of platelets with cancer cells is a
growing area of interest in cancer therapeutics.
Aspirin, aspirin-nicotinic acid, and heparin are
a few examples of drugs that have been studied
for the disruption of platelet-cancer interactions,
termed tumor cell-induced platelet aggregation
(TCIPA). In one study, aspirin was shown to
affect collagen and adenosine phosphate interac-
tions, while nicotinic acid inhibited the forma-
tion of tumor cell-platelet aggregates [105]. A
recent study showed that heparin blocked initial

P-selectin interactions of platelets with cancer
cells in vitro and in vivo and showed potential
for the inhibition of metastasis [106]. Inhibition
of αvβ3 integrins through the use of antagonists
showed similar outcomes by inhibiting the metas-
tases of colon cancer while increasing survival in
mice [107]. P-selectin and αvβ3 integrins have
both been implicated in metastasis by promoting
tumor cell tethering and adhesion under flow
conditions and the formation of TCIPA [31, 108,
109]. The targeting of biomechanical properties
shows promise in reducing the occurrence of
metastasis, as platelet adhesion and aggregation
promotes cancer cell protection and tethering
within the vasculature for extravasation. How-
ever, different cancer types will exhibit different
mechanisms of interaction with platelets and may
not rely only on integrins or P-selectin for sur-
vival in circulation. Additionally, many studies
do not recapitulate realistic blood flow conditions
while studying effects of targeting aggregation or
adhesion markers in TCIPA. As the mechanistic
process of cancer metastasis is elucidated, the
ability to interfere with tumor-platelet interac-
tions may play a larger role in cancer therapies.

Biomimetic liposomes decorated with one
or more molecules such as fibrinogen, collagen
peptide, and von Willebrand-binding peptide
have been investigated for applications in wound
healing and hemostasis [110–112]. The func-
tional properties of these nanoconstructs allowed
for increased circulation times, aggregation
with platelets, and specific targeting of vascular
damage. The use of nanoparticles with platelet
surface properties may serve to enhance alterna-
tives to current nanoparticle delivery systems.

12.5 Conclusions

During cancer progression, tumor cells hijack
host cells to support tumor growth and the mi-
gration of malignant cells. In this chapter, it was
discussed how tumor cells benefit from platelet
functions to support cancer progression. Platelets
are involved not only in primary tumor growth
and stability but also through cancer cell mi-
gration to distant organs. As platelets represent
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a significant factor in cancer progression, some
researchers have focused on developing novel
cancer therapies by targeting platelets as well as
its coagulation pathway. Monoclonal antibodies
and anticoagulants against procoagulant factors
have been studied as anticancer agents where
their effects resulted in improved survival in
cancer patients as stand-alone therapies or in
combination with chemotherapy drugs. Alterna-
tively, the use of platelets as drug delivery ve-
hicles has been found to be effective in killing
tumor cells and disrupting tumor cell-platelet in-
teractions. In summary, platelets influence tumor
cells in many ways and their interactions make
platelets a potential carrier for novel anticancer
drugs.
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Abstract

ECM stiffness is emerging as a prognostic
marker of tumor aggression or potential for
relapse. However, conflicting reports muddle
the question of whether increasing or decreas-
ing stiffness is associated with aggressive dis-
ease. This chapter discusses this controversy
in more detail, but the fact that tumor stiff-
ening plays a key role in cancer progression
and in regulating cancer cell behaviors is clear.
The impact of having in vitro biomaterial
systems that could capture this stiffening dur-
ing tumor evolution is very high. These cell
culture platforms could help reveal the mech-
anistic underpinnings of this evolution, find
new therapeutic targets to inhibit the cross talk
between tumor development and ECM stiffen-
ing, and serve as better, more physiologically
relevant platforms for drug screening.
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13.1 Mechanics of the Tumor
Microenvironment

The tumor microenvironment (TME) is known to
stiffen during cancer progression. This stiffening
is dramatic enough to be literally palpable. This
tumor stiffening comes from an increase in intra-
tumoral pressure from the growing cell mass, as
well as an increase in fibrillar collagens deposited
by cancer-associated fibroblasts (CAFs) [1, 2],
adipogenic stem cells (ASCs) [3], and the tu-
mor cells themselves. Tumor evolution coincides
with that of the extracellular matrix (ECM) in
the TME from a healthy, organized basement
membrane ECM to one dominated by fibrillary
collagen ([4] Fig. 13.1).

With more research, ECM stiffness could
emerge as a predictive marker of tumor
aggression or potential for relapse. However,
conflicting reports muddle the question of
whether increasing or decreasing stiffness is
associated with aggressive disease. As examples,
mice with more mechanically compliant primary
tumors have more relapsed tumors [6], increases
in shear stress induce more epithelial to
mesenchymal transition (EMT) in ovarian cancer
[7], and TGFβ1-induced EMT occurs only on
rigid surfaces [8]. Later in the chapter, we
will discuss this controversy in more detail
(Sect. 13.7), but the fact that tumor stiffening
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Fig. 13.1 Increasing stiffness and collagen deposition
during tumor development. During tumor progression,
the basement membrane, normally well-organized around
epithelia, is partially degraded and replaced with fibrous
collagen. The H&E and trichrome staining images are
from human breast tumor biopsies from normal, ductal

carcinoma in situ (DCIS) and invasive ductal carcinoma
(IDC) that show this increase in interstitial collagen that
surrounds the tumor site. Bottom image is reproduced
from Ref. [5] with permission from the Royal Society of
Chemistry
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plays a key role in cancer progression and in
regulating cancer cell behaviors is clear. In fact, a
large study spearheaded by the National Cancer
Institute (NCI) showed that malignant and benign
epithelial cell lines can be distinguished by
physical differences in cells themselves [9].

The impact of having in vitro biomaterial
systems that could capture this stiffening during
tumor evolution is very high. These cell culture
platforms could help reveal the mechanistic un-
derpinnings of this evolution, find new therapeu-
tic targets to inhibit the crosstalk between tumor
development and ECM stiffening, and serve as
better, more physiologically relevant platforms
for drug screening. Accounting for cell-material
interactions requires the development of new
biomaterial platforms, with the ability to capture
human tissue properties in a controlled, repro-
ducible, and economical fashion.

13.2 Protein-Based Hydrogels as
Model Tumor
Microenvironments

Polymers derived from natural sources, such
as those made from proteins or sugars, are
inherently biocompatible and contain the
necessary binding sites for cells to interact with
the material. In vivo, polymers in the ECM
contribute to tissue structure, energy storage,
and biochemical signaling events within cells.
Cells possess the capacity to build polymer
chains via condensation reactions and to degrade
them via physical or enzymatic cleavage. Use of
protein-based polymer biomaterials in research
can take advantage of their inherent structure and
function to recapitulate the behavior of cells and
tissues.

13.2.1 Types of Natural Polymers

Living organisms can both produce biological
monomers and acquire them from the environ-
ment. The order in which these components are
assembled, and the structure that results, cre-

ates functionality. One class of natural polymers
is proteins, which are comprised of 20 differ-
ent amino acid monomers (Fig. 13.2). Struc-
tural proteins can be used to recapitulate biolog-
ical features of tissues. These proteins include
collagen, gelatin, fibrin, Matrigel™, silk [10],
and others. Collagen-, fibronectin-, and laminin-
containing protein material systems are widely
used in cancer research because they are well
studied, present several physiological cues, and
are highly abundant in tumors (Table 13.1). Other
materials, such as silk, are emerging as new bio-
material platforms because they have structural
variability that make them adaptable for tissue
engineering and in vitro studies [15].

Polysaccharides are a second major class of
natural polymers, which are composed of sugar
monomers. Most polysaccharides are linear,
linked via 1–4 glycosidic bonds, but occasionally
they form branched chains via a 1–6 linkage.
Many polysaccharides, like chitin, pectin, and
agarose, are commonly used in the laboratory
for applications such as material coatings or
electrophoresis, but their use as gels in cancer
research has been limited thus far. However,
alginate, derived from algae cell walls, forms
hydrogels via ionic interactions and is frequently
used in cancer research and drug delivery. New
bio-inspired materials include deoxyribonucleic
acid (DNA)-based hydrogels, where the polymer
backbone is comprised of alternating pentose
sugar groups and phosphate groups.

Protein and sugar polymers combined, known
as proteoglycans, are a large component of bio-
logical material structures. Glycosaminoglycans
(GAGs) are heteropolysaccharides commonly
found in mucosal membranes and are linear
chains comprised of repeating disaccharide
units. Common GAGs are hyaluronates (loose
connective tissue), sulfates (cartilage, basement
membrane, and skin), and heparin (lining of
lung, liver, and skin). Most of these GAGs are
linked to a protein backbone, primarily attached
to a serine residue via an O- or N-glycosidic
bond, ultimately forming a brushlike structure.
Both GAGs and proteoglycans play a structural
role in tissues, contribute to cancer development
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Fig. 13.2 Naturally occurring polymers are commonly
crosslinked into hydrogels for research applications.
Amino acids are polymerized by condensation reaction
to form dipeptides and ultimately protein chains where
residues contain varied polarity, charge, and hydropho-
bicity that can be used for gelation. Sugar monomers

are polymerized to form disaccharides and then polysac-
charides, which have an overall negative charge. Gly-
cosaminoglycans are unbranched polysaccharides con-
sisting of repeating disaccharide units and can be ligated
to peptide chains to form proteoglycans. Proteoglycans
form aggregates by crosslinking to another saccharide
backbone

Table 13.1 Proteins found in tumor tissue that are employed as biomaterials include collagen I [11, 12], Matrigel™
[13], and Fibrinogen [14]

In vitro protein Source
Modulus
range (kPa)

Crosslinking
mechanism Gelation time Prevalence in tumors

Collagen I Rat tail/bovine 0.5–50 Thermal, pH 30 min ++
Matrigel™ EHS mouse sarcoma 0.1–1 Thermal 5 min +++
Fibrinogen Bovine 0.05–4 Thermal 1 h +

by facilitating angiogenesis and metastasis, and
are frequently used as biomaterials in cancer
research (Fig. 13.2). One commonly employed
and commercially available natural biomaterial,
Matrigel™, is derived from Engelbreth-Holm-
Swarm (EHS) mouse sarcoma cells and is a
composite of ECM proteins, proteoglycans, and
growth factors.

13.2.2 Mechanisms of Gelation

Natural polymer structures can form either phys-
ical or chemical gels. Physical gels result from
strand entanglement, which is a reversible phe-
nomenon common in polysaccharide systems,
such as agarose. Changing the solution condi-
tions, such as temperature, pH, or ion concen-
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Fig. 13.3 Natural
polymer biomaterials can
adopt multiple
morphologies depending
on preparation method. In
vitro, gels inherently form
random matrices but can be
organized into aligned
fibers by rapid drying or
the application of tension.
Protein gels can also be
patterned with laser or
ultrasound techniques to
alter pore size for the study
of tumor biology

tration, can alter polymer chain interactions re-
sulting in entanglement or release. However, the
primary mechanism of natural biomaterial forma-
tion is via chemical crosslinking.

There are four main functional groups
within proteins that serve as the basis for
chemical crosslinking into gel structures; amines,
carboxyls, thiols, and carbonyls. Primary amines
(–NH2) are found on lysine residues and at the
N-terminus of proteins. These amines can react
with carbonyl groups to form proteoglycans, as
well as several synthetic chemical groups. The
stiffening that occurs during cancer progression
is at least partially facilitated by the enzyme lysyl
oxidase (LOX) via oxidation of primary amines
on collagen or elastin to generate allysine, which
then condenses with other lysines to form a
crosslinked matrix. Primary amines will rarely
react with carboxyl groups without catalytic
assistance, such as during protein synthesis.
Carboxyl groups (–COOH) are found on aspartic
and glutamic acid resides and at the C-terminus
of proteins or peptides. This carboxyl group
makes the residues acidic, which contributes
to the formation of salt bridges necessary for
tertiary stability and intra-strand associations.
Thiols (–SH) are found on cysteine residues
and can form disulfide or hydrogen bonds.
Finally, carbonyls (–CHO) are present in the
saccharide components of glycoproteins. These
groups are varied in their charge, optimal reaction
conditions, and reaction partners, which allows
for diverse reactions of natural polymer systems.

In protein gelation, thermal change is the most
common crosslinking technique. For example,
Matrigel™ begins to form stable and irreversible
crosslinks above 10 ◦C with no added chemical
linkers. Collagen I rapidly forms fibrils under
neutral conditions, so it is commonly stored
in an acidic solution and forms a stable gel at
37 ◦C after being raised to a neutral pH. There
are also interactions between specific “sticky”
regions on different proteins. For example,
fibronectin interacts with a specific sequence
(GKDGVRGLTGPIGPPGPAGAPGDKGESG-
PSGPAG) on collagen I between amino acid
residues 757 and 791, facilitating multi-protein
polymeric networks that dictate cell behavior
[16]. Modulating these experimental conditions
allows the creation of diverse reversible and
irreversible gel systems to study tumor biology.

13.2.3 Architecture of Natural Gels

Natural gel systems can be manipulated to
achieve different structures and mechanical
ranges. Protein gels can achieve a Young’s
modulus as low as a few hundred Pascals (Pa),
or as high as several kiloPascals (kPa). The
standard method of random gelation creates no
clear fiber organization. However, many defined
techniques have been implemented to generate
aligned fibers (Fig. 13.3), particularly in collagen
I gels, as they are a well-studied system. These
techniques have been implemented to induce
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alignment consistent with tumor tissue [17]. In
most solid tumors, cancer cells generate tension
on the surrounding matrix, which induces fiber
patterning and alignment thought to facilitate
cell invasion and metastasis. Researchers can
mimic these structures by freeze-drying collagen
gels after gelation to form compact collagen
fibers. These scaffolds can then be rehydrated
for characterization and use. Additionally,
the application of strain to collagen fibers
induces alignment, similar to application of
cell-generated tension in vivo. Microfluidic
devices have been implemented to generate
continuous collagen gelation, which, when
collected and dried, form gels that maintain an
aligned morphology. Finally, three-dimensional
(3D) printing technology has enabled precise
placement and polymerization of collagen
scaffolds by maintaining geometric fidelity. The
bulk gel morphology can be patterned using
lasers or ultrasound techniques. Further, these
systems can be impregnated with patterns of
cells or cell clusters to further alter 3D structure.
Protein-based hydrogels inherently capture many
features of tissue, and physical manipulation
further captures structural elements for the study
of cancer biology.

13.2.4 Advantages
and Disadvantages of Natural
Polymer Biomaterials

Natural polymer systems are widely used in bi-
ological studies because they recapitulate sev-
eral aspects of native tissue mechanics, struc-
ture, and biochemical moieties. These properties
are important because they control cell behavior
and morphology, in addition to being inherently
nontoxic and optimal for use at physiological
pH and water content. For instance, protein sys-
tems contain binding sites, which are required
for cells to generate tension necessary for cy-
toskeletal assembly and to direct microtubule
dynamics necessary for cell division. Tension
can expose sticky binding sites in several pro-
teins, such as fibronectin, which allows for self-
assembly of organized structures. Importantly,

cells can remodel these biomaterials in the same
manner as the in vivo microenvironment, leading
to changes in mechanical properties, and the
adhesion and mobility of cells. These processes
are essential for dynamic tissue remodeling, as
cells can modify their local matrix by degrading
and rebuilding the local physical and chemical
components [18]. For example, cells can stiffen
collagen biomaterials from 200 to 800 kPa over
12 weeks [19]. Cells can also alter the microenvi-
ronment by pulling on their surrounding matrix to
generate sufficient tension to align matrix fibers
and transmit mechanical forces over distances
several times larger than the cell [20]. Protein-
based biomaterials are also susceptible to enzy-
matic degradation via matrix metalloproteinases
(MMPs), cathepsins, and other extracellular pro-
teases. Gels that are sensitive to MMP degrada-
tion are about 25% softer than their counterparts
without MMP degradable sites [21].

Despite the clear applications for protein-
based gels systems in oncology, there are some
experimental challenges associated with such
systems. Most commercially available systems
are derived from living organisms, so there
is batch-to-batch variability, which is difficult
to quantify because natural biomaterials are
often poorly defined. For example, Matrigel™
is derived from EHS mouse sarcoma and is
known to contain a mixture of primarily laminins,
collagens, and proteoglycans, but the isoforms
and ratios are not well understood, each of
which can affect cell response to the material
system. Because crosslinking mechanisms are
limited to biocompatible catalysts, these gels
often have a limited mechanical range, that
may not fully represent the stiffening of solid
tumors or the mechanical properties of metastatic
sites (i.e., bone marrow). Finally, tuning the
material stiffness requires changing the protein
concentration of the system. However, because
the density of biofunctional moieties, such as
binding and degradable sites, is dependent
on the amount of protein, the ligand density
is inherently linked to stiffness, making it
impossible to tune each parameter independently.
Protein gel systems are easy to use and naturally
biocompatible and biofunctional but are still
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Table 13.2 Advantages and disadvantages to natural polymer systems

Advantages Disadvantages

Nontoxic Ligand density tied to stiffness

Biodegradable Non-tunable chain lengths

Inherent biofunctionality Limited mechanical range (see Fig. 13.4)

Physiological Poorly defined

Can be remodeled by cells Batch-to-batch variability

limited in experimental use due to lack of control
in a laboratory setting (Table 13.2).

13.2.5 Synthetic Modifications
of Natural Polymers for Gel
Systems

Proteins already contain many biological com-
ponents, so adding synthetic moieties to these
systems can increase control, while maintaining
physiological relevance. Adding synthetic com-
ponents can also alter the stability and solubil-
ity of proteins. Synthetic components can ei-
ther be grafted onto protein systems or reacted
via “click” chemistry. Synthetic polymers can
be modified with either internal or end groups
that can react with known functional groups on
proteins or peptides.

Synthetic-natural hybrid systems can be built
from either a synthetic or natural base. Starting
with a synthetic polymeric system requires
functionalization of either side chains or the
end group with a protein-reactive moiety. A
simpler approach is to rely on existing chemistry
within a protein (such as thiol or amine groups)
to synthesize new components. This approach
simplifies purification because the excess reagent
that needs to be removed is a monomer. Common
click reactions used to combine synthetic and
natural systems are copper-catalyzed azide-
alkyne cycloaddition (CuAAC), Diels-Alder
reaction, Staudinger ligation, and Michael-
Addition or thiolene reactions. Several of these
can be targeted to work with existing amino
acids, where lysine and cysteine are most
commonly used for this ligation, although

10 out of the 20 naturally occurring amino
acids can be used (lysine, cysteine, tyrosine,
glutamine, tryptophan, histidine, aspartic acid,
glutamic acid, arginine, and phenylalanine).
These common click reactions will not be
discussed further here and the reader is referred
to outside literature for details [22–24].

Another common approach is to make mod-
ifications to synthetic systems to more closely
recapitulate the functional components of natu-
ral gel systems. New techniques in protein and
polymer engineering allow the incorporation of
functional cell adhesion sites derived from natu-
ral systems into synthetic gels [25]. Additionally,
synthetic systems can incorporate cell-secreted
MMP-sensitive sites to allow for cell-mediated
matrix remodeling [18].

Discussed in more detail in Sect. 13.7, much
of the early data in cancer mechanobiology is
derived from the study of natural biomaterials, as
the two fields have evolved in parallel. For exam-
ple, Matrigel™, which functions as a basement
membrane to study tumor biology, can better
recapitulate 3D mammary gland structure com-
pared to flat bioactive surfaces or plastic [26]. In
a Matrigel™ overlay culture system, one group
found that cells maintained a polarized, epithelial
morphology at 150 Pa, similar to healthy breast
tissue, but adopted malignant and invasive behav-
ior at 5.7 kPa, representative of tumor stiffness
(Fig. 13.4a) [27]. Tissue stiffness also informs
the mechanical stress on the cells, and stiffness
or tension gradients generated in collagen I gels
can be used to study this phenomenon [28].

The natural heterogeneity in tissue mechan-
ics can be recapitulated by patterning nonuni-
form collagen gels. This nonuniformity directs
cells to differentially apply tension across the
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Fig. 13.4 Matrix type and stiffness has been used to
characterize key features of cancer mechanobiology. (a)
Researchers have identified two stiffnesses, one that
maintain healthy, epithelial behavior (150 Pa) and one
of malignant transformation (5.7 kPa) in a Matrigel™

overlay assay. Morphology can be further controlled in a
patterned collagen matrix to induce branching. (b) Fiber
alignment increases the stiffness of a collagen matrix at
multiple matrix densities and induces cell invasion. (c)
Stiffer alginate matrices limit cell proliferation

gel, resulting in branching morphologies in cell
clusters (Fig. 13.4a). Further, using tension to
generate aligned orientation of collagen I fibers
increases the stiffness of the hydrogel [29]. This
aligned orientation has been shown to facilitate
cell protrusions and invasion, which mimics the
effect of dense breast tissue, a known risk factor
for breast cancer (Fig. 13.4b). Matrix stiffness
also plays an important role in proliferation.
Specifically, in 3D alginate gels, proliferation is
limited in stiffer environments (Fig. 13.4c). This
is likely because cells in compliant matrices ex-
perience less physical inhibition to growth within
the matrix [30]. 3D natural polymer systems are
responsible for many early results in the mechan-
ics of cancer biology and can be applied further
to understand the role of stiffness in cancer.

13.3 Synthetic Polymer Networks

Synthetic hydrogels are stable, water-insoluble,
swollen polymer networks. One key feature
of hydrogels is their hydrophilicity and ability
to retain the volume of the absorbed aqueous
medium, resulting in water content similar to
tissues. This ability arises from hydrophilic
functional groups attached to the polymeric
backbone, while their resistance to dissolution
arises from crosslinks between network chains
[31]. Synthetic hydrogels are an alternative to
natural hydrogels due to their durability, high
capacity of water absorption, and high gel
strength. However, a major limitation of synthetic
hydrogels as tissue-engineering scaffolds is lack
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Table 13.3 Synthetic polymer networks and mechanical properties achieved in crosslinked hydrogels

Network type Polymer composition Modulus range (kPa) Crosslinking mechanism References

Homopolymer PAA 5–25 Chemical [35]

Tetra-arm PEG 10–60 Chemical [36]

PVA 30–150 Physical, chemical [37]

PEG-PC 1–10,000 Thermal, chemical [38]

Copolymer P(HEMA-co-MMA) 500–50,000 Thermal, chemical [39]

P(NaSS-co-MPTC) 600–1900 Physical [40]

IPN Alginate-PAA 8–300 Physical [41]

Semi-IPN PAA-PNiPAAM 90–100 Chemical [42]

of cell-specific bioactivities like cell adhesion
and cell-mediated degradation. To overcome
this limitation, bioactive molecules have been
incorporated into synthetic hydrogels to mediate
cell interaction [32].

The first synthetic hydrogel network was de-
veloped by Wichterle and Lim in Czechoslovakia
in 1954 [33]. It consisted of a copolymer of 2-
hydroxyethyl methacrylate (HEMA) and ethy-
lene dimethacrylate (EDMA), and it was used
as a material for contact lenses. Synthetic poly-
mers have well-defined structures that can be
modified to enhance control over degradability
and functionality not possible in protein-derived
networks. Synthetic hydrogels are stable in a
wide range of conditions and temperatures [34]
and can be classified per polymeric composition,
network electrical charge, polymer configuration,
and type of crosslinking. The capacity to control
mechanical properties on synthetic hydrogels, as
those shown in Table 13.3, allows them to recre-
ate features found in natural tissue and potentially
investigate cell behavior.

13.3.1 Homopolymeric, Copolymeric,
and Interpenetrating
Networks

Homopolymers are polymer networks derived
from a single species of monomer, which
is the basic structural unit comprising the
polymer network (Fig. 13.5a). This type of
hydrogel is generally crosslinked and used
in applications of drug delivery devices
and contact lenses. An important category

of homopolymeric crosslinked hydrogels of
poly(hydroxyalkyl methacrylates), include
poly(3-hydroxypropyl methacrylate) (PHPMA),
poly(glyceryl methacrylate) (PGMA), and
poly(2-hydroxyethyl methacrylate) (PHEMA)
[31]. PHEMA hydrogels are among the most
widely studied and used of all synthetic hydrogel
materials [33]. Others that have been used for
biological applications include poly(N-vinyl-2-
pyrrolidinone) (PNVP), poly(acrylamide) (PAA),
poly(ethylene glycol) (PEG), and poly(vinyl
alcohol) (PVA). PEG and PAA have been the
most widely used first-generation synthetic
hydrogels in biomedical fields [33].

Copolymeric networks are comprised of two
or more different monomer species with at
least one hydrophilic component, arranged in a
random, block, or alternating configuration along
the chain of the polymer network (Fig. 13.5b).
This hydrogel network is generally covalently or
ionically crosslinked. Some important copoly-
meric hydrogels include poly(NVP-co-HEMA),
poly(HEMA-co-methyl methacrylate (MMA)),
and poly(HEMA-co-acrylic acid (AA)) [43].

Interpenetrating network (IPN) hydrogels are
made of two or more independently crosslinked
synthetic and/or natural polymer components,
contained in a network form (Fig. 13.5c).
In semi-IPN hydrogels, one component is a
crosslinked polymer and the other component is a
non-crosslinked polymer. The polymerization of
IPN increases the compatibility of each polymer
component and prevents phase separation. This
allows access to properties that may be hybrids
of those of the component macromolecules [44].
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Fig. 13.5 Synthetic hydrogels are classified based on their monomeric composition and method of preparation as (a)
homopolymeric, (b) copolymeric, and (c) interpenetrating polymeric hydrogels

Since there is no chemical bonding between
the two polymer components, each may retain
its own property while the proportion of each
network can be varied independently to obtain
the desired combinations of the properties of
the two. A number of IPNs and semi-IPNs for
biological applications, such as drug delivery
and ECM matrices, are based on polysaccharides
such as chitosan and its derivatives, PNVP,
PVA, poly(ethylene oxide) (PEO), poly(N-
isopropyl acrylamide) (PNIPAAM), PEG, and
poly(methacrylic acid) (PMAA) [45].

13.3.2 Charged Networks

The presence or absence of electrical charge
located on the crosslinked chains classifies
hydrogels into four groups as either neutral,
anionic, cationic, or ampholytic. Nonionic or
neutral hydrogels are commonly homopolymeric
or copolymeric networks that do not possess
any charged groups in their structure. Neutral

hydrogels swell to equilibrium when the osmotic
pressure of the solvent is balanced with the
sub-chain stretching energy. This collapse and
swelling of neutral hydrogel networks normally
occurs because of a change in the environmental
temperature [46]. Some neutral monomers
commonly used to form hydrogels can be found
in Fig. 13.6a.

Anionic hydrogel networks are usually
homopolymers of negatively charged acidic
or anionic monomers or copolymers of an
anionic monomer and a neutral monomer.
These hydrogels can also be prepared through
modification of existing polymeric nonionic
hydrogels such as by the partial hydrolysis
of poly(hydroxyl alkyl methacrylates) or by
the addition of excess polyanions in the case
of polyelectrolyte complexes [46]. Anionic
monomers commonly used to form anionic
hydrogels are shown in Fig. 13.6b. Cationic
hydrogels can be found as homopolymers of
positively charged basic or cationic monomers or
copolymers of cationic and neutral monomers.
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Fig. 13.6 Different types of monomers used to create
polymers that crosslink synthetic hydrogels. (a) Neutral
monomers do not possess any charged groups in their
structure. (b) Anionic and cationic monomers have nega-
tive and positive charges, respectively. (c) Polyampholytic
monomers can possess both positive and negative charges.

The effect of ionic charges along the backbone of the
resulting polymer can influence the mechanical proper-
ties. (d) Crosslinkers are used to induce crosslinking of
synthetic hydrogels by being incorporated between two
polymers. (e) Initiators induce polymer crosslinking after
being exposed to changes in temperature or UV light

Common cationic monomers used to prepare
cationic-based hydrogels are shown in Fig.
13.6b. Polyampholytic hydrogels are networks
composed of randomly dispersed cationic and
anionic repeat groups resulting in both positively
and negatively charged moieties in the polymer
network [47]. The presence of ionic species
along the polymer backbone has a distinct effect
on the solution and solid-state properties of
the polyampholytes [41]. These hydrogels are
synthesized near the charge balance at high
monomer concentration to retain Coulombic
attraction and prevent phase separation. Polyam-
pholyte hydrogels can be tuned to change the
mechanical properties by altering the monomeric
composition resulting in the change of net
charges [41]. The randomness of ionic bonds
of inter- and intrachain complexation along the
backbone play two roles for the mechanical
properties of the hydrogel as strong and weak
bonds, respectively. The strong bonds serve as
permanent crosslinks that impart elasticity and
maintain the hydrogel shape, while the weak
bonds can break and reform allowing for the
dissipation of energy. Some of the common

acidic and basic monomeric combinations used
to prepare polyampholytes can be seen in
Fig. 13.6c.

13.3.3 Polymerization Methods
of Hydrogel Networks

Hydrogel networks are formed from crosslinking
(either chemically or physically) polymers and/or
monomers of defined lengths. The creation of the
polymers used in hydrogel networks can be either
chain or step polymerization reactions [43]. Step
polymerization reactions occur between func-
tionally substituted monomers that react to form
long chain polymers. On the other hand, chain
polymerization consists of three steps: initia-
tion, propagation, and termination. Table 13.4
highlights some of the differences between step-
growth and chain-growth polymerization.

Crosslinking network mechanisms for the
formation of synthetic hydrogels can be
based on physical, chemical, or radiation
crosslinking. Chemically crosslinked networks
have permanent junctions, while physical
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Table 13.4 Polymerization methods and comparisons

Step-growth polymerization Chain-growth polymerization

Growth happens throughout the chain Addition of monomer at either one end or both ends of
the chain induces growth

Monomer is lost early in the reaction Monomers remain after extended reaction times

The average molecular weight increases slowly at low
conversion. A high extent of reaction is required to obtain
high chain lengths

Molar mass of backbone chain increases rapidly at
early stages and remains approximately the same
throughout the polymerization

Ends remain active, no termination Chains are not active after termination

No initiator required Initiator is required for the reaction

networks have transient junctions that arise
from either polymer chain entanglements or
physical interactions such as ionic interactions,
hydrogen bonds, or hydrophobic interactions.
These mechanisms can modify and improve
the mechanical properties of the hydrogels for
biomedical applications [48].

13.3.3.1 Physically Crosslinked
Hydrogels

Interest in the formation of hydrogels without the
need of any crosslinking agents has led to an in-
crease in different methods to produce hydrogels
via physical crosslinking. Various mechanisms
reported in literature include heating or cooling a
polymer solution, ionic interaction, and complex
coacervation. As a first example, hydrogels can
form when temperature changes occur in the
polymer solution. The gel formation is due to he-
lix formation, association of helices, and forming
junction zones [49]. In some cases, the hydrogels
can be obtained by simply warming the polymer
solutions that causes the block copolymeriza-
tion. Examples of this type of gel network are
polyethylene oxide-polypropylene oxide (PEO-
PPO) [50], and poly(ethylene glycol)-poly-N-
isopropylacrylamide (PNiPAAM) [51].

Ionic polymers can be crosslinked with the
addition of di- and trivalent counterions. The
mechanism of polymerization is based on the
principle of gelation of a polyelectrolyte solution,
like Na+ and alginate, with a multivalent
ion of opposite charge, Ca2++2Cl−. Some
other examples include chitosan-glycerol [52]
and chitosan-dextran hydrogels [53]. Complex
coacervate hydrogels can be formed by mixing

a polyanion with a polycation. The principle
behind this method is that polymers of
opposite charges will stick together to form a
soluble/insoluble complex, which depends on the
concentration and pH of the solutions used to
form the hydrogel. One example is coacervating
polyanionic xanthan with polycationic chitosan
[54].

13.3.3.2 Chemically Crosslinked
Hydrogels

Chemical crosslinking involves the incorpora-
tion of monomers to the backbone of a polymer
or the use of a crosslinking agent to link two
different polymer chains. This crosslinking can
be achieved by the reaction of the functional
group in the synthetic polymer (e.g., –OH, –
COOH, –NH2, or –SH) with crosslinkers like
those shown in Fig. 13.6d. A method to obtain
chemically crosslinked permanent hydrogels is
the incorporation of a crosslinker. As an exam-
ple, the crosslinking of a poly(ethylene glycol)
maleimide (PEG-MAL) with a dithiol (PEG-SH)
occurs via a nucleophilic attack of the crosslinker
reagent triethanolamine (TEOA) [55]. This is a
common technique in tissue engineering since
there is no requirement of toxic agents or UV
light to initiate a reaction, which can be damaging
to cells.

Free radical crosslinking is a common tech-
nique that can also result in a biocompatible hy-
drogel. Many free radical initiators activate in the
presence of light, sometimes allowing the synthe-
sis of the network to be achieved in the same step
as sterilization. The mechanism of crosslinking
relies on the presence of free radicals in the poly-
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Fig. 13.7 Example of a free radical polymerization reac-
tion for the crosslinking of poly-ethylene-dimethacrylate
with 2-methacryloyloxyethyl phosphorylcholine. Free
radicals can be used to polymerize the hydrogel. The free

radical Irgacure can induce crosslinking when exposed to
light or TEMED if crosslinking is to happen in the absence
of UV light. Figure adapted with permission from [38]

mer that are then exposed to a high-energy source
like gamma rays, X-rays, or UV light. One exam-
ple is a poly(ethylene glycol)-phosphorylcholine
(PEG-PC) hydrogel that can be formed under UV
light (Fig. 13.7 [38]). These gels, however, can
also be crosslinked by the addition of an initia-
tor like tetramethylethylenediamine (TEMED),
which is an initiator that induces polymerization
of the hydrogels. Some common initiators can be
found in Fig. 13.6e.

13.4 Fibrous Materials as Models
of the TME

One key aspect of the tumor ECM is the abun-
dance of fibrous proteins that surround the de-
veloping tumor. These fibers primarily consist
of type I collagen, which can be created and
aligned by the carcinoma cells themselves but
more frequently by the CAFs. The density and
alignment of these collagen fibers are known
to increase during tumor progression, and the
degree of these two parameters has been pro-

posed as a prognostic indicator of tumor stage
and aggression [56]. This is known as a tumor-
associated collagen signature (TACS, Fig. 13.8).

To study the role of fiber alignment and den-
sity of tumor cell invasion and proliferation,
researchers have created in vitro model systems
that can recapitulate some characteristics of the
fibrillar nature of the ECM. The most facile way
to do this with in vitro model systems is to
use natural protein-based gel systems (Fig. 13.9).
These include hydrogels derived from type I col-
lagen, fibrin, Matrigel™, and others. These pro-
teins naturally form fibrillar structures at phys-
iological temperature and pH, and they can be
tuned to create denser or more porous matrices by
tuning the amount of protein in the prepolymer
solution.

Typically, the modulus of these protein-based
gels is controlled by tuning the amount of protein
included. In other words, the modulus of the
final gel increases with increasing density of
protein. Another way to manipulate the resulting
strength of the protein hydrogel without altering
the overall protein density is to regulate the
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Fig. 13.8 Tumor-associated collagen signature (TACS).
Increasing evidence suggests that an increase in colla-
gen density and alignment around the tumor site is a
poor prognostic indicator for tumor invasion. The images

presented show a second harmonic imaging (SHG) of
collagen fibers from early (TACS-1) to late (TACS-3)
progressing tumors. Figure adapted with permission from
[56]

Fig. 13.9 Excerpts of scanning electron microscope
(SEM) images from Raub et al. Collagen fiber thick-
ness density can be controlled separately from collagen
concentration by tuning the temperature or pH during

gelation. Images show an increase of fiber bundling at low
temperature and/or low pH and an increase in the overall
fiber density at high temperatures and/or high pH. Figure
adapted with permission from [57]

Fig. 13.10 Modulus
control of fibrous collagen
gels. Shear modulus
(y-axis) is shown for
collagen gels polymerized
at different temperatures
(x-axis). Collagen gels
formed at higher
temperatures have higher
moduli, without the need
for adding more collagen
to the polymer precursor
solution. Figure adapted
with permission from [57] 0
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temperature of the gelation condition. This has
been most widely exploited in collagen-based
gels (Fig. 13.10). Pioneered by Raub et al. [57],
cooler temperatures of gelation result in thicker
fiber bundles (Fig. 13.9) but overall lower moduli
(Fig. 13.10). More information about quantifying
stiffness of these types of materials is given in
Sect. 13.5.

For all these natural protein-based gels (Ma-
trigel™, collagen, fibrin), the assembly is a func-
tion of temperature, salt, and pH. Proteins can
be purchased from human and animal sources,
stored in acidic, cold conditions to prevent pre-
mature gelation, and then induced to polymerize
by mixing with base to bring it to neutral pH at
37 ◦C. Fibrin gels are the exception, since they
require a crosslinker (Factor 13) to form a gel.
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Fig. 13.11 Contrast in
fibrillar nature of natural
(protein) based and
synthetic hydrogels. Left:
Protein-based gels
(collagen example drawn)
have large pore sizes (ξ )
and consist of fibers. Right:
Hydrogels made from
synthetic polymers consist
of a nanomesh of monomer
precursors tightly
crosslinked with no
fibrillar structure and
illustration of a cell
interacting with a bioactive
ligand attached to a
synthetic gel. Figure
adapted with permission
from [58]

In contrast to these protein-based, fibrillar
gels, synthetic polymer-based hydrogels are a
“nanomesh.” They are formed from polymeric
monomers ranging in molecular weight from
hundreds to hundreds of thousands of Daltons
(Da). These monomers are crosslinked together
to create a final, water-insoluble gel. These net-
works are nonporous, and the space between
polymers is defined as the mesh size of the
network. The typical mesh sizes of these net-
works range from single angstroms up to hun-
dreds of nanometers, depending on the molecular
weight of the monomers (see Sect. 13.3.3). These
mesh sizes are significantly smaller than even
the smallest cell protrusion, and they do not
have a fibrillar structure (Fig. 13.11). Although
excellent for many applications, as we discuss in
other parts of this chapter, they do not capture the
topography of the natural tumor ECM.

Electrospinning is one mechanism to
create fibrous structures from these synthetic
polymer networks and to add porosity. Both
protein-derived and synthetic hydrogels can
be electrospun (over 100 different polymers
have been reported [59]). The process includes
creating a charged polymer jet, which is collected
on either a stationary mat (to create randomly
oriented fibers) or a rotating collector (to create
aligned fibers) (Fig. 13.12). Electrospinning
setups are commercially available, but many

research labs can easily build their own systems
in humidity-controlled glove boxes. The key
mechanisms underlying polymer jet stabilization
are not completely understood [63], but polymer
concentration, molecular weight, viscosity,
conductivity, surface tension, voltage, spinneret-
to-collector distance, electric field, flow rate,
temperature, humidity, and solvent volatility [64,
65] are all relevant tunable parameters to achieve
desired fiber diameter and consistency. A few
of these relationships are known, for instance,
high voltage and low flow rate will reduce fiber
diameter. High temperatures and low humidity
will decrease fiber diameter. This approach
can yield polymer fibers ranging from tens of
nanometers to several microns in diameter (Fig.
13.12), capturing the range covered by collagen
fibers in the TME.

13.5 Hydrogel Mechanics

13.5.1 Basic Elasticity
and Viscoelasticity

As described thus far in this chapter, soft
protein-based or synthetic gels are the primary
model substrates/environments used for cancer
cell mechanosensing. In this section, we will
describe how the stiffness of these substrates
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Fig. 13.12 Electrospinning overview and example
fibers. Top: Basic diagram of electrospinning including
a polymer gel formed in 1, charged with an applied
voltage from 2, and collected on a mat in 3. Bottom: The
SEM images shown are of chitosan/poly(ethylene oxide)

(left), cellulose (middle), and poly(4-styrenesulfonic
acid, sodium salt)/poly(diallyldimethylammonium chlo-
ride)(PSS/PDADMAC) (right). Electrospinning overview
illustration and SEM images provided by Jessica
Schiffman, and adapted with permission from [60–62]

is measured. In the most basic terms, hydrogel
stiffness is quantified by applying a defined load
(strain: tension, compression, or shear) to the
material in question and measuring the material’s
resistance and/or deformation to that applied
load. These loads result in changes in shape
(deformation), which is a characteristic behavior
of noncrystalline polymers and subsequently
deform semipermanently (viscoelastic materials)
or permanently (plastic materials). In other
words, the applied load (force) and resulting
deformation (extension) are related to each other,
and this relationship is a direct outcome of the
behavior of the bonds within the material.

What is measured to characterize the behavior
of the material upon an applied load is the in-
crease or decrease in the length of the sample,
or its deformation. This difference, known as
the strain (ε), is then expressed as a function of
the starting characteristic dimension, e.g., length.
Strain can be expressed in several ways; the most
common form is engineering or Cauchy strain
(εC), which is the increase in length, �l, per unit

starting length, L0 (Eq. 13.1):

εC = �l

L0
(13.1)

Since the estimated extension considers the
initial length of the material, strain is expressed
either as a number (e.g., 0.015) or as a percentage
(e.g., 1.5%).

In a polymer network, the force acting on each
chain is a function of the number of chains avail-
able to share the load. Therefore, if the area over
which the force is acting is doubled, then the load
supported by each chain will be halved. Thus, it is
important to express the force as a function of the
number of chains that are responding to it. This
means expressing the force, f, as force divided by
area across which the force is acting, A0, and this
is known as stress, σ (Eq. 13.2):

σ = f

A0
(13.2)
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The most common unit for stress is the Pascal
(Pa), which is one Newton acting over one square
meter (N/m2).

In the stress-strain relationship, the slope of
the linear part of the curve shown in Fig. 13.14a
is the ratio of stress to strain characteristic of
a material, in this case an elastic material. This
ratio is the Young’s modulus, E:

E = σ

ε
(13.3)

The units of E are the same as for stress, since
strain is dimensionless. An important feature of
the synthetic hydrogels used as models of cancer
environments is that they are elastic. This means
that they can undergo deformation and return to
their original shape after the force is removed.
Young’s modulus is a measure of the stiffness
in simple extension or compression. There are
different ways to deform a material, and these
can have different effects on the network and
therefore different effects on the material. As
with Young’s modulus, the shear modulus is
defined as the ratio of stress to strain. However,
the shear stress, τ, is defined as illustrated in Fig.
13.13:

τ = f

AS

(13.4)

Under shear strain, the strain, y, is measured
in radians, and the shear modulus, G, is given by

G = τ

y
(13.5)

A common assumption is to characterize the
mechanical response of elastic or Hookean ma-
terials as isotropic. Isotropic materials have a
structure and mechanical response that is uniform
in all directions. The Young’s modulus and the
shear modulus of an isotropic material are related
by

G = E

2 (1 + v)
(13.6)

where v is Poisson’s ratio.

Unlike most of the synthetic hydrogels used
for cell studies, protein-based gel networks con-
tain crystalline components, making many of
them viscoelastic. Thus, although the mechanical
properties of crystalline (rigid) materials can be
characterized in terms of stress and strain at con-
stant temperature, the mathematical description
of viscoelastic materials is time dependent. As an
example, Cauchy strain rate is given by dl

Lo
dt , and

in this expression dl is the infinitesimally small
extension achieved during a short time dt, Lois the
length at zero time, and l is the length just before
the present extension. Viscosity, η, is defined as
the ratio of shearing stress to velocity gradient
following Newton’s law, and its equivalence to
the shear modulus is

η = F/A

dv/dy
(13.7)

This can be compared to the expression for the
shear modulus, G:

G = τ

y
= F/A

dx/dy
(13.8)

Newtonian viscosity is independent of strain
or shear rate. In contrast, non-Newtonian flu-
ids and materials can undergo shear thinning
or shear thickening. Many biological materials,
such as actin filaments, and some extracellular
matrix proteins (e.g., fibronectin) exhibit this
shear-thickening/strain-stiffening behavior.

Figure 13.14 shows stress-strain curves illus-
trating different types of material responses to
strain. Viscoelastic materials will return to their
original shape after the deforming force has been
removed (Fig. 13.14), but this response is time
dependent. By contrast, a plastic material will
not return to its original shape after the load is
removed (Fig. 13.14).

13.5.2 Characterization Techniques

The measurement of mechanical properties in
soft materials, like hydrogels, is important for
applications in tissue engineering [66]. Numer-
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Fig. 13.13 Application of shear strain by pulling a material in one direction. Force, f, pulling horizontally and the
increase in area after application of shear strain, As, are being shown

Fig. 13.14 Materials are
categorized based on the
deformation behavior. (a)
Elastic, (b) Elastic-Plastic,
(c) Plastic, (d) Viscoelastic

Fig. 13.15 Comparison across techniques shows current advantages and limitations of commonly used systems: (a)
shear rheometry, (b) atomic force microscopy, and (c) microindentation

ous techniques are available to characterize the
mechanical moduli of a material and can be seen
in Fig. 13.15.

The primary experimental method with which
engineers explore the viscoelastic properties of
hydrogels is rheology (Fig. 13.15a) [66]. Small
deformation rheology experiments, such as small
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amplitude oscillatory shear (SAOS), creep, and
creep recovery tests, are used to assess quanti-
tatively the mechanical properties of hydrogels
[67]. This measurement is carried out within
the linear viscoelastic region of a material to
ensure the measured hydrogel properties are in-
dependent of the magnitude of imposed strain or
stress [68]. Briefly, in controlled-strain rheome-
ters, shear strain is applied to the sample in a
sinusoidal oscillation:

γ (t) = γ0 (sin ωt) (13.9)

and the measured shear stress is a phase-shifted
sine wave:

τ(t) = τ0 (sin ωt + δ) (13.10)

Here, ω is the applied angular frequency and
δ is the phase difference between the two waves.
For purely elastic materials, the strain and stress
waves are in phase (δ = 00), whereas for a purely
viscous material, the two waves are out of phase
by 90◦. In SAOS measurements, the relevant
hydrogel properties quantified are frequency and
strain, storage modulus G’, loss modulus G”, and
loss factor tan δ.

Most experimental methods to assess hydro-
gel mechanical properties focus on the bulk mod-
ulus of the material. Atomic force microscopy
(AFM) is a well-recognized technique used to
determine local surface modulus by contact mode
where a cantilever probe contacts the specimen
surface (Fig. 13.15b). Briefly, the probe measures
force versus distance at a specific point on the
hydrogel surface and the obtained measurement
is converted into the surface modulus with the
spring constant for the probe. Selection of a
model for elasticity and Poisson’s ratio for the
material is required. The Hertz model is often
used for describing hydrogels and has shown
good agreement between bulk and surface mea-
surements [69].

Indentation is another common technique to
measure the modulus of a hydrogel (Fig. 13.15c).
This technique consists of indenting a hydrogel
at a single point to a predetermined displacement
depth and measuring the resistance (force) of the

material in response to the deformation [70]. The
geometry of the indentation tip plays an impor-
tant role in determining the materials mechanical
strength. A summary of the identified moduli and
strength of various synthetic and protein-based
materials is shown in Fig. 13.19.

13.5.3 Rates of Deformation
in Hydrogel Mechanics

Elastic materials exhibit a time-independent,
linear rate of deformation as shown in Fig.
13.16a. The ECM is a viscoelastic material (Fig.
13.14c-d). Upon applying a constant load to
a viscoelastic material (Fig. 13.16b, top), the
resistance to force decreases over time due to
molecular reorganization and stress relaxation
(Fig. 13.16b, bottom). Time-dependent stress
response is an important behavior of materials,
as cells can sense and respond to both the stress
relaxation and strain-stiffening properties of the
ECM. In strain-stiffening materials, the modulus
of the material increases as the load or strain
applied increases (Fig. 13.16c-d). This nonlinear
deformation can affect how cells detect their
location and orientation with respect to the
ECM [72] and mediate long-range mechanical
signaling between cells [71].

The stress response of a material depends
on the strain rate (ε̇) imposed as well as the
magnitude of the strain (ε). Strain rate responses
can give information on how materials deform at
a molecular level. Strain rate effects are typically
assessed using tension or compression of one-
dimensional stress over a wide range of strain
rates (ε̇). The strain-dependent rheological prop-
erties of commonly used protein-based and syn-
thetic hydrogels are shown in Fig. 13.16c-e. Fig-
ure 13.16 illustrates that the protein-based net-
works exhibit strain-stiffening behavior. In con-
trast, the synthetic polyacrylamide hydrogel (Fig.
13.16e) shows no strain stiffening over the range
of strains tested. Figure 13.17 illustrates that
protein-based hydrogels like fibrin and collagen
can undergo different rates of stress relaxation
depending upon the magnitude of the imposed
strain, whereas Matrigel™ (rBM), agarose, and
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Fig. 13.16 (a) (Top) Constant strain applied to elastic
materials results in (bottom) a constant stress response
due to constant resistance against the strain. (b) (Top)
Constant strain applied to a viscoelastic material will
result in (bottom) a decrease in stress overtime due to
relaxation of the matrix over time. (c) Networks composed
of proteins (top) F-actin with filamin A and (bottom)

vimentin or protein-based hydrogels (d) (top) collagen
I and (bottom) fibrin exhibit a higher modulus when
a higher strain magnitude is applied resulting in strain
stiffening. (e) Networks composed of (top) Matrigel™
and (bottom) polyacrylamide do not exhibit significant
strain stiffening. Figures c–e adapted with permission
from [71]

polyacrylamide networks do not exhibit stress
relaxation regardless of the strain applied.

Figure 13.17f illustrates stress relaxation
measurements for different tissues where the
stress decreases over time. Existing limitations
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Fig. 13.17 Strain-dependent stress relaxation behavior
of hydrogels. Hydrogels composed of (a) polyacrylamide,
(b) agarose, and (c) rBM matrix do not exhibit stress
relaxation nor sensitivity to changes in strain magnitude.
Protein-based (d) fibrin and (e) collagen hydrogels exhibit
a faster stress relaxation with increased strain. Figure
adapted with permission from [73]. (f) Stress relaxation

responses of different tissues. Collagen hydrogels relax
faster than most tissues, while a covalently crosslinked
polyacrylamide hydrogel does not undergo stress relax-
ation. (g) Alginate-based hydrogels undergo stress relax-
ation. Rate of stress relaxation can be modified by low-
ering the molecular weight of alginate or incorporating a
PEG spacer. Figure modified with permission from [74]
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of model biomaterials are that collagen gels relax
faster than most real tissues, while synthetic
gels do not exhibit stress relaxation. In order
to mimic the nonlinear deformation properties
of tissues, hydrogels composed of alginates of
different molecular weights or alginate-PEG
conjugates have been developed [74]. In these
hydrogels, the rate of stress relaxation can be
tuned by altering the polymer entanglement
independently of network crosslinking, resulting
in a faster relaxation at low molecular weights
(Fig. 13.17g).

13.6 Tuning Crosslink Density,
Material, and Pore Size

To answer questions in cancer mechanobiology,
biomaterials must be tunable over a physiolog-
ical range of stiffnesses and pore sizes. Tissue
stiffness scales over several orders of magni-
tude, which can be recapitulated by both protein-
based and synthetic polymer systems. While the
material type and mechanical properties are im-
portant, void spaces are also essential to the
function of biomaterials. Cells exist in the space
between polymer fibers and use that space to
move and modify their microenvironment, par-
ticularly during cancer progression. Controlling
both the porosity and stiffness of materials will
be described in this section.

13.6.1 Pore Sizes in Protein-Derived
and Synthetic Hydrogels

Pore size in biomaterial systems determines the
radius of what can move through that mate-
rial, from small molecules to proteins to cells
and groups of cells. Diffusive behavior of small
molecules in hydrogels is similar to that in water,
because hydrogels are comprised primarily of
water. Protein gels have pore sizes on the order
of several μm, which is larger than the hydro-
dynamic radius of most proteins and even larger
than many cell types, so these systems present
minimal diffusion limitations. Synthetic bioma-
terials tend to have much smaller pores, usually

less than 100 nm (Fig. 13.11 and Table 13.5).
This is too small for cells to migrate through and
can limit diffusion of large proteins, but small
molecules and even proteins with a small hy-
drodynamic radius can diffuse through synthetic
materials unimpeded [77]. For physiologically
relevant cancer studies, cells must either be able
to move through the pore structure that exists in
the material or be able to create large enough
pores by enzymatically degrading the structure.

There are two primary methods used to cal-
culate the pore size of a material. First, ma-
terials can be fully dried and then placed in
an electron microscope. The beam of electrons
used has much higher resolution than traditional
microscopy and can resolve individual pores to
determine the average size. However, drying a
hydrogel can compress the structure, typically re-
sulting in the reported values being smaller than
the actual pore size. Therefore, many researchers
have implemented a mathematical approximation
calculated based on the amount of solvent that
can be absorbed by the material, as measured by
comparing dried and swollen weights. The Flory-
Rehner swelling model predicts pore size based
on the entropy changes caused by the polymer-
solvent interaction and the decrease in possible
conformations due to swelling, as well as the heat
of mixing. The Flory-Rehner equation is defined
as

1

Mc

= 2

Mn

−
υ
V1

(

ln (1 − υ2) + υ2 + χ1υ2
2
)

υ2
1
3 − 1

2υ2

(13.11)

where Mc is the average molecular weight
between crosslinks, Mn is the average molecular
weight of the pre-crosslinked polymer, υ is the
specific volume of the polymer, V1is the molar
volume of the solvent, υ2 is the volume fraction
of polymer in the swollen gel, and χ1 is the Flory
solvent-polymer interaction term. The average

end-to-end distance of the crosslinker,
(
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1
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Table 13.5 Natural and synthetic hydrogel pore sizes diverge by several orders of magnitude

Material Pore size range References

Collagen I 2–20 μm [11, 12]

Fibrin 1–8 μm [14]

Silk 1–10 μm [15]

Hyaluronic acid 5 nm–300 μm [75]

Alginate 5 nm [76]

Poly(ethylene glycol) 10–50 nm [77]

Poly(acrylamide) 20–140 nm [78]

where l is the average bond length, Cn is the
characteristic ratio of the polymer, and n is the
number of bonds in the crosslink. Finally, mesh
size, ξ , is calculated from the Canal and Peppas
modification [79, 80]:

ξ = ν2
−1
3
(

r0
2)

1
2 (13.13)

13.6.2 Types and Characteristics
of Pores and the Relevance

Diffusion and cell movement can be controlled
by the pore size of a material; however, the
connectivity and functionality are also impor-
tant. Pores can penetrate the surface and reach
a dead end (Fig. 13.18a), or pass all the way
through a material (Fig. 13.18b). Any point at
which a pore is truncated or the adjoining pore
radii are too small for the molecule of interest
to pass, further diffusion will be limited. In a
bulk material system, there will be several pores
that connect, forming a network through which
cells and molecules can move. Both truncated
and trans-material pores can be aligned, in the
case of aligned fibers (Fig. 13.18c), or randomly
distributed and interlocked. Most pores do not
follow a linear trajectory, so a quantity, tortuosity
(τ ), is defined. Tortuosity, the ratio of the length
of the pore to the linear distance between the two
ends of that pore, is a measure of how distorted
the path of a cell or molecule must be to travel
through that pore. Tortuosity is equal to one for
a completely straight pore, which is the smallest
possible value (Fig. 13.18d). Diffusion of small
molecules, including oxygen and therapeutics,

is limited in tumor tissue, so these molecules
are likely to encounter a path of high tortuosity.
However, cells frequently align the protein fibers
in the tumor ECM, as discussed in Sect. 13.3, so
they are most likely to encounter aligned pores.
One technique for controlling pore size and ma-
terial connectivity in vitro is known as inverse
opal. There, spherical beads are packed together,
and the void space is filled with the polymer pre-
cursor solution of interest. After polymerization,
the beads are dissolved leaving a macroporous
polymer structure (Fig. 13.18e).

13.6.3 Tuning Crosslink Density,
Material Stiffness, and Pore
Size

Crosslink density, which can be calculated by
the Flory-Rehner method described in Eq. 13.11,
determines both the material stiffness and mesh
size. For protein-derived biomaterials, increasing
the total protein concentration increases the den-
sity of crosslinks in the system. As the number
of total crosslinks increases, the average distance
between two crosslinks decreases, thus decreas-
ing the pore size. Additionally, physical alginate
hydrogels formed with increasing concentrations
of calcium reliably increased the modulus of
the gel, which simultaneously decreases pore
size by an order of magnitude [81]. In syn-
thetic hydrogels, such as PEG- and PAA-based
materials, the final crosslink density can be al-
tered by changing the amount of PEG or bis-
acrylamide, respectively, which also enhances
the tensile strength and energy required for mate-
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Fig. 13.18 Types and variations of pore sizes in biomaterials. Common types include (a) dead-end pores, (b)
transverse pores, (c) aligned pores, (d) pores with high tortuosity, and (e) pores formed by inverse opal techniques

Fig. 13.19 Mechanical properties of natural and syn-
thetic polymer gels vary with modulus. (a) Tensile
strength scales with modulus but (b) the fracture energy

of materials doesn’t scale with stiffness. Figure reprinted
with permission from Li et al. [35]

rial fracture (Fig. 13.19) [38]. Another parameter
that affects the stiffness and crosslink density of
material is the efficiency of the reaction. With
the inclusion of terminal groups or monomers
with functionality on only a single end, the con-
centration of those components can decrease the
stiffness and increase the pore size of the sys-
tem, even while maintaining the same density of
crosslinking precursor.

13.6.4 Effect of Pore Size
and Crosslink Density
on Presentation
of Physiological Cues

Changing the crosslink density of a synthetic
material alters the stiffness and pore size but
can also impact the presentation of physiological
cues on the surface of two-dimensional (2D) ma-
terials [82]. Chemical crosslinkers, such as sulfo-
SANPAH, are commonly used to covalently link
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Fig. 13.20 Material stiffness, surface chemical modi-
fications, and dimensionality affect the presentation of
physiological cues. (a) ECM protein conjugation using
sulfo-SANPAH, where all available amines are reacted,
resulting in heterogeneous protein attachment. (b) ECM

protein conjugation where protein N-termini are coupled
to 2-pyridinecarboxaldehyde (2PCA)-modified PAA gels,
resulting in a more uniform presentation. Figure modified
from Lee et al. and reprinted with permission [83]

primary amines on proteins to the surface of
synthetic hydrogels (Fig. 13.20a). Most primary
amines are found on side chains, so the same
protein can be crosslinked to the gel surface
in several locations. Increasing the density of
crosslinks within the gel can also increase the
density of interactions of a given protein with the
surface.

Traditional strategies to provide cell adhesive
proteins on the surface of 2D biomaterials have
relied on random crosslinking of primary amines
on existing side chain functional groups. How-
ever, this approach provides less control over
the presentation of biochemical cues. Some re-
searchers have explored N-terminus linking of
peptides or full-length proteins to the surface
of synthetic systems, such as polyacrylamide, to
increase control and consistency of binding site
presentation (Fig. 13.20b). This facilitates cell-
mediated assembly of fibrous protein structures
built from the initial physiological cues [83].

A third parameter that can be tuned in bio-
material systems is geometry. Presentation of
physiological cues in 3D models is more com-
plex. One common technique to ligate adhesive
sites is by the addition of a thiol to the peptide
binding site of interest, as the -SH group is reac-
tive with many chemistries used in synthetic gel
systems. Addition of the peptide sequence RGD
by this method facilitates attachment-dependent

cancer cell adhesion and survival in synthetic
biomaterials. However, with a limited number of
reactive ends available, this creates a trade-off
in the number of polymer-polymer ligations and
the polymer-adhesive ligand reactions. Strategies
to address this limitation include increasing the
number of branches in the initial macromer.

13.7 Compliant vs. Stiff
Hydrogels in TME
Applications

Mechanical cues from the cell microenvironment
play an important role in cell behavior under both
healthy and pathological conditions. Physical
characteristics of the microenvironment, such
as ECM stiffness and pore size, can regulate
many cellular functions, including epithelial-
mesenchymal transition (EMT), proliferation,
motility, and drug response. Understanding how
the stiffness of the ECM interacts with cancer
cells may lead to developing new anticancer
compounds. Tissue culture polystyrene (TCPS,
∼1 GPa of stiffness) has been used for decades
for cancer studies. However, stiffness of the
epithelial ECM in vivo is much lower than
that of TCPS (Fig. 13.1 and Ref. [58]). Several
biomaterials, such as Matrigel™, collagen gels,
and synthetic hydrogels, have been engineered in
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2D or 3D formats to mimic these ECM stiffnesses
and transitions. However, the impact of stiffness
is cancer type-dependent, and even within a
single disease, such as breast cancer, the impact
can be subtype-dependent. Even for the same
cancer type, different studies have led to different
conclusions about whether substrate stiffness is
correlated with better or worse prognosis and/or
aggressive cell behaviors.

13.7.1 Epithelial-Mesenchymal
Transition (EMT)

EMT is characterized by the loss of strong cell-
cell interactions and the epithelial phenotype, re-
modeling of ECM, and acquisition of mesenchy-
mal features, which includes loss of cell polarity
and adhesion, and the ability to migrate and in-
vade (Figs. 13.1 and 13.21). Mechanical tension
in the cells generated from high stiffness sub-
strates can enhance EMT [27]. Some researchers
have found that EMT is induced in murine mam-
mary gland cells on stiffer substrates, such as
2D PAA gels coated with collagen or fibronectin
(0–100 kPa), independent of ECM proteins [84].
However, others have found that increases in
substrate stiffness on 2D polydimethylsiloxane
(PDMS), coated with collagen (27–4000 kPa),
did not alter the biochemical markers of EMT in
lung adenocarcinoma cells [85]. Results by Gill
and coworkers contradicted both of these studies,
where they found that lung adenocarcinoma cells
had a more epithelial characteristic when grown
in stiffer 3D PEG hydrogels (21-55 kPa) [86].
It is possible that stiffness-dependent activation
of EMT varies for different model systems and
cancer types.

13.7.2 Hydrogel Stiffness and Cancer
Cell Migration and Invasion

Initial steps of metastasis include detachment of
cells from the primary tumor, followed by migra-
tion and invasion (Fig. 13.22). Discrepancies in
cell migration studies have also been found be-
tween compliant and stiff substrates. Larger mi-

gration velocities were found on stiffer substrates
for the aggressive glioma cells on 2D PAA (0.08–
119 kPa) and 3D confinement PAA hydrogels
(0.4–120 kPa), both of them functionalized with
fibronectin [87, 88]. However, this was not the
case for some epithelial cancers, such as lung
adenocarcinoma on 2D PDMS coated with col-
lagen (27–4000 kPa), and prostate cancer in 3D
fibronectin-constituted Matrigel™ (10–50 Pa),
where cell speed increased as matrix stiffness
decreased [85, 89]. These findings suggested that
biological responses, such as migration and inva-
sion, do not depend simply on substrate stiffness.
They also depend on tumor type, degree of cell
adhesion, ECM protein makeup, and 2D vs. 3D
geometries.

13.7.3 Hydrogel Stiffness and Cancer
Cell Growth

Cancer cell proliferation is an essential step for
primary tumor growth and for metastasis to occur
at the secondary site (Fig. 13.23), but prolifer-
ation studies have shown different results. For
example, lung adenocarcinoma cells proliferate
more on stiffer 2D PAA substrates coated with
collagen (0.3–55 kPa) [90]. This phenomenon
has also been seen in other types of cancer
cells on 2D PAA coated with fibronectin (0.08–
119 kPa), such as glioma cells, with cells dividing
much more rapidly on rigid than on compli-
ant ECMs [87]. On the other hand, increasing
stiffness reduced proliferation of liquid tumors.
K-562 myeloid leukemia cells on 3D alginate
hydrogels (0–3000 kPa) reduced proliferation in
stiffer substrates. In fact, the relationship between
cell proliferation and stiffness can be complex
within the same 3D model and the same type of
tumor cells. For MOLM-14 and U-937 leukemia
cells, proliferation increased with stiffer sub-
strates (0–300 kPa), but the effect reversed in
higher stiffnesses (300–3000 kPa) [91]. Differ-
ences in proliferation on compliant and rigid
materials depend on the tumor type, the type
of cancer from the same tumor type, and the
stiffness range.
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Fig. 13.21 The EMT process. (a) EMT begins with
some epithelial cells losing adhesion to adjacent cells. (b)
Cells that lose this adhesion transition from an epithelial

phenotype to a mesenchymal one. (c) Mesenchymal cells
leave the epithelial layer

Fig. 13.22 Cell detachment from primary site, migration, and invasion to secondary site depends on secondary site
stiffness. Most studies, but not all, found that cells are better able to invade stiffer sites

Fig. 13.23 ECM
mechanical properties can
affect cell proliferation on
secondary site after
migration and invasion
from primary site

13.7.4 The Role of Matrix Stiffness
in Drug Resistance
and Sensitivity

A better understanding of the biophysical cues
from the tumor ECM may lead to new cancer

therapeutics which exploit cues that are currently
neglected in traditional TCPS screens (Fig.
13.24). It is increasingly recognized that drugs
are less effective in vivo than suggested by in
vitro screening tests [92]. Because cells become
less sensitive to drugs when they are in contact
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Fig. 13.24 Cancer cells
may show different levels
of drug sensitivity in
in vitro models with
different levels of stiffness.
The effect of stiffness
depends on cancer type,
subtype, and drug class

with the in vivo ECM, many researchers have
introduced mechanical cues of the ECM, such
as stiffness into the in vitro screening platforms.
However, many discrepancies between studies
have been reported. Myeloid leukemia cells
became sensitized to some drugs with increased
stiffness—but other drugs were not affected
by stiffness in 3D alginate hydrogels (0–
3000 kPa). For example, IC50, which is the
concentration of drug required to kill half of
the population of living cells, was significantly
decreased with increasing matrix stiffness for
imatinib, NSC23766, and paclitaxel. MK2206,
doxorubicin, and sorafenib were not affected
by stiffness [91]. Some of these findings agree
with lung fibroblast cells grown on either 2D
PAA functionalized with collagen (1 kPa) or
rigid glass (∼1 GPa), where paclitaxel inhibited
growth much more strongly on rigid substrates
and was relatively ineffective on cells cultured
on a compliant substrate. However, the effect
of NSC23766 did not depend on stiffness in the
same study [90]. This could be because paclitaxel
is a microtubule-stabilizing agent that affects
proliferation, while NSC23766 inhibits Rac. It
is becoming increasingly clear that drug efficacy
against different targets depends on mechanical
cues of the microenvironment for individual
cancer subtypes.

The effects of stiffness are controversial be-
cause there are no standard materials, cell lines,

or techniques. The clearest lesson from existing
studies is that the effects of mechanical cues are
not universal, but they depend on the cancer type,
cell line, and other biochemical factors. It is also
clear that the substrate structure and composition
have an impact on in vitro results. in vitro models
are becoming more sophisticated to recapitulate
in vivo conditions, but caution is still needed
when drawing conclusions regarding mechano-
oncological phenomena from in vitro models.

An additional complication is the availability
of different stiffness measurement techniques,
as described in detail in Sect. 13.5. The rheol-
ogy technique is more suitable for assessing the
effects of temperature on tissue elasticity and
moduli, but it does not recapitulate the effects
of tissue heterogeneity. Indentation and AFM are
more suitable for studying the heterogeneity of
mechanics over relatively small length scales in
tissues or model substrates, but instrumentation
variables such as indentation tip size can affect
the results. The variety of measurement tech-
niques and the available parameter space for each
technique make it harder to compare different
studies of tissue mechanics. It is the responsi-
bility of researchers performing new studies to
compare their systems to established models to
understand the benefits and shortcomings of each
material system in studying cancer biology and
developing novel drug screening standards.
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13.8 Emerging Technologies:
Stiffness Gradients
and Micropatterning

Most studies in the field have focused on how
cells respond to a static substrate of uniform
stiffness, without considering that the stiffness of
the TME can vary widely from tissue to tissue
(1 kPa from the brain to 1000 kPa from cartilage)
and can vary across small length scales within
individual tissues. The ability of cells to migrate
from compliant to stiff regions of a tissue or
substrate is known as durotaxis or mechanotaxis.
Durotaxis plays an important role in cancer cell
migration, invasion, and tumor organization, but
this phenomenon is not completely understood.
Methods to generate appropriate stiffness gradi-
ents like those found in the in vivo ECM mi-
croenvironment are available, but they are still
being refined. Micropatterning has emerged as
a tool to design ECM inspired substrates with
controlled geometrical patterns. One facet that
micropatterning is trying to capture is patterned
areas of different stiffnesses on a single substrate.
Conventional techniques and their modifications
used to make stiffness gradients and micropat-
terns are described here.

13.8.1 Techniques to Make Stiffness
Gradients and Applications
in Cancer Research

Stiffness gradients can be created by varying
UV exposure in photopolymerization with a pho-
tomask (photolithography) (Fig. 13.25a). This
technique is very simple and practical, but the
feature resolution is generally limited to 5 μm
wide steps. To overcome these limitations, Sun-
yer et al. achieved linear stiffness gradients on a
polyacrylamide (PAA) surface by changing the
UV exposure from one end of the surface to
the other. They did this by initially blocking the
acrylamide/bis-acrylamide solution with a com-

pletely opaque mask and then sliding it to the side
at a constant rate, thus causing the UV exposure
time to change linearly across the surface. They
were able to link fibronectin to the gels and
showed that fibroblasts migrate along stiffness
gradients [93].

Altering the amount of crosslinker in the
hydrogel (photocrosslinking) is another well-
known method to generate stiffness gradients
(Fig. 13.25b). The steepness of the crosslinker
concentration gradient is reflected in the
steepness of the stiffness gradient. Although
this technique is very useful, it cannot be
applied to every model, because shape and
steepness of stiffness gradients are limited
and difficult to control in this technique.
Additionally, crosslinking changes the polymer
matrix properties and the stiffness. Modifications
to this technique have been done to adjust both
absolute stiffness and gradient steepness through
diffusion of a crosslinker across an acrylamide
solution, thus generating a stiffness gradient. To
date, durotaxis in vascular smooth muscle cells
has been studied with this approach [94], and
this could be applied to cancer cell populations
as well.

A more recent approach to create stiffness
gradients is to use a homogeneous compliant
material layered over a stiff backing material with
uneven topology (Fig. 13.25c). This technique
has been proposed to overcome the limitations
of varying the crosslinker amount or UV ex-
posure. When a compliant material is layered
on a stiff material, cells sense an intermediate
stiffness between the two stiffness values. These
composite substrates usually have even surfaces
that the cell interacts with; the uneven topology
is underneath. For example, Kuo and coworkers
built stiffness gradients by varying the heights
of the compliant substrate and the stiff backing
material. They used glass with uneven topology
and coated it with PAA to form an even surface
with a stiffness gradient (Fig. 13.25c, top). In this
study, they found that fibroblasts migrate along
stiffness gradients [95].
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Fig. 13.25 Conventional methods for generating stiff-
ness gradients. (a) Photolithography: A photomask with
an opacity gradient translates to a gradient of the UV
exposure. (b) Photocrosslinking: A crosslinking agent
in the polymer solution features a concentration gradi-

ent. The resulting stiffness positively correlates with the
crosslinker concentration. (c) When a less stiff material
is deposited on top of a stiffer material, the two layers
behave as a composite whose stiffness increases as the
ratio of complaint material thickness to total thickness
(h/H) decreases

13.8.2 Techniques to Make Patterns
and Applications in Cancer
Research

Patterning can be used to mimic the cell mi-
croenvironment by depositing solutions onto a
substrate. The most traditional cell patterning
method is microcontact printing. In this method,
stamps of PDMS are coated with the solution
to be deposited on the substrate and pressed
onto the substrate (Fig. 13.26a). These PDMS
stamps can also be used to form microchannels.
In this case, the PDMS is reversibly sealed to
the substrate and not briefly pressed like a stamp.
Solution is run through the microfluidic channels
between the PDMS and substrate. When the
reversibly sealed PDMS is removed, the sub-
strate is left with a pattern of deposited mate-
rial (Fig. 13.26b) [96]. One application of mi-
crocontact printing is to pattern ECM proteins,
such as fibronectin fibers, and it has been shown
that breast metastatic cells overcome spatial con-

straints to migrate effectively on narrow fiber-
like dimensions [97]. The limitation of PDMS
stamps is that it can lead to transfer of PDMS
molecules to the substrate, and this affects the
purity of the biomaterial patterned. An alter-
native to PDMS stamps is biocompatible pary-
lene templates, which have been used to pat-
tern fibronectin squares on poly(ethylene glycol)
(PEG)-treated glass (PeelArray chip). The array
was used to study angiogenic factors secretion
by cancer cells, in the presence or absence of
micropatterning, which controlled cell-ECM in-
teractions [98].

Another way to pattern a solution is to use a
substrate that undergoes surface activation under
UV light. In this method, a photomask is placed
on the substrate, and UV light is applied before
coating the entire substrate with the solution. The
part of the substrate under the transparent areas
of the photomask are activated, and the solution
is covalently linked to the surface in these areas.
Following a washing step, only the UV activated
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Fig. 13.26 Conventional methods for creating patterns.
(a) A PDMS stamp with a 3D pattern is coated with the
material to be patterned onto a surface and pressed onto
the substrate. (b) A PDMS device with open microfluidic
channels is reversibly sealed to the substrate, creating
closed channels. Solution is run through the channels
and material is deposited. Removing the PDMS device
leaves a patterned surface. (c) A photomask is placed
on the substrate to only expose part of the substrate

surface to UV light. When a material is applied to the
substrate and then washed away, the UV-activated pattern
retains the material thanks to covalent linking. (d) 3D
patterned substrate surfaces: A photomask is applied on
top of a UV-curable polymer solution. The substrate areas
corresponding to the transparent parts of the mask are
polymerized, while the substrate under the opaque parts
is washed away. (e) An embossing mold with a patterned
surface is prepared and the substrate material is pressed
onto it

areas are left coated with the solution, resulting
in a patterned surface (Fig. 13.26c). This method
with some modifications was used to micropat-
tern ECM proteins on PAA gels and to measure
cell contractility. This was done by embedding
fluorescent beads in the PAA gels, and their
spatial displacement was used to measure the
forces cells exerted on the gel surface [99].

Substrate surfaces featuring a 3D pattern can
also be made. The main method for making
3D patterned substrate surfaces is to use a UV-
curable polymer and apply a photomask during
the UV curing step (Fig. 13.26d). The areas under
the transparent parts of the mask polymerize,
while the areas under the opaque areas do not
and are subsequently washed away. It is possi-
ble to make a surface with an array of bumps
or indents in this manner. If the photomask is
opaque, with an array of transparent features,

the result will be a surface with an array of
raised structures, such as columns or ridges (Fig.
13.26d, left). This has been used to study various
mechanical interactions between single cells and
the surfaces they attach to. On the other hand,
if the photomask is mainly transparent, with an
array of opaque features, the resulting surface
will have an array of indents, such as wells or
open channels (Fig. 13.26d, right). Such sub-
strates have been used to study single cells or
small groups of cells in confined environments,
in devices that are essentially miniaturized multi-
well plates. The same 3D patterns can also be
achieved with the hot embossing technique used
for fabricating microfluidic devices. An emboss-
ing mold is made by photolithography or another
technique, and the substrate material is pressed
onto the mold to create any desired pattern (Fig.
13.26e). This technique was used to show a
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link between the aggregate forming behavior of
fibroblast cells and the surface smoothness [100].
New techniques, requiring very specific equip-
ment, such as optically induced electrokinetics
(OEKs), which requires an AC electric field and
light image pattern, have been used to fabricate
PEGDA hydrogel-based patterns. In this tech-
nique they were able to show that breast cancer
cells migrate on patterns, but they attach to bare
glass [101].

Gradients in hypoxia, while exerting control
over mechanical properties, are the next genera-
tion of control of synthetic tumor microenviron-
ments. To achieve this, 3D hydrogels laden with
O2 have been developed comprised of gelatin and
ferulic acid. When crosslinked by laccase, O2 is
consumed, resulting in either external application
of laccase or by cell-generated crosslinks as they
grow and move through the gel [102]. In the
first applications of technology, mouse sarcoma
tumors were grown in hydrogels with an O2 gra-
dient of 0.4–21% (partial pressure) to investigate
the physiotactic effect of those cells toward O2

[103].

13.8.3 Conclusion and Future
Directions

Topological and mechanical properties should
both be controlled to recapitulate the physio-
logical behavior of cells and the variability of
the tumor microenvironment. The importance of
the interaction between mechanical properties,
topology, and matrix composition for cancer
studies is starting to be appreciated. However,
conventional techniques to create stiffness gra-
dients and micropatterning are cumbersome and
time-consuming. Moreover, current fabrication
methods are expensive and laboratory specific.
The development of inexpensive, practical, and
simple techniques that can be created with
common laboratory equipment to create stiffness
gradients and patterns is critical for advancing
cancer research.
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Abstract

Cancer metastasis, the dissemination of cancer
cells from the primary tumor site to distal
organs in the body, is one of the leading causes
of cancer-related deaths globally. It is now
appreciated that metastatic cells take advan-
tage of specific features of surrounding fibrous
extracellular matrix that favors invasion. How-
ever, the exact contributions of the role of
fiber feature size, orientation, and organization
remain only partially described. Here using
non-electrospinning Spinneret based Tunable
Engineered Parameters (STEP) fiber platform,
we detail our quantitative findings over the
past decade on cancer cell behavior in envi-
ronments of controlled fiber dimensions, ori-
entation, and hierarchy that can mimic es-
sential features of native ECM. We present a
biophysical model of invasion along aligned
fibers that starts with cells forming protrusions
followed by invasion of cells from a mono-
layer in single, multi-cell chain and collective
modes. Using a mismatch of fiber diameters,
we describe a new method to protrutype single
protrusions and describe migratory behavior
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of cells in different shapes. Altogether, control
over fiber geometry and network architec-
ture enables the STEP platform to unlock a
new paradigm in the interrogation of the fun-
damental biophysical mechanisms underlying
the migratory journey of cells during cancer
metastasis.

Keywords

Nanofibers · Cancer protrusions · Cancer cell
migration · Metastatic invasion · Aligned
fibers · Single and collective cell migration ·
Cell forces · Protrutyping

14.1 Introduction

Cancer metastasis is responsible for 90% of can-
cer deaths in the United States [1]. Cancer metas-
tasis has been primarily attributed to cancer cells
that are able to evade the normal cell-cell junction
regulatory system and migrate away from the
primary tumor mass, a process often described
as epithelial-mesenchymal transition (EMT) [2].
It is well known that during this switch, stable
cell-cell junctions and apico-basal polarity are
lost, while migratory behavior is enhanced [3,
4]. Upon losing cell-cell contacts, the migratory
cells (leader cells) are the pathfinders thought to
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Fig. 14.1 Invasive
extracellular matrices
(ECM) differ in structure
from noninvasive ECMs.
Multiphoton second
harmonic generation
visualization of collagen
fibers in mouse tumors of
(a) noninvasive carcinoma
in situ (CIS), a noninvasive
early breast carcinoma; (b)
invasive ductal carcinoma
(IDC) with metastases.
Scale bar = 50 μm. Note
that the presence of
metastases is associated
with bundled, straightened
collagen fibers. (c, d) The
same images as a and b,
with fibers of different
widths indicated by
different-sized red lines.
Image courtesy of Keely
Lab (Wisconsin)

be responsible for secreting matrix metallopro-
teinases (MMP) that cleave the surrounding ex-
tracellular matrix (ECM) to make way for the mi-
grating population of follower cells. The leader
cells rely on their ability to generate protrusions
and exert cellular forces necessary for migration,
thus, allowing them to biophysically probe the
ECM surrounding the tumor. Cancer cells likely
take advantage of the aligned fibrous ECM as
they have been observed in vivo to move at high
speeds for long distances along linear ECM fibers
[5–7]. Aligned fiber networks would provide the
leader cell with the quickest route through the
stroma. Indeed, biopsy samples from breast can-
cer patients exhibit distinct patterns of perpen-
dicularly aligned collagen fibers, termed tumor-
associated collagen signatures (TACS), which
are associated with a threefold increased risk of
relapse or death for patients [8–11] (Fig. 14.1).
Moreover, leader cells obtain extracellular bio-
chemical signals from tumor-associated cells in-
cluding fibroblasts and macrophages that likely
contribute to their migratory phenotype [12–14].

Most of what we know in cell migration
stems from studies conducted either on 2D
flat or in 3D gel environments, with a focus

on elucidating the role of elastic modulus of
the environment on migration. Through these
studies, it is now well known that cell migration
is a highly orchestrated cascade of events which
starts from sensing the environment through
filopodia and then proceeds to cell polarization
through formation of stable adhesions in the
lamellipodia, followed by translocation of cell
body through establishment of actomyosin-
based contractile tensional forces [15–17]. At
the molecular level, these studies have shown
the spatiotemporal localization and importance
of small guanosine triphosphate (GTP)-binding
proteins (RhoGTPases), Cdc42, Rac1, and RhoA
in achieving directed cell migration [17–20].
However, recent studies point to differences
between 2D and 3D systems, which result in
changes in cell morphology, arrangement of
cytoskeleton machinery including RhoGTPases,
and altered migratory behavior [21–23]. Adding
to the complexity, even within 3D systems, cells
exhibit elastic modulus-based distinct modes
of migration with non-polarized (lobopodia)
and polarized (lamellipodia) cross talk and
localization of RhoGTPases [19]. Thus, not
surprisingly, in a recent commentary by experts
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on cell migration [24], it was noted that within
the current platforms in practice today, there
are generally no accepted methods to cross-
validate the findings and compare them with in
vivo studies. Furthermore, given the complexity
of ECM and limited imaging data available, it
has been difficult to achieve a consensus on
physiological relevance of in vitro systems, as
the experts noted that there are fundamental
knowledge gaps in ECM architecture, its
properties, and constitutive fibril sizes. However,
the experts agreed unanimously upon the need
to advance development of more relevant 3D
in vitro systems capable of providing cells with
accurate and deterministic biophysical fibrillar
dimensions, arrangement, and orientations
mimicking the native ECM.

14.2 Extracellular Matrix
Environment

Cell migration is crucial in developmental, repair,
and disease biology [15, 24, 25]. In the context
of cancer, it is well appreciated that migration-
driven metastasis is more likely to lead to patient
death than the primary tumor. Metastasis can
represent a very early event in tumor progression,
but because micrometastases are not readily
imaged due to the complexity of the ECM, the
presence of metastases often is not appreciated
until much later in the treatment regimen.
ECM is a complicated three-dimensional
fibrous biopolymer network embedded in a
viscous macromolecular gel [26–28], which
can be categorized into two major types: the
fibrous connective interstitial [7] matrix and the

densely packed basement membrane pericellular
matrix [29]. In the context of fibrous ECM,
fibrillar collagens [30] and elastin have been
identified as the major components contributing
to ECM tracks. These fibrous proteins are
supplemented by a macromolecular network
of hydrophilic and acidic components like
proteoglycans, hyaluronic acid, etc., which are
capable of sequestering water and forming a
viscous gel around the fibrous network [30].
The major varieties of the fibrillar collagens
include collagen types I, II, III, V, XII,
XXIV, and XXVII. Within the ECM, both
collagen and elastin exist either as fibrils or
fibers, and their structural units are termed
tropocollagen and tropoelastin, respectively [31].
In vivo imaging of fibrous ECM using second
harmonic generation (SHG), third harmonic
generation (THG), multiphoton microscopy, and
electron microscopy has revealed a complex
hierarchical network of fibers (Table 14.1) [32–
36], which is comprised of individual fibers
(30–70 nm diameter) that can form bundles
(100 nm-microns in diameter) [6, 7, 33, 37–
40]. Furthermore, these bundles of fibers can
be aligned or seemingly randomly distributed in
vivo [11, 16, 21, 41].

14.3 Fiber Manufacturing
Techniques

Cells in the native environment have to navi-
gate through stromal (dense and loose connective
tissue) and tightly packed basement membrane.
The 50–200 nm thick basement membrane sur-
rounds most epithelial cells and vasculature and

Table 14.1 Physical properties of the major classes of ECM fibers

ECM-fiber type Diameter Elastic modulus

Collagen fibers 30–100 nm for fibrils [39], 1–20 μm [39] for
fibers/fiber bundles

1.2 GPa [42, 43] for mammalian tendon
collagen, 100–360 MPa [44] for rat tail
collagen type I fibers

Elastin fibers 100–200 nm [39] for fibrils,0.3–2 μm [45] for
fibers/fiber bundles

∼0.2–1 MPa [43], depending on ECM type

Reticular fibers 20–40 nm [39] fibrils made of collagen mostly N/A

Fibronectin fibers 10–1000 nm [46–48] ∼1 MPa [48, 49]
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provides architectural support around which cells
attach having basal to apical polarity suggestive
of 2D surface. Stromal ECM environment, on the
other hand, is composed of nanofibrous natural
proteins occurring as small fibrils. Thus, cell
interactions on or within ECM can be categorized
in two ways: cells stretching over and interact-
ing with the whole mesh, representative of bulk
behavior, or cells interacting with the fibrils or
bundles of fibers that make up the bulk structure.
Therefore, in vitro models mimicking ECM need
to account for both the elastic modulus (N/m2) of
the whole mesh and the bending stiffness (N/m)
of individual ECM fibrils of varying diameters
[50, 51]. In vivo, the tissue architecture varies
considerably, and optimal fibrous diameter and
pore size result in efficient migration (persistent
migration at high speeds). For example, with
large number of contacts (low pore size), the cells
sense confinement and reduce the migration rate,
whereas in environments with large pore sizes,
cells make contact with only single fibers, which
leads to less cell-fiber contacts causing cells to
move more slowly [16, 23, 51–53]. Thus, it is
vitally important to engineer in vitro fiber assays
to capture cell-fiber interactions and resultant
migration in a repeatable and controlled manner.

Since fibrous ECM can be heterogeneous or
anisotropic, cells migrating on fibrillar geome-
tries make focal contacts based upon the density
and local arrangement of fibers, which leads to
altered behaviors [68–76]. Thus, fiber manufac-
turing platforms need to be capable of deposit-
ing fibers hierarchically in multiple layers with
repeatable control on diameter, orientation, and
interfiber spacing. Furthermore, they should be
able to spin fibers of a wide variety of poly-
mers: synthetic, biocompatible, and native pro-
teins. Fortunately, a number of nanofiber man-
ufacturing methods are now available to mimic
ECM fibers (Table 14.2).

Of all the reported techniques for biological
nanofiber manufacturing, electrospinning is ar-
guably the most popular process, which allows
for the continuous production of fibers ranging
from tens of nanometer to a few microns in di-
ameter [77–82]. In this process, polymer solution
is pumped through a syringe to a needle where

an electrical charge extrudes polymer fibers onto
a collecting target [54, 56, 83–85]. With the
realization that electrospinning could produce
fibers with diameters on the order of those in
native tissue, the bioengineering community has
seen rapid growth in the use and improvement
of electrospinning technique to achieve higher
degree of alignment and spatial organization.
However, due to the inherent electric instabilities
of the electrospinning process, a high degree of
parallelism, control on diameter, and the spacing
between fibers is difficult to control in multiple
layers, which restrict the scope to which cell-
fiber interactions can be investigated using elec-
trospinning methods [54, 86–90]. Furthermore,
since the jet path of the extruded filament is
influenced by the externally applied electric field,
the use of multiple nozzles in the same setup
has been limited due to mutual Coulombic inter-
actions, resulting in nonuniform nonwoven mats
[91–98]. Some of the recent advancements in this
respect include far-field electrospinning (FFES)
and near-field electrospinning (NFES) [58, 61,
82, 99–CR109]. In FFES, aligned fibers are gen-
erated by using a high-speed rotating drum acting
as a collector in place of a stationary target
[107], wheel-like bobbin collector [99, 109], and
patterned electrodes [108] or by modifications
to the electric source including using biased AC
potentials or an auxiliary counter electrode [82,
100]. On the other hand, NFES has demonstrated
improved fiber patterning through reduction of
applied voltage and the source-to-target distance
[57, 61].

In order to achieve higher consistency and
control in fiber diameter and alignment, Brown
et al. (2011) [59] introduced the direct write
melt electrospinning approach, where instead of
electrospinning polymer solutions as performed
in conventional electrospinning techniques,
polymer melts at elevated temperature (∼70–
90 ◦C) were electrospun. In addition, a
significantly lower tip-to-collector distance was
used to ensure minimal spread of the extruded
polymer fibers. While this approach is able
to produce 3D fibrous matrices in various
hierarchical architectures with a good degree
of fiber alignment, the reported fiber diameters
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Table 14.2 Key hallmarks of different fiber spinning techniques

Fabrication
method

Major
mechanism of
fiber
fabrication

Diameter
range of
fibers Characteristics/advantages Disadvantages

Conventional
electrospin-
ning
[54–56]

Electric field
(∼10–30 kV)

<50–
10,000 nm

Mass production of fibers spun
from a wide range of polymers.

Presence of a high-voltage
electric source results in poor
alignment of fibers and
widespread in fiber diameters

Near-field
electrospin-
ning (NFES)
[57, 58]

Electric field
(∼0.2–
1.8 kV)

50–2500 nm Aligned fibers as compared to
conventional electrospinning due
to lower electric fields and
source-to-target distances
involved

Low output compared to
conventional electrospinning
processes, short source-to-target
distance hampers fiber
solidification

Direct write
melt electro-
spinning [59,
60]

Electric field
coupled with
high
temperature

10–40 μm Aligned fiber networks from a
wide range of polymers

Very large fiber diameters
(∼20 μm), thus essentially
microfibers, not suitable for
mimicking native ECM

Rotary jet
spinning [61,
62]

Centrifugal
force (up to
75,000 RPM)

425–
1600 nm

High throughput of fiber
production from a wide range of
polymers

Poor control in fiber diameter
and restricted to only uniaxial
arrays within a ring shaped fiber
construct

Pull spinning
[63]

Axial/rotational
stretch (up to
45,000 RPM)

200–
1500 nm

Portable setup and sufficiently
high throughput of aligned
nanofibers

Poor control over fiber spacing

Direct
drawing [64]

Mechanical
drawing from
solution
droplet

50–
20,000 nm

Fabrication of aligned arrays of
micro-/nanofibers with sufficient
precision

Limited to sequential approach
and precise silicon tip arrays
essential for fiber fabrication
and deposition

Spinneret
based Tunable
Engineered
Parameters
(STEP)
[65–68]

Pseudo dry
spinning

<50–
10,000 nm

Aligned nanofibers with precisely
tunable diameter, spacing, and
orientation

Repeatable production of
large-diameter (>10 μm) fibers
has not yet been investigated
using the current version of
STEP

are large (typical fiber diameter ∼20 μm),
and extension to nanofibers remains to be
demonstrated.

Since decreasing voltage enhances fiber de-
position capabilities, several approaches have re-
moved the electric component entirely. For in-
stance, Badrossamay et al. (2010) [61] demon-
strated the rotary jet spinning [110, 111] ap-
proach, where, instead of an electric source, cen-
trifugal forces associated with the rotation of a
perforated polymer solution reservoir were uti-
lized to extrude polymer nanofibers. Continuous,
bead-free nanofibers were obtained at very high
rotational speeds (∼12,000 RPM) of the perfo-
rated reservoir. Pull spinning [112, 113] is an-
other very recent technique demonstrated by De-

ravi et al., in which devoid of any electric source
is able to achieve moderate success in aligning
fibers but still lacks control in interfiber spacing.
Similar to rotary jet spinning, this approach also
utilizes a rotating component for fiber generation.
However, instead of an entire rotating perfo-
rated reservoir of the polymer solution, a high-
speed rotating bristle pulls a polymer droplet
into a nanofiber, mainly by the action of the
axial stretching forces associated with the bristle
rotation. Similarly, another non-electrospinning
technique, direct drawing, uses polymer wetted
probe tips for precise fiber deposition [64, 114,
115]. Though direct drawing is able to achieve
high control on fiber spacing, alignment, and
orientation, it remains a sequential technique.
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Fig. 14.2 Spinneret based Tunable Engineered Parame-
ters (STEP) fabrication platform. (a) Sequential method:
(i) schematic of fiber formation and (ii) representative
SEM images of single- and double-layer fibers of the
same and different diameters [116]. (b) Continuous high-
throughput methods: (i) schematic of fiber formation, (ii)

arrays of fibers in single and double layers with varying
spacing and orientation, and (iii) hierarchical assembly
of a six-layer network of fibers of varying polymers
deposited in each layer with varying unit-cell spacing
and diameters [66]. (c) Achieving control on cell shape
with depositing fibers at varying angles in multiple layers.
Scale bar is 20 μm

Although some of these novel fiber spinning
techniques are capable of producing fiber arrays
with a fair degree of alignment, they still lack
the ability to control fiber dimensions mimick-
ing a wide range of diameters as observed in
native ECM (sub 100 nm-microns) and spatial
layouts, which is critical to investigate single-
and multicell behavior in a repeatable manner. In
this regard, Nain et al. have pioneered Spinneret
based Tunable Engineered Parameters (STEP)
technique, which does not require the use of
an electric source in fiber fabrication process;
rather it relies on a physical pull of a single
fiber filament from the extruded droplet from
a spinneret in both continuous and sequential

fiber deposition approaches (Fig. 14.2) [65–68].
For sequential approach, single suspended fibers
are drawn using a movable probe and fixed-
fixed boundary conditions lead to formation of
“bridge” structures (Fig. 14.2a) [116]. For con-
tinuous approach, polymer solution is pumped
through a spinneret (probe) and forms a pen-
dent droplet. A rotating substrate contacts the
droplet and pulls out solution filaments, which
after solvent evaporation and solidification are
collected on the substrate in parallel configura-
tions at desired spacing. By depositing fibers on
top of each other in multiple layers, hierarchical
assemblies of fiber networks with tunable unit-
cell dimensions can be created (Fig. 14.2b). Fiber
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spinning is achieved through a delicate balance of
processing parameters (rotating speed, humidity,
temperature, etc.) and material parameters (poly-
mer solution concentration, polymer molecular
weight, solvent properties), which have direct
effects on fiber diameter and morphology [65, 67,
117]. Using both STEP methods (sequential and
continuous), fibers in multilayer configurations
with a control on diameter, spacing, and orien-
tation can be deposited to precisely control cell
shape (Fig. 14.2c).

14.4 Cell-Fiber Interactions

Fibers provide cells with simultaneous 1-, 2-, and
3D mechanistic cues (Fig. 14.3a), as cells align
along the fiber axis (1D), stretch between two
fibers (2D), and wrap around the fiber by sens-
ing the curvature (3D). Traditionally, electrospun
fiber networks have been used to study cell-fiber
interactions in the context of developmental bi-
ology, specifically investigating the morphology,
proliferation, and differentiation of a variety of
cell types [118–126]. However, in recent years,
electrospun fiber networks have been gaining
traction as novel in vitro substrates to mimic
the in vivo migratory behavior of tumor cells.
In 2014, Nelson et al. [127] demonstrated, using
aligned and random electrospun fiber architec-
tures, how fiber alignment can have a signifi-
cant impact on the motility of the human breast
cancer cells (MCF-7, MCF-10A, and MDA-MB-
231). Compared to the conventional featureless
flat 2D substrates and even randomly oriented
fiber networks, cells on aligned fiber architec-
tures demonstrated a significantly higher degree
of cell alignment, elongation, and a multifold
increase (two to five times) in the migration rate.
Interestingly, even in the presence of chemo-
tactic guidance of the chemokine-CXCL12, the
breast cancer cell lines demonstrated significant
enhancement in migration in aligned fibers as
compared to random networks, thus proving that
ECM-fiber alignment is one of the key factors
driving efficient cell migration. Earlier in 2011,
Saha et al. [128] demonstrated cell alignment
and spindle-like elongated morphologies of the

mouse mammary (H605) tumor cells on elec-
trospun aligned PCL fibers. Interestingly, they
reported flat spread-out shapes on their random
fiber networks. Apart from metastatic breast can-
cer, aligned fiber architectures also play a dis-
tinctive role in glioma cell migration in vivo,
where white-matter tracts provide aligned to-
pographic pathways for efficient and persistent
migration. In order to mimic such aligned to-
pography, Rao et al. [72] used aligned electro-
spun nanofibers to investigate the motility of
OSU-2 (glioblastoma multiforme) cells. Here,
apart from demonstrating elongated cell shapes
on aligned nanofibers, the authors also show
how migration rate and focal adhesion dynamics
can be significantly altered by varying the stiff-
ness of the nanofibers. Using a three-dimensional
aligned and random PCL electrospun fiber scaf-
folds, Agudelo-Garcia et al. [74] demonstrated
that the migration index of U251 glioma cells
was significantly enhanced with an increasing
level of fiber alignment. Enhancement of U251
glioma cell migration in aligned electrospun PCL
fiber networks was also reported by Johnson et al.
[129] earlier. In another similar study by Beliveau
et al. [130], aligned and random fiber networks
were utilized to study the migration of U87MG
(glioblastoma multiforme) tumor cells, and it was
observed that aligned topography of the elec-
trospun fibers leads to elongated spindle-shaped
cells, featuring well-directed and elongated fo-
cal adhesions. More recent studies have high-
lighted the importance of ECM-fiber alignment
and anisotropy in metastatic invasion for lesser
studied cancers. For example, Alfano et al. [131]
used aligned (anisotropic) and random 3D fiber
architectures fabricated from electrospinning of
PCL solutions, to comprehensively demonstrate
that fiber alignment is essential for bladder cancer
cell (T24) invasion. Quite surprisingly, in case
of random fiber networks, the T24 cells demon-
strated little to no binding affinity and invasion
capabilities.

While electrospun fiber networks reveal
important information on the influence of
fibrous topographies on cell morphology,
proliferation, growth, differentiation, and more
recently in metastatic invasion, it has been
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Fig. 14.3 Cell-fiber interactions on different fiber con-
figurations. (a) Schematic of protrusion platform with
MCF-10A normal breast epithelial cell on large vertical
diameter putting two lateral protrusions. (b) 3T3 fibrob-
last attached to single fiber in spindle and to two parallel
fibers in parallel morphology. (c) Focal adhesion (paxillin:
green) clustering occurs at the poles in cells attached to
fibers. (d) Collage of time-lapse images showing 3T3
fibroblast cell migration on single fiber in spindle shape
showing migration (i) switch from spindle to perhaps
rounded amoeboid with cell spinning about the fiber axis,
shown by arrows, and (ii) in elastic recoil, whereby the
cell detaches in a slingshot manner from the trailing edge,
reattaches to form spindle again and then slingshots again.
Numbers indicate time in minutes. Dashed oval represents

time-lapse individual frames, and white line shows the
location of leading edge, which remains stationary in-
dicative of contractility built up before slingshot occurs.
Inset data showing (i) migration speed decreasing with
increasing structural stiffness, (ii) focal adhesion cluster
length increasing with structural stiffness, and (iii), at
the same structural stiffness, focal adhesion cluster length
decreasing with fiber diameter [134]. (Scale bar 25 μm
in b, c, and d recoil mode). (e) Time-lapse images of
mesenchymal stem cell migration in parallel configuration
demonstrating synchronous coordinated migration of the
left-right protrusions. For each image, the dashed circle is
magnified below the respective image, and coordination is
shown by red arrow, along with a plot showing coordina-
tion between protrusions

challenging to study single- and multicell cell-
fiber spatiotemporal interactions in a repeatable
manner. The STEP platform (see Table 14.2)
offers an alternative method for developing
highly aligned, tunable, repeatable nanofiber
networks for studying cell-fiber interactions.
Since the fibers can be suspended on hollow
substrates, this strategy allows the study
of cell-fiber interactions exclusively at high
spatiotemporal resolutions. For example, using
a novel arrangement of crosshatch fibers of
contrasting diameters provides the ability to
study individual protrusions independent of
migration direction [132] (Fig. 14.3a), while
using parallel (Fig. 14.3a) or crosshatch fibers in

multiple layers allows the study of migratory
behavior of single spindle cells (one fiber),
parallel cells (two fibers), or polygonal-shaped
cells (multiple fibers). Independent of shape
on fibers, the focal adhesion sites are mostly
clustered at the poles of cells resulting in focal
adhesion cluster lengths (FACs, Fig. 14.3c) [76].
However, with increase in fiber diameter, the
spatial distribution of focal adhesion sites is
distributed along the cell-fiber contact length
besides the poles, which allows cells to exert
larger adhesion forces [133]. The migratory
response of single cells is regulated by both
the structural stiffness (bending stiffness)
and the fiber diameter, as shown by altered
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migration rates and focal adhesion cluster
lengths (Fig. 14.3d) [134]. Cells typically have
higher migration rates with rounded nuclei
and smaller adhesion cluster lengths at lower
structural stiffness, whereas conversely with
increase in structural stiffness, the focal adhesion
sites become longer, nuclei become stretched,
migration rate decreases, and cells tend to be
more persistent in migration toward increasing
structural stiffness. Cells migrating in spindle
shapes (Fig. 14.3d) can transition into a more
rounded amoeboid morphology with increased
migration rates, or stretched spindle cells migrate
with an elastic recoil mechanism analogous
to release of a stretched rubber band. After
recoiling, cells reattach to form spindle shapes
and then recoil again from the trailing edge.
In the case of parallel migration (Fig. 14.3e),
cells stretched between two parallel fibers often
display synchronous oscillatory coordination
of leading edges during migration [135, 136].
Finally, multicell studies on differentiation have
demonstrated a remarkably high efficiency in
neuronal differentiation on suspended fibers
[137] and, combined with growth factors,
controlled differentiation toward muscle tendon
and osteoblasts [138].

14.5 Recapitulating Metastatic
Invasion Along Fibers

Metastasis is the dissemination of cancer cells
from the primary tumor to distant sites where
they are able to set up secondary and tertiary
colonies [139]. A key step in cancer is the trans-
formation of a healthy microenvironment to a
stiffened network of fibrous proteins populated
by metastasis-provoking stromal cells. The tu-
mor microenvironment composition consists of
a variety of ECM proteins, which provide struc-
tural support for migration in the form of fibers,
and bundles that vary in size, orientation, and
mechanical properties (see Table 14.1). Accu-
mulation of proteins in ECM networks causes
tumor stiffness to increase dramatically in cer-
tain regions; resections of breast cancer tissue
have been measured to be ten times more stiff

than its healthy counterpart [140]. In vitro, many
studies fail to account for the fact that the in-
creased stiffness is not uniform throughout the
tumor; there is a distribution of stiffness mag-
nitudes throughout the tumor’s volume modu-
lating cancer cell behavior, and the mismatch
of stiffness gradient is more discrete at tumor
boundaries [141, 142]. Also, aggregates of stro-
mal cells, such as fibroblasts and macrophages,
lay the groundwork for invasion by infesting
adjacent areas in order to remodel the ECM for
fluent migration as well as secrete stimulating
chemical factors that provide directional cues
[143]. Besides dispensing chemical signals, these
cells are also able to deposit additional ECM
fibers, approximately 100–500 nm in diameter,
with a wide range of characteristics: dense or
sparse, aligned or random, and stiff or compli-
ant [144, 145]. The aforementioned extracellular
“jungle” gives testimony to the breadth, depth,
and immense complexity of the tumor biophys-
ical microenvironment. Tumor neoplastic growth
and dynamic changes in the physical environ-
ment provide spatial and temporal cues causing
instantaneous cell-ECM interactions leading to
metastatic processes [146]. This interaction is
composed of, first, the cell extending a protru-
sion and, second, maturation of the protrusion
by recruitment of additional adhesion and cy-
toskeletal proteins, therefore initiating migration.
Subsequently, ECM anisotropy aids invasion by
providing a continuous pathway for migration
at high speeds without the need for proteolytic
ECM degradation [5, 11, 16]. Thus, a simpli-
fied “biophysical” model of metastatic invasion
along fibers includes two governing phenomena:
sensing and conditioning followed by invasion
and migration (Fig. 14.4a). In this model, a
single cell or a collection of cells from a tumor
mass interfaced with aligned fibers are able to
emerge (invade, phase I) along the fiber followed
by migration (phase II) away from the tumor.
Cells sense the fibers through the formation of
filopodia resembling protrusions that mature in
cycles of extension and retraction, during which
they wrap around the fibers (integrin-based focal
adhesion assembly). Over time, the cells prefer-
entially align and move their body outward onto
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Fig. 14.4 A simplified biophysical model of metastasis
along aligned fibers. (a) Schematic describing invasion
from a tumor mass along aligned fibers and the various
parameters needed to describe fibrous ECM environment:
length, diameter, spacing, orientation (angle), and fiber
bundling. Phase I and phase II show schematic and

time-lapse images (breast metastatic MDA-MB-231) of
simplified model of invasion (time given in minutes).
(b) STEP-based recapitulation of fibrous ECM in design
of pro-invasive networks (i–vi) and anti-invasive random
networks of varying diameters, spacing, and orientations
(vii–viii)

the fiber followed by elongation along the fiber’s
axis through a conditioning phase of 2–3 h in
which they move back and forth on the fiber
while maintaining cell-cell junctions at the rear.
Subsequently, cells can generate traction forces
at the leading edges that are necessary to break
the cell-cell contact at the rear, thus allowing
them to move away from the tumor mass. Thus,
developing a comprehensive understanding of
the biophysical regulation of metastatic invasion
requires the design of fiber networks with control
on fiber diameter, spacing, and orientation to
study pro- and anti-invasion conditions at both
the single protrusion and single-cell resolution
(Fig. 14.4b).

14.5.1 Protrusions on Fibers

Protrusions are projections of cytoplasm from
the primary cellular embodiment that perform a
specific task, or set of tasks with distinct temporal
and morphological characteristics, which also
provides aid for force transduction and motility

(Fig. 14.5 and Table 14.3) [147–149]. While
the importance of protrusions in metastasis
is widely acknowledged, their organization
and dynamics in 2D and 3D are not fully
described [150–156]. Cancer cell protrusions,
specifically those that are used to cross basement
membranes, have been widely studied using
Boyden chambers and degradation assays [157].
These studies have shed light upon the means by
which transmembrane protrusions are regulated
and affected by cytoskeletal networks, small
GTPases, endothelial layer permeability, and
oxygen availability [157–160]. Furthermore,
these platforms allow investigations of the role
of external spatial dimensionality on protrusive
behavior. For example, using 2D flat ECM-
coated substrates and 3D collagen gels, it was
recently demonstrated that protrusions from
breast cancer cells of various metastatic capaci-
ties can be used to accurately predict invasiveness
in 3D environments, while solely observing
migration on 2D surfaces was determined to
be a poor indicator of 3D migration behavior
[161–165].
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Fig. 14.5 Different types of protrusions (labeled in bold). (a) On flat substrate [152]. (b) In cancer cells [151]. (c, d)
Cells in 3D gels [174]

Protrusions are typically studied in conjunc-
tion with bulk cell body migration. The STEP
platform utilizes a suspended crosshatch net-
work of contrasting fiber diameters fused at the
intersections to decouple cell body migration
from individual protrusions (Fig. 14.6a). Briefly,
large-diameter fibers (∼2 μm; “base fiber”) are
deposited orthogonal to smaller-diameter fibers
(100 nm to 1 μm; “protrusive fiber”) which
results in cell migration being arrested along
the base fiber axis, while individual protrusions
are isolated along the protrusive fibers. In order
to quantitate the protrusive dynamics, we de-
fined two morphodynamic metrics: the protrusion
length (L) and the protrusion eccentricity (E)
(Fig. 14.6a). Protrusion length is defined as the
distance from the tip of the protrusion to the pro-
jection of the largest ellipse that can be fit along
the protrusion curve. The eccentricity is a mea-
sure of the morphological curvature of the protru-
sion where the base and protrusive fibers intersect

and is quantified by fitting the largest possi-
ble ellipse along the protrusion curve. Lower
eccentricities represent “rod-like” protrusions in
which the protrusion curvature closely resembles
a circle, whereas higher eccentricities represent
“kite-shaped” protrusions wherein the curvature
of the protrusion deviates significantly from that
of a circle. These two metrics can be used in
conjunction to characterize the spatiotemporal
dynamics of individual protrusions.

Cells attached to the base fibers initiate
protrusions by first sensing the protrusive
fibers through the formation of short, rod-like
protrusions defined by a low eccentricity value.
Subsequently, subject to fiber diameter and
ligand availability, the short protrusions can
transition (mature) into protrusions of longer
lengths at higher eccentricity values before
they stabilize on the protrusive fiber (reach a
maximum length) and finally retract back to the
main cell body. The mechanism of protrusion
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Fig. 14.6 Metrics used to quantify protrusion dynam-
ics. (a) A schematic showing the definition of the key
parameters used to quantify protrusion dynamics with
inset showing an NIH/3T3 cell on the base fiber with a
protrusion along the protrusive fiber. (b) Transient profile
of protrusion length increase showing different phases

in protrusion maturation. (c) Transient protrusion profile
of a 3T3 cell showing length and eccentricity dynamics
during protrusion maturation and retraction. (d) Time-
lapse images showing the key steps involved in protrusion
sensing, growth, and maturation for an MDA-MB-231
cell. Scale bars represent 20 μm

maturation is conserved across fiber diameters
and is comprised of a rapid broadening of the
protrusion base (increase in E) followed by a
growth in the protrusion length via multiple
cycles of protrusion extension and retraction
(Fig. 14.6b–d). Fiber curvature dictates the
dynamics of the protrusion maturation process
with protrusions typically reaching eccentricities
of 0.95 and higher significantly faster on flat
protrusive ribbons of equivalent width (πD)
compared to round fibers (Fig. 14.7 shown by
arrows). This result suggests that compared
to high curvature round fibers, protrusions
on low curvature flat ribbons mature faster
and more deterministically. Thus, while flat
fibers ubiquitously generate broad mature
protrusive behavior, they are unable to capture
the sensitivity of high curvature ECM-mimicking
fibers.

This platform can be further extended to dis-
tinguish between the protrusive dynamics of dif-
ferent cell lines (“protrutyping”). In addition to
looking at the role of fiber diameters, the platform
can also be used to interrogate if fibronectin

coating on fibers in varying concentrations (2,
4, and 16 μg/ml) affects protrusive behavior.
Fibronectin is a major ECM glycoprotein that
plays an important role in promoting cell ad-
hesion to the surrounding substrate and is na-
tive to both neural and breast tissues [184–186].
Additionally, fibronectin has previously shown
to play an active role in inducing epithelial-
mesenchymal transition such that increased fi-
bronectin levels have been implicated in facilitat-
ing tumorigenesis in breast tumors [187]. Thus,
by varying both the fiber diameter and ligand
density, the STEP platform is able to partially
capture the heterogeneity associated with tumor
microenvironments and its influence on cancer
cell protrusive dynamics. Protrutyping the pro-
trusive dynamics between two breast cancer cell
variants reveals that the more metastatic breast
adenocarcinoma MDA-MB-231 puts out signif-
icantly longer protrusions in comparison with the
relatively less metastatic normal breast epithelial
MCF-10A (Fig. 14.8). This result suggests that
the protrusion length could be indicative of the
metastatic potential of a cell. Furthermore, the
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Fig. 14.7 Characteristic protrusion profiles. SEM im-
ages of (a) round protrusive fiber and (b) flat protrusive
ribbon. Representative transient protrusion profiles seen

on (c) round protrusive fiber and (d) flat protrusive ribbon.
Arrows indicate that on flat ribbons, high eccentricity is
achieved significantly faster compared to round fibers

Fig. 14.8 Differentiating between MDA-MB-231 and
MCF-10 protrusion dynamics using protrusion metrics.
Phase images show MCF-10A protrusions on (a) small
and (b) large diameter protrusive fibers. (c) Bar graph
shows the protrusion length comparison between less

metastatic MCF-10A and relatively more metastatic
MDA-MB-231 (N = 100 protrusions per category). ***
denotes p<0.001, ** denotes p<0.01, * denotes p<0.05.
Adapted from Koons, et al. [132]
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platform can be used to protrutype highly in-
vasive cell lines having different lineages. The
analysis between MDA-MB-231 and DBTRG-
05MG cells shows breast cells to exhibit strong
dependence on fiber diameter and ligand concen-
tration compared to brain glioblastoma DBTRG-
05MG (Fig. 14.9). Altogether, quantitating single
protrusions on ECM-mimicking fibers demon-
strates that protrusive behavior is highly sensitive
to fiber geometry, which (1) flat ribbons cannot
capture, and (2) is cell specific.

The contrasting curvature platform can be
used to interrogate the organization and localiza-
tion of cytoskeletal components inside individual
protrusions (Fig. 14.10). The long lengths and
broad morphologies achieved by protrusions are
indicative of f-actin to be present in protrusions
across the entire spectrum of eccentricity values
associated with the protrusive cycle. Similarly,
tubulin is also present at all eccentricity values
albeit occurring with relatively lower probabil-
ity (∼20–60%) at low eccentricities and higher
probability (∼75–100%) at high eccentricities.
In contrast to f-actin and tubulin, both of which
localize across the entire range of eccentricity
values, major vimentin fronts are rarely detected
in protrusions of eccentricity lower than 0.8.
This suggests that the protrusion base needs to
broaden out significantly prior to the introduction
of vimentin into the protrusions, thus indicating a
diminished role of vimentin in protrusion initia-
tion and maturation.

14.5.2 Cell Invasion Along Fibers

After using protrusive structures to actively probe
the surrounding, the next step for a cell during
metastasis is directed migration toward the blood
vessels [188]. To study invasion and migration,
cell monolayers can be interfaced with suspended
fibers (Figs. 14.11 and 14.12). In doing so, cells
at the edge of the monolayer sense the fibers
through formation of protrusions followed by

cells emerging (invading) from the monolayer
onto the suspended fibers [189]. Since metastatic
invasion occurs as single or collection of leader
cells, the diameter and spatial layout of fibers
allow us to capture these invasive modes in vitro.
Leader cells emerge on the fiber networks in
three distinct modes: recoil and chain on single
fibers and collective (multiple chains) on multiple
fibers. Recoil mode signifies a single cell abruptly
detaching from the monolayer and recoiling away
analogous to the release of a stretched rubber
band. This primarily occurs when the cell body is
aligned at an angle with the fiber axis. Recoiling
cells have higher detachment speeds that enable
them to advance longer distances away from the
monolayer. However, they can switch directions
and return to the monolayer, thus having an
overall lower persistence. In contrast, when
the cell body is symmetrically aligned with
the fiber axis, a collection of few cells with
intact cell-cell junctions are observed to emerge
from the monolayer. On densely packed fibers,
multiple chains emerge simultaneously as large
collective groups. Fiber diameter also plays a
role in emergence as a higher tendency for the
recoil mode of emergence was observed on the
300 nm and 500 nm diameter fibers, while on the
1000 nm diameter fibers both the recoil and chain
emergence modes had a similar probability of oc-
currence. Furthermore, the speed of detachment
in recoil mode is dependent upon fiber diameter
(250 ± 15, 425 ± 14, and 400 ± 30 μm/h
on 300 nm, 500 nm, and 1000 nm diameter
fibers, respectively). This can be explained by
the organization of focal adhesions on fibers of
varying diameters (Fig. 14.13). Cells attached to
fibers form focal adhesions primarily at the poles
on smaller diameter fibers and along the entire
cell body-fiber length on larger diameter fibers.
The arrangement of these adhesion sites leads
to stronger cell-fiber adhesion forces on large
diameter fibers, thus perhaps leading to reduced
recoil invasion mode on large diameter fibers
[134].
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Fig. 14.9 Differentiating between MDA-MB-231 and
DBTRG-05MG cell lines using protrusion metrics. (a)
Eccentricity increases with fiber diameter, but no statisti-
cally significant differences were found due to fibronectin
concentration (n = 30 per test category). (b) Maximum
protrusion length and (c) base length metrics reveal that

MDA-MB-231 cells modulate their protrusion lengths as a
function of both the fiber diameter and fibronectin coating
compared to DBTRG-05MG (n = 100 per case). ***
denotes p < 0.001, ** denotes p < 0.01, and * denotes
p < 0.05. Adapted from Koons, et al. [132]

14.5.3 Cell Migration on Fibers

Post-invasion, cell migration on fibers occurs in
either single or collective mode. Migration speed
for single cells is dependent upon the number of
contacts the cell makes with fibers. Cells on sus-
pended parallel nanofibers, with spacing larger
than 20 μm, typically assume a “spindle” shape

and interact only with the single fiber as they
migrate. Conversely, for nanofibers with spacing
smaller than 20 μm, the cells spread between the
two parallel fibers. When the cells reach a fiber
junction, they typically take up a “polygonal”
shape (Fig. 14.14). Compared with flat and 2D
substrates, myoblast C2C12 cells on suspended
fibers have the ability to almost double their mi-
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Fig. 14.10 Key cytoskeletal components in protrusions.
Immunofluorescent imaging shows the distribution of
f-actin (red), tubulin (green), and vimentin (blue) lo-

calization in cells with increasing intensity along with
quantitation showing that vimentin localizes in individual
protrusions at high eccentricities

Fig. 14.11 STEP-based nanofiber platform to study cell
invasion and collective migration. Schematic and phase
contrast images show the application of the STEP plat-

form to study cell invasion and collective cell migration.
All scale bars are 20 μm. Adapted from Sharma et al.
[189]

gration rate due to enhanced FAC alignment and
polarization of contractile forces (Fig. 14.14). It
is also interesting to observe that even under the
administration of drugs that are well known to
impact FAC dynamics such as blebbistatin (in-
hibits myosin contractility), nocodazole (inhibits
microtubule polymerization), and cytochalasin-D
(disrupts actin filament formation), the migration
rate of cells on fibers is still greater than their
counterparts on flat substrate [76]. Overall, spin-
dle cells have highest migration rate compared
with the other three categories but tend to exhibit
lower persistence. Highly aggressive cancerous
brain glioblastomas (DBTRG-05MG) also ex-
hibit similar behavior in single-cell migration
with spindle shapes having faster speeds com-
pared to their counterparts on flat 2D substrates
and on suspended crosshatch pattern of fibers
(Fig. 14.15a). In addition, Estabridis et al. [190]
investigated the migration of U251 glioblastoma

cells in precisely aligned 1D and 2D crosshatched
nanofiber arrays, and it was revealed that the
glioblastoma cells assumed spindle morpholo-
gies in the aligned 1D arrays and exhibited faster
and more persistent migration, as compared to
the 2D crosshatch networks. A comprehensive
analysis of spindle cell migration reveals that
cells modulate their migratory response to both
fiber diameter and structural stiffness (bending
stiffness) of the suspended fibers [38, 76, 134].
Structural stiffness accounts for the length, di-
ameter, and material stiffness (Young’s modu-
lus and measured in units of N/m2) and thus
is another property to study cell behavior on
fibers, as it scales with both fiber diameter and
length

(

∼ Diameter4

Length3

)

. As the cell spreads and mi-

grates along a single suspended nanofiber, the
migration rate and nucleus shape index decrease
with increase in structural stiffness, while the
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Fig. 14.12 Invasion of leader cells. (a) Schematics and
phase contrast images showing leader cells leaving the
monolayer in three distinct emergent modes: recoil, chain,
and collective (multichain) groups. (b) Occurrence fre-
quency of the three distinct modes of emergence on fibers
of different diameters. Percentages have been calculated

for each diameter and fiber spacing. For instance, on
300 nm diameter fibers with <10 μm spacing, about 14%
emerged as recoils, none as chains, and about 86% as
multichain collective groups. All scale bars are 25 μm.
Image from Sharma, et al. [189]

Fig. 14.13 Focal cluster distribution along the cell-fiber
interface as a function of the fiber diameter. (a–c) Phase
images of cells being pulled by a probe on 250-, 400-,
and 800-nm-diameter fibers, respectively. The two pri-
mary peripheral clusters (black arrows) are shown dis-
tinctly from intermediary groups (white arrows), which
increase with increasing diameter. (d–f) Fluorescence im-

ages showing paxillin signal presence along the cell-fiber
axis. (g–i) Corresponding intensity of the paxillin signal
with primary cluster zones separated from intermediary
zones by black dashed lines. As fiber diameter increases,
signal intensity within this region increases. Scale bars
represent 25 μm. N = 42. Image from Sheets et al., 2016
[133]
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Fig. 14.14 Cell migration speed as a function of the cell
shape and drug influence. (a) Impact of three different
drugs on migration speed. (b) Migration speed as a func-
tion of the focal adhesion complex (FAC) cluster length

for four different cell configurations on STEP nanofiber
platform. (c) Schematic of three different shapes for cells
on suspended fibers. Image from Sheets et al., 2013 [76]

Fig. 14.15 DBTRG-05MG migration dynamics on sus-
pended fibers. (a) Migration speed was evaluated on flat
substrate (N = 14), single suspended nanofibers (SS,
N = 56), and double suspended nanofibers (orthogonal,
SD, N = 62). A statistical difference was observed be-
tween the migration rates on flat, SS, and SD nanofibers
(student’s t-test, p = 0.0004 for SS-flat, p = 0.0294 for
SD-flat, and p = 0.0171 for SS-SD). The inset shows

fluorescent images of cells on the three substrates ana-
lyzed. Scale bars represent 50 μm. (b) Cell migration
was evaluated on SS fibers of lengths 10 mm (N = 60),
6 mm (N = 101), and 4 mm (N = 120) and compared
to flat (N = 14). Significant difference in migration rate
was observed across all the fiber lengths tested (student’s
t-test, p < 0.0001 for 10 mm-flat, 10–4 mm, 6 mm-flat,
4 mm-flat; p = 0.0001 for 10–6 mm; and p = 0.0439 for
6–4 mm)

focal adhesion cluster lengths (FACs) increase.
At similar structural stiffness values, migration
rates increase, and FACs decrease with increas-
ing diameter [38, 134]. Our previous studies
have shown that cell migration increases with
decreasing bending stiffness for single glioblas-
toma (Fig. 14.15b). Thus, the invasion mode and

kinetics of single-cell migration are sensitive to
fiber (1) diameter, (2) spacing, and (3) structural
stiffness.

Post-invasion, collective cell migration occurs
through formation of cellular bundles termed
cell streams (Fig. 14.16a), which initially ex-
hibit a fast advancement rate (∼200 μm/day).
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Fig. 14.16 Collective cell migration on STEP
nanofibers. (a) Representative schematics and time-lapse
images of cell stream advancement over time. Scale bars
are 200 μm. (b) (i) Kinetics of cell stream (n = 10)

advancement. The black dots represent the instances when
the cell stream length exceeded 100 μm. (ii) Average cell
stream (n = 10) width measured at three locations: top,
middle, and bottom of the cell streams over days. Adapted
from Sharma et al. [189]

Interestingly, the migratory rates of highly prolif-
erative in vivo migratory tongues typically found
in early stages of wound repair (150–300 μm/day
[191–193]). The width of individual cell streams
(measured at the base, middle, and tip of streams)
increases and saturates (Fig. 14.16b(ii)). Collec-
tive cell stream migration occurs in a highly
persistent manner with advancement away from
the monolayer. Occasionally, single or a few cells
detach from the tip of the cell streams, which
further contributes to advancement away from
the monolayer.

14.5.4 Plasticity in Cell Migration
on Fibers

Migrating cells have to squeeze, push, and tug
through the complex ECM to achieve efficient
migration (persistent over long distances). Cells

achieve this by adapting to the changes in local
microenvironment by shifting their migratory
modes in a process commonly referred to as
plasticity. Cells migrating in mesenchymal mode
typically have a well-defined integrin-based
lamellipodia resulting in elongated spindle-
like morphology (fibroblast-like morphology)
[194]. In 3D matrices, mesenchymal migration
occurs with the additional step of ECM
degradation (proteolysis) [195] and can lead to
elastic modulus-based non-polarized (lobopodia)
and polarized (lamellipodia) cross talk and
localization of RhoGTPases [19]. In contrast to
mesenchymal migration, many established tumor
cell lines show an amoeboid migration which
is characterized by a rounded or “balled-up”
morphology and an integrin-independent motility
[196]. These cells typically show efficient and
rapid alternating cycles of cytoskeletal expansion
and contraction in addition to a very high
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Fig. 14.17 DBTRG-05MG blebbing dynamics on sus-
pended fibers. Migration (a) continuous blebbing behav-
ior of DBTRG-05MG on flat substrate. Scale bar repre-
sents 20 μm. (b) Time-lapse image of DBTRG-05MG mi-
grating along a single suspended nanofiber at 10-minute
intervals. We observe that the cell only starts blebbing
(denoted by *) when the cell spread area has reduced
considerably. Scale bar represents 50 μm. (c) DBTRG-
05MG which has sufficient cell spread area does not show
signs of blebbing, while the cell with the reduced spread
area shows blebbing (denoted by white arrowhead). Scale
bar is 50 μm (d.i and d.ii) bleb size and bleb count as

functions of cell spread area for DBTRG-05MG cells.
Bleb size for cells with spread area of 150–650 mm2

(N = 109) was significantly higher than those for areas
651–1150 mm2 (N = 80) and 1151–1650 mm2 (N = 36)
(student’s t-test, both p < 0.01). Bleb size for a cell
spread area of 651–1150 mm2 was almost significantly
higher than those for areas 1151–1650 mm2 (student’s t-
test, p = 0.05). (d.iii) Migration rate for DBTRG-05MG
cells showing blebbing dynamics (N = 31) was signifi-
cantly lower than cells not showing blebbing (N = 30)
(p = 0.002). Figures adapted from Sharma et al., 2013
[38]

degree of plasticity that allows the cells to
“squeeze” through small pores in the ECM
[197–199]. Mesenchymal mode of migration
relying on engagement of integrins is thus
slower than the amoeboid mode. Metastatic
cells often display another type of protrusive
structure known as blebs. Long considered the
hallmark of apoptosis, blebs lead to changes
in nuclear shapes, mitotic disturbances causing
genetic instability, multidrug resistance in tumor
cells, invasiveness, ability to escape apoptosis,
and motility [17, 19, 200–202]. Blebs are
hydrostatic pressure-driven protrusions that
appear as spherical (Fig. 14.17a shown by white
arrow), highly dynamic extensions from the
cell body [203]. These structures are primarily
observed in cells undergoing 3D migration
(and in some cases on 2D substrates as well)
[200]. In contrast to actin polymerization-
driven formation of lamellipodia and filopodia,
bleb formation is hypothesized to be due to

a rupture or local decrease in the membrane-
cortex attachment, thus leading to a rapid
increase in hydrostatic pressure [200, 202,
203]. Interestingly, studies have also shown
that some cells are capable of switching from
bleb formation to more traditional protrusive
structures in response to the topographical
properties and intracellular signaling [16, 204].
Single glioma cells migrating in spindle shapes
on suspended fibers also display plasticity in
migratory modes by switching from elongated
shapes to rounded cells with well-defined blebs
as protrusive elements (Fig. 14.17b). Further,
the same cells migrating on crosshatch pattern
of fibers stretched between intersecting fibers
have no to minimal blebs, whereas those
attached to single fibers display blebs. In fact,
blebbing dynamics scales with area as larger
mesenchymal cells have smaller and less number
of blebs resulting in higher migration speeds
(Fig. 14.17c).
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14.6 Future Outlook

ECM-mimicking suspended nanofiber platforms
offer integrative and multiscale abilities to
study key biophysical phenomena in metastatic
invasion: protrusions, invasion, and migration.
We have developed a reductionist model of
metastatic invasion using ECM-mimicking
suspended and aligned fiber architectures.
To describe invasion in detail, our model in
future will need to include multiple layers of
sophistication to include ECM porosity through
deposition of multiple layers of fibers, stromal
interactions, and appropriatechemical cues.

Cells in their native environment are always
exerting or withstanding forces. Currently,
there is incomplete knowledge in force-driven
invasion of cells in stiffer environments found
around tumors [71, 205–208]. In this regard,
we have pioneered fused-fiber nanonet-based
Nanonet Force Microscopy (NFM) to measure
single- and cell-cell forces and shown single-
cell sensitivity to drug response (Fig. 14.18a).
NFM can also be used to measure the forces
exerted by single protrusions (Fig. 14.18b) during
the process of maturation for both stationary
and migratory cells. Furthermore, NFM can be
used to measure cell-fiber adhesion forces using

Fig. 14.18 Measuring single-cell and individual protru-
sion forces using NFM. (a) Average contractile forces
exerted by single DBTRG-05MG cells without and with
0.05 μM (N = 116 and 10, respectively), 0.1 μM
(N = 45), 0.2 μM (N = 63), and 0.5 μM (N = 49)
cytochalasin D exposure. Forces reported were measured
after 30 min exposure to the drug. Error bars represent the
standard errors. Also shown in right panel are the temporal
dynamics of cell spread area of single DBTRG-05MG
with (0.05, 0.1, 0.2, 0.5, 1, 2, and 3 μM) and without
exposure to cytochalasin D. (b) Representative profiles of

transient force dynamics of protrusions put out by two
NIH/3T3 fibroblasts in stationary and migratory modes.
Migrating cells exert higher forces (direction of migration
is shown by arrow), and inset includes representative
phase contrast images of both cells at 15 and 50 min. (c)
The role of structural stiffness in regulating cell-substrate
forces. Inset shows phase image of C2C12 cell responding
to an externally applied force. Panels a and c are adapted
from Sharma et al. [219] and Sheets et al. (2016) [133],
respectively
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external manipulation (Fig. 14.18c). Altogether,
the ability to measure single-cell and multicell
forces using ECM-mimicking fibers provides
new abilities to calibrate normal cell behavior
and interrogate disease onset, progression, and
therapeutic response.

Cell migration requires establishment of
polarity (front to back) and precisely architected
cytoskeletal arrangement, adhesion organization,
and formation of filopodia and lamellipodia.
These depend upon the differential activity of
small guanosine triphosphate (GTP)-binding
proteins (RhoGTPases) signaling of small
molecules Cdc42, Rac1, and RhoA [18–20,
25, 209, 210]. Most of what we know in this
signaling comes from studies conducted on flat
substrates, which have demonstrated that Cdc42
is active toward the front of the cell and inhibition
or activation of Cdc42 can disrupt directionality
in migration [18, 25]. One direct consequence
of Cdc42 localization is activation of Rac1.
Activation of both these proteins mediates actin
polymerization in protrusions in the direction of
migration. The rear of the cell is defined by the
activity of RhoA. Activation of Rac1 at the front
of the cell suppresses Rho and myosin activity,
whereas Rho is more active at the rear and sides
of cell where it suppresses Rac1, which in turn
tends to keep the formation of protrusions in
the direction of migration at the front of the
cell. Rho contributes to actomyosin contractility
through its effecter Rho kinase (ROCK), which
allows for buildup of tensile stresses inside the
cell body through formation of f-actin stress
fibers. An interesting and recent development
in the field has been the demonstration that
cells in 3D do not require polarized patterns
of RhoGTPases to achieve efficient migration
(higher motility rates and increased persistence).
Furthermore, cells are observed to shift their
migration modes (plasticity) in response to
changes in elasticity of the environment with
distinctly different organization of Rho family
members [16, 19, 24, 211, 212]. Thus, even the
familiar class of RhoGTPase family of molecules
for which we know almost everything on 2D is
regulated and utilized differentially in 1- and
3D. The mechanisms driving the spatiotemporal

regulation of these molecules in cells attached to
fibers of varying curvatures and the associated
force signatures are to the best of our knowledge
nonexistent. A key challenge to elucidate these
mechanisms lies in the inability to image cell-
fiber interactions on fibers of high curvature. It
is clear that focal adhesion clusters spatially
organize differentially on fibers of varying
diameters, with longer FACs on smaller diameter
fibers, suggesting an area conservation along the
fiber axis. However, it is unclear if the integrin-
driven focal adhesion assembly is altered, as cells
have lower cell-fiber adhesion forces on smaller
diameter fibers (Fig. 14.18c).

Metastatic invasion in-vivo occurs in the
presence of both biophysical and biochemical
gradients [188]. In recent years, microfluidic
devices have advanced significantly to allow
long-term establishment of chemical gradients
[213–216] and sophisticated invasion models.
Recently, Kamm and colleagues have used
3D microfluidic assays to investigate the role
of monocytes in cancer cell extravasation
[217] and to study the effects of applying an
alternating electric field-based therapy to cancer
cells [218]. To the best of our knowledge,
integration of nanofibers at controlled spacing
and orientations in a microfluidic device has
yet to be demonstrated. If successful, such a
platform can elucidate force coupling-based
invasion of single and collection of cells in
simultaneous biophysical and biochemical
gradients. Furthermore, these models can be
expanded to include stromal interactions by
co-culturing fibroblasts and macrophages with
and within the vicinity of cancerous cells to
interrogate invasion dynamics.

Altogether, cancer affects all of us, and de-
feating it requires a concerted effort from all
disciplines. Recent advancements in data mining,
supercomputing, nanotechnologies, synthetic bi-
ology, molecular profiling, and social awareness
provide us with a great hope in defeating can-
cer. Cancer will inevitably strike again; thus, we
emphasize the need for collaborative research to
understand the governing principles that make a
cell go rogue and engineer ways to isolate and
stop them in their tracks.
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Abstract

The forces exerted by cells on their surround-
ings play an integral role in both physiological
processes and disease progression. Traction
force microscopy is a noninvasive technique
that enables the in vitro imaging and quantifi-
cation of cell forces. Utilizing expertise from
a variety of disciplines, recent developments
in traction force microscopy are enhancing the
study of cell forces in physiologically relevant
model systems, and hold promise for further
advancing knowledge in mechanobiology. In
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this chapter, we discuss the methods, capabili-
ties, and limitations of modern approaches for
traction force microscopy, and highlight on-
going efforts and challenges underlying future
innovations.
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15.1 Introduction

The growing field of mechanobiology has
resulted in a heightened understanding of how
cells both shape and respond to mechanical
properties and forces in their environment.
Driving this understanding is a growing body
of evidence, which has revealed that the
biophysical interactions of cells with both the
extracellular matrix (ECM) and neighboring
cells play an integral role in the progression of

© Springer Nature Switzerland AG 2018
C. Dong et al. (eds.), Biomechanics in Oncology, Advances in Experimental Medicine
and Biology 1092, https://doi.org/10.1007/978-3-319-95294-9_15

319

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95294-9_15&domain=pdf
mailto:sga42@cornell.edu
mailto:sga42@cornell.edu
https://doi.org/10.1007/978-3-319-95294-9_15


320 J. A. Mulligan et al.

Fig. 15.1 Metastatic cancer cells exert greater forces
than non-metastatic cells. Representative traction maps
(left), corresponding phase images (middle), and mag-
nitude of the overall net traction forces (right) exerted
by non-metastatic mammary epithelial cells (MCF-10A)
and highly metastatic (MDA-MB-231) cancer cells. Cells
were cultured on polyacrylamide substrates with Young’s

modulus (E) = 5 kPa, functionalized with type 1 collagen
at a concentration of 0.1 mg/mL. Scale bar = 50 μm.
Mean + standard error of the mean; *** indicates
p < 0.001. Traction force microscopy offers biophysical
insights that can be used to both detect and study the
metastatic potential of cancer cells, just one example of its
value for mechanobiology research. Adapted from [22]

many physiological and pathological processes
[1–8]. In tumor progression, for example, the
ECM progressively stiffens due to increased
cell-mediated collagen deposition and cross-
linking [9, 10]. In turn, the increased stiffness
influences cancer cell growth, angiogenesis,
and metastasis [2, 10, 11]. Cells sense and
respond to extracellular biophysical cues through
molecular mechanotransduction mechanisms,
such as integrin-based focal adhesion complex
signaling and actin-myosin reorganization [12–
14]. These biophysical interactions play a key
role in the onset and progression of cancer [2, 3,
5, 6, 10, 15], stem cell differentiation [16–20],
morphogenesis [21], and wound healing [19].

A central feature shared among these biophys-
ical phenomena is cell force. Cell forces are well
known to play critical roles in such processes as
metastasis (Fig. 15.1) [22], angiogenesis [23, 24],
and dynamic self-organization of cell aggregates
[25]. It should therefore come as no surprise that
the forces exerted by cells on their environment,
and how cells respond to mechanical stress and
strain, are of significant interest to researchers in
the area of biophysics. As a result, there is an

ongoing demand in the field of mechanobiology
to be able to quantify cell forces and their impact
on biological systems and phenomena.

Among the techniques that have been devel-
oped to enable the study of cell forces, this
chapter will focus on the methods that have
collectively come to be known as traction force
microscopy (TFM). TFM encompasses a fam-
ily of techniques which enable the quantitative
measurement of cell traction forces via nonin-
vasive optical imaging of deformations induced
within continuous elastic substrates. The term
“traction force” initially referred to the shearing
forces exerted by adherent cells cultured on flat
2D surfaces. However, TFM has since grown to
enable the measurement of general forces in three
dimensions, exerted by cells grown either on the
surface of, or embedded within, a substrate. In
brief, TFM enables the indirect assessment of cell
traction forces by first imaging the deformations
that traction forces induce in the ECM or other
substrates. Cell forces are then computationally
reconstructed using a suitable model that relates
forces, deformations, and known substrate me-
chanical properties.
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The origins of TFM lie in the experiments
of Harris et al., who reported in 1980 that cells
cultured on a thin membrane of silicone rubber
exerted contractile forces which caused the mem-
brane to buckle and wrinkle [26]. The amount of
wrinkling could then be used to estimate the
magnitude of cell traction forces. Although these
experiments laid the initial foundations for
the optical measurement of cell forces, they
did not enable robust force quantification due
to the highly nonlinear and chaotic nature of
membrane wrinkling. In 1999, Dembo and Wang
presented the seminal work which marked the
beginning of true TFM, as it is known today [27].
Silicone membranes were replaced with slabs
of polyacrylamide hydrogel, coated with ECM
proteins. This change in material and geometry
eliminated wrinkling behavior, necessitating
the addition of fluorescent beads embedded in
the substrate to be used as fiducial markers
for measuring deformations. As the substrate
underwent transverse deformations in response
to cell traction forces, the embedded beads
were dragged along with it. This enabled the
measurement of local substrate deformations
by imaging displacements of the beads.
Traction forces were then computed from these
displacements using a mechanical model of the
substrate.

Since then, further developments have drawn
upon various tools and advances in biology,
materials science, imaging, signal processing,
and computing, to make TFM the diverse
and powerful tool that it is today. Alongside
TFM, other technologies for measuring cell
forces have emerged [28]. For example, to
alleviate the difficulties of force reconstruction
and substrate preparation in TFM, a new
kind of substrate was developed, consisting of
microfabricated arrays of silicone posts [29].
In response to cell forces, these posts act like
deformable springs, with behavior that is both
well-characterized and tunable by controlling
post geometry. However, as cells may only
adhere to the top surfaces of posts, such systems
present a geometrical constraint that is not
observed in typical flat, continuous substrates,
raising concerns about physiological relevance.
Another method has enabled the measurement

of molecular stretching under tension by making
use of fluorescence resonance energy transfer
(FRET) [30]. However, the difficulty of obtaining
quantitative force measurements that account for
cell environmental conditions currently limit this
technology such that it may only be used to
complement, rather than serve as a substitute
for, TFM [31]. As a result, TFM remains at the
leading edge for the quantitative measurement of
forces exerted by single cells and cell collectives
on their environment.

As a tool for research in mechanobiology,
TFM is frequently applied to investigate the rela-
tionships between biochemical/biomechanical
cues, signaling pathways, ECM mechanics,
mechanotransduction, and subsequent cell
behaviors [32–37]. Despite its broad use, there
are limitations to common incarnations of
TFM, and many opportunities exist for further
innovation and application to novel biological
questions. To address this issue, ongoing
developments are enabling application of TFM
to in vitro systems of ever greater complexity and
physiological relevance.

The remainder of this chapter has been written
with a focus on the principles and techniques
behind these recent developments in TFM. We
review the common methods and considerations
which constitute the core of modern TFM tech-
niques, with the intent of fostering an aware-
ness and appreciation for the capabilities and
limitations of common TFM methods. We also
discuss potential areas of growth and innovation
for TFM research in the near future. In doing
so, we highlight various research achievements
which have made critical steps toward developing
TFM into a more powerful tool for the study
of cell forces in physiologically relevant systems
and for making contributions to the growing field
of mechanobiology.

15.2 From Engineered Systems
to Cell Forces

Although modern implementations of TFM are
quite diverse, all methods follow the same basic
workflow (Fig. 15.2). Depending on the biologi-
cal question at hand and the system under study,
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Fig. 15.2 High-level overview of the basic TFM work-
flow. Red (sharp rectangle) and yellow (rounded rect-
angle) panels indicate procedures and their output data,
respectively. The models and assumptions used in TFM
(depicted in the blue diamond) have direct bearing on the

type of traction force reconstruction methods that may be
used. Dashed lines indicate experimental steps that may
not be necessary, depending on the specific TFM methods
chosen. For full details of the TFM workflow, please refer
to the text

a substrate material is chosen. This material will
deform when exposed to cell traction forces,
and therefore must be mechanically character-
ized to enable the reconstruction of forces later
on in the process. Fiducial markers (typically,
fluorescent microbeads) are added to the sur-
face of, or embedded within, the substrate. This
adds optical contrast to the substrate, and allows
traction force-induced deformations to be mea-
sured via the imaging of marker displacements.

Two or more images of the substrate are re-
quired. One image captures the non-deformed
reference state, when there are no traction forces
and the substrate is fully relaxed. The additional
image/s capture the deformed state (at a single
or multiple points in time), when adherent or
embedded cells exert traction forces, causing
marker agents to displace from their reference
positions. The reference and deformed images
are then used to generate measurements of the
substrate deformations.

Once the traction force-induced substrate de-
formations are determined, this data is combined
with the known (measured) mechanical proper-
ties of the substrate to reconstruct cell traction
forces. Many force reconstruction methods exist
to choose from, with the selection depending on
the choice of mechanical model and any other
relevant assumptions made for the study. Typical
force reconstruction methods rely on the assump-
tion that the substrate material is linear, elastic,

isotropic, and homogeneous and undergoes only
small deformations/strains due to cell traction
forces. However, as discussed in Sect. 15.3 of
this chapter, recent advancements are beginning
to reduce the need to rely on such assumptions
[38–42]. Certain traction force reconstruction
methods also rely on additional imaging
data, typically in the form of cell structural
information, such as a cell membrane outline, or
the location of focal adhesion sites [27, 43–45].
(The fact that this information is only required by
some TFM methods is indicated by the dashed
lines in Fig. 15.2.) Once traction forces have been
reconstructed, they may be used to yield insights
which address the original biological question, or
may even result in new unexpected discoveries.

Although the description above is sufficient
to understand the general principles behind
TFM, further detail is required to appreciate the
common experimental considerations, practical
implementations, and limitations of TFM. The
remainder of this section discusses the individual
steps of TFM in greater detail. That said, the
information provided below is still a very
general overview. Many useful and extensive
reviews exist on these topics, which the reader
is encouraged to explore if seeking additional
perspectives and discussion beyond that found
here [31, 46–49].
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15.2.1 Substrate Selection
and Mechanical
Characterization

Substrate selection is a critical choice in any
TFM study. This is because substrate composi-
tion and geometry are fundamentally linked to
what types of systems can be modeled, what
behaviors cells will exhibit, what kinds of forces
can be exerted, what imaging and data process-
ing methods are required, and finally, how trac-
tion force reconstruction may be performed. The
founding works of TFM provide an illustrative
example of the importance of substrate design.
The transition from silicone membranes to poly-
acrylamide slabs played a crucial role in en-
abling the first incarnation of modern quanti-
tative TFM [27, 50]. The new polyacrylamide
platform provided flexibility and convenience for
the repeatable fabrication of substrates that could
be tuned to match the stiffness observed in a
variety of in vivo tissues [50]. ECM proteins
covalently bonded to the substrate surface (to
enable cell adhesion) provided cells with binding
domains that more closely resembled those of
native ECM/tissue and provided an extra degree
of freedom in experimental design. (Collagen and
fibronectin, which are among the most abundant
ECM components found in tumors [51–53], are
often used for this purpose.) Finally, the geome-
try of the substrate, in combination with its linear
elastic, homogeneous, and isotropic properties,
allowed the traction force reconstruction problem
to be vastly simplified, making quantitative and
reliable TFM feasible to implement. The devel-
opment of these systems was so successful that
cell culture experiments performed on the surface
of polyacrylamide hydrogels have since become
the gold standard for measuring cell forces with
TFM.

With advancements in imaging, data process-
ing, and computation, this classic platform has
expanded capabilities. While 2D cell culture on
the surface of polyacrylamide hydrogels has been
traditionally used to study purely transverse de-
formations and forces, it has been shown that
even cells grown on flat surfaces can exert three-
dimensional forces, causing out-of-plane defor-

mations of the hydrogel substrate [54–56]. The
measurement of 3D cell forces exerted in 2D
cultures gave rise to what is referred to in the
literature as either 2.5D- or 3D-TFM [54, 56].
(We will adopt the “2.5D” naming convention
here to distinguish this method from 3D-TFM
methods that quantify the 3D forces exerted by
cells embedded within 3D environments.) These
2.5D-TFM methods can help to provide a more
complete picture of traction force-mediated cel-
lular activity than is offered by 2D-TFM methods
[54]. Despite these advances, the polyacrylamide
platform is limited in that it does not enable
the measurement of 3D forces exerted by cells
residing within fully 3D environments. As cell
behavior can greatly differ in 2D versus 3D
environments [1, 5, 8, 57], there is a need for
substrate systems that enable TFM in 3D cell
culture.

Approaches to obtain platforms compatible
with 3D-TFM rely on either engineered polymers
or the use of native ECM scaffold materials.
Legant et al. performed 3D-TFM by making use
of polyethylene glycol (PEG) hydrogels, incor-
porating domains that allowed for both adhesion
(fibronectin RGD binding domain) and degrada-
tion (matrix metalloproteinase susceptible link-
ers) by embedded cells [58, 59]. Other studies in
3D settings have chosen to make use of materials
that more closely approximate natural 3D tissue
environments, such as fibrin [23], Matrigel [60],
and collagen [41, 61]. As will be discussed in
Sect. 15.3, the use of these biopolymer sub-
strates enables TFM in fully 3D environments
but can introduce complications such as nonlin-
earity, heterogeneity, and anisotropy. These fac-
tors complicate the characterization and model-
ing techniques required to accurately reconstruct
traction forces. Nevertheless, the application of
TFM to such systems that more closely approx-
imate physiological environments is expected to
be a major theme in future TFM research.

Once a substrate is constructed, its mechan-
ical properties must be characterized, as these
properties will inform how traction forces relate
to observable deformations. As most TFM sub-
strates are chosen/assumed to be linear, elastic,
isotropic, and homogeneous, it is typical that
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only macroscopic mechanical properties, like the
Young’s (elastic) modulus and Poisson’s ratio,
are sought [45]. As a result, mechanical charac-
terization methods have historically been fairly
simple. The most common techniques include
bulk rheometry [38], indentation testing (such
as by depressing a steel ball) [46], and atomic
force microscopy (AFM) [39]. However, when
biopolymers are used for constructing TFM sub-
strates, the (typically heterogeneous) mechani-
cal properties on the micro/nanoscale throughout
the substrate volume are unknown/inaccessible
to these methods. Possible future methods of
characterization will be discussed in Sect. 15.3.8.

15.2.2 Obtaining a Reference State

In order to quantify the impact of cell trac-
tion forces on the environment, TFM requires
measurements of the substrate in both reference
(relaxed) and deformed (loaded) states. While the
method for obtaining a reference state is rarely
discussed at length in the literature, it is an impor-
tant experimental design consideration. Some 2D
culture-based methods image the substrate before
the addition of any adherent cells to the sample
[62]. This allows for a truly relaxed state to be
obtained, with no risk of substrate alteration due
to cellular activity. However, this arrangement
can be problematic, as the act of adding cells to
the sample may inadvertently disrupt the sample
position and orientation relative to the imaging
system. If not prevented or accounted for by hard-
ware in the imaging setup, such misalignments
complicate the measurement of traction force-
induced deformations [62]. Specific experimental
constraints such as long culture times, or the
possibility that cells will migrate into/out of the
field of view, can make obtaining the reference
state first infeasible in some cases. This method
is not used for 3D-TFM with embedded cultures,
due to the fact that cells are added at the time of
substrate fabrication, eliminating the opportunity
to obtain a truly cell-free reference state. As one
potential solution, samples may be imaged im-
mediately after substrate polymerization, before
cells have had ample time to apply significant

forces in the substrate [63]. However, other fac-
tors, such as swelling of the substrate over time
when immersed in culture media, may hinder this
approach.

Alternatively, the deformed state may be im-
aged first, after cells have been added to the
system and have begun exerting traction forces.
Cell forces may then be removed in situ via
chemical treatment. The compounds applied may
cause cell death, detachment, or inhibition of cell
contractility. (In the last case, the effectiveness
of traction force inhibition must be established
to ensure complete relaxation is achieved.) Un-
der the assumption that the substrate undergoes
purely elastic (reversible) deformation, the re-
moval of cell traction forces is sufficient to allow
the substrate to return to its original relaxed
state. However, this assumption is not necessarily
valid when cells are capable of remodeling the
substrate (such as in the case of 3D degradable
ECM/hydrogels). In this scenario, measurements
taken over a long period of time (several hours
and longer) can be susceptible to alteration of the
substrate geometry and mechanical properties by
cell-induced remodeling. This would then have
to be accounted for in the force reconstruction
process [41]. Therefore, it is recommended that
substrate recoverability is tested to ensure re-
liable traction force reconstructions when not
using TFM models that account for remodeling.

Finally, fabrication techniques can assist in
obtaining a reference state. For example, Polio et
al. used an indirect micropatterning approach to
bond fluorescently labeled fibronectin to the sur-
face of a polyacrylamide gel [64]. The fibronectin
was deposited in discrete dots, forming a rectan-
gular grid with 5 μm spacing. These fibronectin
dots were then used as fiducial markers to track
substrate deformations resulting from cell trac-
tion forces. Because the fabricated pattern of
markers was known a priori, deformations could
be determined without imaging a reference state.
As a result, a single prepared substrate could be
used to image many separate cells across multiple
fields of view, enabling high-throughput imaging
for 2D-TFM experiments. As an added benefit,
the fibronectin dots served as the only sites where
cells could exert forces on the polyacrylamide
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gel. Constraining the locations of cell tractions
allows for simplified and robust traction force
reconstruction procedures, as will be discussed
in Sects. 15.2.5 and 15.3.1 [43, 45, 64, 65].
However, the artificial constraint on cell force
locations imposed by this method may impact
physiological relevance, similar to the micropil-
lar arrays mentioned previously. In spite of this
limitation, it should be noted that methods using
micropatterned adhesion sites/markers do enable
novel studies on the effects of different patterns
and choices/combinations of ECM proteins on
cell traction forces [66].

15.2.3 Noninvasive Imaging of Cell
Force-Induced Deformations

TFM may be considered a noninvasive tech-
nique in that the measurements of substrate de-
formations are obtained through optical imaging,
without disturbing the experimental system. As
TFM frequently relies on the use of embedded
fluorescent marker beads to track displacements
within the substrate, widefield fluorescence and
confocal fluorescence imaging are commonplace
in many TFM procedures. When images of cel-
lular structure are required for force reconstruc-
tion or visualization, phase-contrast imaging is
also commonly used in 2D- and 2.5D-TFM set-
tings. While these standard microscopy tech-
niques have been in use for years, increasing
demands for 3D imaging, speed, reduced pho-
tobleaching/phototoxicity, and higher resolution,
among other factors, are driving the emergence of
TFM conducted with alternative imaging meth-
ods, which will be discussed in Sect. 15.3.9.
Regardless of the imaging technique used, there
are three major factors that must be considered
for imaging systems in TFM: field of view, ac-
quisition speed, and resolution.

An imaging system must have a large field of
view to make reliable measurements for TFM. In
the context of cells cultured on a flat substrate,
the field of view must be wide enough to capture
regions far away from the cell/s under study. If
this is not achieved, cells outside the field of view,
but close to the cell/s of interest, may alter the

substrate deformations within the field of view.
This can prevent the accurate reconstruction of
traction forces exerted by the cell/s of interest.
Moreover, if cell migration is expected, the field
of view must be large enough to prevent the
cell/s from exiting the field of view before the
conclusion of the experiment. In the case of
cells cultured in 3D environments, these field
of view requirements must be extended to three
dimensions. Therefore, the imaging system must
also be able to capture images over a large depth
range for the same reasons described above for
the case of 2D systems.

Imaging speed is an important consideration
when dynamic systems or photobleach-
ing/phototoxicity are of concern. Cells can
exert dynamic forces on timescales as short as
minutes [60, 63]. Therefore, imaging speeds
must be faster than these dynamic processes,
or cell forces may change during acquisition.
For 2D imaging systems, this is rarely an issue.
However, it can become a major concern for 3D
imaging systems, which can take several minutes
to acquire a single volume. Moreover, longer
imaging times can risk causing photodamage to
cells (potentially altering cell behavior) and may
result in photobleaching of fluorescent markers
or labels (disabling them for use in measuring
substrate deformations or cell structure).

Finally, imaging resolution is a vital compo-
nent for TFM. As many TFM techniques rely
on obtaining information about cell structure, the
imaging resolution must be sufficient to capture
these features. Failure to do so may result in in-
accurate traction force reconstructions. Imaging
resolution must also be high enough to distin-
guish fiducial markers and capture their displace-
ments within the substrate. This is a concern par-
ticularly when dense marker concentrations are
employed, a scenario which is discussed below
in Sect. 15.2.4.

15.2.4 Measuring Cell Force-Induced
Deformations

Substrate deformations are measured by tracking
the displacement of attached/embedded markers
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between the reference and deformed states of the
sample. Each marker provides a unique measure-
ment in space of the underlying deformations of
the substrate. Therefore, the density of the mark-
ers (markers per volume) limits the spatial sam-
pling frequency at which deformation data may
be acquired. It is therefore crucial that marker
densities are high enough to capture the spatial
variations of the displacement field (i.e., to cap-
ture the variations with high enough resolution),
while ensuring that the markers are small enough
and the density is low enough that the presence
of the markers does not appreciably alter the be-
havior of the system. Marker bead diameters typi-
cally lie within the range of tens of nanometers to
micrometers [31], and typical mean particle spac-
ings are in the range of a one to tens of microme-
ters [47]. As a general rule-of-thumb, bead spac-
ings for high-resolution TFM applications are
typically found to be on the order of ten times the
bead diameter [58, 67, 68]. Those seeking very
high resolution displacement field measurements
often turn to novel methods, such as the use of
beads of different colors and multiple imaging
channels [49, 58, 69], or even super-resolution
microscopy [70], to capture useful images in
samples with very high bead concentrations. The
tracking of markers is commonly performed us-
ing either of two paradigms: single-particle track-
ing or cross-correlation-based tracking.

Single-particle tracking involves tracking the
position of individual markers. The primary chal-
lenge lies in uniquely identifying the same mark-
ers in both the reference and deformed state
images [71]. Images must therefore be of high
enough signal quality and imaging resolution
that marker beads may be reliably tracked with
minimal errors and noise artifacts. The resulting
displacement field typically consists of measure-
ments acquired at randomly distributed locations
in space (resulting from the random positions
of marker beads). When force reconstruction is
performed, these random sampling locations may
either be used directly, or may be interpolated
onto a grid, depending on the force reconstruc-
tion method chosen.

Cross-correlation-based tracking does not
identify the motion of individual markers.

Instead, it captures the motion of local groups
of markers. This is commonly done via digital
image correlation (DIC) for two-dimensional
systems or digital volume correlation (DVC)
for three-dimensional systems. DIC and DVC
track the bulk motion of windowed regions of
the sample containing multiple markers. As
displacements are computed wherever a window
is constructed, correlation-based tracking allows
for the measurement of the displacement field
to take place on a rectangular grid, which can
be convenient for later processing steps (such as
Fourier transforms) during force reconstruction.

When implementing cross-correlation-based
tracking, cross-correlation window design plays
a critical role in computing the displacement
field. Large window sizes help reduce noise in
the displacement field measurements, but come
at the cost of poorer resolution, degrading dis-
placement features on the order of and smaller
than the window size. In other words, the win-
dow acts as a low-pass filter over the displace-
ment data. Window profiles modify the inten-
sity across space within the windowed region
and impact the spatial frequency response of
the cross-correlation. Consequently, an improp-
erly designed window may amplify or attenu-
ate displacement features of differing sizes in
a biased manner [72]. Correlation methods in
TFM typically rely on the assumption of purely
translational motion of marker clusters over small
distances. Recent efforts in TFM have sought to
mitigate this issue, enabling efficient correlation-
based tracking of large deformations [72], as well
as deformations which exhibit dilation/stretching
[73].

Although various implementations of parti-
cle tracking and cross-correlation-based tracking
are the most common tools employed by TFM
researchers, it is worth noting that measuring
deformations between images is a problem of
ongoing interest and research in the field of
computer vision. As such, a wide variety of
algorithms are available for adaptation to specific
TFM experimental settings and applications [74].
Optical flow algorithms are one example that has
been explored for use in TFM [75]. Ultimately,
the choice of tracking algorithm for a particular
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study will be influenced by many factors, includ-
ing experimental conditions, traction force recon-
struction method, desired accuracy, and available
time and computing resources.

15.2.5 Force Reconstruction

Of all the elements of TFM, the final recon-
struction of cell traction forces is perhaps the
most diverse. Various models and techniques
have been introduced, with great potential for
both refinement and innovation. Because force
reconstruction is closely tied to both experimen-
tal design and ongoing developments in TFM,
it is important to be aware of its various forms,
requirements, capabilities, and limitations. What
follows is an overview of common methods,

with large inspiration drawn from the review by
Schwarz and Soiné [31], which the reader is
encouraged to explore for further detail. A sum-
mary of the traction force reconstruction methods
discussed here may be found illustrated in Fig.
15.3, with notable features outlined in Table 15.1.

15.2.5.1 Direct and Inverse Methods
One intuitive method available for the recon-
struction of cell traction forces is what has been
referred to as the “direct” TFM method [31].
By making use of measurements of the strain
field within the substrate, stress can be computed
“directly” via the stress-strain constitutive rela-
tion which characterizes the substrate material
(such as Hooke’s law for linear elastic solids)
[42, 47, 56, 76]. As a result, the stress field can be
determined throughout the deformed substrate by

Fig. 15.3 Common traction force reconstruction methods in TFM, at a glance. Further details and discussion for each
method can be found in the text
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Table 15.1 Features of standard TFM reconstruction methods

TFM method
Sensitivity to
noise

Typical noise
mitigation Computational cost

Compatible with
complex geome-
tries/materials? Compatible dimensions

Direct TFM High Data smoothing Low Yesd 2D, 2.5D. 3D

FEM-TFM High Regularization High Yes 2D, 2.5D. 3D

BEM High Regularization Medium No 2D, 2.5D

FTTC High Data smoothing &
Regularizationb

Very Low No 2D, 2.5D

TRPF Lowa Regularization Lowc No 2D, 2.5D
aExtra information used by this technique helps stabilize force reconstruction
bTypically uses cross-correlation-based tracking, which smooths data. Force reconstruction is often regularized
cDetermined by number of focal adhesion sites
dAssuming a suitable stress-strain constitutive relation is available

plugging the measured strain field into the consti-
tutive relation. Cellular traction forces located at
the cell membrane can then be computed from
the stress field. This method relies on obtaining a
reasonably accurate approximation of the strain
field. In practice, the strain field is obtained
by taking the spatial gradient of the measured
displacement field data. As a consequence, the
displacement field must be measured with high
enough resolution to sufficiently capture its vari-
ability over small regions. Moreover, the mea-
surements must have low noise, because gradient
operations amplify noise artifacts, especially over
short spatial scales. In the presence of sufficiently
high noise, the gradient operation must often
be accompanied by some form of filtering or
regularization operation [56]. Direct TFM is a
younger member in the family of traction force
reconstruction methods. Used primarily in 2.5D-
TFM settings, its emergence has been enabled
by the growing availability of high-quality 3D
imaging [31]. Though it is currently less preva-
lent than older methods, direct TFM has demon-
strated promise for application in substrates that
exhibit large deformations [42] or viscoelasticity
[39], which many of the more common methods
(e.g., Green’s function methods, which will be
discussed shortly) are not compatible with.

An alternative framework is the family
of “inverse” TFM methods, which constitute
the majority of methods reported in TFM
studies. Inverse TFM does not compute stresses
and tractions directly from the measured

displacement/strain data, as is done in direct
TFM. Instead, a hypothesis is made about
what distribution of cellular traction forces
would be most likely to produce the measured
displacement field, given the constraints of a
suitable mechanical model. Depending on the
specific technique chosen, this estimate may
be arrived at either through direct computation
or via iterative methods (though iteration is
the dominant approach) [31, 44]. Iterative
methods are constructed to minimize (typically
in the least squares sense) the discrepancy
between the measured displacements and the
displacements that would result from the
reconstructed (hypothesized) traction field. To
mitigate the impact of noise and address the
ill-posed nature of the inverse problem, this
minimization procedure is often regularized
[31, 45, 69]. That is, the possible traction
reconstructions are constrained by the imposition
of additional information and/or constraints
beyond those directly underlying the mechanical
model [43, 45]. Regularization for inverse TFM
will be addressed in greater detail at the end of
this section.

15.2.5.2 Finite Element and Green’s
Function Methods

In order to implement inverse TFM methods,
one must be able to generate predictions of dis-
placement fields that would result from hypoth-
esized cell traction forces. There are two major
approaches in the inverse TFM family for making
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such predictions: finite element methods (FEM)
and Green’s function methods (GFM).

The details underlying finite element analysis
are beyond the scope of this chapter. However,
in brief, finite element methods operate by par-
titioning a model of the sample into a set of
discrete subunits, or elements. The behavior of
each element is governed by the fundamental
(elasticity) equations of the system, with con-
straints imposed on each element by its neighbors
and/or the boundary conditions of the substrate.
This allows for the construction of a system of
equations that may be solved through various
methods. FEM has the advantage that it can
be adapted to model complex geometries and
governing equations. For this reason, FEM has
found significant use in the area of 3D-TFM,
where complex cell boundaries prevent the use of
analytical solutions to the elasticity equations in
the traction force reconstruction process [41, 58].
FEM is also suited to nonlinear material models
and geometric nonlinearities resulting from large
deformations [31, 38]. As a result of its broad
capabilities, FEM has played a key role in many
TFM studies and will likely continue to do so in
emerging methods and future studies (although
applications of FEM to biopolymer substrates
will likely rely increasingly on novel mechanical
characterization techniques in order to take ad-
vantage of more advanced mechanical models).
Despite its clear advantages and future prospects,
the power and flexibility of FEM come at sub-
stantial computational cost, which motivates the
use of simpler models and computing methods
to accelerate the process of traction force recon-
struction.

One family of alternatives to FEM is Green’s
function methods. GFM models make use of sev-
eral assumptions to enable efficient computation
of traction forces. These include the ubiquitous
assumptions which constrain the substrate to be
composed of a linear, elastic, isotropic, homo-
geneous material (although these assumptions
often do not apply in tissues). In addition, GFM
models rely on the assumption of small strains (to
avoid geometric nonlinearities from large defor-
mations) and are often confined, in practice, to
simple substrate geometries with traction forces

applied on a planar surface (though this is not
always the case, as discussed in Sect. 15.3.1).

Although using these assumptions and con-
straints can limit the accuracy and physiological
relevance of TFM studies, they vastly simplify
the computation required for traction force re-
construction. For GFM in particular, these as-
sumptions allow for the substrate to be regarded
as a linear space-invariant (LSI) system which
takes cellular traction forces as the input and
yields substrate deformations as the output. The
response of such a system to a point-like cell
traction force (as might approximately occur at
a focal adhesion site [43, 45, 64]) is described
by a Green’s function, which is determined by
the properties and geometry of the system. Due
to the linearity of the substrate, the solution to
the elasticity equations that relate traction forces
to substrate displacements may be written as a
weighted sum of these Green’s functions. Specif-
ically, the relationship between the substrate de-
formations and the applied traction forces is de-
scribed by a convolution relation [69].

u (r) =
∫

G
(

r − r′) f
(

r′) dr′ (15.1)

where u(r) denotes displacement of the sub-
strate at the location r = (x, y, z), f(r′) denotes
the cell traction force applied at the location
r′ = (x′, y′, z′), and G(r − r′) denotes the (spa-
tially invariant) Green’s function of the system.
The integration over r′signifies a summation of
contributions from all the traction forces exerted
throughout the sample. In other words, the sub-
strate displacement at any one location is a net
effect of all traction forces exerted throughout
the sample. The dimensionality of the system
under study will determine the number of com-
ponents/elements in u(r), f(r′), and G(r − r′).
As a simple example of how Green’s functions
relate traction forces to substrate displacements,
consider a 2D-TFM system which assumes only
transverse forces and displacements (as is com-
mon throughout early and many modern TFM
works). The displacement of the substrate u (at
r) in response to a single-point force f (at r′) can
be expressed using Cartesian coordinates (x, y) by
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[

ux

uy

]

=
[

Gxx Gxy

Gyx Gyy

] [

fx

fy

]

(15.2)

where ui and fj denote the components of dis-
placement and force, respectively, and Gij de-
notes an element of the system’s Green’s func-
tion, which describes the contribution of the j -
component of force (at r′) to the i - component
of displacement (at r). Figure 15.4 provides an
illustration of this example. As can be seen with
this notation, it is important to note that a force in
one direction can contribute to displacements in
any direction.

As the relation of force to displacement is
given by a convolution, the objective of GFM is
then to perform deconvolution, using the known
Green’s function and displacement data to invert
the relation in Eq. (15.1) and reconstruct the cell
traction forces. There are various methods by
which this deconvolution is achieved in the field
of TFM, which will be detailed below. Currently,
GFM has been applied to 2D- and 2.5D-TFM
systems [27, 44, 45, 77, 78], with cells adhered to
an elastic substrate with a flat surface geometry.
Green’s functions have been determined and used
for models of the substrate as an elastic half-
space [44] and as a slab of finite thickness [77].
A variation of GFM hybridized with FEM has
also been applied to 3D-TFM (detailed in Sect.
15.3.1).

One major theme to keep in mind throughout
the following sections is the issue of experimen-
tal noise. Green’s functions in TFM act as low-
pass filters, attenuating features that span short
spatial scales. Upon measurement of substrate
displacements, noise corrupts the true displace-
ment signal. As traction force reconstruction in-
volves inverting the low-pass effects of Green’s
functions, noise artifacts are amplified over short
spatial scales and can have a severe impact on
the quality and accuracy of reconstructed traction
forces [69]. This motivates the use of regulariza-
tion, which is detailed at the end of this section.

15.2.5.3 Common Variations of Green’s
Function Methods

There are three primary techniques used in TFM
to reconstruct forces using Green’s functions.

These are the boundary element method (BEM)
[27], Fourier transform traction cytometry
(FTTC) [44], and traction reconstruction with
point forces (TRPF) [45]. Application and
implementation of these methods involves
several important considerations, which are
discussed in the primary literature. The basic
concepts are outlined below.

BEM was the first method to emerge among
modern TFM techniques that enable accurate
quantitative traction force reconstructions [27].
BEM requires, in addition to the displacement
data, a tracing of the cell boundary. Once this
boundary is established, the surface region of
the cell that is in contact with the substrate may
be approximated by a discretized mesh. It is
assumed that traction forces may originate only
from within this surface (Fig. 15.5, panel 3).
The discrete set of locations where cell tractions
may originate is combined with the discrete dis-
placement data to convert Eq. (15.1) into a linear
system of equations, which may be solved us-
ing standard methods. (This makes BEM similar
in form to FEM but performed with simplified
equations and without generating a mesh of the
surrounding substrate.) In practice, due to noise
constraints, the system is usually inverted with
a variation of regularized least squares. In sum-
mary, this method solves the inverse problem
in the space domain but depends upon reliable
cell tracing and can be sensitive to the chosen
meshing procedure [27, 69]. Because the linear
systems of equations solved by BEM are often
very large and dense/non-sparse, BEM can take
longer to execute than other GFM techniques.

In contrast, FTTC solves the inverse problem
in the Fourier domain, where the relation de-
scribed in Eq. 15.1 takes the form

ũ (k) = G̃ (k) f̃ (k) (15.3)

where ũ (k), G̃ (k), and f̃ (k) denote the Fourier
transforms of the displacement field, Green’s
function, and traction field, respectively, and k
denotes the spatial frequency coordinate [31, 44,
69]. As convolution (Eq. 15.1) is converted to
multiplication in the Fourier domain (Eq. 15.3),
the reconstruction of traction forces is reduced to
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Fig. 15.4 How Green’s functions relate traction forces
to substrate displacements. The above diagram serves
as a depiction of how a 2D system governed by Eqs.
(15.1) and (15.2) responds to localized traction forces. In
principle, Eq. (15.1) allows displacements throughout the
substrate to be computed from any general distribution

of cell traction forces, so long as a Green’s function for
the system can be determined. The goal of GFM-based
force reconstruction is to invert the above process (i.e., to
generate a distribution of traction forces from the known
Green’s function and measured substrate displacement
data)

Fig. 15.5 Comparison of traction force reconstruction
with FTTC versus BEM. Phase contrast image of an
MDA-MB-231 cell (left) and associated traction force re-
constructions using FTTC (middle) and BEM (right). The
substrate consisted of a collagen-coated polyacrylamide
gel with Young’s modulus of 5 kPa, with embedded Alexa
fluor 488 polystyrene beads (diameter 0.5 μm). FTTC
was regularized with Tikhonov regularization. Note that

the tractions reconstructed using FTTC do not necessarily
correspond to the true cell surface. The reconstructed
traction forces are also very smooth, due to a combination
of regularization and low fluorescent bead density. The
tractions reconstructed with BEM, on the other hand, are
confined exclusively to the cell surface but possess a more
irregular distribution of forces. This feature is likely to be
an artifact of noise and insufficient regularization
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f̃ (k) = G̃(k)−1ũ (k), which is simply a multipli-
cation of the Fourier domain displacement data
with the inverse of the Fourier domain Green’s
function. However, this procedure is sensitive to
the presence of noise or other errors in the dis-
placement data, and therefore is typically modi-
fied with a regularization procedure (which will
be discussed in the next subsection). Following
the inversion process, the reconstructed traction
forces are obtained by taking the inverse Fourier
transform of f̃ (k). Note that in order to make
efficient use of Fourier transforms, displacement
data must be provided at locations on a uniform
rectangular grid (either through interpolation or
the use of correlation-based displacement track-
ing). In general, FTTC is very fast compared to
space domain methods, as the Fourier transforms
and element-wise multiplications used by FTTC
have lesser computational complexity than space
domain operations like convolution and matrix
inversion. As a result, FTTC methods are very
common in the literature due to both their sim-
plicity and efficiency. One drawback of FTTC
is that it does not make use of any informa-
tion about the cell structure and as a result is
vulnerable to predicting the presence of traction
forces originating outside the cell boundary (Fig.
15.5, panel 2). FTTC may be modified to mitigate
this concern, though such procedures are not
frequently reported in the literature [44].

TRPF, as its name suggests, seeks to recon-
struct a force distribution consisting of point-
like forces, unlike the smoother/continuous dis-
tributions generated by BEM and FTTC [45].
TRPF assumes that cell traction forces are lo-
calized to focal adhesion sites. By imaging the
locations of these sites in any given cell with
appropriate fluorescent labeling (assuming these
additional imaging capabilities are available), a
set of acceptable locations where traction forces
may originate is established. Similar to BEM, this
set of locations is used in conjunction with the
displacement data to allow Eq. 15.1) to be con-
verted to a linear system of equations. Due to the
sparsity of locations where traction forces may
be reconstructed, TRPF can mitigate the effects
of noise (and the associated need for regulariza-

tion) by constraining the possible traction force
solutions, although this potential benefit degrades
with increasing numbers/density of point forces
[45, 69].

15.2.5.4 Regularization
The reconstruction of cell traction forces from
measured displacements via inverse methods is
an ill-posed problem. That is, when the true
substrate displacements are not precisely known
due to uncertainties from noise or errors in the
data, cell traction forces cannot be precisely re-
constructed (i.e., the reconstruction process does
not produce unique solutions). In addition, small
changes in the displacement data can result in
large changes in the reconstructed traction field
(i.e., the reconstruction process is sensitive to
noise) [45]. As a result, the presence of noise can
have a severe impact on the accuracy and quality
of traction force reconstructions. To address this
issue, the inverse problem may be regularized.

Regularization incorporates additional a priori
information into the inverse problem, beyond that
which is already contained in the displacement
data and mechanical model used during force
reconstruction. This information helps constrain
and stabilize the possible traction force solutions
to the ill-posed inverse problem presented by
TFM [45]. In other words, regularization assumes
that certain types of reconstructed force distribu-
tions are not valid solutions to the inverse prob-
lem. The specific regularization procedure de-
termines what types of solutions are suppressed
and what trade-offs may result. Although reg-
ularization can be formulated to impose many
types of constraints, most forms of regularization
employed in TFM are specifically designed to
suppress the effects of noise artifacts in the re-
construction process.

FTTC can provide some intuition as to why
noise is such a prevalent concern. Following
from Eq. 15.3, unregularized FTTC reconstructs
traction forces as a product of the inverse
Green’s function and the displacement data:
f̃ (k) = G̃(k)−1ũ (k). However, Green’s
functions in TFM typically act as low-pass
filters. In other words, the Green’s function
may have singular values that approach zero
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at higher spatial frequencies (i.e., when the
magnitude of k is large). When singular values
are small, multiplying the displacement data by
G̃(k)−1 is akin to performing division by very
small numbers. When this occurs, values in the
displacement data are strongly amplified during
force reconstruction. This is a problem because
any noise in the displacement data is also subject
to these amplification effects. Regularization in
TFM seeks to mitigate this effect.

The most common form of regularization in
TFM for mitigating noise is zero-order Tikhonov
regularization, which penalizes large values in
the reconstructed traction force data [31, 69].
That is, force reconstructions that contain very
large forces are assumed to be undesirable solu-
tions to the inverse problem. Regularization sup-
presses these solutions by modifying the func-
tions that relate traction forces and displacement
data. For example, zero-order Tikhonov regular-
ization applied to FTTC modifies the inversion
process to take the form [31, 69]

f̃ (k) =
(

G̃(k)TG̃ (k) + λ2I
)−1

G̃(k)Tũ (k)

(15.4)

where I denotes the identity matrix and λ is a
scalar value, referred to as the regularization pa-
rameter, which determines the strength of the reg-
ularization procedure. In the case where λ = 0,
Eq. 15.4 is equivalent to the original unregular-
ized FTTC formulation, f̃ (k) = G̃(k)−1ũ (k).
The effect of this new formulation is to alter
the Fourier domain Green’s function such that
singular values close to zero have their magni-
tudes increased, while large singular values are
left relatively unchanged. Specifically, a singu-
lar value with magnitude σ is modified by the
regularization procedure to obtain a new mag-
nitude (σ 2 + λ2)/σ . This reduces the amplifi-
cation of noise where the inversion process is
most vulnerable (i.e., when the values of σ are
close to zero). The trade-off of this regularization
procedure in TFM is that reconstructed traction
fields may be smoother than the true traction field
and may underestimate the maximum traction
values. Although FTTC was highlighted in the

above example, the same principles apply to
zero-order Tikhonov regularization in other force
reconstruction techniques.

Selection of the regularization parameter λ

involves making a trade-off between suppressing
noise artifacts and over-smoothing the recon-
structed traction field and must be taken into
account when interpreting results. Selection of
a parameter often involves solving the inverse
problem several times until an optimal value can
be determined. Because the optimal value may
vary between datasets, this iterative optimiza-
tion procedure must often be repeated between
datasets, meaning that regularization parameter
selection can add significant computational cost.

Although zero-order Tikhonov regularization
is prevalent in TFM, its inherent suppression of
large forces and tendency to smooth out the re-
constructed traction field may be undesirable for
a given study. Alternative regularization schemes
may be sought to better meet experimental de-
mands. For example, first-order Tikhonov regu-
larization suppresses rapid spatial fluctuations in
the traction field (by penalizing the gradient of
the traction field, instead of the traction field it-
self). Although this regularization scheme would
not directly suppress large forces, it would still
act to smooth out the final reconstructed traction
field, in exchange for suppressing noise artifacts
[69]. In applications where cells exhibit strong
localized forces, such as those seen at focal adhe-
sion sites in 2D/2.5D settings, L1-regularization
may be an appropriate choice [79, 80]. This
scheme imposes the assumption that the true trac-
tion field is sparse and so attempts to reconstruct
a small number of regions containing strong lo-
calized tractions. In this manner, the mechanism
by which L1-regularization constrains the inverse
problem is reminiscent of the TRPF method.
However, this method requires longer computa-
tion times than other common forms of regular-
ization. In general, this is because the solution to
the L1-regularized problem cannot be expressed
in closed form and must be determined through
an iterative process. From another perspective,
unlike TRPF, which takes focal adhesion sites as
an input and reconstructs force, L1-regularization
must determine both the location and strength
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of cell traction forces simultaneously. Further
discussion and details regarding other possible
methods for regularization may be found in the
literature of inverse problems [81].

It should be noted that regularization is
not strictly necessary to address sensitivity
to noise. For example, the use of cross-
correlation-based displacement tracking (as is
often done for FTTC) reduces noise artifacts
through the filtering effects of the cross-
correlation windowing functions. Noise is
therefore reduced in the displacement data
before it is input into the inverse problem. Of
course, accurate reconstructions rely on raw
images and correlation windows that support
the spatial resolution (and corresponding spatial
bandwidth) necessary to preserve all the relevant
displacement data across the filtering operation.
If this condition is not met, noise may be
suppressed, but the reconstructed traction field
may also become over-smoothed, similar to what
happens in the case of over-regularized traction
reconstructions.

15.3 The Future of TFM

Much remains to be achieved in order to extend
TFM to the study of more complex, physiolog-
ically relevant, biological systems. In addition,
expanding the use of TFM within mechanobiol-
ogy will require advances that make new methods
more accessible to researchers from diverse areas
of study. This will be important to enable dis-
coveries made through fundamental mechanobi-
ology and biomechanics research that may be
later translated into new clinical diagnosis and
treatment paradigms. Future improvements, such
as addressing nonlinearity, heterogeneity, ECM
remodeling, etc., have often been relegated to a
few cursory statements in the discussion sections
of primary literature. This is not unreasonable,
as the work involved to experimentally address
these concerns is far from simple. However, on-
going research efforts have nevertheless persisted
and sought to advance TFM to address new levels
of system complexity. In this section, we review
the motivations and recent advancements made to

address several factors that may be critical to fu-
ture research efforts in TFM and cell mechanics.

15.3.1 Advanced Force
Reconstruction Methods

The development of novel force reconstruction
methods largely relies on two primary resources.
First is the development of new mechanical mod-
els that incorporate additional information about
the mechanical properties and features of both
substrates and cells. Second is the development
of reconstruction methods that minimize com-
putational complexity, in order to make efficient
use of available time and computing resources.
New methods that help better address these needs
hold strong promise for advancing TFM and
mechanobiology at large.

For example, the incorporation of additional
cell structural data may enable the development
of more robust and useful TFM models and
results. Soiné et al. presented what has been
termed “model-based TFM” (MB-TFM) [43].
MB-TFM uses images of both focal adhesion
sites and stress fibers to construct an approximate
mechanical model of the cell under study (Fig.
15.6). Presently demonstrated in a 2D setting,
MB-TFM models stress fibers and the actin net-
work together as a cable network that distributes
internal cellular tension and uses focal adhesion
sites as anchor points that exert traction forces
on the substrate. An FEM-based algorithm de-
termines what distribution of fiber tensions will
produce the necessary forces at the focal adhe-
sion sites to generate the measured displacement
field. This method has been shown to be robust
under measurement noise, without the need for
regularization. In essence, the constraints im-
posed by the cable network mechanical model
provide the necessary stabilizing information that
would otherwise be provided by regularization in
other TFM methods. The reason for this becomes
clear when observing that the traction forces
at individual focal adhesions are related to one
another, as mediated by the communication of
forces over the stress fiber + actin cable network.
MB-TFM is thus more strongly constraining than
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Fig. 15.6 Model-based TFM. (a) Schematics of a cell
cultured on a soft elastic substrate with embedded fluo-
rescent marker beads. Stress fibers and the actin network
transmit forces to the substrate via focal adhesions. (b)
Imaging, feature identification, and construction of a
whole-cell mechanical model. MB-TFM assigns tensions

to each fiber and finds the tension distribution most
likely to produce the measured displacement data. MB-
TFM stands out for being robust to noise without a need
for regularization and for generating information about
internal cell stress distributions (in addition to the usual
traction forces). Adapted from [43]

the TRPF method discussed previously, which
did not assume a mechanical correlation between
forces at different focal adhesion sites. Finally,
in addition to the reconstructed traction forces,
the network tensions yield information about the
internal distribution of forces within the cell,
offering potential insight into the mechanisms of
force transmission and mechanosensing beyond
what could be achieved with prior TFM methods.
MB-TFM still has its limitations, however. As de-
scribed in the original work, MB-TFM cannot be
universally applied to all cell types/scenarios. In
addition, MB-TFM relies on high-quality imag-
ing of cellular features, which is not always read-
ily available, and can be negatively impacted by
chemical reagents that modulate cell contractility
behavior [43].

Other advances have led to progress in the area
of computation time. While GFM-based traction
force reconstructions have allowed for the accel-
erated development of TFM as a tool for studying
cell mechanics, future advances will likely rely
on more computationally expensive methods like
FEM to analyze increasingly complex models
of cells and surrounding environments. As such,
novel computing methods that maximize the abil-
ity of researchers to study complex systems while
minimizing computational cost/time are of high
value to the field of TFM. One prime example
is the method presented by Legant et al. for 3D-
TFM [58]. In brief, the complicated 3D geome-
try of the cell-substrate interface made standard
GFM impossible, as the system’s Green’s func-
tion was no longer spatially invariant, a funda-
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mental characteristic leveraged by standard GFM
models. In other words, the function G(r − r′)
in Eq. (15.1) became a more general G(r, r′). In
addition, an analytical formula to describe the
new spatially varying Green’s function would
be incredibly complex, which implies that FEM
would be a superior computing option. However,
iterative execution of FEM solvers to reconstruct
the traction field would be extremely computa-
tionally expensive. A hybrid solution was there-
fore developed. First, the cell-substrate interface
was approximated with a discretized mesh. FEM
was then used to compute the displacements
induced by a unit traction applied at a single facet
of the discretized mesh. By repeating this process
for each facet, the spatially varying Green’s func-
tion was computed (Fig. 15.7). This numerically
derived Green’s function was then used to accel-
erate the reconstruction of traction forces beyond
what could be achieved with FEM alone. This
method and future hybridized methods like it,
which use FEM to do the “hard work” of faster
algorithms, may pave the way to making TFM a
more efficient and readily accessible tool in the
arsenal of cell mechanics researchers working on
difficult and computationally intensive problems
like 3D-TFM.

15.3.2 3D Forces and Environments

It has been established that cell behavior can
greatly differ in 2D versus 3D environments [1,
5, 8, 57]. Although 2D cell culture is conve-
nient to study, many cell systems of interest
natively develop and interact with 3D tissue en-
vironments, where they are influenced by ECM
mechanical properties and 3D forces [11]. As
such, the measurement of cellular forces in 3D
settings may be critical to future research in
morphogenesis, cancer, and other processes. For
years, TFM was largely restricted to 2D envi-
ronments and 2D cell traction reconstructions.
However, even cells cultured on 2D surfaces
can exhibit significant forces with components
in all three dimensions [54, 56, 78], motivating
the development of “2.5D-TFM” techniques that
capture these 3D forces. In recent years, 3D-TFM

research has expanded the field to the study of
3D forces exerted by cells cultured within fully
3D environments. As discussed in the previous
section, the methods presented by Legant, et al.
[58], which made use of a hybridized FEM-GFM
approach for traction force reconstruction, are
a predominant work in the growing collection
of 3D-TFM research [41, 47, 60, 61]. Although
3D-TFM is not necessarily a “new” technique
and has already been the subject of substantial
research efforts, many outstanding challenges re-
main to be addressed in order to realize its full
potential for revealing the roles of cell forces in
3D environments and behaviors.

Major challenges to 3D-TFM span the full
spectrum of stages in the TFM workflow, in-
cluding sample fabrication, imaging, mechanical
characterization, modeling, and traction force
reconstruction. Fabricated 3D substrates must
present a physiologically relevant environment
that enables normal cellular activity (and
therefore requires the use of engineered polymers
or natural biopolymers). The 3D imaging
required to capture cell features and substrate
displacements can be time-consuming (a problem
if cell behaviors and forces are dynamic) and can
be impeded by optical challenges like scattering,
absorption, and photobleaching/phototoxicity.
Many 3D substrate materials (such as ECM
proteins) can be highly nonlinear, heterogeneous,
and anisotropic and are difficult or impossible
to characterize on the micro- to nanoscale
with conventional methods. Finally, modeling
and force reconstruction (implemented using
FEM) can be difficult to implement and incur
substantial computational costs. Despite these
challenges, the need to understand the role
of forces in 3D tissue models will promote a
continued growth of 3D-TFM methods in the
future.

15.3.3 Collective Behaviors

Many questions of interest in the field of
mechanobiology involve not just single cells,
but entire cell collectives which contribute to
emergent features and behaviors [7, 62, 82–
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Fig. 15.7 3D-TFM with a hybrid computation scheme,
combining aspects of FEM and GFM. (a) Contour
plot of the tractions (magnitude) exerted by a live
NIH-3T3 fibroblast embedded in a PEG hydrogel. (b)
Magnification of the regions outlined in (a) showing
the individual traction vectors on each facet of the
meshed cell surface. (c) Schematic outlining the use
of the finite element method to reconstruct a spatially
varying Green’s function. A surface traction (T) applied
to the highlighted facet induces displacements in the
surrounding beads (gij , inset). When repeated over all

facets and beads, these relationships describe a discretized
Green’s function that can be used to calculate the tractions
applied by the cell. The subscript indices of T and g
represent Cartesian components of the bead displacement
in direction i in response to an applied surface traction
in the direction j. This method allows for accelerated
computation compared with FEM alone, while enabling
the analysis of 3D systems too complex for GFM alone,
expanding the capabilities of TFM for rapid analysis of
traction forces in 3D environments. Adapted from [58]
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Fig. 15.8 TFM captures dynamic collective cell behav-
iors. (a) Phase-contrast images of a confined cell mono-
layer. (b) Radial component of cell velocity. (c) Radial
component of cell traction. Both velocity and traction
are dynamic, as shown in each column (acquired at 160,
400, and 640 min, respectively). Dynamics over a span
of 24 h are shown in kymographs of the velocity (d)

and traction (e), where time zero corresponds to the first
image acquired. These results are just one example of
how TFM enables the study of how collective cell/tissue
systems evolve over time. Extensions of these studies
to 3D environments will likely face challenges related
to imaging, substrate/ECM remodeling, and accounting
for force transmission between individual cells. Adapted
from [82]

95]. An increasing interest in the collective
mechanical behavior of cells has arisen from
experimental evidence in both normal organism
development [96] and pathological data [84].
Collective cell behaviors have already been the
subject of extensive study in 2D settings, while
recent research has begun to yield insights into
collective behaviors in 3D environments. These
investigations have enabled the observation of
such phenomena as cell jamming [7, 84, 93],
collective polarization and migration (Fig. 15.8)
[82], wave-like propagation of cell velocities and
tractions [97], emergent compressive stresses
in the ECM, and mechanical interaction of
separated cell clusters [41]. TFM has contributed
to several studies of traction forces exerted by
cellular collectives in both 2D and 3D settings
[41, 62, 82, 91, 97], with expanded application
likely in the future. Measuring the traction forces
of cell collectives presents several imaging
challenges. Observation of collectives requires

a large imaging field-of-view (in two or three
dimensions) while maintaining a sufficiently high
resolution to capture cell features and substrate
deformation data at length scales appropriate
to the phenomena being studied. Moreover,
imaging may need to take place over a wide
range of time scales, from minutes, to hours,
to several days for standard model systems, or
even weeks in future studies of tumor formation
or development. Finally, as cell collectives can
substantially modify the ECM and exert strong
forces, TFM with cell collectives will likely
have to address several of the other challenges
discussed in the rest of this section, such as
heterogeneity, remodeling, and nonlinearity.

15.3.4 Beyond Linear Elasticity

While linear elastic environments are easy to fab-
ricate and study, they do not capture many of the
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complex properties of biological tissue, such as
viscoelasticity or nonlinearity, which may be cru-
cial for understanding cell behavior. For example,
it has been shown that stem cell differentiation
and behavior are altered by the viscous/relaxation
properties of their surroundings [98, 99]. How-
ever, whether viscoelasticity has a corresponding
effect on cell traction forces remains to be charac-
terized. Studying cell traction forces in such envi-
ronments requires new models to connect traction
forces to substrate deformations. Toyjanova et
al. have demonstrated one framework for TFM
which incorporates viscoelastic properties, open-
ing new avenues for studying systems beyond
what current quasi-static/purely elastic models
can accommodate [39].

Nonlinearity is a potentially rich area for ex-
ploration with TFM. Indeed, most biological ma-
terials in which cells reside exhibit nonlinear
mechanical behavior. It is therefore not surprising
that cells are able to respond to these nonlinear
properties. For example, fibrous networks such
as collagen support long-range force transmis-
sion over small collections of fibers, a highly
nonlinear process that can enable long-range me-
chanical communication between cells [23, 38,
68, 100, 101]. Steinwachs et al. recently demon-
strated 3D-TFM of cells cultured in a collagen
environment, making use of a nonlinear model
[38]. In this work, collagen was modeled as
having three regimes of mechanical behavior,
corresponding to the buckling, straightening, and
stretching of collagen fibers. The FEM-based
nonlinear 3D-TFM framework was used to study
cell traction forces and migration dynamics, as
well as responses to varying collagen concen-
trations. Hall et al. used another approach [68],
wherein the 3D collagen network surrounding
the cell was modeled as containing both regions
of isotropically oriented fibers and regions of
(anisotropically) aligned fibers. A fiber network
model was used to study how cell-induced strain
may create regions of aligned collagen fibers
from initially isotropic orientations and how such
alignment alters the local ECM mechanical prop-
erties [102]. This network model was then used
to yield a nonlinear continuum model for FEM-
based cell force reconstruction, allowing insight

into mechanical feedback interactions between
cells and the surrounding collagen ECM [68,
102]. Future TFM studies incorporating nonlin-
earity will likely face significant challenges in
achieving reliable mechanical characterization of
samples. Inverse TFM methods will also face a
need for computationally intensive FEM-based
models to enable traction force reconstruction
in nonlinear systems. Nevertheless, progress will
continue, as further extensions of TFM for non-
linear systems stand to greatly enhance under-
standing of the diverse physical interactions of
cells with physiological ECM environments.

15.3.5 Heterogeneity

While homogeneity has been a convenient as-
sumption for the field of TFM, the environments
presented by tissues are often highly heteroge-
neous. Notably, as revealed by in situ observa-
tions, the stroma becomes increasingly heteroge-
neous as collagen is deposited during tumor pro-
gression [9]. Heterogeneities in tissue can take
many forms, including changes in density, stiff-
ness, architecture, pore size, and levels of cross-
linking, all of which can have bearing on cellular
behaviors [11, 103, 104]. It is therefore likely
that future TFM studies will need to address
the effects of heterogeneities on cell force. For
example, cells cultured on micropillar arrays with
spatially varying stiffness have been shown to
exhibit a preference for stiffer substrates, where
they exert greater force [105–107]. Some ini-
tial work of TFM in the area of heterogeneity
has investigated the effects of stiffness gradients
[106], barriers to cell migration [108], and cell-
induced mechanical heterogeneities [41]. Hetero-
geneities not only affect cell behavior, but cell
activity induces heterogeneity on many length
scales [41, 63, 109]. Cell-induced heterogeneity
can also negatively impact cell traction force
reconstruction, if not properly accounted for [41].
Future work will require both novel substrate
fabrication techniques as well as new mechanical
characterization methods and improved compu-
tational models to better understand the impact
of heterogeneity on cell forces and behavior.
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15.3.6 Anisotropy

It has been demonstrated that anisotropy signifi-
cantly impacts cell behavior [63, 110]. For exam-
ple, substrates with oriented nano/microtopogra-
phies have been shown to influence cell align-
ment [111] and the differentiation of adult neural
stem cells [112]. Cells will also preferentially
align and migrate in the direction of greatest
rigidity [107]. In addition, remodeling of the
ECM by both single cells [63] and cell collectives
[113] tends to result in anisotropic fiber align-
ments (Fig. 15.9). That is, cells not only react
to anisotropic environments, but they actively
create them as well. Anisotropy is therefore a
potentially rich area of application for future
TFM research. Though uncommon, some work
has been done to apply TFM to anisotropic set-
tings. For example, FEM-based TFM has been
conducted to reconstruct the 3D forces exerted
by cells grown on a non-planar, “wavy” sur-
face (i.e., with topographical, as opposed to me-
chanical, anisotropy) [40]. Anisotropic systems
pose challenges for both mechanical characteri-
zation and computational reconstruction of trac-
tion forces. In tissues, anisotropy is often ac-
companied by heterogeneity and nonlinearity,
adding further complications to traction force
reconstruction. Depending on the system under
study, anisotropic samples may result in imaging
consequences, such as a spatially varying opti-
cal point spread function, which can impact the
tracking of embedded bead displacements [40].
Future TFM methods that address anisotropy and
its associated challenges will likely be crucial to
the future study of accurate tissue models and cell
forces.

15.3.7 Remodeling and Dynamics

ECM remodeling and dynamics are essential fea-
tures of many cellular processes and behaviors
[114]. For example, the migration of highly in-
vasive cancer cells is facilitated through remod-
eling of the ECM, resulting in the formation
of tumor-associated collagen signatures (TACS),
such as increased collagen density, the presence
of straightened (taut) collagen fibers, and radi-
ally aligned collagen fibers that facilitate inva-
sion [9]. Radially aligned fibers oriented away
from a tumor, sometimes referred to as “collagen
highways,” are associated with the most invasive
phenotypes of cancer and have been observed in
vitro [83], in animal models [9], and in clinical
cases [115]. Cells can modulate the mechani-
cal properties of the ECM with traction forces
via strain-hardening, and through degradation of
the ECM with matrix metalloproteinases [109].
Moreover, cells can exert forces on the timescale
of minutes [63] and can induce significant ECM
remodeling on the timescale of hours [41, 83].
Not only are dynamics and ECM remodeling
of interest to biomechanics research, but their
effects can severely impact traction force recon-
structions (such as through the formation of het-
erogeneities, anisotropy, and nonlinear effects)
[38, 41]. As a result, TFM techniques that cap-
ture and accommodate ECM remodeling and cell
dynamics are crucial to generating a complete
picture of biophysical phenomena.

Some works in TFM have already begun to
investigate the relationship of remodeling and
dynamics with cell traction forces. Gjorevski
and Nelson investigated the forces exerted by
microfabricated mouse mammary epithelial
tissues embedded in collagen gels [41]. It

�
Fig. 15.9 (continued) (b) Extension and maintenance
of actin-rich cellular protrusion along radially aligned
matrix fiber at the cell periphery (arrowhead) that supports
protrusion persistence. Scale bar = 5 μm. (c) Confocal re-
flectance images of collagen matrix structure (left) around
an embedded MDA-MB-231 cell (projected area shown
as “c”) as well as heat maps illustrating collagen fiber
density (middle) and orientation (right) immediately after
matrix polymerization (top row) and following 24 h of
culture (bottom row). Arrows indicate anisotropy of ECM

structure. Scale bar = 20 μm. These results highlight sev-
eral important considerations for increasing the physio-
logical relevance of TFM. The short timescales of cellular
protrusion dynamics imply that rapid imaging methods
are required to accurately capture the contractile states of
cells. The dependence of protrusions on matrix fibers is a
nonlinear interaction. Cell remodeling creates anisotropic
conditions, which current standard TFM models do not
address. Adapted from [63]
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Fig. 15.9 Dynamic biophysical interactions during cell
migration and ECM remodeling span a wide range of
timescales. (a) Lifeact-GFP-transfected MDA-MB-231

cell spreading in collagen matrix immediately after poly-
merization. Insets highlight the rapid dynamics of tran-
sient cellular protrusions. Scale bars = 5 μm.
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was determined through imaging and AFM
that cellular activity introduced significant
mechanical heterogeneity into the collagen ECM.
Incorporating this heterogeneity into the traction
force reconstruction process suggested that fail-
ing to account for these cell-induced ECM mod-
ifications may result in severe underestimation
of cellular traction forces. Other works in TFM
have explored the role of traction forces in many
scenarios involving 2D collective cell migration
and dynamics. For example, Notbohm et al.
investigated the traction forces and migration
dynamics of confined monolayers of canine
kidney cells. The monolayers exhibited collective
traction forces and motions that oscillated in
time (as depicted in Fig. 15.8). Serra-Picamal et
al. reported the presence of “waves” of traction
forces, intercellular stresses, and cell velocities
propagating through a cell monolayer [97]. These
waves are not the result of passive phenomena (as
are everyday waves like sound, light, or vibra-
tions). Instead, these waves are hypothesized
to be an active spatiotemporal phenomenon
governed by dynamic cellular responses to
mechanical communication from neighboring
cells. Future works that explore cellular
remodeling and dynamics with TFM may lead to
further novel observations of cellular behaviors
and their effects on the ECM environment.

15.3.8 Mechanical Characterization
of Substrates

The use of synthetic substrates with established
fabrication protocols has made the task of sub-
strate mechanical characterization a relatively
simple one, when compared to the biological and
computational components of typical TFM ex-
periments. Mechanical characterization has often
been performed using bulk rheometry, indenta-
tion testing, or atomic force microscopy. How-
ever, as TFM applications move increasingly to-
ward the use of natural biopolymers which ex-
hibit complex mechanical behaviors, these estab-
lished methods will become less applicable. The
study of three-dimensional systems and ECM
remodeling will further compound this problem.

As a result, future TFM efforts will rely on the
use of novel techniques for mechanical character-
ization in 3D ECM and tissue environments. Sev-
eral emerging techniques have made significant
strides toward addressing these needs. These in-
clude Brillouin microscopy (BM) [116–119], op-
tical coherence elastography (OCE) [120–122],
and optical tweezers-based active microrheology
(AMR) [109, 123]. These emerging methods en-
able the noninvasive measurement of mechanical
properties in 3D substrates. Although the ability
of these methods to provide reliable quantita-
tive mechanical properties relevant to TFM are
currently limited, future research into these and
related techniques may enable the development
of novel imaging platforms capable of noninva-
sively capturing the 3D distributions and dynam-
ics of cell structures, traction forces, and ECM
properties, an ambitious endeavor with great po-
tential for accelerating cell biophysics research.

15.3.9 Novel Imaging Platforms

To date, the imaging platforms of choice for TFM
have been fluorescence microscopy and confocal
fluorescence microscopy. However, with a grow-
ing diversity of TFM methods and application
spaces, TFM research stands to benefit from the
use of novel imaging platforms to expand its
capabilities. For example, TFM has been recently
performed using stimulated emission depletion
(STED) microscopy [70]. STED and other super-
resolution methods may allow substrate defor-
mations to be imaged with higher resolution (by
allowing for higher bead concentrations) and can
provide detailed information about protein struc-
tures in and around cells. Confocal reflectance
microscopy was recently employed for 3D-TFM
[124], eliminating the need for either fluores-
cent labels or marker beads. Instead, deforma-
tions were measured by directly tracking the
motion of collagen fibers. Optical coherence mi-
croscopy (OCM) was recently proposed as a
means to enable 3D-TFM in highly scattering
media with rapid volume acquisition speeds (Fig.
15.10) [60]. Another advantage of an OCM-
based system would be the opportunity to merge
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Fig. 15.10 Initial work toward the development of TFM
using optical coherence microscopy. NIH-3T3 fibroblasts
were embedded in a 3D Matrigel environment. Images
were acquired every 5 min for 90 min in total. Cells were
allowed to interact with their surroundings freely for the
first 30 min of imaging, after which they were exposed
to either a control reagent (DMSO) or a contractility
inhibitor (cytochalasin D) and imaged for the remaining
60 min. (a) and (b) depict the total substrate displace-
ments accumulated from time t = 0 to time t = 90 min
for the DMSO and cytochalasin D cases, respectively,

with displacements computed in the xy- (top) and xz-
(bottom) planes. (c) and (d) depict the dynamics of mea-
sured displacements at various points of interest around
the cell in the DMSO and cytochalasin D experiments,
respectively. The curves demonstrate the dynamics of cell
traction forces after exposure to the control and contrac-
tility inhibiting reagents. Optical coherence microscopy
has the potential to enable 3D, label-free imaging for
TFM experiments that capture cell force dynamics on the
minute timescale. Adapted from [60]

TFM and optical coherence elastography in a
single imaging system, enabling measurement
of both substrate deformations and changes in

substrate mechanical properties due to remod-
eling and/or strain-hardening. Other rapid vol-
umetric imaging modalities, such as light sheet
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microscopy or swept confocally aligned planar
excitation (SCAPE) microscopy [125], may be
well-suited for volumetric TFM studies in sub-
strates with lower optical scattering.

15.3.10 Advancing Mechanobiology

Although great strides have been made in TFM
to increase resolution, accuracy, and compati-
bility with new environments, the fact remains
that implementing TFM, from experimental de-
sign, to imaging, to data processing and force
reconstruction, is not a trivial task. This is be-
cause the development and implementation of
new techniques relies on expertise from across a
wide range of academic disciplines. Ultimately,
researchers in the field must often make trade-
offs. For example, incorrect assumptions or ap-
proximations can severely corrupt traction force
reconstructions. However, the data obtained may
still yield insight toward answering the biological
questions at hand, and the “inaccurate” method
may turn out to be less time-consuming or eas-
ier to implement. The question that must be
answered is, what TFM protocols and perfor-
mance levels are sufficient for a given experi-
ment? Alternatively, in the context of Fig. 15.2,
what methods are sufficient to provide the nec-
essary insights that address the biological ques-
tion? In some contexts, forces may not even be
strictly necessary, so long as information related
to forces and cell energy expenditure are avail-
able. Koch et al. presented methods for quan-
tifying ECM strain energy, circumventing the
reconstruction of traction forces exerted by cells
embedded in 3D environments [61]. Similarly,
Stout et al. devised the use of “mean deforma-
tion mechanics” as a substitute for cell force
reconstructions when the mechanical properties
of the substrate are not well-characterized [126].
As TFM methods advance, those who wish to
make use of TFM as a tool for mechanobiology
research will have to carefully consider the quan-
titative needs of their research questions and what
the various TFM methods have to offer.

As new techniques in TFM migrate from de-
velopment to widespread application, methods to

make the new tools compatible with the high-
throughput needs of biophysics and mechanobi-
ology researchers will be a necessity. Even if a
method is imperfect, its ability to perform rapid
and repeated experimentation will be crucial to
moving research efforts forward. As one exam-
ple, Park et al. have presented a high-throughput
cell traction force screening platform based on
FTTC to enable rapid testing of how drug com-
pounds impact cell forces [127]. With the de-
velopment of such platforms, TFM can begin to
make broader impacts and help further transform
biophysics and mechanobiology research into a
standard practice in biomedicine.

15.4 Conclusion

We have reviewed the central techniques and
principles of traction force microscopy, includ-
ing substrate choice, mechanical characteriza-
tion, imaging, measurement of substrate defor-
mations, and traction force reconstruction. Build-
ing on and moving beyond these principles, we
have highlighted several areas of active research
and potential future innovation, which may fuel
the growth of TFM toward application in the
study of more realistic/physiological engineered
tissue and tumor-like microenvironments which
manifest traits such as nonlinearity, heterogene-
ity, and temporal variations due to cell-induced
remodeling. TFM relies on a strong foundation of
carefully engineered techniques, as demonstrated
by ongoing research efforts taking place at every
step of the process.

Underlying many of the ongoing technical
innovations in TFM are two major themes: (1) the
utilization of new constraints and information to
form more complete mechanical models of cell
biophysics and behavior and (2) the creation of
novel force reconstruction methods that address
both the challenges of speed and compatibility
with physiologically relevant sample properties
and geometries. Accompanying both of these
themes are a few critical challenges. The devel-
opment of high-throughput experimental meth-
ods and the minimization of computational com-
plexity will play key roles in accelerating the
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investigation of new biological questions with
TFM. And in order to make effective use of
new models that are compatible with physiolog-
ically relevant environments, TFM will rely on
the continued development of technologies that
enable high-resolution mechanical characteriza-
tion of tissue and ECM environments. Although
advances made in TFM and other fields will
enable research under increasingly diverse con-
ditions, managing trade-offs in accuracy versus
throughput will likely remain a common theme
in the near future.

Overall, TFM is more than a rapidly growing
tool for the noninvasive measurement of cell
forces. TFM has already played a leading role
in many seminal works of mechanobiology, re-
vealing the influence of physical properties and
forces on cell behavior and exposing intrinsic
differences between normal and cancerous cells
[2, 22, 128, 129]. As an area of research, it
has merged expertise from a wide range of aca-
demic disciplines and is fostering close collab-
orations between physical scientists, biological
scientists, and clinicians. With future application
in more physiologically relevant environments,
TFM holds the potential to offer insights into
the biophysical behaviors of both single cells and
collectives over multiple length scales, spanning
processes over minutes to days. Whether used to
investigate the processes of how cancer develops
and progresses, how wounds heal, or how cells
go about their “normal everyday functions” such
as growth and morphogenesis, TFM remains and
will continue to be a central tool to help under-
stand cellular forces and their role in mechanobi-
ology.
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Abstract

In the past decades, there has been increased
awareness that mechanical properties of
tissues and cells are closely associated
with disease physiology and pathology.
Recognizing this importance, Brillouin
spectroscopy instrumentation, already utilized
in physics and material science, has been
adopted for cell and tissue biomechanics. For
biomedical applications, progress of Brillouin
spectrometer technology has been crucial,
mainly improvement in the acquisition speed
and combination with confocal microscopy, to
enable measurement of material longitudinal
modulus in three dimensions with high spatial
resolution. Micron spatial resolution and
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high sensitivity allow mapping intracellular
modulus and distinguishing between nuclear
and cytoplasmic mechanical properties as well
as detecting changes due to perturbations of
individual cellular components. In cancer,
environmental mechanical factors and
intracellular mechanics are expected to
play an integral role in cancer progression
and treatment success. Brillouin confocal
microscopy is appealing for many studies
in cancer mechanobiology involving both
primary tumors and metastatic dissemination.
Specifically, Brillouin technology is suitable
for experimental scenarios where noncontact
mechanical measurements are required such
as 3D tumor models, interactions with the
extracellular matrix (ECM), investigation of
nuclear mechanical properties, or analysis of
cells within microfluidic chips.
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16.1 Introduction

For nearly a century, Brillouin scattering has
been used to characterize mechanical properties
of materials. In the last decade, there has been
increased awareness that mechanical properties
of tissues and cells are closely associated to
disease physiology and pathology. Recognizing
this importance, Brillouin spectroscopy instru-
mentation has been adopted for cell and tissue
biomechanics. Specifically, the progress in acqui-
sition speed of Brillouin spectrometers has en-
abled combining the spectroscopy technique with
confocal microscopy to provide maps of material
longitudinal modulus at high three-dimensional
(3D) spatial resolution. Current spatial resolution
allows mapping intracellular modulus, thus dis-
tinguishing nuclear modulus from cytoplasmic
modulus without contact and with enough sen-
sitivity to detect changes due to perturbations of
individual cellular components.

Brillouin microscopy could greatly advance
some of the open questions regarding the me-
chanical behaviors of cells and their microen-
vironment throughout cancer progression time-
line; from primary tumor growth, throughout the
metastatic cascade, and secondary tumor devel-
opment. Environmental mechanical factors and
intracellular mechanics are expected to play an
integral role in metastatic progression as well as
in the development of therapy resistance. To char-
acterize the behavior of cells, numerous groups
are working to develop tumor models using three-
dimensional cell culture techniques and microflu-
idic chips. Brillouin spectroscopy can work hand
in hand with these tools for characterizing the
mechanical properties during tumor development
in experimental settings where cells cannot be
contacted, and thus previous mechanical charac-
terization techniques cannot be used.

16.2 Measuring Cell
Biomechanics

Live cells sense mechanical cues from the en-
vironment and activate biochemical pathways in
response to them. Furthermore, they remodel

their environment, thus giving rise to a series of
complex mechanical interaction processes. These
mechanical interactions critically determine the
cell behavior and many cellular functions, such
as proliferation, migration, and gene expression
[1, 2], as well as system-level behaviors, such as
tissue morphogenesis, angiogenesis, and metas-
tasis [3–5]. For this reason, the past two decades
have witnessed a large interest toward design-
ing technologies that can detect the mechanical
properties of biological processes on the cellular
level.

The most widely used techniques for cellular
elasticity measurements include atomic force
microscopy (AFM) [6], micropipette aspiration
(MP) [7], magnetic twisting cytometry (MTC)
[8], optical stretchers (OS) [9], microfluidic
deformability cytometry (MDC) [10, 11], and
microrheology [12]. These methods have enabled
tremendous progress in cell mechanic studies
over a large range of spatial and temporal
scales. AFM and AFM-based microindentation
apply precise known forces on a cell through
a cantilever and give a deformation value to
extract cell modulus. AFM can achieve nm-
spatial resolution but suffers from poor temporal
resolution (up to hours). Micropipette aspiration
precisely tracks a cell as it is aspirated into
a small glass tube under controlled suction
pressure to back-calculate the cell’s resistance
to deformation. Micropipette aspiration enables
accurate readings of the viscoelastic response
with single cell resolution. MTC uses magnetic
beads functionalized to bind to the surface of a
cell and monitors the resistance of the bead-cell
complex being twisted under a magnetic field.
As a result, MTC is best suited to characterize
subcellular components such as the cortex. OS
use two counter-propagating laser beams co-
focused on the same cell to generate a stretching
force while monitoring cell deformation through
light microscopy. Similarly, MDC used fluidic
forces to generate a stretching force on a cell
while monitoring cell deformation with a high-
speed camera. Both OS and MDC do not provide
a direct readout of the cell modulus as they
measure deformations but have dramatically
enhanced our ability to measure cell mechanics at
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high throughput. Microrheology is an example of
a non-contact technique. By injecting fluorescent
tracers into the cell, and measuring the thermal
motion of the tracers, the local elasticity can
be inferred. Being contact-free may be an
important advantage of microrheology, given
that cells are able to remodel and respond
to mechanical stresses. On the other hand,
the technique assumes that the tracer motion
is Brownian; moreover, in practice it is not
easy to track many tracers simultaneously thus
providing a patchwork of measurements rather
than the full map of cell mechanical properties.
Other non-perturbative methods to measure
material mechanics such as acoustic microscopy,
ultrasound, or optical elastography [13, 14] are
limited to tissue mechanics studies as their spatial
resolution is not sufficient for cell studies.

These techniques have enabled immense
progress of cell biomechanics in the past few
decades. For instance, they have facilitated
experiments that probed how mechanical
properties of cells and their environment can lead
to malignant transformation. Elastic signatures
on the cellular and subcellular level have been
shown to be good markers for cell diagnosis
such as malignancy. AFM studies were the first
to show that live metastatic cells from patients
are significantly softer than normal cells [15].
These findings have been confirmed with other
techniques [16, 17], including recently with
deformability cytometry [18].

However, most of these studies have been
limited to cells grown on flat substrates or in
suspension since cells must be contacted for the
measurement. Brillouin microscopy is an addi-
tion to this toolbox that can extend cell biome-
chanical studies to experimental settings where
cells cannot be easily accessed. For example,
experiments can be easily performed within mi-
crofluidic chips, or in 3D cultures. Also, poten-
tial measurements can be done in vivo within
tissue due to the ability of Brillouin microscopy
to directly measure cell longitudinal modulus,
with spatial resolution of a standard confocal
microscope without contact or perturbation of the
biological sample under study.

16.3 Brillouin Scattering

Brillouin scattering is named after Léon Bril-
louin, who published the theory that predicted
this phenomenon in 1922 [19]. At nearly the
same time, Leonid Mandelstam also studied the
behavior of interactions between photons and
phonons, and he published his findings in 1926.
This type of interaction is sometimes referred to
as Brillouin-Mandelstam scattering.

Brillouin scattering is the inelastic scattering
of light from thermal phonons, or thermally gen-
erated density/pressure waves (Fig. 16.1a). The
scattering is said to be inelastic, because there is
a change in frequency (or color) of the scattered
light. This frequency shift is proportional to the
energy of the thermally generated sound wave.
The theory of Brillouin scattering emerged in
the early twentieth century, after the advances in
theory of waves, such as those by Doppler and
Bragg. In 1842 Doppler described the frequency
shift of waves with moving sources; in 1913
Bragg worked out the conditions for scattering
of light from periodic crystalline structures. In
fact, one can most easily describe Brillouin scat-
tering as the scattering of light from a periodic
structure—a moving sound wave. The Doppler
shift in frequency is produced because the sound
waves are traveling inside the scattering medium.
In this way Brillouin scattering provides infor-
mation about the thermal density fluctuations in
the scattering sample and opens an avenue for
direct measurement of related physical properties
in materials.

For a quantitative derivation, consider the
scattering of light of frequency ω from an object.
Following the derivation of Ref. [20], denote the

incoming wavevector by
−→
k i and the wavevector

of the scattered light by
−→
k s. We define q, the

wavevector transfer, as

−→
q = −→

k s − −→
k i

The vector −→
q points in the direction of the

travel of the sound wave (Fig. 16.1b).
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Fig. 16.1 (a) Diagram of
the light scattering from
thermal phonons inside a
material. (b) Vector
diagram of the scattering
process

Thermal phonons travel with the speed of
sound vs that is related to the local mechanical
properties of the material

vs =
√

M

ρ

where M is the longitudinal elastic modulus of
the material, and ρ is the mass density.

The wavevector −→
q and the frequency of the

thermal pressure waves are related by the linear
dispersion relation

� =
√

M

ρ
q

It can be shown that the scattered light will
experience an upward and downward frequency
shift from the frequency of the incident light
ωi. The frequency of the scattered light ωs is
given by

ωs = ωi ± �

Since the frequency shift is very small (10−5–
10−6 times smaller than the frequency of the laser
light), the lengths of the incident and scattered
wavevectors are approximately the same. The
intensity of the wavevector transfer q can be
written as

q = 2nk sin

(
θ

2

)

= 4πn

λ
sin

(
θ

2

)

Then, the Brillouin shift can be written as
a function of the longitudinal modulus, mass

density, index of refraction, and the known pa-
rameters of the scattering experiment.

� =
√

M

ρ

4πn

λ
sin

(
θ

2

)

Since the index of refraction in cells directly
correlates with the mass content (ρ), the factor
n/

√
ρ can be considered a constant inside cells.

Based on published data, the value of ρ

n2 is
estimated to vary at most a few percent within
cells and tissue [21, 22]. This allows to approx-
imate the index/density factor as constant. Thus,
the relative longitudinal modulus has one-to-one
mapping to Brillouin frequency shift measured
directly by spectroscopy � ∝ √

M .

16.3.1 Longitudinal Modulus

Brillouin frequency shift provides a measure-
ment of the local longitudinal modulus within
the probed volume inside the sample. In a solid
material, longitudinal modulus is the ratio of the
uniaxial stress to the uniaxial strain, and can
be related to Young’s shear modulus and bulk
modulus, in a straightforward manner [23].

Figure 16.2 illustrates the geometry of stress
and strain of an object in several cases that can
each be quantified by various elastic moduli. In
elastic solids, the relationship between longitudi-
nal modulus and other mechanical moduli is well
known. The longitudinal modulus is similar to the
Young’s modulus as they both describe a uniaxial
stress-strain test, but the key difference is that in
the case of Young’s modulus, the object is also
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Fig. 16.2 Illustration of stress-strain relationships that
are described by (a) bulk, (b) shear, (c) Young’s, and (d)
longitudinal moduli. Bulk elastic modulus describes the
amount of volume change of an object due to a change in
the pressure. Shear and Young’s moduli are the most com-

monly measured in lab using conventional rheometers,
since they describe the geometric deformation of an object
when a constant stress is applied in a fixed direction.
Longitudinal modulus quantifies the relationship between
the uniaxial stress and the uniaxial strain

allowed to deform in the direction perpendicular
to the applied stress.

In general, to completely describe the elastic
properties of a material, one must consider the
complete elastic tensor cijkl [23]. For a general
material, this is a fourth-rank tensor, with 21 in-
dependent elements that relate the stress to strain.
For example, the elastic tensor of an isotropic
material is given below. This tensor can be sim-
plified due to symmetry, and it can be expressed
using only two independent parameters. It is
given by the following 6 × 6 reduced notation1

matrix.

c11 c12 c12 0 0 0

c11 c12 0 0 0

c11 0 0 0
1
2 (c11 − c12) 0 0

1
2 (c11 − c12) 0

1
2 (c11 − c12)

The element c11 is the longitudinal modulus
M, while c12 is known as the Lamé constant λ.
The element 1

2 (c11 − c12) is the shear modulus
G. Young’s modulus is

1Each numerical index denotes one of the following
pairs of Cartesian indices. 1 = xx, 2 = yy, 3 = zz,
4 = yz = zy, 5 = xz = zx, 6 = xy = yx.

(c11 − c12) (c11 + 2c12)

c11 + c12
.

In terms of bulk modulus B and shear modulus
G, the complete elastic tensor for an isotropic
material can be written as.

B + 4
3 G B − 2

3 G B − 2
3 G 0 0 0

B + 4
3 G B − 2

3 G 0 0 0

B + 4
3 G 0 0 0

G 0 0

G 0

G

In theory for crystalline materials, Brillouin
shift gives us the ability to directly measure the
full elastic tensor. This intriguing possibility has
been recently demonstrated in silk and collagen
by varying the scattering angle [24, 25]. How-
ever, biological tissue and cells do not follow the
straightforward rules of elastic solids. In these
the relationship between longitudinal modulus
and other moduli is more complex. First, for the
application of measuring cells and tissue, due to
their near incompressibility and high water con-
tent, the shear modulus is significantly smaller
than the bulk modulus (G << B). Therefore,
the longitudinal modulus measured by Brillouin
spectroscopy is much higher than the traditional
Young’s or shear moduli. Second, in biological
materials, the value of the elastic constants usu-
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ally depends on the timescale on which the force
is applied. Namely, the elastic tensor depends on
the frequency of the periodically applied stress.
In practice, two limiting regimes are usually
considered: the low frequency cij(0) and high fre-
quency cij(∞). The regular mechanical rheome-
ters perform quasi-static measurements, and they
measure cij(0) while techniques such as Brillouin
scattering measure the cij(∞), the elastic tensor
at high frequency. In liquids and polymers, the
high-frequency component of the elastic tensor
has a higher value, because during fast deforma-
tion of the material, some of the slower molecular
relaxation processes do not have any contribu-
tion, thus effectively “stiffening” up the material.
It has been shown that there exists a strong corre-
lation between the mechanically measured low-
frequency elasticity (shear or Young’s moduli)
and high-frequency Brillouin elasticity (longitu-
dinal modulus).

log M = a log G + b.

where G is the shear (or Young’s) modulus mea-
sured at low frequency and a and b are material-
dependent coefficients [21, 22]. This empirical
correlation is consistent with the power-law scal-
ing of elastic moduli with frequency that has pre-
viously been found in tissue, polymers, and cy-
toskeleton [26, 27]. However, the interpretation
of the longitudinal modulus in the cell-matrix
context and its relation to traditional quasi-static
Young’s modulus still need thorough theoretical
understanding.

16.3.2 Brillouin Instrumentation

For many decades, the spectra of Brillouin scat-
tered light have been used to characterize the
mechanical properties of materials such as glass,
polymers, metals, and minerals [28]. In common
materials and in backscattering configuration, the
frequency shift of Brillouin scattered light is on
the order of 5–10 GHz. A 5 GHz frequency
shift of the 532 nm laser corresponds to about
0.005 nm change in the wavelength. This is a

very small change that cannot be measured with
traditional filters or grating-based spectrometers
used in Raman or Fluorescence measurements.
The basis of spectrometer design for many years
has been a Fabry-Perot interferometer where high
spectral resolution is obtained through the mul-
tiple interference of light at two parallel reflect-
ing surfaces. Specifically, in the 1970s, Sander-
cock demonstrated the use of a multi-pass Fabry-
Perot interferometer to achieve accurate mea-
surements of Brillouin scattering in a reliable
instrument [29]. Instruments based on Sander-
cock’s design have been the workhorse of Bril-
louin spectroscopy research throughout the world
for nearly 50 years. In the 1980s, the first biolog-
ical characterization was performed by Vaughan
and Randall, who characterized elastic proper-
ties of the lens and cornea of the eye [30, 31].
However, Brillouin research in biology has been
scarce since then because the multi-pass FP inter-
ferometer has very long acquisition times (min-
utes to hours per single spectrum).

This bottleneck was overcome in 2008 when
Brillouin spectrometers based on a different
element, the virtually imaged phase array
(VIPA), were introduced by Scarcelli and
Yun which overcame the speed limitations of
traditional Fabry-Perot interferometers [32].
VIPA etalons had been first developed in 1996 by
Shirasaki [33]; similarly to FP interferometers,
the high spectral resolution comes from the
multiple interference at two parallel reflecting
surfaces; unlike FP interferometers though, the
front surface is totally reflective (other than
for an input anti-reflective window) so that
no reflection interference is formed, and all
the light is used to form a transmitted pattern.
To further improve acquisition speed, VIPA
etalons were used in tilted configuration with
input divergent beam so that all the different
components of the spectra could be measured
with one shot. This improvement and the many
others on the same VIPA-based platform has led
to spectral measurements performed in about
0.1 s which enabled Brillouin-based imaging
biological materials [34, 35].



16 Noninvasive Imaging: Brillouin Confocal Microscopy 357

16.3.3 Brillouin Microscopy

Inverted confocal microscope is one possible
experimental setup for Brillouin measurement
(Fig. 16.3). On most microscopes a port for cou-
pling laser light into the objective is already built
in. Lasers of any visible wavelength can be used.
For example, 532 nm frequency doubled Nd-
YAG is a common choice due to its stability and
narrow natural linewidth. Laser light is focused
onto the sample by an objective that also serves
as the collector lens for the backscattered laser
light. In this case the scattering angle θ is 180

◦
,

and the Brillouin frequency shift in Hertz can be
written as

νB = �

2π
= 2n

λ
√

ρ

√
M.

The backscattered light can be separated from
the illumination light by using a polarizing beam
splitter and a quarter-waveplate, as it is usually
done in the confocal reflectance experiments.
The collected light is then coupled into a single-
mode optical fiber that leads into the Brillouin
spectrometer. There is no need for the pinhole
in the setup, since the aperture of the optical
fiber serves the same purpose and assures that
the collected light comes from a single confocal
volume in the sample. Thus, the samples can be
characterized with a spatial resolution dictated by
the objective lens of the confocal microscope.

Current VIPA-based spectrometers are
comprised of two apodized cross-axis VIPA
stages with a relay telescope and square-hole
spatial filter between them [35, 36]. Linearly
variable intensity filters are used for apodization
[22]. The diffraction pattern after the final VIPA
stage is detected with an electron-multiplying
charge-coupled device (EM-CCD) camera with
low noise, so that very low signals can be
detected [37].

To scan the sample in 3D, a motorized stage
is placed on the microscope, and laser beam is
raster-scanned through the sample space. Bril-
louin image scans can then be easily acquired,
by recording individual spectra for each position
in the sample and performing a least squares

curve fitting on the spectrum to determine the
position of the Brillouin peaks. An example of
a 3D scan of a cell sitting on glass is shown in
Fig. 16.4. Performing cell measurements is also
possible without a motorized stage and within a
microfluidic chip by flowing cells and recording
the Brillouin shift value as they travel through the
focus of the illumination [38].

To become a widely adopted technique in cell
and tissue biomechanics, Brillouin technology
still needs improvement. Acquisition speed is
now at the point that a two-dimensional (2D)
image of a single cell with 1 micron resolution
takes approximately 2 min. The more recent
addition of flow cytometry has enabled cell char-
acterizations at higher throughput [38]. Improv-
ing Brillouin microscopy technology is a very
active area of research. Specifically, enhancing
measurement through nontransparent tissue [39–
42], reducing artifacts due to interfaces [43–45],
improving acquisition speed [46–48], and inte-
grating program automation for high-throughput
sampling have recently seen great progress.

16.4 Intracellular Mechanics

Brillouin microscopy has shown the ability to
characterize not only biological tissue [49–54]
but also to measure the mechanical properties
of cells and subcellular components. In the past
few years, several groups have shown the ca-
pability of Brillouin microscopy to measure cy-
toplasmic/cytoskeletal properties and their per-
turbations. In the cytoplasm, a complex mixture
of liquid and solid components regulates cell
mechanical properties [55]. The cytoskeleton and
its constituent components (actin, microtubules,
and intermediate filaments) form the backbone
of cell mechanical strength. Focusing on recon-
stituted actin gels, Scarcelli et al. demonstrated
that Brillouin microscopy can detect differences
in actin polymerization and branching, two key
mechanisms cells used to modulate their internal
stiffness [22]. Inside cells, they also observed
significant decrease in modulus when perturbing
cells with cytochalasin D. The molecules of cy-
tochalasin D bind strongly to the (+) ends of the
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Fig. 16.3 Schematic of the experimental setup.
Backscattered laser light is sent to the VIPA-based
Brillouin spectrometer which acquires an image of the
spectrum on the EMCCD camera. The distance of the

Brillouin peaks in GHz from the central laser frequency
is a measurement of the local mechanical properties at the
confocal volume on the microscope

Fig. 16.4 An example of
the 3D confocal scan of a
detached MCF10A cell
that is resting on a glass
coverslip. Color represents
the measured Brillouin
shift in GHz

F-actin, thus preventing new addition of G-actin
and the growth of the actin cytoskeleton, which
inhibits actin polymerization and thus decreases
the stiffness of the cell. Antonacci et al. ob-
served similar effects of reduced modulus using
Latrunculin A, which is another widely used drug
that prevents cytoskeletal assembly [56]. Using
plant cells, Elsayad et al. observed that cells
do not have uniform modulus, but it is sym-
metrically patterned when cells undergo direc-
tional growth [57]. Using red blood cells, Meng
et al. also observed a nonuniform distribution of
modulus within the cell featuring the cell edge

with higher Brillouin shift than the cell center
[58].

Recently, beyond the cytoplasm, Brillouin mi-
croscopy was applied to the measurement of
nuclear mechanical properties. This is very im-
portant as the nucleus is inaccessible from the
exterior, and thus nearly all previous mechani-
cal techniques require extraction of the nucleus
before characterization. Zhang et al. treated cells
with Trichostatin A (TSA), a drug that inhibits
the activity of histone deacytelases. This treat-
ment leads to chromatin decondensation, and its
effects on cytoplasmic and nuclear stiffness were
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Fig. 16.5 Brillouin
Frequency shift of nucleus
of NIH 3T3 cells shows
significant reduction
following TSA treatment

examined by Brillouin microscopy. As shown in
Fig. 16.5, the Brillouin frequency shift of TSA-
treated cells compared to the control group dis-
played significant differences. The nucleus pre-
sented decreased modulus, while the cytoplasm
was not affected by the effects of TSA [38].

All these experiments show that Brillouin mi-
croscopy is a powerful addition to the set of
techniques for measuring cell mechanics. As a
non-contact method, it can be easily used to
detect changes inside of the cells that might be
difficult to quantify by other means.

16.5 Applications in Cancer
Mechanobiology

Biomechanics influences the progression of indi-
vidual cancer cells in the process of tumorigene-
sis as well as through cell and tumor interactions
with the microenvironment [59]. More recent
studies have propelled interest in the intersec-
tion between mechanics, genetics, and biochem-
ical pathways associated with cancer progression
[60]. As an all optical noncontact technology
with micron-scale resolution, Brillouin confocal
microscopy is appealing for many studies in can-
cer mechanobiology involving primary tumors,
metastatic dissemination, and interactions with
the extracellular matrix (ECM).

16.5.1 Tumor and the
Microenvironment

The biomechanical interaction between tumors
and the extracellular matrix has been largely
established as a critical regulator of tumor pro-
gression [61]. Tumor progression is promoted
by the extracellular matrix stiffness by enhance-
ment in integrin signaling through a well-known
mechanically coupled pathway [5]. Extracellular
matrix stiffening has been shown to modulate
ERK and Rho pathways, increase cytoskeletal
tension, increase integrin expression, and drive
the assembly of focal adhesions [59]. On the
other hand, the inhibition of integrin signaling
through matrix softening lowers the potential for
malignancy transformation of mammary epithe-
lial cells [62]. The importance of the mechanical
connection between tumors and the extracellular
matrix is widely accepted in breast cancer. It has
been measured that mammary tumor tissue has a
higher elastic modulus than healthy tissue [5, 59,
63]. Diagnostic measures based on these mechan-
ical signatures, such as palpation, ultrasound,
and magnetic resonance elastography, are well-
established clinical screening procedures [64–
66]. However, the link between tumor tissue
elastic modulus, genetic signatures, and tumor
biochemical pathways is an area which requires
further investigation [67]. Moreover, in other
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types of cancers, there is limited information
regarding tumor stiffness and tumor progression
consequences. For example, separate studies ana-
lyzing the mechanical properties of glioblastoma
tumor tissue showed contrasting view points on
the relationship between tumor stiffness and tu-
mor grade [68].

As our understanding of the biochemical and
molecular basis of these complex interactions is
growing, it is becoming increasingly important to
better understand the biomechanical interaction
between the tumor and the ECM. Experiments
in three-dimensional environments provide an
increased number of physiologically relevant pa-
rameters; thus, it is crucial to investigate me-
chanical properties in this manner [69]. Particle-
tracking microrheology has been so far the only
method to study matrix-cell mechanics in 3D
cultures, yet it is suboptimal as it is still invasive
and not label-free. Brillouin confocal microscopy
enables the characterization of tumor and ECM
mechanics without contact at high 3D resolution
which can be applied to the characterization of
small tumor nodules or cells in 3D microenviron-
ments. This could improve our understanding on
the mechanical changes which occur at the cel-
lular level and their correlation with microscopic
and macroscopic tissue stiffness.

16.5.2 Mechanical Properties
of Metastatic Cells

Biomechanical interactions are thought to be im-
portant also in the metastatic cascade. During
metastasis cancer cells progress through several
phases which include the escape from a primary
tumor, intravasation, extravasation, and finally
recolonization to a distant location. This series
of events involves interaction with many different
types of microenvironments, progression through
multiple cell types, and modulation through sev-
eral cell mechanisms (e.g., adhesion, migration,
proliferation).

It appears that metastatic cells have an ad-
vantage by mechanically softening to facilitate
migration and invasion of a crowded ECM envi-
ronment. Several studies have consistently shown
that metastatic cells have a lower elastic modulus
compared to non-cancerous ones [15, 70–76].
These studies characterize cells that grow on flat
2D substrates or cells that are floating in sus-
pension. Recent measurements using Brillouin
microscopy have shown similar results by com-
paring the images of non-tumorigenic MCF-10A
and metastatic MDA-MB-231 breast epithelial
cell lines, as shown in Fig. 16.6.

Fig. 16.6 Characterization of the intracellular stiffness of non-tumorigenic MCF-10A and metastatic MDA-MB-231
breast epithelial cell lines. Bright field images are in the insets; scale bar is 10 μm
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Mechanical plasticity, i.e., the ability of a cell
to change their modulus in response to different
mechanical environments, appears to be another
advantage for metastatic cells. Malignant cells
could possess an increased plasticity compared
to normal cell lines which could correlate with
increasing metastatic potential [77–79]. The elas-
ticity modulation of cells as a response to the
substrate stiffness has been demonstrated in sev-
eral cell types [80]; Brillouin microscopy has
characterized this effect in fibroblasts [51]. The
elasticity modulation of metastatic cells in re-
sponse to different mechanical environments is
a central topic to which Brillouin microscopy
could contribute much due to the unique ability
to investigate cells within different microenviron-
ments.

16.6 Perspectives

The advantage of Brillouin confocal microscopy
for studying tumors and metastatic cells is that
it can be paired with experiments that put cells
in scenarios which mimic real situations that
these cells experience or potentially in in vivo
settings. Up to now, the elastic moduli of 2D
and suspension cell cultures have been measured
and have enabled extensive studies of mechan-
otransduction [15, 70–76]. Brillouin microscopy
could extend these types of experiments of can-
cer mechanobiology in 3D extracellular matri-
ces, during intravasation and extravasation, in-
side of microfluidic devices, i.e., in experimental
settings where direct contact is not possible,
and measurements should be non-perturbative.
We recently demonstrated this capability in mi-
crofluidic channels, which are easily accessible to
the Brillouin high-throughput measurement. The
mechanical characterization on the population
level is potentially very useful for evaluating
the heterogeneity in the cancer samples. Further-
more, it is possible to combine Brillouin flow
cytometry with other cell-flow techniques such as
fluorescence microscopy and cell sorting which
opens doors to a wide range of possible exper-
iments. Importantly, Brillouin spectroscopy is a

new tool for adding subcellular elastic properties
to the list of biomarkers which are accessible to
high-throughput flow experiments [38].

In addition, there are a number of robust
models that use reconstituted three-dimensional
ECM gels to probe the nature of cancer cells
[81]. A particular area of interest is the study
on in vitro tumors. Despite the advances in the
characterization of collective growth of cancer
cells, there is still the complex mechanics that
takes place during the process of malignant tissue
formation [82]. Three-dimensional mechanical
properties of both cells and tumors are accessible
to the Brillouin microscopy. In the near future,
Brillouin studies of the 3D cancer model systems
could help shape the understanding of cancer
growth in its environment.

Beyond measuring individual cells or tumors,
Brillouin microscopy could enable mapping of
the mechanical microenvironment. Measure-
ments of the elastic modulus of ECM are critical
for mapping the mechanical cues presented to
cells, and conversely, for identifying the cell-
induced microenvironment modifications [5,
61]. Understanding the bidirectional interaction
between cells and their environment is a
vigorous area of research, to which Brillouin
can contribute precious information about the
local mechanical changes occurring because
of architectural changes and cell interactions.
However, for highly hydrated systems like recon-
stituted extracellular matrices, current Brillouin
signatures need to be further refined [25].

The ultimate application of Brillouin
microscopy is to measure in vivo animal models
of cancer development. Brillouin microscopy
has been previously used in animal and human
subjects in vivo for the analysis of ocular tissue
[21, 49, 51]. However, being an optical technique
with limited signal strength, the penetration depth
and the time required to perform a measurement
in in vivo setting is currently limited. A strong
focus of the instrument development future
of Brillouin microscopy thus revolves around
the improvement of penetration depth [39–42,
45] and speed of the measurement [46–48].
The translation of Brillouin technology to in
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vivo studies could also be accelerated by using
multimodal microscopes [22, 57] where faster
imaging modalities can characterize large areas
of tissue/cells and identify small region of inter-
ests or a limited number of points where Brillouin
mechanical analysis should be performed.
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