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Abstract. In the fields of Augmented Reality (AR) and Virtual Reality (VR),
Human-Computer Interaction (HCI) is an important component that allows the
user to interact with its virtual environment. Though different approaches are
adopted to meet the requirements of individual applications, the development of
efficient, non-obtrusive and fast HCI interfaces is still a challenge. In this paper,
we propose a new AR and VR interaction interface based on Human Action
Recognition (HAR) with a new binary motion descriptor that can efficiently
describe and recognize different actions in videos. The descriptor is computed
by comparing the changes in the texture of a patch centered on a detected
keypoint to each of a set of patches compactly surrounding the central patch.
Experimental results on the Weizmann and KTH datasets show the advantage of
our method over the current-state-of-the-art spatio-temporal descriptor in term of
a good tradeoff among accuracy, speed, and memory consumption.
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1 Introduction

During the past recent years, many efforts have been devoted to developing more
natural and better AR and VR interaction interfaces. Most popular interaction mediums
include mobile devices, controllers, keyboard, mouse, fiducial AR makers, body worn-
sensor, RGB and depth cameras… As part of the process of scene understanding,
Human Action Recognition (HAR) can also be used as an interaction interface.
However, though many researches have been conducted in recent years to develop
efficient HAR frameworks, their integration in AR and VR is still a challenging task.
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Indeed, the integration of HAR systems in real-time application requires them to be not
only accurate but also fast and use a small amount of memory especially for memory
limited devices such as mobile phones. In this paper, we address the challenging task of
developing an HAR-based interaction interface for AR and VR applications, which is
accurate, fast and does not require a lot of memory by exploring a novel method to
represent dynamic features and that can efficiently describe motion in a video while
achieving a good tradeoff among accuracy, speed, and memory. To do so, we introduce
in this paper the following contributions: (1) we propose a new patch-based pattern for
motion description in a video, namely the Proximity Patch pattern. In contrast to the
previously used patterns, PP uses a compact structure to ensure that all pixel infor-
mation surrounding a keypoint are used to compute the descriptor of the keypoint.
(2) We introduce a new motion descriptor algorithm based on the PP pattern, namely
the Binary Proximity Patches Ensemble Motion (BPPEM) descriptor that computes the
change in texture at the same point from two consecutive frames using the PP pattern,
in contrast to previous works who compute the descriptors using different positions.
(3) We propose an extended version of BPPEM (eBPPEM) as a small size and fast
motion descriptor using three consecutive frames and that achieves a competitive
accuracy on the Weizmann and KTH datasets.

The remaining of the paper is organized as follow. In section two, we perform a
literature review of existing HAR systems as an interaction interface for AR and VR
applications and of existing binary motion descriptors. In section three, we describe the
PP pattern and the BPPEM descriptor’ algorithm followed by the analysis of the
experiments conducted to evaluate the performance of the descriptor together with the
performance analysis of its extension (eBPPEM) and its comparison with the state-of-
the-art binary motion descriptors. We conclude in section five with different consid-
erations for future works.

2 Literature Review

2.1 Human Action Recognition for AR and VR Applications

In the quest of developing less cumbersome interaction interface for AR and VR
application, gestures and actions recognition systems have been used to capture and
analyze user’s motion with a camera for interaction purposes. With the introduction of
depth cameras such as the Microsoft Kinect, it has become even easier to capture and
use human body joints data in AR and VR systems [1, 2]. Though action representation
using skeletal data generated by depth sensor is common in AR and VR applications,
such approach requires a correct positioning of the depth camera at a certain distance
from the user in order to be able to successfully generate the body skeletal data [3].
Additionally, the data generated by depth sensors are easily affected by noise, occlu-
sion, and illumination that can make action representation and recognition more
difficult.

Instead of using depth or their corresponding skeletal data to represent actions,
RGB videos have proven to be a better alternative in addition to the extensive research
already done on RGB images and video data for pose and action recognition. That is
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the case of the authors in [4] who proposed a real-time system that robustly tracks
multiple persons in virtual environments and recognizes their actions through image
sequences acquired from a single fixed camera. Unlike [4] which requires some pre-
processing on the input data such as shadows and highlights removal in order to obtain
a more accurate object silhouette and increase the computational cost, the action
recognition method presented in this paper does not require any additional prepro-
cessing step. Though, extensive researches have already been conducted to develop
efficient HAR systems from RGB videos, very few as the ones mentioned above are
dedicated to their application in AR and VR environment that require not only accurate
performance but also fast and real-time performance.

2.2 Patch Based Binary Motion Descriptors

To develop HAR systems that can have possible applications in AR and VR envi-
ronments, such systems should be simultaneously accurate, fast and use a limited
amount of memory if they have to be integrated on low memory devices (mobile AR
and VR). To developer faster HAR systems for real-time applications, many research
have been focused on binary motion descriptors. In [5], Yeffet et al. proposed a patch-
based self-similarity computational approach to characterize changes in motion from
one frame to another. Their Local Trinary Patterns (LTP) combines the effective
description of LBP with the flexibility and appearance invariance of patch matching
methods. The Motion Interchange Patterns (MIP) [6] captures local changes in motion
directions between three consecutive frames and includes a motion compensation
component, which makes it more robust even in an unconstrained environment. In [7],
Whiten and Bilodeau proposed a binary variation of MIP with a great improvement in
speed. Recently, Baumann et al. [8] introduced a new and efficient spatio-temporal
binary descriptor, namely the Motion Binary Patterns that combines the benefits of the
volume local binary pattern (VLBP) and optical flow.

In the works introduced above, the neighborhood patches of the pattern used to
compute the descriptors are positioned at a certain pixel distance from the patch cen-
tered on the keypoint, leaving out some pixels. This can result in a loss of key
information. Additionally, the squared root differences is often used as the similarity
metric but it is not rotation invariant. Hence, aside of selecting a more compact pattern
for the neighboring patches, our algorithm also uses the Frobenius Norm, which is
invariant to rotation as a similarity metric.

3 Overview of the Proximity Patches Pattern and the BPPEM
Motion Descriptor

3.1 The Proximity Patches Pattern

In previous literature, to compute binary motion descriptors using a patch-based
approach [5–8], a 3 � 3 central patch centered at the coordinates of a detected moving
keypoint is compared with a set of 3 � 3 surrounding patches, each positioned at a
certain pixel distance from the central patch. Given a moving keypoint between a
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current and a next frame, the comparison of patches is carried out based on the
assumption that the moving patch (central patch) from the current frame may be
positioned at the location of one of the surrounding patches in the next frame. Through
the computational process of a binary motion descriptor using such pattern, it is
obvious that some pixel data surrounding the central frame are left out of the com-
putation since there is a pixel distance gap between the central patch and each of the
surrounding patches. In contrast to such exploded structure, we decided to investigate
the impact a compact pattern structure can have on the performance of the descriptor.
To do so, we propose the Proximity Patches (PP) pattern (Fig. 1(a)), a new patch-based
pattern that has a set of surrounding patches compactly positioned around the central
patch in order to ensure that all pixel information is included in the computation of the
descriptor.

3.2 The Binary Proximity Patches Ensemble Motion (BPPEM)
Descriptor

BPPEM is a binary motion descriptor that focuses on the change in texture of a patch at
the same location on two consecutive frames (Fig. 1(b)) in contrast to other methods
that compute the descriptor at different locations on two consecutive frames. The
computation of the descriptor is describe in Algorithm 1 and is as follows. After
detecting a set of keypoints in a current frame with the SURF keypoint detector,
BPPEM computes the Frobenius norms of the central patch in the current frame and the
next frame; we then compute their difference as the variation in intensity (DcentPatch)
of the central patch using Eq. 1. Similarly, we also compute the variation in intensity of
each of the surrounding patches between the two consecutive (DsurrPatch). Knowing
the variations of the central patch and of a surrounding patch, we can estimate the
similarity in motion between both patches by computing the difference in their varia-
tion. If the difference in their variation is smaller than a predefined threshold h, we

(a) (b) 

Fig. 1. The Proximity Patches (PP) pattern structure (a) and the computation of BPPEM (b).
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return 1 to symbolize that both patches have a similar variation in intensity, otherwise,
we return 0. By comparing the variation of each of the surrounding patches with the
one of the central patch, we obtain a binary string of 24 bits grouped in three sets of 8
bits that are concatenated as a 3 bytes descriptor.
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4 Experimental Results and Analysis

4.1 Experimentation Setup: Framework, Datasets, Evaluation Metrics

In order to evaluate the performance of our method, we adopted the bag-of-words
representation together with an SVM classifier approach. After detecting keypoints of
interest using the SURF detector and encoding them with the BPPEM descriptor, we
generate a codebook by picking descriptors randomly and then compute the histogram
distribution of each video to train an SVM model with the histogram intersection
kernel. During the testing phase, we match each descriptor to the nearest codeword by
Hamming distance and follow the same scheme to form k-dimension BoW histogram.

The performance of the descriptors was evaluate on two popular HAR datasets,
namely the Weizmann [9] and KTH [10] datasets. The Weizmann dataset contains 10
human actions performed by nine persons and the KTH dataset contains six types of
human actions performed by 25 subjects.

Three main metrics were used to evaluate the performance of the system and
consist of the accuracy (average classification results with the leave-one-out SVM
method), the speed in frame per-second computed during a recognition task from
keypoint retrieval until classification, and the size of the descriptor.
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4.2 Experimental Analysis

BPPEM
Table 1 shows experimental results of BPPEM and eBPPEM on the Weizmann and
KTH. From the confusion matrix of the performance of BPPEM on both datasets,
BPPEM (Fig. 2(a)) has more difficulty in differentiating between the Jump and Skip
actions but also between the Jump and Run actions on the Weizmann dataset. In the
former case, it is normal that BPPEM performs poorly because of the high similarly
between the both actions with the main difference being that the Jump is performed on
two legs while the Skip is performed on one leg. Similarly, on the KTH (Fig. 2(b))
dataset, BPPEM has more difficulty in recognizing the Jogging action, which is mostly
confused with the Run and Walk actions, with the difference between both actions
residing mainly in their speed of execution.

eBPPEM
In the experiments performed above, we computed BPPEM by comparing patches from
two consecutive frames whereas an alternative approach as done in [5, 6] consists of
computing the descriptor using three consecutive frames. Hence, we also explore the
impact the computation of BPPEM from three consecutive frames has on the perfor-
mance of the descriptor by comparing patches from the current frame and the previous
frames and patches from the current frame and the next frame. This result in an
extended version of BPPEM (eBPPEM) with a twice increase in size (6 bytes).

Table 1. Performance of BPPEM and eBPPEM on the Weizmann and KTH datasets

Size (Bytes) Weizmann KTH
Accuracy (%) Speed (fps) Accuracy (%) Speed (fps)

BPPEM 3 89.72 56.68 87.10 54.25
eBPPEM 6 92.22 50.64 91.14 46.28

(a)   BPPEM on Weizmann (b) BPPEM on KTH

Fig. 2. Confusion matrix of BPPEM on the Weizmann (a) and KTH (b) datasets
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Experimental results in Table 1 shows that the computation of the descriptor using
three consecutive frames yields indeed to an improvement of the accuracy on both
datasets. Figure 3 shows the confusion matrix of the performance of eBPPEM on the
Weizmann (a) and KTH (b) datasets respectively, with eBPPEM being able to dif-
ferentiate better between similar actions than BPPEM.

Comparison with the State-of-the-Art Spatio-Temporal Binary Descriptors
From the analysis performed above, it is clear that with eBPPEM, we are able to
achieve a good tradeoff among accuracy, speed, and memory on both Weizmann and
KTH dataset. Compared to the state-of-the-art accuracy, it can be seen that in contrast
to previous works, our method does not require any preprocessing step as done in [8]
for example. Moreover, our descriptor is totally a binary descriptor and focus on
motion description whereas some of the state-of-the-art methods combined their motion
descriptors to an appearance descriptor or other floating-pointing motion descriptors to
achieve the highest accuracy. That is the case of [11] who combined the advantages of
Hu invariant moments global descriptors with their local binary pattern descriptor to
increase performance on the KTH dataset. Though the performance of our descriptor is
still competitive to the current state-of-the-art spatio-temporal binary descriptor, it has
the additional advantage of being faster and smaller than previous descriptors. Given a
video data, the speed computed in frame per second (fps) corresponds to the number of
frames that are processed per second during a recognition task, including the keypoint
retrieval, feature extraction, vector quantization, bag-of-words and classification sub-
steps. Experimental results show that eBPPEM can performs at 50.64 fps on the
Weizmann dataset (Table 2) and 46.28 fps on the KTH dataset (Table 3), fast enough
to be used for real-time HAR-based AR and VR applications. Though the use of an
SVM classifier has yielded to satisfying results, it is not very suitable for a multi-class
problem, and we can achieve better accuracy with our descriptor by using a better
classifier such as Random Forest or a Decision Tree.

(a) eBPPEM on Weizmann (b) eBPPEM on KTH

Fig. 3. Confusion matrix of eBPPEM on the Weizmann (a) and KTH (b) datasets
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5 Conclusion

In augmented and virtual reality environments, the understanding of the scene and the
correct interpretation of involved human gestures, actions or activities are key elements
to develop natural and efficient interaction interfaces between the user and the virtual
world. In this paper, we propose a new vision-based human-action recognition method
to efficiently describe motion in a video. In contrast to previous methods that are also
based on patches but used an exploded structure, we introduced a new compact patch
pattern (PP pattern) that include all pixel information in the closest vicinity of a
keypoint to describe its motion between three consecutive frames. The description is
performed by computing a new binary motion descriptor based on the PP pattern
(eBPPEM) that evaluates the changes in texture at the same pixel position of a patch
and its surroundings from three consecutive frames. The proposed method has the
advantage of being simultaneously fast, small and able to achieve a competitive
accuracy on the Weizmann and KTH datasets, when compared to the current state-of-
the-art spatio-temporal binary descriptor. In future works, we will explore the use of
classifiers that are more suitable for multi-class problems such as random forest and
together with the design and the implementation of an AR or VR application that used
our method as interaction interface.
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Table 2. Comparison of the performance of eBPPEM with the state-of-the-art binary motion
descriptor on the Weizmann dataset

Methods Classifiers Accuracy (%) Speed (fps)

[8] MBP RF 100 N/A
[5] LTP SVM 100 25
[11] DW LBP +Moments KNN and DT 91.4 N/A
eBPPEM SVM 92.22 50.64

Table 3. Comparison of the performance of eBPPEM with the state-of-the-art binary motion
descriptor on the KTH dataset

Methods Classifiers Accuracy (%) Speed (fps)

[11] DW_LBP +Moments KNN and DT 96 N/A
[6] MIP SVM 93 N/A
[8] MBP RF 92.13 N/A
[5] LTP SVM 90.1 25
[7] MoFREAK SVM 90 42.05
eBPPEM SVM 91.14 46.28

RF: Random Forest, SVM: Support Vector Machine, KNN: K-nearest
Neighbors, DT: Decision Tree
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