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Preface

We are delighted to introduce the proceedings of the third edition of the 2018 European
Alliance for Innovation (EAI) International Conference on Smart Grid and Innovative
Frontiers in Telecommunications (SmartGIFT 2018). Different from the last two
SmartGIFT conferences that were held in the UK, this year, we brought SmartGIFT
from the northern hemisphere to the southern hemisphere and it was held at Auckland,
New Zealand, during April 23–24, 2018. SmartGIFT 2018 was co-organized by EAI
and Auckland University of Technology. The theme of SmartGIFT 2018 was “Smart
Grid and Innovative Frontiers in Telecommunications.” This conference brings toge-
ther researchers, developers, and practitioners from around the world who are lever-
aging and developing next-generation smart grids for a smarter and more resilient grid,
and for advancing telecommunications as an important enabler for human-to-human,
human-to-machine, and machine-to-machine connectivity.

The technical program of SmartGIFT 2018 consisted of 28 full papers, including
five invited papers in oral presentation sessions. Aside from the high-quality technical
paper presentations, the technical program also featured three keynote speeches and
three invited talks. The keynote speeches were by Professor Soung Chang Liew from
The Chinese University of Hong Kong, Hong Kong, Professor Tek Tjing Lie, from
Auckland University of Technology, New Zealand, and Professor Maode Ma from
Nanyang Technological University, Singapore. The three invited speakers were Pro-
fessor Ho-Pui Ho from The Chinese University of Hong Kong, Hong Kong, Professor
Yong Liang Guan from Nanyang Technological University, Singapore, and Professor
Ivan Wang-Hei Ho from The Hong Kong Polytechnic University, Hong Kong.
Selected best papers were invited to submit manuscripts to special issues of Springer’s
Wireless Networks on “Caching for Wireless Communication Systems and Networks”
and AIMS Electronics and Electrical Engineering on “Mobile and Wireless Tech-
nologies for Sustainable Mobility and Transportation System.”

Coordination with the steering chairs, Imrich Chlamtac, Bruno Kesler, Victor C. M.
Leung, and Kun Yang, was essential for the success of the conference. We sincerely
appreciate their constant support and guidance. It was also a great pleasure to work
with such an excellent Organizing Committee team for their hard work in organizing
and supporting the conference. In particular, we thank the Technical Program Com-
mittee, led by co-chairs, Dr. Xuejun Li and Dr. Faraz Hasan, who completed the
peer-review process of technical papers and compiled a high-quality technical program.
Other Organizing Committee members who supported and co-organized this confer-
ence were Dr. Ke Wang, Dr. Ramon Zamora, Dr. Saeed Rehman, and Dr. Hakilo Sabit.
We are also grateful to the EAI conference manager, Lenka Bilska, for her support and
all the authors who submitted to and presented their papers at the SmartGIFT 2018
conference. We strongly believe that the SmartGIFT conference provides a good forum



for all researchers, developers, and practitioners to discuss all aspects of science and
technology relevant to smart grids. We also expect that future SmartGIFT conferences
will be as successful and stimulating as indicated by the contributions presented in this
volume.

Peter Chong
Boon-Chong Seet

Michael Chai
Saeed Ur Rehman

VI Preface
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Temporary Internet Access
for Authentication and Key Agreement

for LTE Networks

Xue Jun Li1(B), Maode Ma2, and Jiecheng Xie2

1 Department of EEE, Auckland University of Technology, Auckland, New Zealand
xuejun.li@aut.ac.nz

2 School of EEE, Nanyang Technological University, Singapore, Singapore
{emdma,jcxie}@ntu.edu.sg

Abstract. Evolved Packet System-Authentication and Key Agreement
(EPS-AKA) is the security protocol in Long-Term Evolution (LTE).
However, it is still vulnerable to user identity attacks and fake eNBs. Effi-
cient EPS-AKA (EEPS-AKA) was proposed with some improvements.
Nevertheless, the EEPS-AKA is vulnerable to denial-of-service (DoS)
attacks and fake eNBs, despite of some minor flaws in its procedures. In
this paper, we propose Temporary Internet Access (TIA)-AKA to: (1)
prevent user identity disclosure by implementing some additional steps,
which allows a user equipment (UE) to request a temporary UE iden-
tity to access Internet; and (2) authenticate the Mobility Management
Entity (MME) through the validity of the assigned IP address. Physical
address and simple password exponential key exchange (SPEKE) method
are combined into the proposed TIA-AKA. Efficiency analysis suggests
the TIA-AKA provides a fully protection on the user identity and pre-
vent the DoS attack, at the expense of increased bandwidth consumption
and processing delay.

Keywords: Wireless communications · Long Term Evolution
Security attack · DoS attack · Authentication and Key Agreement

1 Introduction

Long Term Evolution (LTE) was proposed to support high data rate, low latency,
multimedia traffic for future generation of cellular networks [9]. As shown in
Fig. 1, a LTE network consists of the Evolved Universal Terrestrial Radio Access
Network (E-UTRAN) and the Evolved Packet Core (EPC). E-UTRAN includes
evolved nodes B (eNBs), which communicate with user equipments (UEs). The
EPC is a fully packet-switched backbone network in LTE. Voice service will be
handled by the IP Multimedia Subsystem (IMS) network. The EPC consists of
a Mobility Management Entity (MME) and Serving Gateway (SGW), a Packet
Data Network (PDN) gateway together with Home Subscriber Server (HSS).
When a UE connects to the EPC, the MME performs a mutual authentication
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

P. H. J. Chong et al. (Eds.): SmartGIFT 2018, LNICST 245, pp. 1–10, 2018.
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2 X. J. Li et al.

Fig. 1. LTE architecture of E-UTRAN and EPC [13]

with the UE [6]. The SGW forwards user data packets. The PDN GW allows a
UE to connect to external packet data networks and allocates IP address to the
UE [12]. With the fast deployment of 4G LTE networks, their vulnerabilities to
certain security attacks attracted significant research interests.

In this paper, we study existing security schemes in LTE and propose a new
scheme to improve the performance. Section 2 presents the related work, followed
by the review of EEPS-AKA in Sect. 3. Section 4 presents our proposed scheme
and Sect. 5 discusses its formal verification and performance evaluation. Section 6
concludes the paper with possible future work.

2 Related Work

The current security protocol adopted in LTE is Evolved Packet System-
Authentication and Key Agreement (EPS-AKA) [15], which evolved from 2G-
AKA, 3G-AKA to its current form. However, it is still vulnerable to user identity
attacks and fake eNBs [3,8,19]. A UE will perform a new registration every time
it connects to a new MME due to the fact that the new MME cannot obtain
the UE’s old Globally Unique Temporary Identifier (GUTI) to retrieve its Inter-
national Mobile Subscriber Identity (IMSI). The user identity can be revealed
when the IMSI is sent in plaintext during the registration process, which allows
user identity attack. Similarly, IMSI may be sent to the fake eNB if it acts as a
new MME by blocking the signal of real eNBs.

Several solutions were proposed to address these drawbacks. A comprehen-
sive survey of existing researches and studies of LTE and LTE-A networks on
security aspects was presented in [6]. In [7], EAP-FAKA was proposed to reduce
the authentication delay and signaling cost. However, EAP-FAKA is vulnera-
ble to fake eNBs [17]. In [10], I-AKA with GUTI was proposed to prevent DoS
attacks. However, it cannot protect user identity when a UE registers for the
first time. In [16], SE-EPS-AKA was proposed based on Wireless Public Key
Infrastructure (WPKI), which suggests that UE, MME and HSS shall acquire
the digital certificate via Certification Agency (CA) before communication. In
[1], a new modified attack “Intelligent brute force” was presented. Nevertheless,
it did not explain how an intruder knows the algorithm and the user identity is
still vulnerable.
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In [11], a HSK-AKA was proposed where digital signature is used to prevent
malicious MME. However, the IMSI was encrypted with the new secret key and
HSS required to know the IMSI in order to retrieve LTE key and calculate this
secret key. Therefore, a contradiction occurs when a HSS cannot retrieve the
IMSI, implying that it cannot read the messages from a UE at all. In [5], a
solution was proposed to prevent DoS attacks that UE is required to attach its
physical address to the authentication request.

The aforementioned protocols focus on securing the IMSI between UE and
MME. Nevertheless, none of them aim to authenticate the authenticity of the
MME. Thus, a fake eNB can still request the IMSI from UE as long as same
protocol is used. In [2], MEPS-AKA was proposed based on the SPEKE method
to provide strong mutual authentication between UE and MME, however, it cost
more execution time.

3 Review of EEPS-AKA

3.1 Analysis of EEPS-AKA

Efficient EPS-AKA (EEPS-AKA) was proposed to deal with the issue of
user identity disclosure [4]. In EEPS-AKA, Extensible Authentication Protocol
(EAP)-SPEKE is based on password shared only between peer and authentica-
tor. It is resistant to both active and passive attacks such as man-in-the-middle
(MitM), replay, password sniffing and brute force. It generates a strong session
key that can be used in data encryption. The password can be saved in a safe
manner. Figure 2 illustrates the mechanism of SPEKE protocol.

Fig. 2. SPEKE method

In EEPS-AKA, two random values (u and d) are chosen by UE to generate
the key A, which makes the shared key always different even though same values
(Au, Bm) are used. The protocol starts when MME computes its value B and



4 X. J. Li et al.

sends it to UE with user identity request message. After that, UE computers
its value A using two random values (u and d), and the shared secret key Kum

using f function, this key is used to protect the IMSI. When MME receives
the protected IMSI (PIMSI), it calculates the Kum key and forwards it to HSS
with other values. HSS and UE can verify each other via the random values
computed by Kum and Kuh keys. To provide perfect forward secrecy, the secret
key is used also to compute the generated keys in the later steps such as (IK,
CK, and MSK). The details of the EEPS-AKA is in Fig. 3.

Fig. 3. Overview of EEPS-AKA

3.2 Flaws in the EEPS-AKA

Firstly, two of its computational algorithms the key generation process of EEPS-
AKA, A = gud mod p and Kum = Bu mod p, have problems in generating the
secret keys. If these expressions are directly used to compute the secret key, it
can be derived that:

Kum = Am mod p =
(
gud mod p

)m
mod p = gudmmod p (1)

K
′
um = Bu mod p = (gm mod p )umod p = gum mod p (2)

Obviously, Kum is different from K
′
um. The proposed protocol cannot gen-

erate common session keys for UE and MME to communicate with each other,
thus the MME cannot decrypt new messages received from UE. The mutual
authentication between UE and MME fails at the very beginning. However, fur-
ther analysis shows that the SPEKE is applicable in generating the session keys.
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Assume random values u, d in UE and m in MME, the following algorithms can
be used to generate the session keys:

Kum = Am mod p =
(
gud mod p

)m
mod p = gudm mod p (3)

K
′
um = Bud mod p = (gmmod p)ud mod p = gudm mod p (4)

Even though the idea is proved to be feasible, using two random variables in
UE makes no sense in improving the SPEKE method. It may even result in wrong
session keys if the gud or gudm is larger than p as the previous assumption is valid
only when gud or gudm is smaller than p according to MATLAB simulations.

Secondly, the EEPS-AKA can generate strong session keys between UE
and MME, which means that the messages between UE and MME cannot be
revealed. Nevertheless, EEPS-AKA is still vulnerable to fake eNBs. The EEPS-
AKA focuses on the protection of user identity rather than preventing DoS
attacks, which can be launched with legitimate UEs. However, the detailed effi-
ciency evaluation and simulation is not performed for EEPS-AKA in [4].

4 Proposed TIA-AKA Scheme

4.1 Motivation of TIA-AKA

Currently, there is no perfect solution to the problem of fake eNBs in LTE.
It motivates us to propose Temporary Internet Access Authentication and Key
Agreement (TIA-AKA) protocol, which utilizes the IP allocation scheme in LTE
to distinguish fake eNBs.

4.2 Proposed TIA-AKA

TIA-AKA is based on EPS-AKA protocol and the SPEKE method used in
EEPS-AKA. In addition, a special server is proposed to enhance the verifica-
tion mechanism. TIA-AKA features a new mechanism for the UE to identify
fake eNBs. UE requests temporary user identity for Internet access to check the
authenticity of the MME/eNBs. It also combines the SPEKE method with MAC
address to protect IMSI and prevent DoS attacks. As shown in Fig. 4, there are
two sections and totally 10 steps for the TIA-AKA protocol. The first section
is to validate the MME and the second section is mutual authentication among
UE, MME and HSS. The 10 steps are:

(1) UE generates random variable u, computes A = gu mod p, and sends the
authentication request with A and its MAC address to MME via eNB.

(2) When MME receives the authentication request, MME records the MAC
address and compares with its memory to avoid DoS attack. If the MAC
address is fresh, the MME generates random variable m, computes B =
gm mod p and uses the received A to compute the symmetric shared key
Kum = Am mod p. Then, MME sends a temporary identity request to the
HHS.
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(3) Upon receiving the temporary identity request, HSS generates a temporary
identity request, authorizes the identity to be available for around 10 s and
sends it back to the MME.

(4) The MME encrypts the temporary UE identity with Kum and send the
message B, {TUI}Kum

to UE.
(5) When UE receives the message B and {TUI}Kum

, UE computes symmetric
shared key Kum = Bu mod p. UE uses the computed key Kum to decrypt
the TUI and apply the TUI to request connection on P-GW. If the UE can
get a valid IP address and connect to the Internet, the UE confirms that
the MME is legitimate MME. Furthermore, a server of service provider is
specially set up for temporary identity authentication. A special message
and expected response with a special symmetric key is stored in SIM card
when produced. Once UE accesses the Internet for authentication, it sends
the special message with its temporary identity to the server. If the response
tells that the identity is legitimate, UE confirms that MME is legitimate.
Then, UE sends its IMSI, registration request and MAC address encrypted
with the Kum to the MME.

(6) MME compares the MAC address again to prevent DoS attack and forwards
the IMSI, SNID and n to HSS if the request is fresh.

(7) Upon receiving the authentication request from the MME, the HSS first
verifies the IMSI and SNID and uses the retrieved LTE key and gener-
ated random RAND and SQN to create XRES, AUTN, CK and IK. Then,
a top-level key (KASME) is calculated through Key Derivation Function
(KDF) with the SNID, CK and IK. The HSS forms n AVs and sends them
back to the MME. The AVi = (RANDi,AUTHi,XRESi,KASMEi

), i =
0, 1, · · · , n. MAC = f1k (SQN||RAND||AMF), XRES = f2k (RAND),
CK = f3k (RAND), IK = f3k (RAND), AK = f3k (RAND) KASME =
KDF (SQN ⊕ AK,SN, id,CK, IK), AUTN = SQN ⊕ AK||AMF||MAC.

(8) The MME stores the AVs received from the HSS, and selects one of them
to use in LTE authentication of the UE. The MME allocates KSIASME ,
an index of KASME , and delivers it instead of KASME to the UE so that
the UE and the MME can use it as a substitute for KASME . The MME
sends KSIASMEi

together with RANDi and AUTHi in the Authentication
Request to the UE.

(9) Upon receiving the Authentication Request from the MME, the UE
extracts the messages from the AUTH to check the received messages with
following operations: XAK = f5k(RAND), SQN = XAK ⊕ SQN ⊕ AK,
XMAC = f1k (SQN||RAND||AMF) =?MAC, XSQN =?SQN. If one of the
two checks fail, it delivers Authentication Failure (CAUSE) message; other-
wise, it calculates RES = f2k (RAND) and sends Authentication Response
with RES back to MME.

(10) Once the MME receives the RES from the UE, it compares the RES with
the XRESi of the AV received from the HSS. If RES matches the XRESi,
the MME send a success message to UE and the authentication process is
completed.
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After completion of authentication, the UE derives KASME with CK, IK,
SQN and SN ID. KSIASME received from the MME is used to represent the
index of KASME and KSIASME is used during the NAS security setup between
the UE and the MME. Note that these procedures are only processed when
the UE registers to the MME and HSS for the first time; after success of the
registration, GUTI is used instead of IMSI for other authentication process.

Fig. 4. Overview of proposed TIA-AKA

5 Security Analysis and Performance Evaluation

5.1 Formal Verification of TIA-AKA

The automated validation of Internet security protocols and applications
(AVISPA) tool is used for validating the protocols. The AVISPA verification
outputs of EEPS-AKA and TIA-AKA are shown in Fig. 5(a) and (b), respec-
tively. From the execution outputs, we can see that the TIA-AKA is safe and it
achieves the specified goals.

5.2 Performance Evaluation of TIA-AKA

Table 1 summarizes the length of authentication parameters [14]. For EPS-AKA,
the bandwidth requirement [18] is given by

BWEPS-AKA = (963 + 608n) Navg,AEPH (5)

where Navg,AEPH is the average number of authentication event per HSS. Sim-
ilarly, for the proposed TIA-AKA, the bandwidth requirement is given by

BWTIA-AKA = (1510 + 608n) Navg,AEPH + (393)Navg,AEPM (6)
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Fig. 5. AVISPA output of EEPS-AKA

where Navg,AEPM is the average number of authentication event per MME. In
Eq. (6), the last term corresponds to additional bandwidth consumption for UE
to authenticate the MME through the Internet under TIA-AKA. For simplicity,
as long as the UE can receive an IP address and establish the default bearer, it
considers that the MME is legitimate.

Table 1. Length of authentication parameters

Parameters Length (bits) Parameters Length (bits)

RES, MAC, Type, TAl, IMSI 64 AMF 16

K (LTE K), RAND, CK, IK 128 SQN, AK 48

KSIASME 3 KASME 256

Service request 8 AUTN 128

Physical address 48 AV 608

The simulated network consists of one MME area, dividing into three track-
ing area (TA). Each TA contains seven eNBs. For TIA-AKA, the authentication
processes is done only in its first registration. The following parameters are used:
(1) average velocity V for UE; (2) movement direction of UE is uniformly dis-
tributed over [0, 2π]; (3) UEs are uniformly populated with the density within the
area, ρ; (4) The radii of eNB area, TA and MME are L1, L2 and L3, respectively.
The average number of active mobile crossing the area boundary of length L, is
given by R = ρV L/π. Note that handover happens when UE is in active mode;
Tracking Area Update (TAU) happens when UE is in idle mode; registration
happens when MS is switched on or moved from one SN to another.

The simulation covers two scenarios, urban area and suburban area. For
urban area, ρ = 1000 people/km2, V = 40 km/h, L1 = 800 m. Number of MME



Temporary Internet Access 9

is 30. From Fig. 4, we know that L3 ≈ 4.5 ∗ L1. Therefore, the average num-
ber of authentication request in the HSS is about 382/s. The total band-
width consumptions for EPS-AKA and TIA-AIA are 382 * (963 + 608n) bps
and 382 * (1510 + 393 + 608n) bps, respectively. For suburban area, ρ = 100
people/km2, V = 80 km/h, L1= 1500 m. The number of MME is 5. Therefore the
average number of authentication request in the HSS is about 24/s. The total
bandwidth consumptions for EPS-AKA and TIA-AIA are 24 * (963 + 608 * n) bps
and 24 * (1510 + 393 + 608 * n) bps, respectively.
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Fig. 6. The bandwidth consumption simulation results of TIA-AKA

From Fig. 6, it can be seen that when more authentication requests occur, the
bandwidth consumption of TIA-AKA raises sharply as n grows. Due to the extra
message size through MME, the difference between bandwidth consumption of
EPS-AKA and that of TIA-AKA increases with the increase of authentication
requests. Table 2 compares message sizes of different protocols with n = 1.

Table 2. Performance comparison with n= 1

Protocol EPS-AKA EEPS-AKA SE-AKA G-AKA TIA-AKA

Message bits 1571 1776 2184 1888 2511

Excess percentage - 13% 39% 20% 60%

6 Conclusion

TIA-AKA is proposed to prevent user identity disclosure and fake eNBs. Effi-
ciency analysis shows that TIA-AKA provides a full protection on the user
identity and prevents the DoS attack through the MAC address checkout, at
the expense of increased bandwidth consumption and authentication delay. Our
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future work will be improvement on the efficiency of TIA-AKA with group
authentications.
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Abstract. Natural disasters like earthquakes often cause partial or com-
plete breakdown of existing telecommunication infrastructure leaving the
helpless people in the affected areas without means of exchanging emer-
gency messages. Under such situations, a temporary ad-hoc system to
help in exchanging emergency communication messages and post-disaster
recovery can be set up utilising the smartphones of affected victims and
the IoT devices of the smarthomes in the affected areas and this paper
proposes a method to do that. In the proposed method, smarthome
IoT devices are set up to act as relay nodes to communicate emer-
gency messages in absence of a fully functioning telecommunication net-
work. A relay node is chosen based on multiple independent parameters
like the residual lifetime of an IoT device and its degree of connectiv-
ity. MATLAB-based simulations conducted prove the efficiency of the
method.

Keywords: Natural disaster · Energy consumption
Relay · IoT · Smartphone

1 Introduction

During disaster incidents like earthquakes, people get trapped under collapsed
buildings or debris and they get seriously injured or even die. Failure to quickly
locate and rescue the victims trapped under debris is a problem. Communication
of post-disaster emergency messages is highly crucial for fast localization and
saving the lives of the victims trapped under rubbles and debris immediately
aftermath a natural disaster incident.

Most studies performed so far to provide improved communication abili-
ties during and after disaster situations focused on the deployment of additional
wired or wireless connection infrastructure. For example, in [1] a geosynchronous
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earth orbit satellite access point (SAP) is deployed in the disaster area to pro-
vide connectivity with a cost of time, which is unrealistic in disaster scenarios.
A Hybrid Wireless Mesh Network (HWMN) using the free unlicensed spectrum
and IEEE 802.11b/a/g off-the-shelf devices is considered in [2]. A combination of
the previous concepts proposed in [3] considered a portable transmission tower
with two radio interfaces and a Very Small Aperture Terminal transceiver. How-
ever, the delay associated with bringing in and deploying a portable commu-
nication tower in the disaster area was unrealistic. As an alternative to fixed
infrastructure, the authors in [4–6] proposed an on-site network configuration
to support disaster recovery based on the concept of wireless Multi-hop com-
munication abstraction. In [6], each smartphone connected to the nearby access
point (AP) for communication as well as a virtual AP (VAP) to extend the
network. This formed a tree-based multi-hop access network that extended the
coverage and provided additional network resources to victims to communicate.
Smartphones based disaster recovery methods are also proposed in [7–9] to locate
immobilized survivors.

Telecommunication infrastructure during such disaster incidents may par-
tially or completely collapse. In such situations, an ad-hoc communication net-
work may be set using smartphones. A smartphone assisted device-to-device
(D2D) victim localisation method (SmartVL) is proposed in [10], where a smart-
phone self-senses a disaster scenario, self-switches to a pre-set disaster mode and
self-connects to nearby available smartphones to create an ad-hoc communi-
cation network in order to relay emergency messages containing the tentative
location of victims trapped under rubbles. However, SmartVL only considers
smartphone-based D2D communication, whereas, currently, there are various
other IoT devices that can support communication under such disaster circum-
stances. So far, only a limited number of efforts [11,12], have focused on the IoT
based communication for post-disaster emergency communication and recovery.

In this paper, we propose a smartphone and IoT based D2D ad-hoc network-
ing mechanism to support post-disaster emergency communication and recovery.
This research considers that smarthome-based IoT devices can act as relay-
ing devices to relay the emergency messages (data packets) from smartphones
belonging to victims in the disaster affected areas to first responders or other
rescue people. We consider IoT gateway devices (IoTGD) that can support mul-
tiple heterogeneous RATs and normal IoT devices (NIoTD). Such a smartphone
and IoT-based multi-hop ad-hoc communication method can be effective post-
disaster scenarios with little or no functional telecommunication coverage or
internet connectivity. Every IoT device (or node) can choose its immediate relay-
ing device based on the independent parameters like the residual lifetime of the
device (depending on the leftover battery energy of the device) and the degree
of connectivity of a device enroute the destination. In the remaining paper, the
terms ‘device’ and ‘node’ are used interchangeably, where a node implies an IoT
device.

The rest of the paper is organized as follows: Sect. 2, presents the proposed
method, while Sect. 3 explains the selection of an ideal relay node in the method.
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The simulation set up and results are discussed in Sect. 4 and Sect. 5 concludes
the paper.

2 The Proposed Method

Immediately aftermath a disaster incident, like earthquake, cellular networks in
the affected area may get congested owing to an excessive increase in the net-
work traffic volume or can be completely damaged or collapsed leaving helpless
people stranded without means of communication. Under such circumstances,
smart homes in the disaster affected areas fitted with the different IoT devices
(e.g., smart alarms, smart smoke monitors, smart temperature monitors etc.)
can be utilised in the emergency communication and recovery as explained here.
The different IoT devices in a smart home communicate to each other and relay
messages. For the simplicity of this work, we assume that a small scale heteroge-
neous network in a disaster affected area consists of few structurally symmetric
smart homes fitted with the different IoT devices that are fixed and locations of
the devices in the homes are known to each other.

This work considers both smartphones and smart homes IoT devices. We
assume that smartphones belonging to victims and other people in the affected
areas are able to self-monitor the radio environment and detect the occurrence
of a natural disaster. Upon detection, a smartphone can self- switch to a pre-
defined disaster mode in order to communicate emergency HELP messages to
other smartphones in the vicinity. The details of this procedure is discussed in
[10]. However, in [10], the authors only considered smartphone to smartphone
communication. If a victim or affected person’s smartphone is unable to find
another smartphone operating in the same mode in the proximity, the commu-
nication is dropped and emergency messages are terminated, which certainly is
not desirable. To address this issue, in this work we have leveraged the concept
of D2D communication and considered the IoT devices in the smart homes to
relay the emergency messages in absence of fully functioning cellular networks.
We assume that an IoT device can sense an event and communicate messages
with other devices (a more powerful IoT device has some processing abilities
as well). Also, IoT devices are generally battery powered and its functioning
consumes battery energy.

An example of the communication scenario mentioned above is presented in
Fig. 1, where a smartphone belonging to user A relays emergency messages to
another smartphone belonging to user B through the smart home IoT devices.
Here, we assume two different types of IoT devices, namely, an IoT gateway
device (IoTGD) and a normal IoT device (NIoTD), which is not a gateway. An
IoTGD is a multi-RAT device that can communicate both with smartphones
and other IoT devices (i.e, with NIoTDs) and each smarthome can have more
than one IoTGDs. A NIoTD on the other hand is just a normal single RAT
IoT device that can only communicate to other NIoTDs and IoTGDs but not
with a smartphone. Both IotGD and NIoTD are capable of relaying messages.
In case of a post-disaster scenario, we further assume that an IoT device can
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relay emergency messages only if it has adequate amount of leftover energy
in the battery to support such actions. This is because, aftermath a disas-
ter, power outage is common and devices have to rely on battery backups for
functioning. Therefore, appropriately predicting the leftover energy of a device
is important to estimate its tentative life time. An IoT device with leftover
energy in the battery below a threshold limit is not considered for the relaying
purpose.

In the proposed method, a smartphone which is unable to find another nearby
smartphone to pass on the emergency message, can instead communicate the
message to an IoTGD in a smarthome (in the disaster affected area) having
adequate leftover battery energy. The IoTGD then relays the message to another
suitable IoTGD or NIoTD, which has the highest leftover battery energy and
the largest degree of connectivity. This process continues until the message is
forwarded to another smartphone (located outside the smarthomes) by the final
IoTGD. The section below explains the proposed method in detail.

Fig. 1. Considered network scenario

3 Selecting an Ideal IoT Device to Relay Messages

An IoTGD or a NIoTD selects the next IoT device to relay an emergency message
based on the following criteria: (a) the lifetime of an IoT device depending on
the residual or the leftover energy of the device’s battery, and (b) the degree of
connectivity of an IoT device.

3.1 Lifetime of an IoT Device

An Iot device can either be in a sleep state or in an active state. While, energy
consumption of such a device during sleep state is negligible, it consumes sig-
nificant energy when operating in an active state. Here we explain the energy
consumption of an IoTGD and an IoTD when operating in active state.

Normal IoT Devices: As mentioned above, the cycle of operation of a NIoTD
is composed of sleep and active states. The energy consumption while in the
sleep state is negligible in comparison to that in the active state and can be
written as:

Esleep = Psleep × Tsleep (1)
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On the other hand, a NIoTD performs the following activities when operating
in an active state:

– Idle: No event occurred; Eidle = Pi × Ti.
– Sensing: A device senses the environment and processes the sensing informa-

tion; Esense = Pse × Tse.
– Transmitting: A device transmits the processed sensing information;
Etransmit = Pt × Tt.

Therefore, the total energy consumption for an NIoTD when in an active state
can be calculated as:

ENIoTD = Eidle + Esense + Etransmit

= Pi × Ti + Pse × Tse + Pt × Tt

(2)

IoT Gateway Device: An IoTGD is capable of communicating to smart-
phones and hence is a multi-RAT device supporting heterogeneous connectivity.
An IoTGD has multiple transceivers and hence consumes more energy than a
NIoTD. The energy consumption of an IoTGD can be written as:

EIoTGD−hm = Eidle + Esense + Ere−hm + Etransmit

= Pi × Ti + Pse × Tse + Pre−hm × Tre−hm + Pt × Tt

(3)

Moreover, an IoTGD may require extra energy to convert or process the emer-
gency messages received from or communicated to a smartphone as the message
formats may be different. Thus, the energy consumption of an IoTGD including
that for the message conversion is:

EIoTGD−ht = Eidle + Esense + Ere−ht + Etransmit

= Pi × Ti + Pse × Tse + Pre−hm × Tre−ht + Pt × Tt

(4)

It is obvious that Ere−ht > Ere−hmdue to additional processing and protocol
conversions of different RAT. Now, for a cycle the total energy consumption is
the sum of the energy consumption in sleep state and active state which is as
follows:

Etotal = Esleep + Eactive

=
(
Esleep + Eidle + Esense

)
× (1 − R) + R ×

(
Etransmit + Ere−hm

× Rhm + Ere−ht × (1 − Rhm)
)

(5)
Here, the value of R will be 0 for non-relay node and 1 for relay node. Same as
if the relay node is homogeneous relay then Rhm will be 1 otherwise 0.

Let us consider that Ethr is the minimum energy required to maintain the
communication with the other IoT devices and relay devices. Hence the life-
time of an IoT device can be defined as a number of cycle periods before the
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IoT device reach below the Ethr. Hence the lifetime of an IoT device can be
written as:

Klife = max(m) : Etotal ≥ Ethr (6)

3.2 Neighbour Discovery and Degree of Connectivity

An IoT device needs to discover its neighbour nodes or other available IoT
devices to relay messages and also needs to know the degree of connectivity of
each of the neighbours. For an IoT device, the degree of connectivity can be
defined as the ratio of the number of IoT neighbours it has over a total number
of IoT devices [13] in the small network considered. Any IoT device can initiate
a neighbour discovery operation by sending a simple HELLO message consisting
of the sender’s ID, energy level and location coordinate. Upon receiving the
HELLO message, the receiver can add the sender as a neighbour and responds
back with a HI message with the same. On receiving the reply message, the
sender can similarly add the receiver as a neighbour. The neighbour discovery
process is presented in Algorithm 1. The degree of connectivity is calculated in
line 14 of Algorithm1.

Algorithm 1. ND Algorithm
Input: (i) Transmission flag, FlagTx;

(ii) Rescan period, Tout;
(iii) No of node, n

Output:(i) The neighbour of node X: N(X);
(ii) Degree of connectivity, D;

Begin
1: while mod(t, Tout) = 0 do
2: Node X: Send HELLO message
3: if Message received:Node Y then
4: N(Y ) = N(Y ) ∪ x
5: Node Y : Send HI message
6: if Message received:Node X then
7: N(X) = N(X) ∪ Y
8: else
9: Eliminate Y from the list

10: end if
11: else
12: Send HELLO Message
13: end if
14: D =

|N(X)|
n

15: end while

End

3.3 Relay Node Selection

As mentioned above, in our proposed method, an ideal relay node is chosen based
on the lifetime of a node or device (which is dependent on its leftover battery
energy) and the degree of connectivity of an IoT device. So, if the neighbour
discovery phase, finds two or mode nodes that are eligible to qualify as relay
nodes, then ideally the one with the maximum leftover battery energy (i.e., with



A Smartphone-Assisted Device-to-Device Communication 17

maximum lifetime) and the highest degree of connectivity is chosen as the relay
node. However, the ideal scenario may not always be the case and there could
be a trade off between the above two parameters that we may have to consider
in order to priorities one node above the other as explained in (Eq. 7) below.

Tfactor =
(
k

n

)A

+ (klife)
B (7)

Equation 7 ensures that, always the ideal node will be selected as the relay node
depending on parameters A and B, which provides the flexibility of choice. If
the residual lifetime of a device is the main concern in a disaster scenario, then
the node with higher lifetime can be selected, but if the priority is to minimise
the message transmission time, then the node with higher degree of connectivity
needs to be selected as the relay node.

4 Performance Evaluation

We have used a MATLAB-based simulation system to evaluate the performance
of the proposed method and have compared the results with existing relay selec-
tion methods explained in [14]. In [14], the authors proposed three relay deploy-
ment or selection strategies based on degree of connectivity, lifetime and hybrid.
In all cases network operation progress in rounds. Higher the number of relay
nodes, lesser is the network lifetime as relay nodes consume more battery power.
For our simulation, we have considered three performance parameters, namely,
the mean residual energy consumption, relay node survival and average success
rate. Table 1 lists the simulation parameters.

Table 1. Simulation parameters

Parameter Value Parameter Value

Number of nodes 50–100 Tactive d× TCycle

Network range 100 m× 100m Tslp (1 − d) × Tcycle

Data packet size 500 bytes Tidle
Tactive

2
(No event)

Tactive (event)

Control packet size 25 bytes Tsense 1.1 s

Tcycle 5 s Ttransmit 1.4 s

d [0,1] Ethreshold 0.5 mJ

Thm = Tht 1 s Einitial 0.5 J

4.1 Mean Residual Energy Consumption

We explain here the performance of our proposed method in context to the mean
residual energy consumption parameter, which provides us with an understand-
ing of the residual lifetime of a device. (Figure 2) shows that the mean residual
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energy in the case of our proposed method is higher than the other protocols.
A significant performance difference can be observed with hybrid scheme, which
considers both degree of connectivity and node’s residual energy. However, the
energy consumption in hybrid model is mainly dominant by the distance between
relay nodes and base stations. Interestingly, a significant amount of energy is
consumed for sensing and data (message) processing in IoTGDs (supporting
heterogeneous RATs), which are introduced in our method. Figure 2 shows that
mean residual energy of relay nodes in our proposed method is 14% higher
than the hybrid, 37% higher than the lifetime and 58% higher than the other
connectivity-based relay selection scheme.

4.2 Relay Node Survival

The number of active relay nodes that survive at each round is an important
parameter to study in a disaster scenario. Power failure or outages is common
aftermath a disaster incident. In such cases, the in-house IoT devices needs to
survive on battery backups as long as possible. More the number of active relay
nodes, better is the end-to-end delay performance. Figure 3 depicts that proposed
method, in context to this parameter, shows the following improvements: 12%
in comparison to the hybrid scheme, 27% in comparison to lifetime and 69% in
comparison to connectivity schemes. Such improvement is a result of the fact that
in our proposed method an IoTGD or a NIoTD only transmits data to the nearest
relay node enroute the destination in the multi-hop communication scenario. As
higher the distance between two nodes, more is the energy consumption, in our
proposed method energy consumption is always less as there are intermediate
nodes available to help relay the emergency messages.
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4.3 Average Success Rate

The average success rate (ASR) implies the reliability of the method to success-
fully transmit packets (messages) to the destination even if intermediate relay
nodes fail. ASR is defined as the ratio of the number of transmitted packets
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from a source to the total number of packets received by the destination from
the same source. To study the performance of the proposed method in context
to this parameter, the simulation is configured for 1200 rounds. Figure 4 shows
that the success rate is increased with the number of relay nodes. In most cases,
the proposed scheme has an increased success rate of 10% compared to hybrid,
30% compared to lifetime and 47% compared to connectivity schemes.
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Fig. 4. Average success rate of packet delivery

5 Conclusion

This paper proposes a smartphone and IoT devices-assisted emergency and
recovery method in a post-disaster environment, where smartphones can utilise
the IoT devices in the smartphones in the disaster affected areas to success-
fully relay the emergency messages to other smartphones. We considered two
different types of IoT devices, namely, the IoTGD and NIoTD, both with relay-
ing capabilities and have proposed methods to select an ideal relaying node
based on multiple criteria like, the residual lifetime of an IoT device and the
degree of connectivity of each of the devices. Our proposed criterion for relay
node selection is appropriate for disaster situations requiring lower energy con-
sumption and end-to-end delay in data transmission. Simulation results have
shown better performance of our proposed method in comparison to other such
schemes.
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Abstract. This paper presents two methods for detecting abnormal
electricity consumption by utilizing usage patterns in the vicinity. The
methods use contextual and factual information including, energy con-
sumption patterns, nature of supply and category of day to logically
group meters and find abnormalities. Using heuristics proposed in the
paper, data collected from fifty smart meters deployed inside hostels
of IIIT-Delhi were investigated for abnormal electricity consumption.
Multiple abnormalities were found and their causes were verified after
discussion with campus administrators. Our results show that the pro-
posed heuristics successfully found abnormal energy consumption behav-
ior. Therefore, these methods could be used for real-time abnormality
detection. This will result in reducing operating costs by automatically
detecting and reporting abnormalities without human intervention.

1 Introduction

Many countries across the globe have started to realize the importance of energy
efficiency. Efficient energy usage habits reduce overall expenditure on energy.
Energy conservation reduces energy wastage, contributing towards a sustainable
development.

Smart meters are the next generation of electricity meters. They help in
better energy accounting. Using smart meters, users can make informed decisions
for reducing energy usage. Smart meters provide fine grained data that can
be used for monitoring, recognition, and profiling of appliances using device
signatures.

For efficient energy usage, abnormal behavior should be identified. While
developing prediction techniques and benchmarking mechanisms one has to
remove anomalous data. Therefore, new methods for abnormal energy consump-
tion detection should be devised to help identify abnormal system behavior.
Visualization of energy consumption using smart meters helps in finding abnor-
mal behavior and reduce energy costs. Using smart meters, a better demand
response system can be created through pattern analysis.

The main contribution of this paper is to apply two heuristics for detecting
abnormal energy consumption detection in a residential campus. Using smart
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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meters we track energy consumption for hostel residents in the campus. To the
best of our knowledge, previous research analyzed energy consumption at a house
or a building level. We are the first to detect abnormal energy consumption for a
group of meters having same context inside hostels in a residential campus. Our
empirical evaluation demonstrates the effectiveness of the proposed heuristics.
An abridged preliminary version of the work appeared in [1].

The remainder of this paper is organized as follows. Section 2 discusses related
work. Section 3 describes our methodology including data collection and contex-
tual separation of the data set. Section 4 presents two abnormal energy consump-
tion detection heuristics. Section 5 discusses observations and results for each of
the heuristics. Section 6 concludes the paper.

2 Related Work

With rapid development of smart grids, researchers have proposed various tech-
niques for abnormal detection in smart grids. A sliding window framework was
proposed to integrate historical sensor data and contextual features for detect-
ing anomalous behavior [2]. Saad and Sisworahardjo [7] presented contextual
anomaly detection algorithm to detect irregular power consumption using unsu-
pervised learning algorithm and temporal context generated from meter read-
ings. Rossi et al. [6] evaluated an approach for anomaly detection in smart grids
derived from data streamed from smart meters. The proposed approach took into
account the aspects of collective and contextual anomalies. In [5], the authors
introduced load profiling methodology relying on consumption data from smart
meters. The non-monitored users’ load is then decomposed using artificial neural
network trained with the available data.

Chen and Cook [4] transformed time series energy consumption data into a
symbol sequence. They used suffix tree to identify occurrence of patterns. Then,
the power sequences were clustered to find outliers in the data. They used two
month data from apartments to detect energy outliers. We used clustering to get
outliers in the data in one of the heuristics. Apart from clustering, we followed
a completely different heuristic-based approach to detect abnormal behavior. In
[8], the authors used peak energy consumption in daily readings to find abnor-
mal energy consumption in buildings. They used energy consumption history
and calculated variation from normal. They used mean and standard deviation
to detect abnormal energy consumption. In our approach, we have also used
energy consumption history. Apart from that we have used percentage change in
consumption and distance from K-nearest neighbor days in heuristic 2 to detect
abnormal behavior.

Bellala et al. analyzed data from 39 m in three buildings in a commercial
campus of a large company [3]. They combined Support Vector Machines (SVM)
with Hidden Markov Model (HMM) to propose a semi-supervised approach.
They used occupancy models to reduce load on lighting on one floor. Our work
is different as we used unlabeled data and unsupervised approach to detect
abnormal consumption behavior.
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3 Methodology

IIIT-Delhi campus is spread over 25 acres in Okhla, New Delhi, India. After
phase 1 of construction, 30,000 m2 of space was covered by buildings. Schneider
Electric EM64XX series meters are deployed across campus and collect over
5 million data points every day. Over 200 of these smart meters are deployed
inside 13 buildings in IIIT-Delhi campus. This includes student hostels, lecture
halls, academic offices, faculty housing, library building (including student labs),
sport arena, and centralized facilities. For our analysis in this paper, energy
consumption data from 50 m of girls hostel and boys hostel were used.

3.1 Data Collection

Raspberry Pi controllers are connected to groups of meters over a common RS485
serial communication bus. Using smart controllers, the data is pulled from meters
and transported over campus LAN. We utilized the Simple Measurement and
Actuation Profile (sMAP) for data storage, transmission, and communication
with devices.

Every 30 s, over 10 electrical parameters (including energy, voltage, power
factor) are collected by each smart meter. This is in contrast to others, where
data is collected at much larger granularity (30 min or above). Data collected at
such high resolution allows detailed energy accounting. The data is stored into
archive which is queried to access desired data. The dataset used contains energy
data from January, 2014 to April, 2015 (16 months). All the days were labelled as
weekday#, weekend#, holiday# in chronological order and meters were labelled
as power# and backup# where # is the unique identifier (number).

Although, granularity as low as 30 s is useful for finding appliance usage
signatures, very low granularity gives unnecessary level of details for energy con-
sumption profiles. Therefore, we initially used aggregated data with hourly gran-
ularity to find abnormal energy consumption. Later, detailed causes for abnormal
consumption were found using fine grained data.

3.2 Contextual Separation of Data

Energy consumption is dependent on the context. Separating and grouping data
with similar context is helpful for enhanced data analysis. Therefore, we grouped
the collected data on three parameters: hour of the day, type of the day, and
type of supply.

In our case, the energy data is collected from student hostels of a residen-
tial campus. For regular students, the campus is functional eight months in a
year. Rest of the four months includes winter and summer break of one and
three months respectively. During breaks, many hostel wings are not occupied.
Therefore, vacation and working days have different consumption patterns.

In IIIT-Delhi most of the classes are scheduled on weekdays. Weekdays and
weekends have different consumption patterns as well. This is because hostel
residents whose parents live nearby visit their homes during weekends. Thus,
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working days were further divided into weekdays and weekends. The three types
of days are summarized as follows: Working days (Working weekdays and work-
ing weekends of the semester), Vacation days (Between semester holidays and
mid-semester break), and Weekends (non-working).

To summarize, the data is divided into groups based on the following different
contexts:

1. Day-wise context (3): Working days, weekends, and long holidays.
2. Hour of the day context (3): 0000–0600, 0700–1600 and 1700–2300 h.
3. Supply type context (2): Power and light backup.

In total, we formed 18 different groups (3 × 3 × 2 for each combination of
day, hour and supply type). The expected intra-group daily energy consump-
tion pattern is same. Therefore, abnormal energy consumption was analyzed by
comparing different meters within the group.

4 Abnormal Consumption Detection Heuristics

We describe our heuristics to detect abnormal or unexpected energy consump-
tion for a group of meters having same context. Using these heuristics, campus
administrators can focus only on the anomalous meters and inspect unexpected
behavior.

4.1 Heuristic 1: Abnormal Consumption Detection Using
Percentage Change in Consumption

For a group of meters having same context, the energy consumption is similar.
The actual energy consumption values depend on the behavior and usage pattern
of the occupants. In IIIT-Delhi, most of the hostel rooms are occupied by same
occupants for two consecutive semesters. Therefore, for a given meter, the change
in behavior is dependent on external conditions including weather.

When we compare different meters having same external conditions, the rate
of change in consumption is expected to be similar. The data used in this paper
is collected from meters deployed at wing level inside two buildings. Every floor
of the building has approximately three to five meters. Also, these buildings
are located next to each other. In this environment, all meters are expected to
exhibit similar behavior.

In other words, the rate of increase and decrease in energy consumption has
to be similar for a given day. If most of the meters show decrease in their energy
consumption, steep increase in consumption for the rest of the meters is an
abnormal behavior.

This heuristic uses the percentage change of energy consumption to calculate
abnormal energy consumption score. The input to the heuristic is a quantized
set of energy consumption values. For a given day, the input to the heuris-
tic is consumption data of current day and previous day of all meters. This
data is chosen from one of the formed groups having same context. Using this



Heuristics-Based Detection of Abnormal Energy Consumption 25

heuristic, abnormal consumption score is calculated using the multiple steps.
This data set is divided into subsets of a configurable width. For example, hours
0700–1600 can be divided into continuous subsets of length 5 namely 0700–1100,
0800–1200, 0900–1300, 1000–1400, 1100–1500, 1200–1600. Anomalous data for
shorter durations of time is helpful to detect smaller segments of anomalies. This
is because, while calculating percentage change in energy consumption, longer
duration tends to normalize anomalous behavior. In case the abnormal behavior
exists for longer durations, the effective score for longer durations will be magni-
fied while combining the scores for a given set. This is because combined scores
of subsets are used to find the score of a set. Also, shorter duration anomaly
scores are helpful while narrowing down on abnormal behaviors.

For the given day and its previous day, total energy consumption is calcu-
lated. Using these values, the percentage change in energy consumption (P[i])
is calculated. To differentiate, this value is kept negative for decrease in total
energy consumption and positive for increase in total energy consumption. From
the values obtained in previous step, two sets of meters, namely increasing meters
and decreasing meters, are formed. Meters with increase or decrease in energy
consumption are called increasing meters or decreasing meters respectively.

Now, each of the meters in the two sets is multiplied with the ratio of meters
in the opposite set to obtain a score S[i]. For example, if there are four meters
in decreasing group and 1 m in increasing group. Then the percentage decrease
for every meter in decreasing group will be multiplied with 0.2 (1/5) and the
percentage increase for every meter in the increasing group will be multiplied
by 0.8 (4/5). In this step, meters in minority will be multiplied with ratio of
meters in majority and vice versa. The higher ratio of majority depicts higher
abnormal behavior by the meters in the minority. The lower ratio of minority
depicts lower abnormal behavior by the meters in the majority. Majority meters
are those meters whose ratio among increasing and decreasing meters is higher.
Similarly, minority meters are those meters whose ratio among increasing and
decreasing meters is lower.

Finally, the score, S[i] is multiplied with average percentage change of the
majority meters and the average percentage change of the minority meters. This
is useful in comparing the anomaly score of current day with the anomaly score
of other days. While comparing anomaly score of the current day all the values
will be multiplied with the same factor. Therefore, for a given day this will not
affect relative anomaly scores. Higher average of majority meters depicts higher
chances of anomalous behavior for minority meters. Depending on the use case,
one could also replace multiplication of scores with average percentage change of
the majority and minority meters with their difference. As the sets were divided
into subsets, the abnormal energy consumption score for a set could be calculated
using the scores of subsets. To find the score for a given set, all its subset scores
were averaged.
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4.2 Heuristic 2: Abnormal Consumption Detection Using the
Distance from K-Nearest Neighbor (KNN) Days

When all the energy consumption days are clustered together, outliers represent
anomalous behavior. This is true when we assume the abnormal energy consum-
ing days are significantly less in number compared to normal energy consuming
days. In that case, the distance between two normal energy consuming days will
be significantly lower than the distance between an abnormal energy consuming
day and a normal day. Therefore, if we find the distance from K-nearest neigh-
bouring days, the distance of anomalous days will be significantly higher than
normal days. If there is a possibility of more than K-outliers to be close to each
other, the distance from the mean of the data could be factored to calculate
anomaly scores.

The input to the heuristic is consumption data. This data is chosen from one
of the groups having similar context as the meter whose data is under consider-
ation. A subset of data from a group is used to determine K-nearest neighbour
days. Following are the configurations that we used to form subsets and find
anomaly scores:

1. Consumption by all meters on all days: This is the basic configuration that
can be used to find anomalous behavior. One should note that we are using the
subset of data from a group out of the eighteen groups we formed. Therefore,
by all meters on all days we mean the entire group. This method works well
as data used have same context for the consumption data in a group. Also,
one can further improve the results by selecting a subset of the data in a
group to further narrow down the context. These cases are discussed in the
remaining configurations.

2. Consumption by current meter on all days: This configuration can be used
when some of the meters have very different consumption from the set. Dif-
ferent behavior from the set is not expected and should be investigated. If
one observes such behavior, one could use this configuration to effectively find
abnormal behavior. For example, if we consider the lifts in the hostels, these
cannot be grouped with regular meters as the use case for the energy con-
sumption in lifts is different than consumption in hostel rooms. Therefore,
we can use this configuration to detect abnormal behavior in meters with
unexpected or irregular consumption.

3. Consumption by all meters on current day: This is similar to consumption
by current meter on all days. Instead of meters, the days having very dif-
ferent consumption from the rest of the days falls in this category. One can
find anomalous energy consumption on some special days when the expected
consumption is not same as other days in the group using this configuration.
This also takes care of finding abnormal behavior when the data of only one
day is given. This configuration works on the principle that per occupant
consumption of anomalous meter will be farthest from rest of the meters for
a given day.

4. Consumption by K-nearest neighbouring meters on all days: This is a special
case in which only K-nearest neighbouring meters are used to find K-nearest
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neighbour days. The meters in a group have same context for the consump-
tion data. We can further narrow down the context by selecting K-nearest
neighbouring meters for every meter. This can ensure that the neighbours
used to detect anomalies are closer than other members in the group. This,
in turn, ensures improvement in abnormal consumption scores.

5. Consumption by K-nearest neighbouring meters on current day: This case
narrows down the context further for the previous case. This case is combi-
nation of case 3 and 4. One may choose this when conditions mentioned in
both the cases 3 and 4 is true i.e. one needs a narrowed context for a special
day.

One can directly use the sum of distances as anomaly scores. Also, one can
normalize the scores to compare anomaly scores for different days or heuristics.

Table 1. Hourly consumption data (in Watt hour) for the groups.

Group# Supply type Day Hours Average
usage

Max usage Min usage

1 Backup Holiday Night hours 29.2754 322.6667 0.0035

2 Power Holiday Night hours 30.998 338.8333 0.0052

3 Backup Holiday Morning
hours

29.9433 312.25 0.0035

4 Power Holiday Morning
hours

29.4218 306.3333 0.0104

5 Backup Holiday Day hours 20.2426 317.625 0.0052

6 Power Holiday Day hours 24.3739 375.1667 0.0104

7 Backup Weekday Night hours 40.9852 415.4167 0.0026

8 Power Weekday Night hours 44.264 634.6667 0.0104

9 Backup Weekday Morning
hours

41.8783 405.7917 0.0035

10 Power Weekday Morning
hours

40.3534 312.2396 0.0052

11 Backup Weekday Day hours 28.843 357.9167 0.0026

12 Power Weekday Day hours 32.5202 350.5 0.0026

13 Backup Weekend Night hours 37.1992 387.75 0.0026

14 Power Weekend Night hours 39.2877 362.8333 0.0026

15 Backup Weekend Morning
hours

38.808 369.1667 0.0069

16 Power Weekend Morning
hours

37.4918 301.1667 0.0313

17 Backup Weekend Day hours 27.5047 335.9167 0.0026

18 Power Weekend Day hours 30.3037 358.8333 0.0052
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5 Empirical Evaluation

To detect anomalies, energy data from January, 2014 to April, 2015 (16 months)
is used for the analysis process. For the analysis, the energy consumption data
from 50 m of girls hostel and boys hostel was used. For boys hostel, total covered
area (on ground) and covered area (on floors) is 1116.19 m2 and 6798.57 m2

respectively. For girls hostel, total covered area (on ground) and covered area
(on floors) is 838.99 m2 and 3562.28 m2 respectively. Girls and boys hostel have
five and seven floors including ground floor. The hostel data is sampled with
granularity of 30 s.

Fig. 1. Anomaly scores for heuristic 1
(light backup)

Fig. 2. High consumption in girls hostel
ground floor wing BC

There are two power lines in the hostel namely power and light backup.
Every floor has three wings namely A, B, and C. One energy meter collects the
energy consumption data of 1/1.5/2 wings of a floor. For example, these could
be (i) wing A or (ii) wing A with half of B or (iii) wing A and wing B. The
hostels were fully occupied during semesters whereas only some of the floors are
occupied during vacations. Therefore, the meters were contextually separated
as discussed in Sect. 3.2. The expected behavior of meters within a group was
same. This is because the meters are placed inside one building and therefore,
the data is collected from exactly the same environment. Also, one should note
that the factors like temperature, rainfall, humidity etc. do not play any role
as we are comparing relative change in energy consumption for floors in same
environment.

5.1 Observations and Results

We discuss observations and results describing effective usage for the heuris-
tics described in the paper. The details about contextually separated groups is
described in Table 1. The average and maximum hourly consumption for these
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groups varies between 20 to 45 and 301 to 635 W respectively. As one can notice
that the energy consumption for some meters is twice when compared to others.
Therefore, the formation of different contextual groups will help find anomalies
effectively.

We next discuss the abnormal behavior highlighted by the heuristics men-
tioned in the paper.

Heuristic 1: Detection Using Percentage Change
The energy consumption data was directly fed into the heuristic to calculate
anomaly scores. Figure 1 presents the anomaly scores for light backup. We can
clearly identify several anomalous energy consumption trends (for example the
weekday 111) using the heuristic. Upon further investigation, we found out that
one of the meters located in girls hostel (ground floor wing BC) was displaying
anomalous behavior as shown in Fig. 2. Consumption per occupant for this meter
was found to be much higher compared to rest of the meters. This meter provides
electricity to 6 occupants, 2 guest rooms, and a common room. Guest rooms are
mostly unoccupied. The issue was discussed with the administrators and one of
the three power supply phases was found using 4.9 A current (five times greater
than the expected behavior which was shown by other two phases).

Such observations can be made real-time by campus administrators and mis-
use of energy can be pinpointed. Potential misuse of energy consumption includes
use of personal appliances such as heater and refrigerators that are not permit-
ted inside the hostel. This approach will also help in identifying sudden change
in electricity consumption.

Fig. 3. Morning hours on holidays

Heuristic 2: Detection Using K-Nearest Neighbour Days
For heuristic 2, K = 10 was used to calculate the score. The anomalous days
were far away from the given data set and thus, these were detected anomalous
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by most of the configurations. The campus administrators can select multiple
configurations and view the results to find abnormal consumption. Although
most of the anomalies are listed by all the configurations, the result is configu-
ration dependent. Also, the order of the anomalies and their priority depends on
the configuration used. Therefore, we suggest combining output of all applicable
configurations for finding anomalies.

Figure 3 represents anomaly scores for heuristic 2 using configuration 3.
Abnormal consumption on day 120 is shown in all three zones: morning, day
and night (only morning hours are shown here). Using real time monitoring of
morning data, abnormal consumption in day and evening zones can be avoided.

6 Conclusions

We presented two heuristics to identify abnormal energy consumption using
contextual grouping of smart meters. Groups were formed by collecting meters
with same context. Similar expected behavior were used to compare energy con-
sumption within the neighbourhood of the meters. The heuristics use percentage
change in consumption and distance from K-nearest neighbour days to detect
abnormal behavior. Data collected from fifty smart meters of hostels of IIIT-
Delhi campus were used to analyze these heuristics. Multiple abnormal behaviors
were found in the dataset. Our results show that the proposed heuristics suc-
cessfully found abnormal energy consumption behavior. The abnormal behaviors
were verified with facilities administrator of the campus. Our heuristics could be
integrated into real-time energy monitoring systems to detect abnormal energy
consumption.
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Abstract. Mobile edge computing (MEC) system has outstanding
advantages of providing smart city applications with relatively low
latency and immediately response. How to guarantee the QoS of the
services in MEC system is consequently becoming a hot issue. This work
focuses on solving the problem by real-time CPU scheduling. The pro-
posed scheduling algorithm considers different services arrival profiles,
computation time consumption and deadline requirements simultane-
ously. Specifically, the combination and optimization of support vector
machine (SVM) and earliest deadline first (EDF) algorithm is designed,
which could automatically classify services type and efficiently allocate
the computation time in real-time manner. By deploying the traffic trace
from the real world, the proposed scheduling algorithm could reduce 45%
latency and improve the reliability of transmission, comparing with pop-
ular fixed-priority CPU scheduling algorithm.

Keywords: SVM · EDF · Low latency
High reliability of transmission

1 Introduction

Mobile Edge Computing (MEC) System, a concept proposed by ETSI in 2014,
provides IT and cloud computing capabilities within the radio access networks
in close proximity to mobile subscribers [1]. It is widely considered to be the key
technology to realize future smart city applications, such as wireless smart grid,
Internet of things, etc.

MEC reduce the latency by offloading computation-intensive tasks to the
edge cloud. However, the limited computational resource in the edge clouds may
result in the Quality of Service (QoS) degradation [2]. Multi-class network traf-
fic classification helps identify the application utilizing network resources, and
facilitate the instrumentation of QoS for different applications. Early traffic clas-
sification systems rely on transport layer port number to classify flows. However,
with the wide use of dynamic ports, the less effectiveness makes the technique
based on port number unreliable. Signature matching technique was proposed
by Moore [3]. It derives signature patterns from various network traffic flows and
classifies the traffic flow through these matching signature patterns. Although
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it’s classification accuracy is high, the continuous updating of signature patterns
and its inability of handling encrypted packets limit the application [4]. Machine
learning methods classify traffic flows according to the flow’s statistical charac-
teristics (e.g. packet size, flow duration, etc.). In [5], the authors use 12 features
for two data sets, the UNB ISCX network traffic data set and their internal data
set, to classify by k-NN classification algorithm. Tsinghua university in [6] clas-
sify 7 classes of internet applications with 9 feature parameters, and all of them
can be obtained from the packet header. These methods provide a guideline to
classify the network traffic, but lots of features also increases processing time,
leading to serious latency.

In a real-time system, system’s performance and throughput are highly
affected by CPU scheduling. With the development of smart phones and wear-
able devices, the problem of finding robust or flexible solutions for scheduling
problems is very importance for applications. Out of some important schedul-
ing, Round Robin algorithm is much efficient, which assume that all servers
have the same processing performance. An efficient dynamic Round Robin algo-
rithm for CPU scheduling in [7]. However,this scheduling algorithm depends on
choosen time quantum and the relationship between time quantum size and pro-
cess running time. [8] provide a algorithm, which is based on the existing EDF
dynamic scheduling algorithm. The algorithm improves the real-time response
of EDF to a certain extent by using the comparison of priority and the time
slice borrowing strategy, which is disadvantageous to the low utilization rate
of idle time slice of EDF algorithm. In fact, the CPU scheduling algorithm for
real-time tasks with deadline has been extensively studied in real-time systems.
Dynamic-priority-based EDF algorithm is known to be theoretically optimal for
scheduling sporadic real-time tasks [9].

To the best of our knowledge, there is no real-time scheduling algorithm for
the multi-class network traffic with SVM classification algorithm in MEC system
has been proposed. And in existing studies, most of them are just using SVM
for basic classification. There are few optimizations for its parameters. In this
paper, we will put forward a real-time CPU Scheduling approach for Mobile Edge
Computing System, which combine SVM classification algorithm with parame-
ters optimization and EDF Scheduling algorithm for Mobile Edge Computing. 4
classes of network traffic with 2 feature parameters is used to classify. The simu-
lation results show that combining the SVM algorithm and EDF algorithm can
reduce computing latency about 45% and improve the reliability of transmission
throughput compering with FP scheduling.

2 System Model

2.1 C-RAN Framework Model

C - RAN network evolve from the traditional distributed base station, as a
new type of broadband wireless Internet access technology. We choose C - RAN
network as an example to introduce our experiment.
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Consider a general C-RAN system which consists of three main components:
remote radio heads (RRHs), baseband processing units (BBUs), optical trans-
port network. As shown in Fig. 1, there are N RRHs serving N cells in the
transmission system and there are M BBUs in the BBU pool.

Fig. 1. c-ran framework.

In the process of the BBU pool, PRB increase with the MCS. Then we will
build an accurate model to describe the contribution of each underlying BBU
functions to the total processing time and how they scale with the increase of
PRB and MCS. In this experiment, we consider the three main BBU function:
IFFT/FFT, modulation and coding. Generally, there are two important elements
in the BBU pool in the course of processing: basic processing and dynamic pro-
cessing load. The basic processing includes IFFT and FFT for each PRB and
the platform-specific processing relative to the reference GPP platform. The
dynamic processing load includes user processing, namely coding and modula-
tion, which is the distribution of the PRBs and the linear function of the MCS.
On this basis, a model for calculating the total BBU processing time of different
PRB, MCS and platforms is proposed, and the following formula is presented as

Tsubframe(z, r, w)[us] = c[z] + p[w]
︸ ︷︷ ︸

baseproces sin g

+ ur[z]
︸ ︷︷ ︸

RMSE

+ us(z, r)
︸ ︷︷ ︸

dynamicproces sin g

. (1)

where the triple (z; r; w) represents PRB, MCS, and platform. The c[z] and p[w]
are the base offsets for the cell and platform processing, ur[z] is the reminder of
user processing, and us(z, r)is the specific user processing that depends on the
allocated PRB and MCS. The us(z, r) is linearly fitted to a(z)r + d(z), where a,
d are the coefficients, and r is the MCS. Table 1 provide the processing model
parameters of the Eq. (1).



Hamiltonian Mechanics 35

However, in our experiment, we chose the LXC as our experiment platform.
Considering the practicability of the C - RAN network, the number of PRB that
each RRH set configuration is determined by system bandwidth and assigned
to each user equipment PRB is derived by the channel status. We assume that
these two amount of PRBs are static. Under this promise, we set PRB to 25.
Note that MCS 9, 16, and 27 corresponds to QPSK, 16QAM, and 64QAM with
the highest coding rate [10]. In our experiment, we randomly picked one of the
three values to be the MCS value.

Table 1. Processing model parameters in us

z c p us(z, r) ur

GPP LXC a d GPP LXC

25 23.81 0 5.2 4.9 24.4 41.6 57.6

50 41.98 0 5.7 6.3 70 79.2 80

2.2 Traffic Model

The Professional term and symbol in this work are following the traditional def-
inition in real-time systems. we adopt the most commmonly used traffic model
for introducing the real-time analysis into C-RAN, i.e. periodic task with con-
strained deadline. In each RRH, we assume that there are four types of traf-
fic:video, Browse the web, qq, e-mail. In this section, we use an array of P
elements (xp,yp) and a mapping f(x) → y to describe the packet that we cap-
ture, we define X = {x1, x2, . . . , xp } as our traffic flow set, flow xp properties for
classification, xp = {xpq|q = 1 or 2}, q is the number of attributes to class, xpq

said the pth packet of the qth properties. Y = {y1, y2, y3, y4}to classify categories,
respectively, qq, browse the web, video, e-mail. We selected P1 packets from P
data packets as training set data for classification function of training.

In our system, we choose four type traffic flow to be observed. We selected
two attributes of the data packet, time delta from previous captured frame is
defined as tp, another kind is the length of the packet lp, among them (p = 1,
2,..., P). P is the total number of packets we capture.tp and lp is the xpq which
we mentioned above.

First of all, we only run a type of task in the computer, and then capture
the network port information. The length of the packet and time delta from
previous captured frame of four kinds of network traffic task is shown in Fig. 2.
From the Fig. 2, we can clearly see the two attributes of the each task have the
obvious difference. The average packet length of video is smaller than the rest.
The time delta from previous captured frame of qq is the smallest. The e-mail
has the longest packet and browseing the web has its own characteristics too.
So, we choose these two properties as attributes for our classification.

For a task xp, we can use ATp to express the arrival time (a task start
preparing processing time). The deadline is defined as DTp (the task must be
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Fig. 2. The traffic model of the four type of task.

completed before the time). For each task xp, we set a remaining run time
RTp, RTp = DTp - t, where t is the current time. For each task xp, minimum
of the RTp has a higher priority obviously. Obviously, the task xp which has a
higher priority can be processed firstly. xp can be characterized by three positive
integers-worst case execution time WCETp, deadline DTp, and cycle CTp, where
WCETp < DTp < CTp. We set the average of the time delta from previous
captured frame as the cycles of four kinds of task. The cycle CTp of each task is
shown in Table 2.

Table 2. Processing model parameters in us

Type qq Video e-mail Browse the web

Cycle/us 0.009203 0.002664 0.003743 0.025081

3 SVM Based Traffic Classification

3.1 SVM Algorithm

We choose SVM as our classification algorithm is because the algorithm can
minimize the empirical classification error and maximize set edge classification
space. These features reduce the excessive learning the structure of the risk in
the limited samples.

Each of our data packets can be expressed as a point on the axis, which can
be separated by a line or a plane. We assume that this line or plane is

f(x) = w · x + b (2)

However, dividing the tasks with only two attributes into four categories can
not be done in two-dimensional space, so the kernel function is used in the SVM
algorithm. The common kernel functions are linear, polynomial, RBF, etc. We
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used the RBF kernel function in this experiment. In a multidimensional space,
x → ϕ (x), RBF kernel function can be represented as:

K (xi, xj) =< ϕ (xi) , ϕ (xj) >= exp
(

−g‖xi − xj‖2
)

. (3)

In order to be able to more accurately classified. We can reduce the problem to:
⎧

⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎩

min
w,b

1
2 ω2 + C

p1
∑

p=1
ϑp

s.t
yp (ω · ϕ (xp) + b) ≥ 1 − ϑp

ϑp ≥ 0

(4)

The objective function is to maximize the distance between the data points,
where ϑp is slack variables. The corresponding is that data points xp allow
deviation from the amount of hyperplane. C is penalty coefficient that can limit
ϑp to infinity. The problem can be solved by Lagrange multiplier. Then Eq. (4)
can be converted into Eq. (5) on the dual problem.

⎧

⎪
⎪
⎨

⎪
⎪
⎩

max
P1
∑

p=1
αp − 1

2

P1
∑

I

P1
∑

J

αiαjyiyjK (xi, xj)

s.t
P1
∑

p=0
αpyp = 0 0 ≤ α ≤ C

(5)

where αp is the parameter of Lagrange multiplier. By Eq. (5), we can get w and
b. The decision function of the final result can be expressed as:

f (x) = ω · x + b =

[

P1
∑

p=1

αpypK

]

+ b (6)

In the way, The value of f(x) is represented as one of the type of qq, browse the
web, video and e-mail.

3.2 SVM Parameter Optimization

To use SVM, we need to set the parameters. From the above know, we select
the RBF kernel function. For RBF kernel functions, we need two functions in
general: C and g. For a given problem, we don’t know the optimal number of C
and g in advance, so we have to search parameter to find the optimal (C, g).

In this experiment, we use the method of grid searching to find the optimal
parameters. Because the parallelism of the grid search is very high, and each
parameter is independent of each other. The variation range of the penalty coef-
ficient C is

[

2cmin, 2cmax
]

, where we can look for the best C. The default value
is cmin = −8, cmax = 8. Similarly, the variation range of g is

[

2gmin, 2gmax
]

and the default value is g min = −8, g max = 8. C and g is the horizontal and
vertical axes of the grid, cstep and gstep are the step sizes of C and g, which
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are optimized by the grid parameters. The default values of step size are 1. In
this case, The value of C is

[

2cmin, 2cmin + 1, ...2cmax
]

and the value of g is
[

2gmin, 2gmin + 1, ...2gmax
]

.
The grid search is to try every possible parameters and use each (C, g) to

classify. And then find the best (C, g), which possess the highest precision of
cross validation.

Parameter C controls the largest hyperplane and minimizes the data point
deviation. We set C to 32768 and g to 8 by cross-validation in our experiment
and the accuracy of cross-validation was 79.9729%.

Algorithm 1. Parameter Optimization Algorithm
1: c = g = 2−8,m = 0
2: while C < 28 do
3: C = 2−8 + m,m = m + 1,n = 0
4: while g < 28 do
5: g = 2−8 + n,n = n + 1
6: Use the current g and C for classification. Calculate and record classification

accuracy, C and g.

7: end while
8: end while
9: To sort the classification accuracy.

10: return C and g with the highest classification accuracy.

4 Traffic Schedule EDF

In this section we will introduce a preemptive EDF scheduling algorithm.
In numerous real-time scheduling algorithm, the scheduling algorithm that

based on priority is one of the most important type of scheduling algorithm
in real-time scheduling method. According to the different priority assignment
strategy, the scheduling algorithm can be divided into static priority scheduling
and dynamic priority scheduling. In general, the dynamic priority scheduling
algorithm is better than static priority scheduling algorithm. EDF algorithm
is a typical representative of the dynamic priority scheduling algorithm. So we
choose EDF algorithm as our scheduling algorithm.

Preemptive EDF scheduling algorithm always performs the first real-time
task of the deadline. It is a dynamic priority scheduling algorithm, which is
based on the following assumptions:

(1) There is no unpreemptible part of any task, and the cost of preemption
can be ignored;

(2) Only the processor requests make sense, memory, I/O, and other resources
requests can be ignored;

(3) All tasks are irrelevant; There is no constraint of order;



Hamiltonian Mechanics 39

Based on the assumption of above (1)–(3), the necessary and sufficient condi-
tion of the EDF scheduling algorithm for a given periodic task set scheduling is:

U =
P

∑

p=1

Tsubframe

CTp
≤ 1 (7)

Thus, the biggest advantage of the preemptive EDF scheduling algorithm is that,
for any given set of tasks, as long as the processor utilization is not more than
one hundred percent, it can guarantee its scheduling.

As described above, the task xp is defined by the tuple {WCETp,DTp, CTp},
Therefore, we need to define how to calculate these parameters in the following.
CTp is shown in Table 2.

{

WCETp = Tsubframe(z, r, w)[us]
DTp = ATp + Tsubframe(z, r, w)[us] (8)

Algorithm 2. EDF scheduling Algorithm
Input:
CTp, t(t is the current time), Tsubframe

1: When a data packet arrives, read the arrival time ATp in the packet
2: Calculate DTp = ATp + Tsubframe(z, r, w)[us]

3: Calculate U =
P∑

p=1

Tsubframe

CTp
≤ 1

4: while U ≤ 1 do
5: if t = ATp then
6: put the data packet into the pending sequence

7: when no new data packet arrives
8: According to DTp sort from small to large.
9: Deal with the packet with the smallest deadline, the rest packet wait next schedul-

ing
10: return The running task

5 Simulation

In this part, we study the influence of SVM algorithm and EDF algorithm on
the real-time CPU Scheduling approach for Mobile Edge Computing System by
simulation.

In the process of classification, We capture 10G data packets by using wire-
shark through server which network port rate is 5M. The packets contain the
four types of task that we will classify. Using cross validation for parameters
optimization can improve the classification accuracy of the data. The classifica-
tion accuracy of the four types of task that we choose is shown in the following
Table 3. These tasks is classified by SVM algorithm which use default parameters
and parameters optimization respectively.
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Table 3. The influence of parametric optimization on classification accuracy

Type qq Video e-mail Browse the web

The number of packet 196710 849613 22771 63778

Classification accuracy of
parameter optimization

0.88726 0.85094 0.84923 0.831525

Classification accuracy of
default parameters

0.803594 0.85 0.83536 0.827731

From the Table 3, we can see clearly that using parameter optimization can
improve the accuracy of classification.

For scheduling algorithm, in contrast, we select a fixed priority scheduling
algorithm, which the scheduling priority of our task is set by the people. In this
experiment, we set video as the highest priority, the second is Browse the web,
E-mail is the third priority, priority of qq is the last.
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Fig. 3. The influence of different scheduling algorithms on processing time.

In Fig. 3, when we adopt the parameter optimization of SVM classification
algorithm and transfer the same number of the packet, we can see that EDF
algorithm is better than the fixed priority scheduling algorithm greatly to reduce
the time. At the same time, the effectiveness of the EDF algorithm can cut down
the processing time and delay, which meet the requirements of transmission.

In Fig. 4, comparing the two kinds of scheduling algorithm of packet loss rate
can see clearly that EDF algorithm of packet loss rate is much lower than the
fixed priority scheduling algorithm of packet loss rate, which ensure the reliability
of transmission.

The simulation results show that the combination of SVM algorithm and
EDF algorithm can effectively improve the efficiency of transmission system,
satisfy the high reliability and low delay requirement of the requirements of 5G
and IOT.
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Fig. 4. The influence of different scheduling algorithms on packet loss rate.

6 Conclusions

In this paper, we proposed a real-time CPU Scheduling Approach for Mobile
Edge Computing System. It attempts to reduce the latency of the transmission
system and the packet loss rate by combining SVM and EDF, and provides a
new angle to the scheduling algorithm. The simulation results have illustrated
the efficiency of the algorithm.
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Abstract. Active power loss of transmission lines in a distribution system has
been a frequent concern for a great number of researchers. Various approaches
have been proposed to minimize active power loss. In this research, two
approaches, optimal placement and sizing of distributed generation (DG) and
shunt capacitor, are used to reduce the active power loss in a distribution system.
Particle Swarm Optimization (PSO) and Newton-Raphson method are integrated
to find the optimal location and size of DG and shunt capacitor while main-
taining operation constraints. The proposed technique is tested on a radial dis-
tribution system based on Vava’u island’s distribution system in Tonga. The
algorithm is implemented in MATLAB and the results are verified with DIg-
SILENT PowerFactory. Three case scenarios of the optimal placement and
sizing, namely: DG only, shunt capacitor only, and DG & shunt capacitor, were
tested. The technique successfully found the optimal location and size of DG
and shunt capacitor in three case scenarios and further found the most optimal
solution among these three cases.

Keywords: Distributed generation � Shunt capacitor
Particle Swarm Optimization (PSO) � Optimal location � Optimal size
Active power loss

1 Introduction

The current power system is in transition from conventional power system to smart
grid. The power system is expected to be more environmentally friendly, secure,
reliable, resilient, efficient, and sustainable [1]. The levels of transition and achieved
expectation are various among systems; some systems are still at very beginning of
transition, while others are already very advanced. Regardless of the current system
position in the transition range, the smart grid concept will help the system to improve.

This paper deals with a conventional islanded distribution system, based on Vava’u
Island distribution system. The system is expected to be improved in terms of mini-
mizing power loss and maintaining all bus voltages above 0.9 p.u. The improvement is
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related to two of the defined functions of a smart grid: optimizing assets and operating
efficiently [2]. The method to achieve this improvement will be discussed below.

The average electrical power loss is around 8% of output power in transmission and
distribution system. The percentage of power loss approximately below 10% which
occurs in some countries can be ignored, whereas in some developing countries such as
Togo, Libya and Haiti, the power loss is much higher. To deal with the significant
power loss in some developing countries, a great number of researchers have proposed
different approaches for power loss minimization [3]. In this research, two effective
methods will be used to reduce power loss in a distribution system. The first one is the
installation of DG and the other one is shunt capacitor as a compensator.

Placing DG has the advantage of reducing the amount of power requested from the
transmission system and/or central power plant by supplying local loads. Similarly,
placing a shunt capacitor at the load can compensate reactive power loss by supplying
reactive current to the load. However, inappropriate placement and sizing of DG and
shunt capacitor may increase power loss in a distribution power system. Hence, an
optimization method is required to find an optimal solution.

Several methodologies based on analytical and meta-heuristic approaches can be
used to find the optimal solution. An analytical calculation by using loss sensitivity
factor (LSF) and priority list is implemented in [4]. Zero-point analysis in radial or
open loop systems as well as 2/3 rule for power loss are introduced in [5]. Another
analytical method for optimal placement of DG based on bus admittance matrix,
generation information and load in a radial distribution system is presented in [6].
Genetic Algorithm (GA), Taboo Search (TS), Ant Colony Optimization (ACO),
Artificial Bee Colony (ABC) and Harmony Search (HS) have been listed in [7] as
heuristic methods for optimal placement of DG or shunt capacitor.

Due to several merits in various applications, Particle Swarm Optimization (PSO) is
used in this paper to find optimal location and size of DG and shunt capacitor. PSO
requires only a fitness function instead of complex mathematical functions such as
gradient or matrix inversion. Due to the simple objective function, the computational
time will be short with high quality solutions unlike time consuming algorithms such as
TS and GA. Since PSO uses basic mathematical and logic operations as well as has
fewer parameters, it is characterized as simple to program and easy to implement. In
addition, while some of other algorithms require good initial conditions, it is not
necessary to have adequate initial condition for PSO to converge because of
population-based characteristics. PSO technique is also so flexible that it can be
combined with other optimization techniques [8].

The PSO algorithm will be combined with Newton-Raphson power flow analysis to
make sure that the optimal solution satisfies all operation constraints. Three different
scenarios, namely: DG only, shunt capacitor only, and DG & shunt capacitor, are
simulated in MATLAB and the results from the three scenarios are verified in DIg-
SILENT PowerFactory.
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2 Proposed Methodology

The methodology for optimal placement and sizing of DG and shunt capacitor is
divided into two sections, load flow analysis and optimization. Newton-Raphson
method is used for load flow analysis and Particle Swarm Optimization (PSO) algo-
rithm is used to find the optimal solution. Newton-Raphson power flow method is a
very common power flow and discussed in detail in power system analysis textbooks,
such as [9, 10]. This paper will not discuss about the power flow method, but will just
implement it in combination with PSO as shown in Fig. 2.

Particle Swarm Optimization (PSO) algorithm is a nonlinear algorithm motivated
by social behavior of flocking birds or schooling fish. PSO is composed of the number
of particles (population), the position, and the velocity of particles in the search space
[11]. The algorithm begins with the initialization of the population. The next step is
based on two processes: computing the particle velocity and updating the particle
position. These two processes will give each particle the direction to move toward the
final solution. There are several parameters such as w, c1 and c2 which should be
considered to facilitate the convergence and prevent the explosion of the swarm.
Mathematically, the two vectors represent the position and velocity of particle i in
N-dimensional search space as shown in Eqs. (1) and (2). The modified velocity can be
represented by Eq. (3), while the improved position of particle i is expressed by (4).
The PSO concept is shown in Fig. 1.

Xi ¼ xi;1; xi;2; xi;3; xi;4 � � � xi;n
� �

; ð1Þ

Vi ¼ vi;1; vi;2; vi;3; vi;4 � � � vi;n
� �

; ð2Þ

vkþ 1
i ¼ wvki þ c1r1 Pbestki � xki

� � þ c2r2 Gbestki � xki
� �

; ð3Þ

xkþ 1
i ¼ xki þ vkþ 1

i ; ð4Þ

where:

vki is current velocity of particle i at iteration k,
vkþ 1
i is modified velocity of particle i,
xki is current position of particle i at iteration k,
xkþ 1
i is modified position of particle i,
Pbestki is personal best of particle i at iteration k,
Gbestki is global best of group,
w is the inertia weight,
c1 and c2 are acceleration constants,
r1 and r2 are randomly generated number ranged from 0 to 1.
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Fig. 2. Proposed PSO flow chart of optimal placement of DG and shunt capacitor.

Fig. 1. Concept of PSO search mechanism.
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3 System Design

3.1 Problem Formulation

The simple one-line diagram of radial distribution systems without DG and shunt
capacitors is shown in Fig. 3 and with DG and shunt capacitors is shown in Figs. 4 and
5, respectively. The impedance in distribution system represents distribution lines
which cause the power loss. The active and reactive power flowing to bus i + 1 is
presented in Eqs. (5) and (6).

Fig. 3. Simple one-line diagram.

Fig. 4. Simple one-line diagram with DG.

Fig. 5. Simple one-line diagram with capacitor.
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Piþ 1 ¼ Pi;iþ 1 � PL
iþ 1 � Ri;iþ 1

P2
i;iþ 1 þ Q2

i;iþ 1

Vij j2
 !" #

: ð5Þ

Qiþ 1 ¼ Qi;iþ 1 � QL
iþ 1 � Xi;iþ 1

P2
i;iþ 1 þ Q2

i;iþ 1

Vij j2
 !" #

: ð6Þ

The objective function of this problem is to minimize active power loss in distri-
bution network as given in Eqs. (7) and (8). All variables in the equations are from the
one-line diagram representations in Figs. 3, 4 and 5.

Fob ¼ minPTL; ð7Þ

where:

PTL ¼
XNB
i¼1

Ri;iþ 1
P2
i;iþ 1 þQ2

i;iþ 1

Vij j2 : ð8Þ

3.2 Systems Constraints

System constraints are necessary measures to ensure system reliability and safety.
Voltage limit constraint, line capacity limit and substation capacity constraints should
be satisfied to find the best solution of the optimal DG and capacitor placement and
sizing. These constraints are given in Eqs. (9)–(12).

Vminj j � Vij j � Vmaxj j; ð9Þ

Ii � Iratedi ; ð10Þ

PDG �PS; ð11Þ

QC �QS; ð12Þ

where Vmaxj j and Vminj j are the maximum and minimum voltage limits at bus i, Ii and
Iratedi are the actual current flow and rated maximum current of the conductor, PDG is
the active power supplied by DG, QC is the reactive power by capacitor, PS and QS are
the active and reactive power supplied by substation, respectively.

4 Simulation and Results

The Fig. 6. shows the one-line diagram of the modified 14-bus distribution system
based on Vava’u distribution network. It has one central generator. Tables 1 and 2 are
the bus data and line data of the system, respectively. The base case analysis is done by
Newton-Raphson method to obtain the voltage (p.u), power flow and line loss in the
distribution network. The voltage and power loss of base case is shown in Table 3 and
Fig. 7.

48 M. Kang and R. Zamora



3

4

8

9

10 11
12

14

6

2

~
1

13

5

7

Generation Capacity:
2.313MW 
Peak demand power: 
1.35MW 

Fig. 6. One-line diagram of the modified 14-bus distribution system.

Table 1. Bus data of the modified 14-bus distribution system

Bus
no

Bus
code

Voltage
mag (p.u)

P(Load)
(MW)

Q(Load)
(MW)

P(Gen)
(MW)

Q(Gen)
(Mvar)

Qmin
(injected)
(Mvar)

Qmin
(injected)
(Mvar)

1 1 0.0 0.0000 0.0000 0 0 0 0
2 0 0.0 0.5030 0.2436 0 0 0 0
3 0 0.0 0.0451 0.0219 0 0 0 0
4 0 0.0 0.0925 0.0448 0 0 0 0
5 0 0.0 0.1646 0.0797 0 0 0 0
6 0 0.0 0.1306 0.0632 0 0 0 0
7 0 0.0 0.0669 0.0324 0 0 0 0
8 0 0.0 0.0477 0.0231 0 0 0 0
9 0 0.0 0.0547 0.0265 0 0 0 0
10 0 0.0 0.0566 0.0274 0 0 0 0
11 0 0.0 0.0370 0.0179 0 0 0 0
12 0 0.0 0.0873 0.0423 0 0 0 0
13 0 0.0 0.0141 0.0068 0 0 0 0
14 0 0.0 0.0499 0.0242 0 0 0 0
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Table 2. Line data of the modified 14-bus distribution system

Line no Bus no from Bus no to Length (km) R (p.u) X (p.u) ½ B (p.u)

1 1 2 0.00 0.0000 0.0200 0
2 2 3 1.95 0.0873 0.0336 0
3 2 8 4.92 0.2202 0.0847 0
4 2 12 8.26 0.3698 0.1422 0
5 3 4 1.92 0.0860 0.0331 0
6 4 5 4.75 0.2126 0.0818 0
7 4 6 1.28 0.0573 0.0220 0
8 6 7 8.14 0.3644 0.1402 0
9 8 9 4.63 0.2073 0.0797 0
10 9 10 3.48 0.1558 0.0599 0
11 9 11 3.89 0.1741 0.0670 0
12 12 13 2.55 0.1142 0.0439 0
13 12 14 4.19 0.1876 0.0721 0

Fig. 7. DIgSILENT PowerFactory result of the modified 14-bus distribution system.
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The maximum DG and capacitor sizes are taken based on the total load demands of
1.35 MW and 0.654 MVAr as shown in Table 3. The variables of population in the
PSO algorithm are location and size of DG or shunt capacitor. The randomly initialized
variables in each particle are compared and selected for the better position with respect
to optimal objective results, the optimal result is the minimum total power loss in the
distribution system. The parameters of this PSO algorithm are as follows: maximum
number of iteration is 200, population size is 10, inertia weight (w) is 0.9, and
acceleration coefficient c1 and c2 are 0.5 except for case 3 which has 300 maximum
iteration number due to a convergence issue. Table 4 shows the appropriate location
and size of DG and shunt capacitor, the total power loss and the voltage improvement
at buses 5 and 7, the two buses with voltage below 0.9 p.u in base case, after the
installation in different cases. The simulation results show that the proposed algorithm
significantly decreased the power loss while improving the weakest bus voltages.

Table 3. Voltage and power flow result of base case

Bus no Voltage
mag (p.u)

Angle
(degree)

P(Load)
(MW)

Q(Load)
(MW)

P(Gen)
(MW)

Q(Gen)
(Mvar)

Qmin
(injected)
(Mvar)

Qmax
(injected)
(Mvar)

1 1.000 0.00 0.0000 0.0000 1.4208 0.7137 0 0

2 0.991 −0.07 0.5030 0.2436 0 0 0 0
3 0.953 −0.89 0.0451 0.0219 0 0 0 0
4 0.918 −0.72 0.0925 0.0448 0 0 0 0

5 0.887 −0.56 0.1646 0.0797 0 0 0 0
6 0.909 −0.67 0.1306 0.0632 0 0 0 0

7 0.887 −0.55 0.0669 0.0324 0 0 0 0
8 0.954 −0.89 0.0477 0.0231 0 0 0 0
9 0.928 −0.76 0.0547 0.0265 0 0 0 0

10 0.920 −0.72 0.0566 0.0274 0 0 0 0
11 0.922 −0.73 0.0370 0.0179 0 0 0 0

12 0.944 −0.84 0.0873 0.0423 0 0 0 0
13 0.943 −0.83 0.0141 0.0068 0 0 0 0
14 0.936 −0.80 0.0499 0.0242 0 0 0 0

Total power 1.3500 0.6538 1.4208 0.7137
Power loss 0.07082

Table 4. Optimal location and size in three cases and total power loss after installation.

Case Location DG size
(MW)

Capacitor
size (MVAr)

Total power
loss (MW)

Loss
reduction
(%)

Bus 5
voltage
(p.u)

Bus 7
voltage
(p.u)

Base
case

- - - 0.0708 0 0.887 0.887

Case 1 4 0.5016 - 0.0369 48 0.953 0.953
Case 2 4 - 0.2575 0.0624 12 0.902 0.902
Case 3 4 0.4948 0.2417 0.0298 58 0.967 0.967
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5 Conclusion

The optimal location as well as size of DG and shunt capacitor has been applied for
power loss minimization in an islanded distribution system. Three case scenarios are
presented to compare the active power loss reduction due to the optimal location and
size. The Newton-Raphson power flow and PSO are implemented in MATLAB. The
results obtained from the Matlab simulations have been verified with DIgSILENT
PowerFactory. The results show that the implemented algorithm successfully reduced
power loss while maintaining the constraints. The most optimal solution is found for
Case 3 with the total power loss of 0.0298 MW. In addition, the lowest bus voltages of
0.887 p.u at bus 5 and 7 in base case are improved to 0.967 p.u in Case 3. Hence, Case
3 is also the best solution for the voltage improvement.
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Abstract. Due to network dynamics and channel fading, multi-hop
communication in vehicular networks usually suffers from much higher
packet loss rate than the conventional static or single-hop networks. By
encoding over packets received at different time slots at the interme-
diate nodes, temporal network coding (TNC) is a promising technique
to avoid erasure accumulation with communication hops. In this paper,
we present different strategies of TNC schemes to meet the decoding
and delay requirements of different V2X (vehicle to everything) appli-
cations. Specifically, for applications with stringent delay requirement,
such as live video streaming, we propose to use chunked TNC without
precoding. For multi-hop communications with high throughput require-
ment, we propose to apply carefully designed precoding on top of the
TNC to enhance the end-to-end throughput. Different from the con-
ventional TNC code designs, we apply TNC design with overhearing,
exploiting the broadcast nature of wireless communication. Specifically,
we assume that a vehicle can not only receive the packets from its imme-
diate upstream vehicle, but also overhear some packets from further-
upstream vehicles. The number of network coded packets generated at
the intermediate nodes is designed by considering the packets received
via both the upstream and overheard transmission, which helps to max-
imize the communication throughput delivered to the destination node.

Keywords: Temporal network coding · V2X communications
Video streaming · Content distribution · Overhearing

1 Introduction

With the emerging technology of vehicular ad-hoc networks (VANETs), vehicles
are able to communicate with fixed roadside infrastructure as well as other mov-
ing vehicles while traveling on the road - this is referred to as V2X communica-
tions. Historically, V2X communications are mainly driven by safety applications
such as collision avoidance, emergency warning and crossing in the absence of
signaling. Most of the safety applications rely on the periodically broadcasting of
basic safety message (BSM), which contains the vehicles’ locations, speeds, accel-
erations and etc. With the increasing popularity of V2X communication system,
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

P. H. J. Chong et al. (Eds.): SmartGIFT 2018, LNICST 245, pp. 53–63, 2018.

https://doi.org/10.1007/978-3-319-94965-9_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94965-9_6&domain=pdf


54 X. Xu et al.

the designs of non-safety use-cases to offer drivers enhanced comfort and enter-
tainment have extended the mission of intelligent transportation system (ITS)
and attracted significant research interests [1]. The infotainment services, such
as the video streaming and location-aware content distribution, usually need to
deliver a large amount of information during short-lived communication sessions,
which hence impose stringent delay and throughput requirement.

The characteristics of VANETs, such as highly dynamic network topology,
error-prone wireless channels and a limited end-to-end bandwidth, impose great
challenges on providing high quality safety and non-safety applications. By allow-
ing the information to be encoded at the intermediate nodes, network coding is
believed to be a promising technique for tackling the challenges and enhanc-
ing the end-to-end throughput of VANETs [2]. In general, network coding can
be implemented in two dimensions: spatial and temporal. Spatial network cod-
ing (SNC), where the packets coming from different network links are coded
together, is useful for alleviating the network bottleneck and it has been applied
to enhance the efficiency of BSM exchange via road-side unit (RSU) in VANETs
[3]. On the other hand, with temporal network coding (TNC), the packets arriv-
ing via the same link at different time slots are coded together. TNC helps to
alleviate erasure accumulation across multiple communication hops and hence
enhances the end-to-end network throughput. It has been shown that random
linear network coding (RLNC) over a sufficiently large number of time slots can
achieve the capacity of multi-hop erasure networks [4]. However, as the number of
encoded packets increases, the network coding overhead and encoding/decoding
complexity grows quickly, which may even overwhelm the benefit of network
coding for networks with limited packet length.

In practice, a large file may be divided into multiple blocks and TNC is
applied within each block [5], i.e., only the packets within the same block will
be coded together, which is referred to as “chuncked TNC” in this paper. Then,
the resultant network coding overhead and encoding/decoding complexity will
be proportional to the coding block size, instead of the original file size. How-
ever, when the encoding block size is small, the number of erased packets for
each coding block may deviate from its expectation obtained from long-term
channel statistics. Therefore, extra redundant packets, over and above those
expected from the network capacity, are usually required to ensure that the
coding blocks can be decoded successfully with high probability. An effective
approach to enhance the end-to-end throughput of TNC without increasing
the encoding block size is via applying proper precoding across different cod-
ing blocks. For instance, in random annex code [6] and Gamma network code
[7], the parity check constraints among different coding blocks are defined based
on an erasure correction code, such as low-density parity check (LDPC) code.
By designing parity check constraints based on the classical fountain code, the
batched sparse (BATS) code introduced in [8] was shown to have negligible
reception overhead for any given coding block size. A BATS code consists of
an outer code and an inner code. The outer code is an extension of the tradi-
tional fountain code to matrix form, and the inner code employs RLNC at the
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intermediate nodes for packets within the same batch. The BATS outer and
inner code can be jointly decoded using efficient belief-propagation algorithm.
Note that while the throughput of the BATS network code is enhanced with
precoding, the decoding delay may also increase dramatically. Specifically, the
“avalanche” effect is observed for decoding the BATS code, i.e., most of packets
can only be decoded after receiving sufficient number of packets for decoding
the whole file. The application of BATS code for broadcasting to a group of
closely-located nodes in wireless ad-hoc network has been considered in [10].

In this paper, we study the application of TNC for V2X communications.
Based on the delay and throughput requirements of different vehicular appli-
cations, we propose different code designs. For the delay-stringent applications,
such as live video streaming, we propose to apply chunked TNC without pre-
coding so that each coding block can be decoded independently after a sufficient
number of coded packets is received. To enhance the network throughput, we
consider TNC design with overhearing enabled. Specifically, we assume that a
vehicle can not only receive the packets from its immediate upstream vehicles,
but also overhear the packets from other vehicles, due to the broadcasting nature
of wireless communication. We derive explicit expressions for the number of net-
work coded packets to be generated at each vehicle to ensure that its downstream
vehicle can decode each coding block with high probability.

On the other hand, for the content distribution applications, e.g., map or
promotion video distribution, the file can be used only after it is fully decoded,
hence we should minimize the total number of required packet transmissions by
applying proper precoding across the information blocks. To this end, we propose
to apply the BATS coding scheme. To further enhance the network throughput,
the recoding operations in BATS code are designed with the assumption that
overhearing is enabled. The design of BATS code for multi-hop wireless commu-
nication with unknown channel statistics has been investigated in [9]. However,
the recoding operations of BATS code in [9] follows the conventional RLNC
without considering the packet overhearing. In [11,12], the number of recoded
packets for each batch is optimized according to the number of innovative packets
received for that batch in channel with and without memory, respectively. Note
that additional computational complexity for rank evaluation of each batch is
induced by implementing the recoding design proposed in [11,12]. In contrast, we
consider the same number of recoded packets for all the batches at each inter-
mediate node, which is designed to maximize the information delivered with
overhearing enabled. To the authors’ best knowledge, we are the first to consider
BATS code design with overhearing.

Lastly, the application of BATS code for joint V2I and V2V content distri-
bution is discussed, where the content distribution is completed in two phases:
the RSU broadcasting phase and the peer-to-peer (P2P) cooperative sharing
phase. The rateless nature of BATS outer code allows the RSU to broadcast
continuously without repetition, and the BATS inner code enables efficient P2P
communication with network coding among vehicles.
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2 Multi-hop V2V Communication

As shown in Fig. 1, we consider multi-hop V2V communication where certain file,
e.g., live video captured by the camera at V1 or infotainment content downloaded
from the RSU by V1, needs to be transmitted from the front vehicle V1 to all
other vehicles in the platoon, V2, . . . , Vn. We assume that the distance between
adjacent vehicles Vi and Vi+1 is constant and denoted by di. This is a reasonable
approximation in practice when the vehicles are traveling with similar velocity.
Further denote by pji, j > i the packet loss rate experienced by the potential
receiver Vj when Vi is transmitting. In general, we have pj1i > pj2i when j1 > j2
due to the larger transmitting distance. We assume that the file is partitioned
into K packets, each of L bits. We further assume that one common channel that
supports transmission rate Rb bits/second is shared by all the vehicles based
on time-division method. The vehicles in the platoon are assumed to be time
synchronized, and time is slotted so that each packet transmission consumes
exactly one time slot, i.e., time slot duration is specified as Ts = L/Rb. The
packets are transmitted in the form of broadcasting with no feedback.

Fig. 1. Multi-hop V2V communication

The end-to-end throughput of this network, ρ, is defined as the ratio between
input file size K and the total number of times slots required for delivering the
file from V1 to Vn, which is denoted as Ttotal, i.e.,

ρ =
K

Ttotal
. (1)

The decoding delay, D, is defined as the average number of time slots between
a packet being generated at V1 until it is decoded by the last vehicle Vn. For
chunked TNC without precoding, the decoding delay depends on the number of
coded packets to be generated for each coding block. On the other hand, due to
the “avalanche” decoding effect, the decoding delay for BATS code is equivalent
as the total number of time slots required for decoding the complete file, i.e.,
D = Ttotal.

2.1 Live Video Streaming with Chunked TNC

In this subsection, we consider live video streaming from V1 to all the subsequent
vehicles. To minimize the delay, the video file is divided into small blocks of M
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packets, where M � K, and RLNC is applied within each block. We assume
that the network coding coefficients are chosen from a sufficiently large field, and
hence the video block can be decoded from any M network coded packets. With
chunked TNC, the front vehicle V1 will send out Y1 network coded packets when a
block of M packets is generated. The number of packets received by V2 out of the
Y1 coded packets that have been sent out by V1 is a random variable distributed
according to binomial distribution B(N, 1 − p21), which can be approximated
by the Gaussian distribution N (μ21, σ

2
21), where μ21 = Y1(1 − p21) and σ2

21 =
Y1(1 − p21)p21. To ensure that V2 can decode the video block with probability
at least 1 − ε, where ε � 1, we should have

Q

(
M − μ21

σ21

)
≥ 1 − ε, (2)

where Q(x) � 1
2π

∫ ∞
x

e−u2/2du denotes the Gaussian Q-function.
By solving (2), we can find the minimum number of packets to be sent by

V1 as

Y1 =
2M + α2p21 + α

√
4Mp21 + α2p221

2(1 − p21)
,

(a)≈ M + α
√

Mp21
1 − p21

, (3)

where α � |Q−1(1 − ε)| and (a) follows from the fact that α2p21 � M .
After V2 successfully decode the block, it will re-generate Y2 network coded

packets from this block, where Y2 is chosen to ensure that V3 can decode the
block with high probability, together with those overheard packets during the
previous Y1 transmissions. Note that the number of packets overheard by V3 is
a random variable distributed according to B(Y1, 1 − p31), and the number of
coded packets received by V3 from the dedicated transmission by V2 is a random
variable distributed by B(Y2, 1 − p32). Therefore, the total number of packets
received by V3 can be approximated by a Gaussian random variable distributed
according to N (μ3 + Y2(1 − p32), σ2

3 + Y2(1 − p32)p32), where μ3 = Y1(1 − p31)
and σ2

3 = Y1(1 − p31)p31. To ensure that V3 can decode with probability 1 − ε,
we can solve for the minimum number of transmissions by V2 as

Y2 =
M − μ3 + α

√
(K − μ3)p32 + σ2

3

1 − p32
. (4)

Following the similar analysis, the total number of coded packets overhead
from Vi can be approximated by a random variable distributed according to
N (μi, σ

2
i ), where

μi =
i−2∑
j=1

Yj(1 − pij); σ2
i =

i−2∑
j=1

Yjpij(1 − pij). (5)
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Hence, the number of network coded packets generated at all the vehicles can
be evaluated in a recursive manner as

Yi−1 =
M − μi + α

√
(M − μi)pi(i−1) + σ2

i

1 − pi(i−1)
. i = 2, . . . , n − 1, (6)

The network throughput achieved with the proposed chunked TNC is then
given by ρTNC = M∑n−1

i=1 Yi
and the decoding delay is given by DTNC =

∑n−1
i=1 Yi.

2.2 Content Distribution with BATS Code

In this subsection, we consider content distribution from V1 to the subsequent
vehicles. To achieve a good balance between the coding cost and the achiev-
able throughput, we propose to apply BATS coding scheme with the outer code
applied at the source V1 and the inner code applied at the intermediate nodes
V2, . . . , Vn−1. Thank to the BATS outer code, we don’t have to receive sufficient
number of coded packets for every batch to decode the complete file. Therefore,
the number of recoded packets should be designed to maximize the useful infor-
mation delivered, instead of ensuring high decoding probability of each block as
in the preceding subsection.

We assume that the content consists of K packets in total. The front vehicle
V1 uses the BATS outer code to generate coded packets in batch, with each batch
containing M innovative packets. In the conventional BATS coding scheme, the
source node will send out exactly M coded packets and each intermediate node
will re-generate M coded packets for each batch from their received packets.
To incorporate those packets received via overhearing, we consider a general
BATS coding scheme where Vi will send out Yi coded packets for each batch, for
i = 1, . . . , n−1. The number of innovative packets received by Vi for each batch is
a random variable denoted by Xi. Denote by η, where η � 1, the coding overhead
for BATS code. Then, the original file with K input packets can be decoded
from N batches, where N = K(1+η)

E[Xi]
with E[·] denoting the expectation function.

Hence, the end-to-end throughput achieved with the proposed BATS coding
scheme is given by ρBATS = K

N
∑n−1

i=1 Yi
and the decoding delay is approximated

by DBATS = N
∑n−1

i=1 Yi.
Our main task is to maximize the achievable throughput ρBATS via opti-

mization of Y1, . . . , Yn−1. However, due to the dependence between those pack-
ets received via overhearing and those received via dedicated transmission, it
is challenging to characterize the distribution of Xi. For simplicity, we assume
that those packets received via overhearing are independent of each other. This
assumption is valid when the batch size M is relatively large and the packet
loss rates of overhearing links are high. Denote the average number of packets
overheard by Vi per batch as Oi, we then have

Oi =
i−2∑
j=1

Yj(1 − pij), i = 3, .., n. (7)



Applications of Temporal Network Coding in V2X Communications 59

Further denote by Zi the average number of packets received by Vi per batch via
dedicated transmission from Vi−1, and we have Zi = Yi−1(1 − pi(i−1)). Since a
batch contains at most M innovative packets, the expected number of innovative
packets received by Vi can be estimated as

E[Xi] ≈ min{Oi + Zi,M}. (8)

We assumed that the packets overheard by Vi+1 form a subspace of Xi inno-
vative packets received by Vi. Then, the additional number of innovative pack-
ets that Vi+1 can received from the dedicated transmission by Vi is given by
E[Xi]−Oi+1. Since the channel between Vi and Vi+1 has packet loss rate p(i+1)i,
the expected number of transmissions required for delivering all the additional
information is

Yi =
E[Xi] − Oi+1

1 − p(i+1)i
, (9)

By substituting the initial condition O2 = 0, we can derive the recursive
expressions for Yi, i = 1, . . . , n − 1 from (7)–(9) as

Y1 =
M

1 − p21
, (10)

Yi =
M − ∑i−1

j=1 Yj(1 − p(i+1)j)
1 − p(i+1)i

, i = 2, . . . , n − 1. (11)

The actual throughput and decoding delay of BATS coding scheme depends on
the number of batches N required for decoding the file, which further depends
on the number of innovative packets received at Vn per batch, i.e., E[Xn]. It is
difficult to obtain explicit expression for E[Xn], but it can be easily obtained
from simulations.

2.3 Numerical Example

In this subsection, numerical examples are presented to evaluate the performance
of the proposed scheme. We assume that there are n vehicles in the network,
i.e., n = 8 and the neighboring vehicles are separated by equal distance of 50 m.
Each vehicle transmits with constant power at 20 dBm. The V2V communication
channel has path loss exponent 2.3 and suffer from Nakagami fading with shaping
factor 2. A packet can be successfully received if the received SNR is above the
receiving threshold of 15 dB. Then, the packet loss rate between Vi and Vj can
be obtained as

pij =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0.0642, i − j = 1
0.5987, i − j = 2
0.9636, i − j = 3
1, i − j ≥ 4

(12)
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We assume that TNC is applied within a block of 32 packets, i.e., M = 32
for both coding schemes proposed in the preceding subsections. The maximum
decoding failure probability is set as ε = 0.01 in the chunked TNC schemes and
the BATS coding overhead is assumed to be η = 0.01. The achievable throughput
for the proposed chunked TNC and BATS coding schemes are compared with
the benchmarks where overhearing is not allowed in Fig. 2. As expected, BATS
coding schemes usually achieve higher throughput than chunked TNC with the
same coding block size, at the cost of larger decoding delay. Furthermore, it
is observed that the proposed code designs with overhearing enabled always
outperform the benchmark schemes where overhearing is not allowed.

Note that the delay of the chunked TNC is inversely proportional to the
achievable throughput as DTNC = M

ρTNC
and hence the proposed chunked TNC

with overhearing will have smaller delay as compared to the conventional chun-
ked TNC without overhearing. On the other hand, the delay of the BATS coding
schemes is not only related to the coding block size M , but also the original file
size K. If a relatively large file is considered, the delay of BATS coding scheme
will be much larger than those chunked TNC schemes, regardless whether over-
hearing is enabled.

3 Joint V2I and V2V Content Distribution

In this section, we briefly discuss the application of BATS coding scheme for
content distribution from a single RSU to a group of vehicles passing by it, as
shown in Fig. 3. To combat the short connection time and the lossy channel,
we propose to further share the contents among the vehicles after they leave
the communication range of the RSU. The rateless nature of BATS code allow
the RSU to generate unlimited number of coded packets without repetition,
and hence greatly simplify the scheduling as compared with the conventional

Fig. 2. Comparison of the achievable throughput.
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fixed rate coding schemes. Furthermore, the RLNC code within the each batch
enhances the efficiency of P2P cooperative sharing. Specifically, the proposed
scheme consists of the following two phases:

– RSU information broadcasting : The input file is encoded into a set of batches
at the RSU and they are sequentially broadcast during the period from the
first vehicle entering the RSU communication range until the last vehicle
leaving this range. Note that the total transmission time is much larger than
the contacting time of a single vehicle with the RSU. Furthermore, due to
spatial diversity, the probability that a packet is received by at least one of the
vehicles is much larger than the probability that it is received by one specific
vehicle. Hence, the number of innovative packets received by the whole group
is usually much larger than the number of packets received by one individual
vehicle.

– P2P cooperative sharing : If the file size is very large such that one vehicle
cannot decode the original file based on its own received packets from the
RSU, it will broadcast the request for initiating the P2P cooperative sharing
phase. In P2P sharing phase, when a vehicle has the chance to access the
channel, it will generate and broadcast a coded packet from all the received
packets of a batch. The scheduling on which batch should be selected at
a given time instance has been designed to maximized the utility of each
transmission, with the details provided in [13]. Those packets received from
RSU broadcasting phase and P2P cooperative sharing phase can be jointly
decoded using belief-propagation algorithm and the P2P sharing phase ends
when all the vehicles successfully decode the original file.

Fig. 3. Joint V2I and V2V content distribution

A numerical example is presented by considering a file with 18 MB distributed
by the RSU which is located by the side of the two-lane straight road, to a group
of vehicles with relatively close speeds. The packet length is 1500 Bytes. Both
the RSU and each vehicle transmits with constant power at 20 dBm. A dual-slop
model is adopted to describe the large-scale path loss [13]. The BATS is applied
within a batch of 16 packets, i.e., M = 16. Since the number of transmissions
from the RSU to the vehicles in the first phase depends on the moving speed of
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the vehicles, we focus on the performance evaluation on the number of transmis-
sions required in the P2P sharing, as shown in Fig. 4. Two benchmark schemes,
CodeTorrent [14] and CodeOnBasic [15], adopting TNC, are used for the com-
parison purposes. Our proposed content distribution scheme with BATS coding
requires the lowest number of P2P transmissions to successfully decode the file,
significantly outperforming the benchmark schemes.

Fig. 4. Comparison of the number of required P2P transmissions.

4 Conclusion

We have discussed the design of TNC, with or without precoding, for different
V2X applications to meet their delay and throughput requirements. Multi-hop
V2V unicast, as well as joint V2I and V2V content broadcast have been consid-
ered. For applications with stringent delay requirement, we considered chunked
TNC without precoding. For applications with high throughput requirement, we
proposed to use BATS coding scheme. In both cases, the network code designs
are augmented with overhearing. The proposed code designs with overhearing
are shown to always outperform the benchmark schemes without overhearing.
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Abstract. The electricity market is undergoing a transformation with
increasing number of electric vehicles (EV). This paper studies the cur-
rent charging and discharging schemes for EV and the feasibility of
the decentralized transactional energy market. In order to adapt the
high volume of EV integration and fully decentralize the grid system,
the blockchain technology is introduced to serve as an envision for the
next generation grid. Furthermore, we propose a blockchain technology
enabled electricity exchange market to enable EVs’ autonomy in trading
energy with secured distributed energy transactions. The constructed
exchange market is price competitive platform where the best bid price
is modelled via the jump-diffusion process to enable users to participate
in the trading process. We demonstrate that our proposed distributed
energy exchange system can perform the peer-to-peer transaction with
the real-time electricity price aligning with the EV power demand trend
without requiring a third-party intermediary.

Keywords: Electric vehicles · Distributed trading system
Transactional energy · Blockchain technology · Smart grid

1 Introduction

The large-scale integration of renewable energy sources imposes significant chal-
lenges to the existing grid systems, mainly because the power generation from
renewable energy sources is intermittent and fluctuating. The uncertain power
generation and load in the grid lead to unpredictable fluctuation in both the
power demand for traditional power generators. Thus, the smart grid is envisaged
to be the next generation power grid which combines the stand alone microgrids
and large-scale electric power plants [1]. It enables two-way flows of electricity
and information to create an automated and distributed advanced energy deliv-
ery network that is capable of preserving the stability and resilience of the grid
system [2]. However, the fast increasing adoption of EVs brings both challenges

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

P. H. J. Chong et al. (Eds.): SmartGIFT 2018, LNICST 245, pp. 64–72, 2018.

https://doi.org/10.1007/978-3-319-94965-9_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94965-9_7&domain=pdf


Blockchain Based Energy Trading Model 65

and opportunities to the power grid. On one hand, the massive load demand
caused by the integration of EVs into the power grid burdens the power trans-
mission substation and severes the randomness and voltage stability. On the
other hand, EVs can be used as mobile energy storages with the bi-directional
charging and discharging features to provide ancillary services to the grid sys-
tem, such as load flattening, peak shaving and frequency fluctuation mitigation
[3]. It is, therefore, the vehicle-to-grid (V2G) and grid-to-vehicle (G2V) concepts
have introduced that act as the provision of energy and ancillary service from
an EV to the grid system [4].

In order to minimize the impact of random behavior from the EV integra-
tion, various centralized control scheduling techniques are proposed to provide
the ancillary services. In [5], it proposes an optimal scheduling and load cur-
tailment problem for the microgrids to support the islanded operation mode
where the parallel computation is used to run the optimisation problem. The
proposed scheme ensures the minimal amount of load curtailment while main-
taining the reliable operation. Moreover, a stochastic program that incorporates
the risk management in [6] is proposed to provide frequency regulation service
with the aid of EVs and an aggregator. In [7], an aggregation-based optimisa-
tion model for EV charging strategy was proposed with the consideration of
stochastic features of the charging procedure in arrival time and state-of-charge
(SOC). However, the aforementioned schemes rely on predictions of energy con-
sumption and a day-ahead profile based on historical power consumption and
user profiles. In [8], the proposed scheme also lacks of individual decision mak-
ing process and undermines the autonomy of the individual grid participants.
In [9], a distributed trading platform is proposed based on blockchain to sup-
port decentralized market approach with facilitate distributed optimization and
control. In [10], the authors concluded that a more sophisticated dynamic grid
infrastructure can advance the small-scale generators and overall resilience. In
[11], a transactional energy is proposed where a sequence of energy transactions
for a delivery of a quantity of defined energy product in a specific time inter-
val and location to simplify business for all parties including generators and
Distributed System Operator (DSO). Thus, the distributed energy trading plat-
form is based on the clear and frequent communication of offers and transactions
among the electricity consumers and operators respectively.

Based on the aforementioned studies, the trading energy in the distributed
system is capable of achieving demand response by providing incentivizes EVs
to supply and consume electricity of their own self-interest [12]. The advantage
of the market-based trading concept is that it reduces the dependency of agents
on the DSO or aggregator, as energy supply and demand are matched directly
between network peers which results in a more competitive environment. In
this regard, this paper proposes a blockchain based transactional energy trading
model for the smart grid components, including EVs. This model simulates the
trading depth and energy market profile with the best price guide economic
concept and allows EVs to charge and discharge autonomy in the grid.
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The remainder of this paper is as follow. In Sect. 2, it presents the state-of-
the-art in blockchain enabled energy market compositions. In Sect. 3, the concept
model is introduced for the distributed energy market with components in smart
grids and then further propose the trading model for energy transaction. Then,
the simulation results for a local area trading platform with EV market and
the concept model evaluation are presented in Sect. 4. Section 5 includes and
identifies future research opportunities.

2 Existing Works on Blockchain Enabled Smart Grid

The blockchain is a shared and trusted distributed ledger technology that permits
the recording of any digital asset transaction between parties over a decentral-
ized encrypted network which is initially developed as a mechanism to record
financial transaction [13]. It confirms transactions in real time and ensures the
integrity of transactions through the secured encryption techniques. Henceforth,
the blockchain has generated broad interest in other business sectors includ-
ing the energy trading where all energy traders are the peers in the blockchain
network.

The blockchain technology enables a trustless network to eliminate the oper-
ation cost of the intermediary participation, which will realise a quicker, safer
and cheaper way in the transactional energy market. In [14], a novel mecha-
nism for trading the energy based on the blockchain technology was proposed to
adapt the decentralised and competitive environment for the locally produced
energy, but the blockchain is solely used as a data storage warehouse to record
transactions. In [15], the authors further analyzed the economic evaluation of
the market mechanism for local energy trading.

The use of smart contract in blockchain technology is driven by open-source
agreements, which also provides the potential to balance supply and demand in
the transactional energy market. Furthermore, in [16], the authors provided the
insight of the smart contract to allow the automation of multi-step processes
to self-execute the distributed and heavy workflows, which is envisaged in the
energy industry and the Internet of things.

In summary, the uncontrolled EV charging/discharging may lead to insta-
bility of the overall grid system operation. Therefore, it is critical to deploy
the effective scheduling algorithm for efficient distributed grid operations on the
blockchain based trading platform.

3 Blockchain Based Energy Trading Model for EV
Charging Schemes

The transformation to the decentralized transactional energy market can be
achieved based on the small-scale energy generators and EVs, in which they
may produce, consume, and sell excess electricity capacity like a commodity. It
does not require hierarchical system structure, no information exchange, instead,
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it offers the energy transaction and the agreements on transactions. Hence, all
the loads, such as the residents, offices and plants, in the grid are connected to
both the retail for end users and wholesale market for large generator offers.

This paper proposes a blockchain based energy trading model that allows
prosumers to trade energy in the grid. The proposed model enables the autonomy
of prosumers in blockchain power exchange platform, which can inject and draw
energy order to the smart grid public blockchain trading platform.

3.1 System Model

In blockchain based energy trading model, we define components as all the power
generators and power load components that connected to the retail markets.
Each component is capable of publishing and transmitting the charging or dis-
charging order to the smart grid public blockchain trading platform. For EVs,
the charging and discharging process can be realized by a programmable charge
installation. This is to enable the instant on/off switching of the power transmis-
sion as instructed by EVs (assuming the sophisticated design of switches). The
energy providers in the public blockchain power exchange platform are the con-
ventional large power plants, distributed micro renewable generators, the storage
which compose the electricity provider side and EVs. Besides, the power loads,
for example the residential area, hospital, and also EVs are all connected to the
public blockchain power exchanging platform.

The information exchange in the blockchain platform is at 30-min intervals.
And the components are capable of deciding the price for their produced energy
to incentivize users to balance the supply and demand, in the meantime, to
reduce the power generation and consumption peaks. The conventional power
generators are connected to the wholesale market which trades with large power
demand offers, depicted in Fig. 1. Besides providing the wholesale market in the
conventional grid system, transactional energy offers a vision for the coordina-
tion of retail customers using large numbers of frequent tranching transactions
executed automatically by blockchain enabled platform, therefore reducing the
centralized features of the next generation grid system [17]. The information
exchange is the same for a large generator, distributed energy resource, renew-
able energy generators such as wind and solar, EV, microgrid, energy trader,
broker, exchange, aggregator or system operator. The transactions can be exe-
cuted between retail and wholesale markets which equalizes the opportunity for
all components. Furthermore, the transactions must also account for the trans-
mission and distribution limits and other physical constraints on the grid.

We first define the EV status matrix X as:

Xi,t =
{

1, ifEVi is connected at time t
0, otherwise . (1)

The power demand of EV depends on the battery residual (SOCini) in each
EV and the expected SOC (SOCexp) after charging. Hence, it can be formulated
as follows:
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Fig. 1. Transactional energy market system model with retail and wholesale markets
in smart grids where arrow represents the price offers and transactions.

PEV (t) =
I∑

i=1

(
Xi,t

(
SOCexp(i) ± SOCini(i)

))
. (2)

Then, we can define the total residential load as the sum of EV charging/dis-
charging demand and load profile without EV in order to formulate the EV
charging problem.

Ptotal(t) = Pload(t) + PEV (t), t ∈ T, (3)

where Pload is the power load generated or consumed by the load within the
microgrid network. With the overall utility function for the local area, we can
apply optimisation techniques to achieve the objective, such as load flattening,
peak shaving and privacy preserving.

3.2 Energy Trading Model

For a electricity exchange order published in the trading platform, the demand
is formatted as an input to send to the electricity exchange stand book Stdin
which is a public order book for all participants in the trading market in the
form of a vector which can be denoted as follows:

−→
Oi = (γ, Idi, σi, Qi), (4)

where the Idi is the unique identifier for the charging/discharging initiators
where they can be EVs or other components, the σi is the unit price that the
participant is willing to pay for the electricity order, the Qi is the electricity
demand quantity of this order, and γ is a matrix indicating whether it is a
electricity buy or sell order:
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γ =
{

1, buy order
0, sell order . (5)

Then for each inserted order, the matched order should be applied to the
current stand book (Stdin) to generate the matched trades. And all non-error
output (each matched trade order) should be directed to the Stdout. The trade
information format is expressed as follows:

−→
Ti = (Idsell, Idbuy, σm, Qm), (6)

where the Idsell and Idbuy are the matched electricity buy and sell order identifier
respectively, the σm is the matched price in pence and the Qm is the matched
quantity for the order. Following the receipt of an order message, and after
receiving any matches in the book and outputting any generated trade messages,
the solutions should display the current full order book in the above format.

In order to process the transactional energy orders smoothly and ensure the
participant benefit, it is crucial to provide the guide price for this demand. We
infer from the stock price model based on [18] to construct the best charging
guide price St with a jump-diffusion process, because the electricity trading
market is price competitive which is similar to the stock market. For St<S̄,
where S̄ is the highest price for the order, it can be denoted as follows:

St = S0 exp
(

(μ − σ2

2
)t + σWt

)
, (7)

where the percentage drift μ and the percentage volatility σ. Based on the limit
scope of this paper, the percentage drift and volatility can be set to constants,
and the Wt is a Wiener process. Thus, for a given highest price value S0, we can
obtain the best price St by taking derivatives to both sides which is shown as
the following equations.

dSt = μStdt + σStdWt,with S0<S̄, (8)

and we can obtain the expectation and variance for St, where the expectation
can be used as the guide price in the trading process.

E(St) = S0e
µt. (9)

The price function St is subject to the highest and lowest price, and fluctuates
according to the users’ bidding price. It works as the guide price for all partic-
ipants where all of them are suggested not exceed the guide price. Moreover,
they still have the autonomy to decide their trading price between the lowest
price and the guide price. It is a closed double auction market with price-time
precedence and discrete marketing closing time. Therefore, no central entity is
needed to implement the market trading.
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4 Simulation Results

To evaluate the performance of the proposed blockchain based energy trading
model, a residential area substation transformer with Pmax = 250kVA power
capacity is used which serves the size of 100 households. We assume that on
average each household would have owned one EV. Moreover, the EV charge
connection status is modeled as two parts, where the first time segment is from
06:00 to 18:00 and the second time segment is from 18:30 to 05:30 (+1). In this
model, the initial battery residual (SOCini) for EVs is randomly generated. In
order to evaluate the performace of the designed trading market, we generate
the electricity buy and sell orders from EV integrated smart grid network. Then
the system simulate the exchange process with the order input to calculate the
overall price fluctuation with respect to the real-time price.

The price of electricity exchange market is variated according to the guide
price order execution where the drift of the best bid price has been assumed
to be a constant. To keep the setup tractable for exposition, we assume the
simplified scenario: the best bid price exhibits a zero drift μ = 0 prior to the
submission of the iceberg order. The original price fluctuation interval is set
to be σi ∈ (10, 30) subject to the local area, henceforth, the order price σt is
modified for certain hours during the day to simulate the retail electricity prices
σave in distribution networks, which are displayed in Fig. 2. As we can see from
the figure, the electricity price is higher during 6:00 to 8:00, 11:00 to 13:00 and
17:00 to 19:00, which conforms to the higher power demand PEV for EV charging
period as depicted in Fig. 2.
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5 Conclusions

In summary, this paper presents an initial proof-of-concept of energy trading
on the blockchain platform. It decentralizes the central controller based smart
grid system and increases the autonomy of the grid participants. We provide
insight into the economic evaluation of a blockchain-based market design and
its technical implementation. In the future work, we will formulate the overall
utility function and optimization techniques to achieve the ancillary services.
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Abstract. Energy-efficient cognitive radio network has received con-
siderable attention recently because of improving spectrum and energy
efficiency. In light of such observations, we present a model for cognitive
radio network based on stochastic geometry theory where transmitters
and receivers are distributed according to Poisson point process. In this
paper, we focus on the optimization problem where energy efficiency
is maximized under the constraint of outage probability for primary
network and secondary network. We show that the energy efficiency is
increased with the increment of threshold for primary network. How-
ever, the energy efficiency is maximum for a certain value of threshold
in secondary network.

Keywords: Cognitive radio network · Stochastic geometry
Poisson point process · Energy efficiency

1 Introduction

With the increasing demand for new wireless services and applications, as well as
the increasing demand for higher capacity, wireless networks have become highly
heterogeneous. In this context, it is essential to have updated information on the
radio environment to enhance overall network performance. To support these
increasing demands, researchers and engineers have made numerous attempts to
introduce new technologies and different network deployments. The concept of
cognitive radio (CR) is one of them, which facilitates the flexible usage of the
radio spectrum [1]. Cognitive radios are being considered as an alternative to cur-
rent wireless devices in many applications such as smart grid [2], public safety [3],
cellular networks [4], and wireless medical networks [5]. Besides the technology,
the topology and network deployment also play a significant role to meet these
ever increasing demand. Therefore recent practice of cellular network, the base
station (BS) deployment shifted from deterministic model (Wyner, hexagonal
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and square lattice model) to a random model [6]. Another motivation of mov-
ing towards random deployment is energy efficiency. The authors in [7] reported
that, the BS is a cellular networks consume the major portion of total energy
consumption and contribute more than 70% of the electric bill. Moreover, higher
energy consumption results not only a rise in the CO2 emission also a significant
amount of harmful radiation. A recent study found that the global CO2 share of
the ICT is 5% and which is rising at a fast pace, due the increasing number of
network applications, services, and subscribers [8]. Therefore, an energy efficient
green wireless communication becomes a prerequisite.

In order to study the system performance such as energy efficiency, out-
age probability, coverage probability and interference in the CR networks, the
stochastic method is commonly used in the literature [9–12]. In [9], the authors
uses the Poisson, Binomial, Hard Core point process and Poisson cluster process
to evaluate the performance of multi-tier CR networks. However, the authors in
[10] shows that the use of Poisson point process (PPP) is impractical for assessing
interference and outage probability due to the interaction between the primary
and CR users through exclusion region. The authors in [11] investigate the out-
age probability in two-tier cognitive heterogeneous cellular networks using the
theory of homogeneous PPP. Following this line of thought, the authors show
that outage probability can be decreased by the proper choice of the spectrum
sensing in femto cell. In [12], authors discuss the coverage probability and trans-
mission rate in Rayleigh-lognormal fading.

In this work we have analysed the performance of CR network based on the
theory of stochastic geometry. The main contribution of this work is two-fold:
(a) We maximize the energy efficiency of primary network under the constraint
outage probability of primary receiver. (b) We maximize the energy efficiency of
secondary network under the constraint outage probability of secondary receiver.
Finally, we present the numerical results of optimal transmission power and
density. Also we show the maximum energy efficiency for different threshold.
The rest of the paper is organised as follows. In Sect. 2, we present the network
model and timeslot structure that has considered in this work. In Sect. 3 we first
describe the outage probability for primary receiver (PR) and secondary receiver
(SR) followed by energy efficiency for primary network (PN) and secondary
network (SN). An optimisation problem is also discussed to maximise the energy
efficiency for both PN and SN. In Sect. 4, the numerical results and discussion
for a CR network are provided. Finally we conclude our work in Sect. 5.

2 Network Model

Consider a downlink scenario of CR network consisting of secondary users (SUs)
and primary users (PUs) is shown in [13,14]. In CR network, two types of network
are comprised such as primary network (PN) and secondary network (SN) or
cognitive radio network (CRN)1. Primary transmitters (PTs), primary receivers

1 cognitive radio and secondary user are used interchangeably.
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(PRs) and secondary transmitters (STs) are included in PN and also STs, sec-
ondary receivers (SRs) and PTs are included in SN. All active STs and PTs are
assumed to be spatially distributed in accordance with homogeneous PPPs Φst

and Φpt with densities λs and λp, where λs and λp are the average numbers
of STs and PTs per unit area, respectively. Consequently, the associated SRs
and PRs are located in accordance with independent PPPs Φsr and Φpr with
densities λsr and λpr, respectively. We assume a scenario of constant transmit
power, and denote by Ps and Pp the transmit power of STs and that of PTs,
respectively.

In this work, we have considered time slotted network operation on licensed
channel. Predominately, PUs are the legitimate users if the licensed channel and
SUs can only use it when it is not used by PUs. We assume that the activity of
PUs follows the two state Markov model which are ON and OFF period. The ON
period indicates the presence of PUs, hence channel is busy. The OFF periods
refers the absence of PUs, thus channel free and can be used by SUs. In order
to detect the free slots the SUs, first perform spectrum sensing at the beginning
of each frame during the time interval of [0, Ts]. This sensing result is used to
create a list of available channels that can be used as a potential data channel.
An SU will select the best channel from the available channel list based on QoS
requirement and transmit data during the time interval of [Ts, Ts + Tp].

3 Analysis of Performance Metric

In this section, the outage probability and energy efficiency have provided based
on [13,14] where outage probability and energy efficiency have discussed in
details. This paper focuses on the optimization problem. We maximize the energy
efficiency under the constraint of outage probability. In the downlink of CR net-
works, the outage probability depends on the signal to interference plus noise
ratio (SINR) of each receiver (i.e., PR or SR).

3.1 Outage Probability

In wireless communication, the outage refers to a significant performance degra-
dation if the SINR is less than a certain threshold. The outage probability can
be defined as the probability of SINR being less than the threshold.

Outage Probability of PR. A PR is successfully decoded a packet when it’s
SINR is above the threshold θp. Therefore, the outage at the PR occurs whenever
the SINR at the PR declines below a threshold θp. According to [13,14], the
outage probability for PR can be expressed as

εp = 1 − λp

λp − λ′
p − pimλsβ2 + 0.5ν

, (1)

where ν = LpV (θp, 4) + LsWb(θp, 4, β), V (θp, 4) = Γ (−1/2, μpθpgp) − Γ (−1/2),
Wb(θp, 4, β) = Γ (−1/2, μpθpgsPsP

−1
p β−4) − Γ (−1/2), Lp = λ

′
p

√
μpgpθp,
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Ls = λspim

√
μpgsθpP

−1
p Ps, and pim = pic, impst, im. Pp is the transmission

power of PT, Ps is the transmission power of ST, θp is the threshold, λ
′
p is the

density of PTs located in the area R
2 \ b(0, rp), b(x, y) represents a sphere of

radius y centered at point x, gp is the interference channel gain between the
tagged PR and the interfering PT, gs is the interference channel gain between
the tagged PR and the interfering ST, β is a constant parameter that depends
on the cell radius, pic, im and pst, im are the probability of unoccupied channel
selection and the probability of successful transmission for imperfect detection,
respectively. pim is related with N , M , Ns described in [14] where N is the total
number of PU channels, M is the number of unoccupied channels and Ns is the
sensed channels from the unoccupied channels M , respectively.

Outage Probability of SR. The SUs are unlicensed users in this network
and only transmit a signal if the channel is free. The outage probability of a
SR can be defined as one minus coverage probability of the SR. The coverage
probability for a SR is the probability that the SINR of the tagged SR is greater
than the threshold θs. According to [13,14], the outage probability for SR can
be expressed as

εs = 1 − λs

λs − pimλ′
s + ν1

, (2)

where ν1 = pic, ptλpΓ (1/2)
√

μsθsGpP
−1
s Pp + 0.5pimλ

′
s

√
μsθsGsX(θs, 4),

X(θs, 4) = Γ (−1/2, μsθsGs)−Γ (−1/2), and pim = pic, impst, im. θs is the thresh-
old, λ

′
s is the density of STs located in the area R

2\b(0, rs), Gs is the interference
channel gain between the tagged SR and the interfering ST, Gp is the interfer-
ence channel gain between the tagged SR and the interfering PT and pic, pt is
the probability of selecting an unoccupied channel from the total number of PU
channels.

3.2 Energy Efficiency

In order to improve the energy consumption, it is important to understand the
relationship between energy efficiency and area spectral efficiency. In general,
the energy efficiency can be defined as the amount of transmitted bits per unit
energy consumption and the amount of transmitted bps per unit bandwidth is
known as area spectral efficiency. A different definition is presented in [15] where
energy efficiency is defined as the ratio of area total throughput to area total
power consumption and the area spectral efficiency is defined as the area total
throughput per unit bandwidth per unit area. Hence the energy efficiency ratio
(η) can be written as the ratio of area spectral efficiency over average network
power consumption.
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Energy Efficiency of PN. The energy efficiency for the downlink channel is
expressed as

ηPN =
(1 − εp) log2(1 + θp)

pic, ptPp + Ppc

=
λp log2(1 + θp){

λp − λ′
p − pimλsβ2 + 0.5ν

}
(pic, ptPp + Ppc)

, (3)

where Ppc is the constant circuit power consumption in the PT. For simulation
purposes, we assume Ppc = 50 kW [16].

Energy Efficiency of SN. It is considered that the SN consists of ST, SR and
PT. The energy efficiency can be expressed as

ηSN =
(1 − εs) log2(1 + θs)

Ppc

=
λs log2(1 + θs)

{λs − pimλ′
s + ν1}Ppc

, (b/J/Hz) (4)

where Ppc = NtrxPoTt + pimΔsPsTp + PssTs + PsTp and Tt = Ts + Tp. Ts is
the sensing period, Tp is the transmission period, Pss is the power consumption
during the sensing period, NTRX is the number of transceivers, Po is the load-
independent power consumption at a nonzero output power, which depends on
the circuit power consumption of the four types of BS (i.e., macro, micro, pico,
and femto). Δs is the slope of the load-dependent power consumption, which is
the transmission power consumed in the RF transmission circuits for the four
types of BS. From the power consumption expression, we observed that Po and
Δs are fixed for any given BS. We can verify two aspects (i.e., NTRX and Ps)
for use in the design of an energy-efficient network.

3.3 Optimization Problem

In this section, we introduce the optimization problem of PN and SN which are
discussed below:

Maximization of Energy Efficiency of PN. In PN, the energy efficiency
is maximized where outage probability of PR is constraint. In this optimization
problem, we determine the Pp, λp, λ

′
p that maximize the energy efficiency. The

optimization problem can be formulated as

max
Pp,λp,λ′

p

ηPN (Pp, λp, λ
′
p) (5a)

s.t. C1 : εp(Pp, λp, λ
′
p) ≤ εpp (5b)

C2 : λ
′
p ≤ λp (5c)

C3 : Pp ≥ 0, λp ≥ 0, λ
′
p ≥ 0. (5d)
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In (5), constraint C1 ensures that the outage probability εp does not exceed
the particular value of εpp. C2 verifies that λ

′
p is less than λp. C3 confirms the

non-negative value of Pp, λp, and λ
′
p.

The optimization problem is difficult to solve mathematically. However, we
can solve it numerically using the fmincon function in MATLAB software [17].
The objective function in (5a) is an increasing function and the feasibility con-
dition is satisfied. Moreover, there are optimal solutions (e.g., Pp, λp, and λ

′
p)

that satisfy the constraints (5b)–(5d). The numerical findings are discussed in
detail in Sect. 4.

Maximization of Energy Efficiency of SN. In SN, the energy efficiency is
maximized where outage probability of SR is constraint. In this optimization
problem, we determine the Ps, λs, λ

′
s that maximize the energy efficiency. The

optimization problem can be formulated as

max
Ps,λs,λ′

s

ηSN (Ps, λs, λ
′
s) (6a)

s.t. C1 : εs(Ps, λs, λ
′
s) ≤ εss (6b)

C2 : λ
′
s ≤ λs (6c)

C3 : Ps ≥ 0, λs ≥ 0, λ
′
s ≥ 0. (6d)

In (6), constraint C1 ensures that the outage probability εs does not exceed the
constant value of εss. C2 verifies that λ

′
s is less than λs. C3 confirms the non-

negative value of Ps, λs, and λ
′
s. Following the above optimization, the optimal

solution (i.e., Ps, λs, and λ
′
s) is found by the same procedure. The details of this

optimization are presented in Sect. 4.

4 Numerical Results and Discussion

In this section, based on the previous analysis of optimization problem, we
present numerical results to evaluate the performance of energy efficiency. In
the following numerical results, simulation parameters are provided as N = 25,
M = 10, Ns = 15, Ts = 1 ms, Tp = 4 ms, Δs = 2.8, Po = 84 W , Pss = 0.2 W ,
μp = 0.5, μs = 0.5, β = 1, εss = 0.1 and εpp = 0.1.

Figure 1 shows the optimal value of Pp in dBm for different value of threshold
θp considering the value of densities λs = 25/km2, λ

′
s = 20/km2 and Ps =

30 dBm. The optimal Pp is fluctuated from θp = 5 dB to θp = 22 dB. Then the
optimal Pp is stable. As shown in Fig. 2, as θp increases, the optimal value of λp

slightly increases, but λ
′
p decreases.

Figure 3 illustrates that the energy efficiency increases with the increment of
θp at θp = 27 dB and then energy efficiency decreases with the increment of θp.
The maximum energy efficiency is 1.3 × 10−4 at θs = 27 dB. Obviously, as θp

increases, power consumption reduces so energy efficiency is maximized.
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Now we explore the energy efficiency of SN considering the value of densities
λp = 15/km2, λ

′
p = 5/km2 and Pp = 50 dBm. A careful observation of Fig. 4

indicates that the optimal value of Ps is dramatically changing. In Fig. 5, similar
behaviors can be observed for density (λs and λ

′
s). The optimal λs is constant

for different θs. But, the optimal value of λ
′
s is fluctuated.

Figure 6 shows the relationship between energy efficiency and θs. Interest-
ingly, we observe that the energy efficiency is increased at θs = 7.5 dB then
energy efficiency is decreased with the increment of θs. For the optimal setting
of Ps, λs and λ

′
s, the maximum energy efficiency is achieved for different value

of θs. The maximum energy efficiency is 0.65 at θs = 7.5 dB.
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5 Conclusion

In this paper, we have investigated the optimization problem for PN and SN
in CR network by using the theory of stochastic geometry. In particular, we
maximize the energy efficiency for PN and SN in term of outage probability.
Also, we find the optimal transmission power and density of PN and SN for
the network that can achieve the maximum energy efficiency. Numerical results
demonstrate that the energy efficiency increases in an increase of threshold. For
the SN, the energy efficiency is maximum for a particular value of threshold.
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Abstract. Fog-based radio access networks (F-RAN) are posed to play a piv-
otal role in the much-anticipated 5th Generation (5G) cellular networks. The
philosophy of F-RAN is to harness the distributed resources of collaborative
edge devices to deliver localized RAN services to the end users. The current
F-RAN is implemented mainly utilizing dedicated hardware and do not leverage
on the available large number of distributed edge devices. This paper introduces
the idea of opportunistic fog RAN (OF-RAN) which comprises of virtual fog
access points (v-FAPs). The v-FAPs are formed opportunistically by one or
more local edge devices also referred to as service nodes, such as WiFi access
points, femtocell base stations and more resource rich end user devices under the
coverage and management of the physical FAP, which can be dedicated fog
server, fog-enabled remote radio heads (RRHs) or macrocell base stations. The
proposed OF-RAN can be a low latency and high scalable solution for 5G
cellular networks.

Keywords: Opportunistic fog computing � 5G radio access network
Virtual fog access points

1 Introduction

The future 5th Generation (5G) cellular networks will not only cater high-speed and
reliable human communication services, but also support communications between a
large number of smart objects or ‘things’ in the coming era of the Internet of Things
(IoT) [1]. To sustain these objectives, centralized radio access networks (C-RAN) was
developed where client data received by base stations (BSs) are transmitted over fiber
links to a central unit for processing on specialized hardware [2]. Recently, the concept
of Cloud-RAN was proposed to replace the specialized hardware in C-RAN with
commodity cloud-computing platform to allow for more flexible splitting and alloca-
tion of RAN functionalities between radio access points (RAPs) and the cloud,
depending on the available cloud resources. However, Cloud-RAN has the short-
comings of: (i) constrained backhaul capacity; (ii) load concentration on the centralized
base band unit (BBU) pool; and (iii) difficulty in meeting the ultra low-latency
requirements of 5G [3].

More recently, Fog-computing based Radio Access Network (F-RAN) is proposed
as a promising candidate to tackle the aforementioned challenges. Fog computing is a
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paradigm that extends cloud computing by placing cloud-equivalent resources
including processing and storage resources at the edge of the network [4]. In literature,
fog computing is also considered as a more general concept of mobile edge computing
(MEC). F-RAN harnesses the presence of such collaborative edge devices to deliver
localized RAN services to end-users [5]. Its main philosophy is to make full use of
local radio signal processing, cooperative radio resource management (CRRM) and
distributed storage capabilities in edge devices [6]. Through ingestion and processing
of end-user tasks close to their sources, F-RAN has potential to meet the stringent
latency and bandwidth requirements of 5G services and applications.

However, the current proposed fog access points (FAPs) of F-RAN have been
implemented mainly as dedicated fog servers, or fog-enabled remote radio heads
(RRHs) or macrocell base stations [7]. It does not leverage on the presence of a large
number of other distributed edge devices in the proximity of FAPs such as WiFi access
points, femtocell base stations, and resource-rich end-user devices that can be incen-
tivised to lease their resources and collaboratively serve as ‘service’ nodes to other
end-users. This motivates us to propose the opportunistic fog RAN (OF-RAN) inspired
by the concept of opportunistic resource utilisation network (oppnet) [8].

The oppnet is a type of specialised ad hoc network that features opportunistic
expansion and opportunistic utilization of local resources gained by the expansion. It is
a dynamic form of network comprising originally of a small set of ‘seed’ nodes, which
can be expanded on-demand by recruiting ‘helper’ nodes in their local areas not
employed initially but join the seed nodes in order to fulfill a given task. The FAPs in
the current F-RAN and the local edge devices (also referred to as service nodes in our
proposed OF-RAN) can be considered to resemble the seed nodes, and helper nodes,
respectively, in oppnet [8].

Hence, this paper also proposes the concept of a virtual FAPs (v-FAP) formed by
two or more local edge devices and monitored by physical FAPs for 5G radio signal
processing. Intuitively, by being in close proximity to the user equipment (UE) that
generate the processing tasks and harnessing the collective plethora of local computing
resources, the proposed OF-RAN could emerge as a low-latency and high-scalability
alternative to the current F-RAN and Cloud-RAN approaches.

The rest of the paper is organized as follows. Section 2 reviews the research lit-
erature on investigating various issues of Cloud-RAN and F-RAN. Section 3 presents
the proposed OF-RAN architecture. The knowledge gaps are identified and corre-
sponding research questions are discussed in Sect. 4. Finally, Sect. 5 concludes the
paper.

2 Literature Review

This section performs a critical review of the relevant literature according to the type of
research problems addressed. Four main research problems are identified, namely:
(i) limited fronthaul capacity; (ii) flexibility and cost of deployment; (iii) user access
mode selection; and (iv) service node selection.
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2.1 Limited Fronthaul Capacity

In [11], the authors addressed the limited capacity of fronthaul links in Cloud-RAN by
proposing an adaptive compression and joint detection scheme at baseband unit
(BBU) pool, which exploits the correlation among the remote radio heads (RRHs) to
minimize the fronthaul transmission rate while satisfying the quality of service
(QoS) requirements. The RRHs are less sophisticated compared to classical base sta-
tions, thus they are considered as relaying nodes that forward IQ signals from the user
equipment (UE) to the BBU pool. The block error rate (BLER) of the proposed scheme
is analyzed in closed form by using pair wise error probability (PEP). Analytical result
showed that a compression efficiency of 350% can be achieved by the proposed
scheme. However, the authors have assumed that the BBU always have perfect
knowledge of all channel information, which may not be practical and can incur
significant overheads in their acquisition due to frequent large-scale message exchan-
ges. When it comes to limited capacity of front haul, overhead reduction becomes more
important in Cloud-RAN, which is intended to support a large number of users.

In [12], a joint power control and fronthaul rate allocation scheme for uplink
communication in an OFDMA based cloud-RAN is proposed. The proposed scheme is
designed for throughput maximization under fronthaul capacity constraint, which is
found to have a significant impact on the optimal power control policy. The result
showed that the joint design approach achieved better performance than an approach
based on optimizing only power control or fronthaul rate allocation. However, the
authors have assumed all fronthaul links to be of equal rates and perfectly lossless, and
all mobile users are pre-allocated with the same number of sub-carriers, which made
the analysis simple, but may not be realistic in real-world heterogeneous environment.

The authors in [13] studied the joint design of cloud and edge processing for the
downlink in F-RAN. The BBU performed joint processing for its enhanced RRHs
(eRRHs), which cache frequently requested contents of their users, in addition to being
a conventional RRH. The objective was to maximize the minimum delivery rate of
requested files under the constraints of limited fronthaul capacity and eRRH power.
Two fronthauling modes: hard and soft transfer, with different baseline and
pre-fetching strategies are considered. In hard transfer, non-cached files are delivered
over the fronthaul links, whereas in soft transfer, fronthaul links conveyed quantized
baseband signals as in a cloud-RAN. A simulation performance comparison between
hard and soft transfer showed that the latter is more effective in using fronthaul
resources except in very low signal-to-noise ratio (SNR) regime. However, the authors
have largely adopted a heuristic approach to associating UEs to eRRHs, which may not
achieve optimal performance as would be achieved under a more theoretically-
grounded approach, e.g. by formulating a user association problem which finds the
optimal set of eRRHs to associate with the UEs such that the minimum delivery rate is
maximized under the constraints of limited fronthaul capacity and eRRH power.
Furthermore, the non-associated eRRHs may be put into sleep mode in order to reduce
the energy expenditure.

In [9, 10], the authors investigated the performance of a Cloud RAN under flexible
centralization, which refers to the concept of suitably proportioning the BBU pro-
cessing chain (or functional split) between the cloud and RRH, in order to alleviate the
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issue of limited fronthaul capacity. Various centralization options are analyzed with
respect to their required fronthaul capacity, achievable latency and challenges for the
signal processing. To enable different information types beyond raw I/Q samples to be
transported over the fronthaul when a functional split is implemented between BBU
and RRHs, a packet-based transport approach is proposed in [10]. However, this
requires a careful design of the packetization method in order to minimize both
header-related overhead and payload-filling latency. It is generally observed that
existing Cloud RANs have difficulties in keeping their latencies within the timing
requirements of the Long-Term Evolution (LTE) standard [10]. More specifically, the
overall processing has to be completed in 3 ms in order to comply with the Hybrid
Automatic Repeat Request (HARQ) timing, which is the most critical timing
requirement defined in LTE [18].

2.2 Flexible and Low-Cost Deployment

In [14], the authors investigated millimeter-wave (mmWave) downlink transmission for
the ultra-dense cloud radio access network (UD-CRAN). The fronthaul is shared
among RRHs via time division multiple access (TDMA). The joint resource allocation
over TDMA based mmWave fronthaul and orthogonal frequency division multiple
access (OFDMA) based wireless transmission is studied to maximize the weighted sum
rate of all users. The authors have specifically considered a system, where user assigned
on any sub-carrier frequency can potentially be served by multiple RRHs subject to
fronthaul constraint. The numerical solutions showed that the proposed solution for
OFDMA based UD-CRAN can achieve throughput gains of more than 150% over a
conventional LTE-A where each user is associated with a single RRH and the
mmWave fronthaul bandwidth is equally divided among RRHs. However, the authors
have assumed a clear line-of-sight for the mmWave link between RRH and BBU,
which may not be possible in densely urban or hilly terrain environments.

The authors in [15] proposed a low cost approach to network densification through
on demand deployment of mobile small cells using either mobile handsets or remote
radio units. The mobile small cell base stations transmit RF signals to UE in downlink
or forward baseband signals from UE to BBU pool for further processing in the uplink.
The simulation result showed that proposed approach improved throughput and service
quality over the coverage of the network. The proposed solution does not require
extensive network planning, but there is high potential for inter-cell interferences with
the deployment of heterogeneous small cells alongside macro-cells.

2.3 User Access Mode Selection

The authors in [16] proposed an adaptive algorithm for downlink F-RAN users to select
between two content access modes: fog access point (FAP) and device-to-device
(D2D), by taking into consideration of their locations, cache sizes and fronthaul delay
cost. The proposed algorithm is based on the evolutionary game approach and com-
prises of three entities: players, strategies, and payoff. Players are users who can choose
between multiple access modes. Strategies refer to the selection method, and payoff
quantifies the performance satisfaction level of a potential player. Simulation results
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showed that the proposed scheme can achieve better payoffs than a maximum rate
algorithm. However, the author have not considered the channel conditions between
the FAP, F-RAN and D2D users in their proposed user access mode selection.

The authors in [17] proposed a centralized opportunistic access control (COAC)
with user access mode selection. They considered a D2D underlaid cellular network
composed of both D2D user equipment (DUE) and cellular user equipment (CUE), i.e.
DUEs communicate with each other using the same radio resources as the CUEs. The
user access mode selection, i.e. for selecting between cellular or D2D mode, is based
on the user’s signal-to-interference ratio (SIR) with respect to cellular base station and
DUEs, and the achievable spectrum efficiency. The COAC scheme is compared with a
distributed random access control scheme (DRAC) where sub-channels are allocated
randomly. The simulation results showed that the user access mode for COAC per-
formed better than the DRAC scheme. However, little attention has been given to the
study of considering fronthaul delay in the user access mode selection and its impact on
the network latency performance.

2.4 Service Node Selection

The authors in [18] focused on achieving ultra-low latency in F-RAN and proposed an
algorithm to determine the optimal number of F-RAN nodes (small- and macro-cell
BSs) and amount of resources required for a given distributed computing task. The
optimisation problem is firstly formulated to tackle the trade-off between communi-
cation and computing resources, followed by cooperative task computing to decide
how many F-RAN nodes should be selected with proper resource allocation and
computing task assignment. Under the proposed scheme, a target user first sends its
processing data to a nearby master F-RAN, which then selects an F-RAN node to serve
the user, and is responsible for splitting and combining the tasks. Simulation results
showed that the proposed scheme can significantly reduce the total service latency and
achieve ultra-low latency. However, the authors have not considered the pre-existing
computing load of the F-RAN nodes, as well as the load balancing issue, when
assigning a new task to them.

The authors in [19] investigated the formation of a femto-cloud (coalition of
femtocell access points) for collaborative processing, in order to avoid using remote
cloud while enhancing user’s quality of experience (QoE). A cooperative game
approach to forming the femto-cloud is proposed, such that the available computation
resources are maximally exploited while participating femtocell access points are
selected based on satisfying the user’s quality of experience (QoE) and monetarily
rewarded in a fair manner. The femto cell manager (FCM), which is installed and
maintained by the network operator coordinates the formation of femto-cloud.
The FCM is also responsible for facilitating information exchanging with neighbouring
FCMs. The simulation results shows that the execution delay by using femto-cloud can
be reduced up to 50% when compared to that by a single femtocell access point.
However, very little attention has been given to the load distribution among the
femtocell access points.

In [20], the authors proposed an algorithm for selecting small-cell BSs in a
small-cell cloud (similar to femto-cloud in [19]) to process offloaded applications from
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Table 1. Summary of literature review

Issues investigated Proposed solutions Ref.

Limited capacity
fronthaul

• Aim: Joint detection and decompression algorithm to minimize the fronthaul
transmission rate

• Result: Compression efficiency of 350% can be achieved by proposed
optimization schemes

[11]

• Aim: Joint wireless power control and fronthaul rate allocation optimization in
the uplink communication of an OFDMA based C-RAN to maximize the
network throughput

• Results: Joint design achieves significant performance gain compared to
optimizing either wireless power control or fronthaul rate allocation

[12]

• Aim: Joint design of cloud and edge in order to maximize the delivery rate of
the requested files while satisfying the fronthaul capacity

• Results: Soft transfer mode provides more effective way of fronthaul resources
compared to hard transfer mode

[13]

• Aim: Functional split on the fronthaul capacity and the use of packet-based
fronthaul network

• Results: Split of functionality can improve significant centralization gain
compared to distributed detection methods

[10]

Flexible and low cost
deployment

• Aim: Joint resource allocation for both TDMA and OFDMA based UD-CRAN
to maximize weighted sum rate of all users using mmWave fronthaul

• Results: OFDMA based UD-CRAN can achieve throughput gain of more than
150%

[14]

• Aim: Low cost on-demand deployment of mobile small cells using either
mobile handsets or remote radio units (RRU)

• Results: The proposed solutions improved system capacity and service
consistency over the coverage of mobile networks

[15]

User access mode
selection

• Aim: Evolutionary game approach for user access mode in fog radio access
network

• Results: The proposed algorithm has a better user satisfaction than the maximum
rate algorithm

[16]

• Aim: Opportunistic selection of sub-channels based on centralized management
by cellular base station, and the criteria for selection between D2D and cellular
access mode

• Results: D2D mode is a suitable candidate for closely located UEs with strong
LOS. But as number of D2D links increases, cellular mode is selected to reduce
interference among D2D links

[17]

Service node selection • Aim: An algorithm to determine optimal number of F-RAN nodes and amount
of distributed resources for a given computing scenario

• Results: The proposed algorithm can significantly reduce the total service
latency of the cooperative task computing operation

[18]

• Aim: Formation of femto-cloud by local femto cell access points (FAPs)
equipped with processing power in a UMTS LTE network via a cooperative
game theoretic scheme

• Results: The proposed scheme shows superior performance in terms of handling
latency and incentives provided to FAP owners

[19]

• Aim: An algorithm for selection of small cell base station to form the small cell
cloud (SCC) to process offloaded data by UEs

• Results: The proposed algorithm can achieve 100% user satisfaction as long as
the task offloading rate is within a certain limit

[20]

• Aim: An algorithm for application placement problem with the goal of
minimizing the maximum resource utilization

• Results: The theoretical and simulation results show the proposed algorithm can
balance the computation load well

[21]
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UEs. The algorithm considers both UE’s computation demand and the computation
capacity and load of small-cell BSs in order to achieve high user QoS while main-
taining relatively balanced communication and computation load among small-cell
BSs. The simulation results showed that the proposed algorithm can achieve 100% user
satisfaction as long as the task offloading rate is within a certain limit. However, the
authors have not considered the dynamicity of the network, such as UE mobility and
changing available computation capability during the processing of offloaded
application.

The placement of decomposable application components onto physical MEC nodes
was investigated in [21]. The user application and physical nodes are modelled as
graphs whose nodes and edges represent the computation and communication resource
entities, respectively. Several algorithms for placing the application to physical graphs
in different scenarios are proposed with the aim of balancing the load and minimizing
the sum resource utilisation at the physical nodes. However, the existing work is
mainly focused on offloading or placement of application computation to base-station
type nodes in MEC. On the other hand, our work addresses the RAN task assignment
problem to a virtual group of co-located edge devices, including UEs in F-RAN.
A summary of the literature review performed above is given in Table 1.

3 OF-RAN Architecture

The proposed OF-RAN aims to harness the approach of oppnet for opportunistic
formation of fogs as local RAN service groups. The concept of v-FAPs is further
introduced in which an opportunistic fog is formed by two or more collaborative and
local edge devices under the coverage and management of the physical FAPs. Figure 1
shows the proposed OF-RAN architecture with v-FAPs at the access layer.

Fig. 1. OF-RAN architecture
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As shown in Fig. 1, end-user UEs (hereinafter referred to as client nodes) requests
for help from its nearby FAP, which in turn dynamically forms a v-FAP from a set of
service nodes (local edge devices) in the client’s locality. The FAP decides the set of
service nodes to serve the client and the workload assignment to each of the service
nodes based on their resource availability. We consider heterogeneous service nodes
exhibiting different resource capacities (thus having different costs of utilising
resources). The following resource types: computation, storage, communication and
energy resources, can be considered when assigning tasks from client node to each
service node.

Although the proposed OF-RAN is promising, its performance may be limited by
the service nodes that constitute the v-FAPs, which are generally less resourceful than
the FAPs or the core cloud. Assigning tasks to service nodes whose resource capacities
do not meet the resource requirements of the tasks will result in processing failures.
Hence, an important issue is about deciding which service node(s) should be assigned
to process what tasks from client nodes in the OF-RAN. The tasks here refer to the
client node’s radio signal processing tasks that would have normally performed by the
FAP or remotely by the cloud. Other important issues that may also need to be
investigated include the formation of v-FAP and selection of user access mode (be-
tween proposed RAN and conventional RAN).

4 Identified Gaps and Research Questions

In current literature, difficulties have been observed for centralized cloud RANs to keep
its latency within timing requirements of the Long-Term Evolution (LTE) standard, and
there is still much room for improvement in current F-RAN solutions to effectively
address the issues related to cloud RAN. To achieve the best possible outcomes, the
following research gaps in both cloud RAN and F-RAN should be tackled.

The capacity limited fronthaul is one of the main challenges faced by current cloud
RAN. Although many compression techniques and flexible centralization have been
introduced, this requires RRHs to be more sophisticated and capable of handling
exponential traffic growth.

The overall processing must be completed in 3 ms in order to comply with the
Hybrid Automatic Repeat Request (HARQ), the most critical timing requirement
defined in LTE [5]. This tight timing constraint is posing a significant challenge to
current cloud-based execution of high-complexity tasks in standard RAN functions
such as physical-layer forward error correction (FEC). The excessive load concentra-
tion in BBU pool is another issue, as the devices depending on BBU pool for pro-
cessing are not limited to cellular devices, but also the massive number of Internet of
Things (IoT) devices. Current F-RAN mainly comprises of dedicated fog servers,
fog-enabled RRHs or macrocell base stations as fog access points (FAPs). Very little
attention has been given to the opportunistic expansion of the FAPs through the uti-
lization of a large number of other distributed edge devices such as WiFi access points,
femtocell base stations, and resource-rich end-user devices that can be incentivised to
lease their resources and collaboratively serve as ‘service’ nodes to other end-users.
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Although the FAPs in the current F-RAN and service nodes in our proposed
OF-RAN with v-FAPs resemble the seed nodes, and helper nodes, respectively, in
oppnet, but the process of selecting service nodes (recruiting helper nodes) and forming
oppnets (v-FAPs) need to be reinvestigated in the specific context of F-RAN. Given
differences in the targeted use (e.g. mission-critical application versus RAN service
provisioning), type of processing (e.g. application data processing versus radio signal
processing), performance requirements, among others need to be considered.

Furthermore, while the OF-RAN seems promising, are there circumstances where
the user will still prefer to access the cloud rather than the v-FAP for processing? If so,
what the conditions for the user to switch access between the two? The idea of flexible
centralization or functional split has so far been only discussed for Cloud RAN, and not
for F-RAN. Thus, there is a need to further investigate this concept for F-RAN,
particularly under the proposed OF-RAN with v-FAPs architecture. Based on the
identified gaps some of the key research question includes:

i. How to efficiently initiate the opportunistic formation of v-FAP and notify the end
user? How will information be exchanged between service nodes and seed nodes
during the formation process?

ii. What selection criteria should be used for recruiting service nodes in the proposed
F-RAN with v-FAPs architecture taking into consideration of finite processing and
storage capacity of service nodes, limited energy of battery-operated mobile fog
nodes, and 5G signal processing requirements?

iii. What is a feasible way of splitting the radio signal processing function between
the BBU and RRHs in an OF-RAN? How can some of these tasks be offloaded to
v-FAPs in order to alleviate the burden of RRH and fronthaul?

iv. How should end users (mobile and IoT devices) distribute the 5G signal pro-
cessing tasks to the v-FAPs, and how will the fog-enabled RRHs collate the
processed results of the tasks offloaded to the v-FAPs by the end user?

v. Based on the proposed OF-RAN system model, how to devise a suitable user
access mode selection scheme based on both user requirements and available
resources?

5 Conclusion

The concepts of Cloud-RAN and F-RAN seems to be very promising for addressing the
impact of the exponential growth of the users on the radio access network architecture.
However, existing Cloud-RAN and F-RAN solutions are faced by various challenges
such as limited fronthaul capacity, load concentration on the centralized BBU, ultra
low-latency requirements of 5G and inefficient utilization of the large number of dis-
tributed edge devices. In addition, Cloud-RAN may not be suitable for latency sensitive
applications.

This paper firstly performed a critical review of relevant literature based on the type
of research problems addressed for the existing RANs and their potential solutions. The
concept of OF-RAN that features opportunistic expansion and utilization of local edge
devices for forming virtual fog access points (v-FAPs) is then proposed and discussed.
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Due to the diversity in the multitude of edge devices with respect to their resource
capacity and processing capability when it comes to selecting service nodes, a number of
important issues need to be investigated. These include deciding which service node(s)
should be assigned to process what tasks from end-users in the F-RAN, the formation of
v-FAPs, and the selection of user access mode (between OF-RAN and conventional
RAN).

The outcomes of this research can benefit both operators and end-users of 5G
networks: operator can offload its processing load from the cloud to v-FAPs for more
scalable operations; end-users can experience lower latency when served locally by fog
devices than remotely by the cloud, thus enhances the provisioning of real-time net-
worked services.
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Abstract. The Internet has evolved as a critical booster for the economic, social
and technical development of human society. Almost half of the world’s pop-
ulation is unfortunately missing out due to the lack of access to the Internet.
Such users are mainly those living in rural and low-income areas. Various
strategies and approaches for improving the Internet’s accessibility are available,
each with a different set of benefits, costs, and risks. It is important to choose
solutions from these feasible options that promise to promote the efficiency as
well as the sustainability of the ‘Internet Ecosystem’. In this paper, we propose a
new model of sustainable connectivity that integrates three factors (affordability,
social shareability, and geographical network coverage) that must be considered
in the selection and design of Internet access solutions. In addition, we develop a
hypergraph-based network graph solution that illustrates the relationship among
the three factors. Then, we use Coloured Petri Nets (CPNs) to model and
simulate the possible Internet access solutions and also interplay those three
factors to study how they impact the overall network connectivity performance.
Our initial results have revealed how sustainable Internet connectivity behaves
as a function of the affordability, social interaction, and geographical network
coverage and investigates how these factors could be leveraged to provide
different network connectivity and Internet access solutions.
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1 Introduction

The Internet is vital for a nation’s development and its social and economic growth. An
open, secure, trustworthy, and universally accessible Internet can facilitate greatly in
attaining the United Nations defined Sustainable Development Goals (SDGs) [1]. The 17
goals include ending poverty, protecting the planet, and guaranteeing prosperity to all
humankind. Although Internet penetration rates are high (over 80%) in developed
countries [2], the people living in rural and low-income areas generally face access
problemswith limited or non-existent connectivity (60% of offline population live in rural
areas [3]). Internet connectivity in these areas is challenging because of barriers such as
remoteness of hard-to-reach rural areas, low density of users, and low-income of users.

Internet access in New Zealand is facing similar challenges [4], and the New
Zealand Government has launched several initiatives to extend Internet connectivity in
rural areas [4]. One of them is the Rural Broadband Initiative (RBI), a partnership
among the Government and different providers to deploy broadband solutions in rural
areas. Despite RBI’s progress, rural users are still demanding higher and higher data
rates, and more reliable and affordable Internet access. According to the participants in
the Rural Connectivity Symposium [5], there is an urgent need to deploy Internet
services and networks in order to support health services, such as emergency healthcare
services, and to have different connectivity options given that there will be no
one-size-fits-all solution. The discussions in the symposium also highlighted the pri-
orities for improving rural connectivity, which include the identification of opportu-
nities for boosting rural economic activity and productivity levels.

Harrison et al. [6] have defined the factors which have some impact in the
deployment of connectivity infrastructure initiatives and projects, such as: the avail-
ability and quality of the Information and Communication Technology (ICT) infras-
tructure, the accessibility to the Internet for education, communication and health
services, and affordability as some of the digital divide indicators [7]. These factors still
hold in rural cases.

In this paper, we propose a sustainable connectivity model for rural and low-
income areas, in order to provide Internet access. The model is based on the following
pillars: affordability, social shareability and geographical network coverage. Based on
these pillars, we then analyse the reachability of users to identify network access
technologies suitable for the rural and remote users. More formally, the reachability of
users for each individual factor can be represented as a graph. We then use a hyper-
graph to model the relationship between the different features, where each dimension of
the hypergraph refers to one reachability area. In this way, we are able to leverage on
the hypergraph theory [8, 9] to identify the optimal access technologies. Moreover, we
use Coloured Petri Nets (CPNs) [10] to demonstrate the applicability of our proposed
model. In particular, the outcome is a set of results showing the percentage of suitable
connections for several optimistic and pessimistic assumptions. Employing CPNs to
simulate different scenarios has the advantage of offering initial insights into the model
effectiveness at a high level of abstraction, while still being able to include detailed
scenario models and to obtain more realistic results in the future.
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The paper is organized as follows. Section 2 provides an overview of the afford-
ability, social and geographical critical factors with special emphasis in the New
Zealand context. Section 3 then presents a sustainable connectivity model for Internet
access in rural and low-income areas. Section 4 then reports the results, which are
obtained by applying CPNs on the considered case study. Finally, Sect. 5 concludes the
paper.

2 Related Work

In this section we review the literature by identifying the importance of considering the
reachability of users based on these factors.

Social shareability represents the willingness of users to share their network con-
nections so other users can gain access to the Internet through the shared connection.
The idea of sharing the Internet connection for social purposes has already been pro-
posed as a solution for providing connectivity to low-income families living in an
urban area in [11]. Vural et al. [12] identified the sharing of broadband connections as
one of the attractive options for increasing wireless connectivity in urban areas when
deploying wireless mesh networks.

Focusing on the affordability, the UK telecommunications regulator defines this
aspect as the capability of a good or service to be purchased by a consumer without
suffering undue hardship [13]. Affordability is one of the digital divide factors,
meaning that some rural users may not be able to afford Internet access [7]. In this
context, the reachability of the affordability means that a user can pay for the con-
nection given the Internet access cost. In particular, the authors in [14] introduce a
reachability analysis given the wages of the users.

In [4], several potential approaches for providing broadband connectivity in rural
areas of New Zealand are discussed. The authors consider the socio-technical needs of
the potential rural users in order to get them engaged in the development of their
connectivity solutions. Moreover, a set of four rural access technologies is overviewed.
In this context, “geographical reachability” means that a user can reach another user to
establish a communication link. The abovementioned technologies provide different
network coverage and support different levels of user mobility which need to be taken
into account for a geographical reachability analysis. Moreover, Durairajan et al. [15]
propose a framework for identifying opportunities for broadband connectivity
deployment. The authors consider different factors, including: the infrastructure
availability, the user demographics, and the deployment costs. Differently from our
work, the complex relationships among the defined factors are not considered. More-
over, both social and affordability factors are not taken into account.

In our work, we adopt hypergraph theory and CPNs. Hypergraph theory is a
powerful tool to model complex relationships among objects within a system. For
example, Bai et al. [16] propose a hypergraph framework to formulate the complex
relationships among the entities in a caching based D2D communication system.
Hypergraphs are beneficial for our research as they allow reachability analysis across
multiple dimensions (factors) and can be used to find optimal solutions with respect to
the selected Internet access technology. Moreover, CPNs have been used extensively to
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build models of distributed systems at different levels of abstractions, and to obtain
numerical simulations results [10]. They are beneficial for our research because we can
abstract away from many details and we can easily obtain a set of initial results.

3 A Sustainable Connectivity Model for Rural Zones

The proposed sustainable connectivity model includes three factors: affordability,
social shareability and geographical reachability as shown in Fig. 1. It also shows the
possible relationships among these three factors associated with the potential access
technologies, thus we can evaluate these technologies through a 3D-perspective. Here
we denote the x-axis as the geographical reachability, the y-axis as the affordability
reachability and the z-axis as the social shareability. For example, the D2D wireless
communications technology with mesh networking could be a suitable access solution
when the social shareability is high, but the geographical reachability is low. In order to
measure the possible technological solutions for selection, we could use this sustainable
connectivity model to leverage and to optimize the cooperation among the three
variables while keeping fixed the total amount of the resources.

Figure 1 does not fully capture the model, as the shareability and reachability
factors are not singular values but rather complex relationships between users in a
particular area. Therefore, the initial sustainable connectivity model needs to be further
enhanced by representing it as multiple graphs with different layers. Figure 2 reports a
representative example of a 13-node network. In the geographical dimension, the nodes
represent the user locations, and the links represent the existing physical connections,
e.g., cables or fibres already established between two users by the infrastructure pro-
vider. In the affordability dimension, the links between two nodes represent the fact that
one user can afford to connect with another. Finally, in the social dimension, each link
represents the two users with willingness to allow sharing their devices to connect with
each other wirelessly so as to extend the Internet connectivity.

Fig. 1. The three-dimension based sustainable connectivity model.
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We then further consider two representative cases (reported in Fig. 2). In the first
one (top part of Fig. 2), we assume that the subscription fee to the Internet service is
very high, i.e. 90 [EUR] per month. Firstly, we consider both geographical and
affordability factors i.e., DG [DA, for the Internet access. It can be seen that only three
users (i.e., a, b and d) can access the Internet while users c and g have network
connectivity but they cannot afford it. On the other hand, users (f, h, g, i, k, l) can afford
it but they do not have network connectivity yet so they cannot access the Internet
either. In rural areas, neighbourhoods in small towns or villages usually tend to cluster
people in relatively small areas. Therefore, we can assume denser link connectivity in
its social dimension. In other words, the users have willingness to support and share
their Internet connectivity to each other if the network security and payment issues can
be addressed. In this case, the social shareability factor can be included (i.e.,
DG [DA [DS) and D2D mesh networking can be set up among users; in this scenario,
there is an extra user who can be further connected to access the Internet service.

Focusing on the second case (bottom part of Fig. 2), we reduce the monthly sub-
scription fee from 90 Euro to 30 Euro. As a result, more users can afford it, i.e., more
links in the affordability layer are established, while the links in the other two
dimensions are kept unchanged. It can be seen that there will be 5 users who can access
the Internet when both geographical and affordability factors are considered. This

Fig. 2. An example of sustainable connectivity model exploiting multi-dimensional graphs.
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number is increased to 13 users when all three factors are considered. From the network
operator’s perspective, the option of having more users (i.e., 5 users vs. 3 users) but
with lower profit (i.e., 150 Euro vs. 270 Euro) is not a feasible solution. On the other
hand, the solution of having more users (i.e., 13 users vs. 3 users) with more profit (i.e.,
390 Euro vs. 270 Euro) could be an attractive option to pursue. This could be a win-win
solution between the network operators and end-users.

As shown above, the traditional graph approach is not sufficient to holistically
model the complex relationships between affordability, geographical reachability and
social shareability. In order to explore the interplay among these three factors, we can
represent our sustainable connectivity model by using multi-dimensional graphs
through the use of hypergraph theory. Hypergraph theory provides the mathematical
foundation required to formulate the complicated relationship among these factors. It
can also facilitate the understanding of those relationships and allow us to carry out
further studies of our proposed model. The hypergraphs are extensions of graphs which
can model more general types of relationships [9]. The formal definition of a hyper-
graph is as follows.

Definition 1. A Hypergraph is a pair H = (V, E), where

1. V = {v1, v2, v3, …, vn} is the set of vertices or nodes
2. E = {E1, E2, …, Em}, Ei is a subset V, for i = 1, …, m, is the set of hyperedges.

If the hypergraph does not have any isolated vertex

[m

i

ei ¼ V

An isolated vertex x is defined as

x 2 Vn
[m

i

ei

A hyperedge e is a loop if e 2 E such that ej j ¼ 1
In order to study the relationships among the three factors, we propose a hyper-

graph representation of the sustainable connectivity measurement model. We denote
the set of the communication network users as Vc, where xcn is the nth user of the
communication access network. The set of users which may have a social interaction is
denoted by Vs, where xsm is the mth user. We denote the set users in the affordability
graph as Va. The set of vertices in the proposed hypergraph is defined as:

Vc [Vs [Va ¼ V

In the considered hypergraph for the sustainable connectivity measurement model,
a hyperedge exists if and only if:

• Two users of the given communication network, which belong to Vc, are willing to
establish a communication link.
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• One of them is interested in sharing the connection with the other user xsm.
• One of the users, xan can afford the connection.

The benefit of representing the three factors as a hypergraph is that efficient analysis
techniques can then be used to identify optimal solutions. As shown in the examples of
Fig. 2, for a target area for deploying Internet access, it is possible to generate
hypergraphs for different access technologies, given the users and the geographical data
(e.g. income data, social interactions such as phone call frequencies, mobility patterns,
and radio signal propagation maps). The analysis of the hypergraphs could reveal
which access technologies can provide suitable Internet access to the most users with
the least cost.

4 A Case Study Based on Coloured Petri Nets

Having considered the sustainable connectivity model as a hypergraph, we want to
better investigate the potential of the proposed three-dimensional solution. In this
context, we adopt CPNs as a modelling and simulation tool because they allow the
creation of models at different levels of abstraction. Thus, we can generate models that
represent the three dimensions of the sustainable factors at a level of abstraction. This
model captures the functional properties which need to be proved and allows us to
analyse the system despite its intrinsic complexity.

In the following, we describe how the CPNs are exploited. In particular, we exploit
the hierarchical constructs of CPNs [10]. The top-level module is shown in Fig. 3,
which depicts a three-dimensional representation of the model shown in Fig. 2. This
module includes a substitution transition (drawn as rectangles) for each reachability
dimension, each of them defined by its own module. In the figure, the place (drawn as
ellipses) named “Users” represents the users of the communication access network who
may want to interact with other users and may be able to afford the connection. The
place named “SysState” represents the state of each sub-system, i.e., affordability,
social shareability and geographical reachability. Places and transitions are connected
by arcs which have expressions associated with them.

Fig. 3. Top view of the CPN module for the sustainable connectivity model.
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We conduct simulations for the scenarios shown in Table 1. Each scenario is
defined by three probability variables in the simulation: the probability of affordable
reachability (pa) means that the user can afford a connection with probability pa; the
probability of social shareability (ps) means that a user has a chance to share the
connection with another user with probability ps; and the probability of geographical
reachability (pg) means that the user can reach another user with probability pg. The
probability values have been chosen to represent either pessimistic scenarios (i.e.
scenarios 4, 5, 6, and 8) or optimistic ones (i.e. scenarios 1, 2, 3 and 7). Examples of the
scenarios are shown in Fig. 2 and described in Sect. 3.

Figure 4 shows the module for the reachability of an affordable connection (the
social shareability and the geographical reachability modules are similar). For the sake
of simplicity, we use a uniform distribution to represent the probability that a user can
afford a connection. We conduct simulations for a network with four nodes (A, B, C
and D), which is shown in Fig. 3. The initial marking (i.e. the initial state of the system)
is the initial distribution of tokens to the model places, where a token is a value
(colour), which belongs to the type of the place.

Figure 5 reports the simulation results in terms of the reachability states for sce-
narios 1–8. A reachability state shows the state of each graph of the system where Can
Afford means that a user can afford the connection, Social Shareability means that the
user can (or is willing to) share the connection, and Network Coverage means that the

Table 1. Simulation scenarios

Scenario Description Affordability Social Geographical

1 Poor geographical reachability 0.9 0.9 0.3
2 Poor social links 0.9 0.3 0.9
3 Poor affordability 0.3 0.9 0.9
4 Poor geographical reach. & social 0.9 0.3 0.3
5 Poor geographical reach. & afford. 0.3 0.9 0.3
6 Poor afford. & social links 0.3 0.3 0.9
7 Optimistic 0.9 0.9 0.9
8 Pessimistic 0.3 0.3 0.3

Fig. 4. Reachability module for the affordability factor.
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user is in the geographical area of the network. The reachability state 4 is the desired
state where two users who are interested to share the connection with each other can
establish a communication link and pay for the Internet access service (i.e., a hyperedge
exists). In the scenarios where two or more of the reachability factors are favourable
(i.e., scenarios 1, 2, 3 and 7), we can see that there is a better chance to reach the
desired reachability state. On the other hand, if at least two reachability factors are
poor, there is a low chance to get the users interacting by exploiting an affordable
physical connection. Moreover, the percentage of users who cannot interact because of
at least one factor is not met is at most equal to 20% or lower in most of the scenarios.

5 Conclusions and Future Work

In this paper we have proposed a sustainable connectivity model of the Internet access
in rural and low-income areas. Our model takes into account affordability, social
shareability and network geographical coverage factors. We represent our solution as a
three-dimensional graph by using hypergraph theory. We then use CPNs to model the
3D graphs and to represent the considered factors at different level of abstractions. By
exploiting our model, we have provided insights into more detailed information of
users such as whether a user likes to share the connection with others or not, with
existing physical connectivity or not, as well as whether they can afford the intended
connection or not. All of this information is helpful to evaluate different access tech-
nologies. We have then conducted a simple, yet representative, simulation study, by
taking into account both optimistic and pessimistic scenarios. Our preliminary results
confirm the effectiveness and the potential of our model.

Fig. 5. Percentage of connections for each reachability state
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As future work, we plan to provide more complex sustainable connectivity models
to accurately capture the affordability, social and geographical situations and their
dynamics in the rural areas. Moreover, we will perform a tech-economic analysis for
comparing various access technologies in real rural and low-income areas to validate
the credibility and the scalability of our model.
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Abstract. This research stresses upon the importance of electric mobility in
modern age as sales of Electric Vehicles (EV) have crossed one million cars and
current number of charging stations are rapidly growing. In this context, we
propose a novel smart connection called DriWe between the EV, the charging
point and the environment to improve and consolidate the development of smart
grids vs the charging enhancement. In DriWe, performance of the monophasic
environment is optimized, providing support to the owner of the EV in order to
(i) always achieve maximum power, (ii) easily reach the charging facilities
through a special application that can be installed in tablet, smartphone or pc,
and identify the various charge points (iii) guarantee the absence of electric
blackout, thanks to a combination and an interaction of three elements: smart
device, an intelligent framework, namely a DriWe cloud server and charge
point. A dynamic load control method based on an Application Programming
Interface (API) with a 10 s frame rate update, is applied. The program runs
within the end-user smart phone, acquires data from DriWe cloud server, and
allows to coordinate the recharge column by allowing the Electric Vehicle
(EV) supply equipment’s control and variation.

Keywords: Electric Vehicles � Smart charging � Dynamic control
Charging station

1 Introduction

Since the beginning of the twenty-first century, the e-mobility market has been aiming
for a radical and substantial change of mentality by the community. The fundamental
objective of this new vision is the reduction of CO2 emissions, which are the main
cause of global temperature rise. Therefore, the next-generation electric power systems
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will integrate these diversified renewable energy resources, storage systems, control-
lable loads and automated & intelligent management systems [1]. Furthermore, as
automated and distributed energy network, the smart grid can be conceived as a
two-way flow of electricity and communication, which allows monitoring everything
from generation to consumer [2].

Basic support for the evolution of a society based on e-mobility will be given by the
support of governments, which, after the Paris agreement on climate change, will have
to commit themselves to adopt eco-sustainable solutions to solve environmental
problems. The scenario of the planet in which electric cars are moving is gaining more
and more attention from the researchers and it is destined to become the indispensable
promoter of sustainable mobility in the coming decades. The consumers will not
automatically switch to Electric Vehicles (EVs) if the cost trend stays high, if the
charging station network is not ready, or if new technologies are not easily usable [3].

The easiest way to recharge EVs is the conductive wired charging, a physical
connection between two different parts: car and a domestic plug, or an industrial plug
or a charging column. Charging in monophasic environments occurs in alternating
current. Nevertheless, according to recent investigations, car and domestic plug are not
suitable for recharging vehicles for several hours to a current of 16 A due to frequent
over-heating.

In AC conductive charging there are two different charging modes for an EV.
Whether one uses the connector supplied with the purchase of the EV, simply connect
the two ends of the EVSE [4] (which have two types of electrical sockets) to the vehicle
and the domestic plug or to the charging station, respectively. If instead one uses a
solution where the cable is permanently connected to the charge point, and then sup-
plied with it, you will have a single free connection terminal that will be inserted in the
EV [5].

2 Materials and Methods

2.1 The Problem

In a first instance the main problem of recharging an EV in a domestic or commercial
environment can be summarize as follows: how to avoid the blackout of the building
during the EV charging session?

In order to develop the DriWe system, we came across a relatively large and daily
problem designed for families or small restaurants, shops and businesses that still want
to offer better service to their customers and bring a structural benefit. Families are the
strong point of this implementation, as the charging columns will be a strategic element
in all homes.

More specifically, a DriWe dynamic control architecture has been developed: the
dynamic control of the power loads during the charging session of EVs can be mod-
ulated in real time, based on the amount of energy available upstream of the plant
(Fig. 1). A smart device is therefore interposed, which assumes the task of evaluating
the priorities of the loads and communicating through a specific program to the charge
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point whether and how much to deliver. Communication is performed through an Open
Charge Point communication Protocol (OCPP).

The smart device must have some essential characteristics, such as reliability, speed
of communication, immediate data transmission, small size but above all a low price.

2.2 The Optimization Framework

The proposed framework is based on a block diagrammatic representation, which is
quite schematic and easily understandable. The implemented program works by
recalling the amount of absorbed loads power in the examined environment: this
information is collected through a smart device via an API (Application Programming
Interface) which updates every 10 s: (i) a sufficient time to prevent the electric meter
from blowing if the contractual power limit is exceeded; (ii) time that avoids a clogging
of the communication network. Accordingly, through the initialization of some vari-
ables (e.g. the contractual power limit, the monophasic voltage) and a mathematical
algorithm checks whether the instantaneous power is higher or lower than the con-
tracted limit power. In case:

• The Current Power is greater than the Contractual Limit Power: we would have an
excess power that will be subtracted from the charging power supplied by the
charge point, and therefore no electrical blackout.

• The Current Power is less than the Contractual Limit Power: the charge point power
supplied can be increased.

Therefore, it is possible to calculate the new current to be supplied by the charge
point. This new current must be included within a range of values, a lower limit –
namely 6 A, according to the CEI EN 61851-1 - and an upper limit, depending on the
specifications and requirements of the charging station. The following configurations
may occur:

• The new value of the current is equal to the old one: the configuration parameters
are not changed.

• The new value of the current is different from the old one: the algorithm modifies
the charging station current through a “Change Configuration” menu, a command
given by a special Open Charge Point communication Protocol (OCPP) between the
system and charging column. The adopted OCPP protocol, version 1.5, consists of
25 operations: 10 of these operations are initialized by the charging station, whereas
the other 15 ones are performed by the central control system [6] (Fig. 2).

Fig. 1. The main functional blocks of the DriWe framework
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Thanks to these approaches, the configuration parameters of the charging station
are changed, maintaining the constant voltage with a variation of the current and
therefore of the power delivered to the car. Figure 3 reports an overview of the
implementation of the aforementioned process.

3 Experiments and Results

The DriWe has been tested on different commercially available brands and types of
EVs. On each test a full charging process has been performed. The tests were carried
out at the DriWe laboratories. Each vehicle under examination was monitored for a
period of 5 h where it was possible to notice the variation of the current supplied by the
charging station vs the changes of the loads occurring in the laboratory. The mea-
surements were performed via the calculation program which has been previously
detailed.

We have tested our model on Renault, Twizy and Nissan Leaf to verify the results
which are explained below:

Renault Twizy. Figure 4 shows the performed output charging power in [W] vs the
recharging time in [s]. The red line refers to the threshold power, namely the value of
3 [kW]. The graph shows how the system started with a simple monitoring of the loads
in the environment under examination, then with the start of the recharge phase at time
[s] an increase in the power absorbed by the network can be noticed; nevertheless, with
the consequent introduction of a further electric load, the total instantaneous power
exceeds the simulated contractual power limit of 3 [kW]. The calculation program will
then be activated with a consequent reduction in the current supplied to the vehicle.

The last part of the graph shows a series of power peaks due to the recharging phase
of the vehicle with its consequent detachment. As it can be observed, the recharge
session does not result to be successful because changing the current from management
there is a communication error given by the absence of the pilot control, “a control
conductor in the power cable connecting the control box on the cable or in the fixed
part of the EVSE, and the ground of the EV through the control circuit on the vehicle”
[7], which does not allow a correct modulation of the signal and therefore a variation of
the current.

Fig. 2. The DriWe operating scheme [8]
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Nissan Leaf. Figure 5 shows the results of the experiment performed on Nissan Leaf
in which the first and third part of the graph shows the line of instantaneous absorbed
power.

Figure 5 shows that the instantaneous absorbed power - namely the yellow line
within the plot of the figure - follows the red line at 4.5 [kW], meaning that the loads
plus the charging station are constantly following the contracted power line.

This pattern shows the correct functioning of the calculation program: in fact, when
the loads - blue line in the graph - varies within the examined environment and a
correct modulation of the current supplied to the vehicle is obtained, always allowing
maximum recharging power, avoids exceeding the contractual limit and the risk of

Fig. 3. The functional flow chart of the calculation program
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electric blackout. For instance, when the blue line is overtaken - from 0.75 [kW] to
2.03 [kW] - the current and the maximum power of the charging station decreases from
a value of 16 [A] to 10.70 [A] and from 3.68 [kW] to 2.46 [kW], respectively, how-
ever the instantaneous absorbed power is constant.

By analyzing the central part of the graph, greater absorption of the loads present in
the examined environment could be witnessed, making it possible to exceed the con-
tractual threshold up to 5.3 [kW]. The dynamic modulation system, to stay below the
4.5 [kW] threshold, would have to supply about 2.5 [A], but the recharge column has a
lower supply limit of at least 6 [A] as it was mentioned before.

Fig. 4. The Renault Twizy charging pattern (Color figure online)

Table 1. Phases recharge Nissan Leaf

Blue line
Power loads
[kW]

Charging station
Current [A]

Green line
Maximum power charge
point [kW]

Yellow line
Instantaneous absorbed
power [kW]

0.80 15.60 3.58 3.58 + 0.80 � 4.40
0.75 16.00 3.68 3.68 + 0.75 � 4.40
2.03 10.70 2.46 2.46 + 2.03 � 4.50
1.95 11.10 2.55 2.55 + 1.95 = 4.50
3.90 6.00 1.38 1.38 + 3.90 � 5.30
0.80 16.00 3.68 3.68 + 0.80 � 4.50
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The above table (Table 1) reports the main values of the power loads, charging
station current and the performed instantaneous and maximum power.

Nevertheless, a threshold overrun has occurred but there is no electric blackout. In
order to solve this problem, the following strategies maybe adopted with the aim:

• To implement the calculation program in such a way that if the current supplied by
the column is less than 6 [A], the recharge terminal is disconnected: following this
approach, all the contractual power is used for the power of the loads of the
examined environment.

• To send an alert message (i.e. SMS, e-mail or display) to the user to make him
aware of the exceeding of contractual power and the risk of electric blackout if the
power of the loads is not reduced.

• To integrate the solution with a home automation device or AAL (Ambient Assisted
Living) system with a set load priority.

4 Conclusions

We propose a novel architecture to improve and simplify the relationship between the
end-user and the Electrical Vehicle, making the recharging process more practical [9].
The proposed DriWe system and calculation program allows the monitoring of the
overall process every 10 s in terms of power absorbed by the various loads of a
reference environment, avoiding electric blackout by varying, within the time limit, the

Fig. 5. The Nissan Leaf charging pattern (Color figure online)
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power levels delivered by the charge point towards the EV. The results show that our
proposed architecture outperforms the existing architectures. Furthermore, it may be
integrated and combined with other smart grid application in the Ambient Assisted
Living (AAL) context [10].

A future development consists in interfacing the electricity meter with the charging
station through the communication on the appropriate Chain 2 channel. It is therefore
necessary to carry out a data transmission by means of the PLC (Power Line Carrier)
communication channel, using appropriate waves conveyed on the wiring systems that
connects the meter directly to the relative user device, in order to be able to modulate
the power supplied by the charging station.
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Abstract. How to improve iOS sliding performance has always been the focus
of iOS application optimization. This paper analyzes the principle of
AutoLayout and Frame view layout, the opportunity of network loading, CPU
and GPU performance consumption during sliding process. First, we provide the
appropriate solution to avoid using AutoLayout, and adjust the time of network
loading by preloading to reduce the waiting time dynamically. Pre-cache and
asynchronous rendering to reduce the main thread CPU consumption is
implemented to reduce the main thread CPU consumption, and at the same time,
GPU consumption is reduced by asynchronous rendering. Finally, verify the
feasibility and effectiveness of the optimization scheme by experiments. It is
verified that the percentage of the main thread CPU consumption decreases by
17.2% and FPS increases from 37 Hz to 60 Hz.

Keywords: Sliding performance � AutoLayout � Pre-cache
Asynchronous � FPS

1 Introduction

The operating systems of iOS provide many UI views for users to browse more
information via sliding up and down. In fact, developers can not request all resource
from the Internet. In this scenario, operating systems need to load latest data after
exploiting exhaustive search. Regardless of iOS or Android, network action is
expensive because it costs much resource such as time, network traffic, electricity and
so on. But the network situation of mobile phones is so bad in some cases that users
have to wait until application receives network response which causes terrible user
experience. On the other hand, after obtaining the resource from remote server, device
should visualize data on the hardware screen. The CPU and GPU would finish work
respectively to supply cache data for rendering on screen. The heavy load caused by
CPU and GPU could lead to frame loss and set a delay response after users touching
screen. There are many factors which affect the performance of CPU or GPU.
AutoLayout based on Cassowary makes iOS layout simple and quick [1], while the
improper way using AutoLayout or high load operation would drag the CPU. Blended
layers, misaligned images and off-screen rendering are the killer of GPU, where
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off-screen rendering affects dramatically because it wastes a lot of performance to
rendering off-screen images. That is to say, the tardiness of network and visualize data
would affect sliding performance in iOS and UE (user experience). It is important that
how to discover these key points and solve the knotty problems.

This paper is committed to optimizing sliding performance to improve user
experience. From discovering the issues of AutoLayout and off-screen rendering per-
formance, this paper proposes some method, such as pre-cache, asynchronous ren-
dering to reduce the heavy burdens of device. So that many layout and rendering sites
can be resolved, to improve the sliding performance of application. Due to the similar
the hardware system or foundation framework for iOS or Android platforms [2], some
optimization methods mentioned in this paper can be applied in other platforms.

2 Performance Optimization

The optimizing performance of application focuses on code structure optimizing and
operational performance optimizing. References of Method for Mobile User Interface
Design Patterns Creation for iOS Platform [3] gives guidelines for developers work in a
high level of usability quality purpose, which belongs to structure optimizing. While it
cannot promote performance when application is running. And References of
On-device Objective-C Application Optimization Framework for High Performance
Mobile Processors proposes a methodology to tailor a given Objective-C application
and its associated device-specific shared library codebase using on-device
post-compilation code optimization and transformation [4] that modified runtime
library of iOS to acquire a high performance. But it would lose many features of
runtime library, for example, the magic feature of using JavaScriptCore and runtime
replace some method when calling some object message. Maybe there are other
approach optimizing performance, and developer can avoid incorrect way that drag
CPU and GPU of mobile device.

2.1 Preloading

With the development of mobile communication and the wide coverage of WIFI,
mobile devices have better network services. However, network request is still an
expensive operation. On the one hand, it costs a good deal of traffic, and developers
need to take full advantage of the returned data as much as possible. On the other hand,
network response time is unpredictable, which may cause bad user experience because
of long waiting time. These two points are more obvious in iOS sliding. Initialization
request data should not be too much, because users will not browse related information
and waste a lot of traffic. So application should load the data according to the number
of pages. Usually, it is time to load when slide to the bottom of the list page with
showing a load animation and making network request. The drawback is that sliding
page will stop until the network responds to new data, which wastes time for users. As
a result, our primary goal is preloading, that is processing network request before
reaching the bottom of the list. In this way, application has obtained new data before
sliding to the bottom for display. Through predicting the users’ behavior, it could
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effectively save the traffic, and make user use application without waiting for network
requests. Developers can change the network load time despite they could not deter-
mine the network situation. In another word, the preloading method is not optimizing
network request but optimizing the opportunity for network requests.

After demonstrating the correctness of preloading, the timing of preloading should
be taken into account. Normally, setting the fixed threshold is a simply approach. For
example, we set 0.7 as a threshold, and it will process network request when sliding at
the 70% of the total height. The corresponding code is as follows (Fig. 1):

The code is very simple, but in fact it would not avoid the following problem: As
the number of pages increasing, the height of the list will continue growing. A fixed
threshold will lead to the growth of the height of unviewed page. In order to compare
the waste of network resources, we assume that each table cell has the same height.
Therefor the size of the data is able to reflect the height of the view. The threshold is
shown in Table 1.

Page represents the number of pages and TotalNum represents the total count of
data respectively. TimeNum indicates the data which has been viewed when
preloading. Diff shows the amount of data which has not been browsed. It is displayed
that the amount of data which has not yet been browsed will increase as the number of

Fig. 1. Fixed threshold

Table 1. The effect of fixed threshold.

Page TotalNum TimeNum Diff

1 10 7 3
2 20 14 6
3 30 21 9
4 40 28 12
5 50 35 15
6 60 42 18
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pages growing. The opportunity for preloading is kept in advance and leads to a lot of
data being loaded that users would not browse. Furthermore, it causes the waste of
application traffic.

To above issues, we design a new method to optimize the preloading: For each
page, it is specified that 70% of the amount of new data is set as the threshold. If the
sliding height exceeds this threshold, application will request new data and change the
threshold again. The code is depicted in Fig. 2.

With the growth of page amount, through adjusting the threshold, the amount of
data which is not viewed remains within a stable range, and as a result network
resources could be saved. Shown in Fig. 3, as the number of pages increasing, the
threshold will dynamically grow to delay the preloading time.

Fig. 2. Dynamical threshold

Fig. 3. The curve of dynamically threshold and fixed threshold
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2.2 The Bottleneck of AutoLayout Performance

AutoLayout [7] is the implementation of the UI layout program after iOS6, which can
easily solve the UI adaptation problem. Nevertheless, we should abandon this technical
program to get higher sliding performance. It is because that compared with the tra-
ditional Frame layout, AutoLayout makes the design of UI convenient, but it would
affect CPU performance when running application. The traditional Frame layout is to
specify the location of a UI view in the parent view, which must include the coordinates
of the axis x, y and the length and width of the view itself. AutoLayout is based on the
Cassowary algorithm that adds a lot of constraints to the view, such as the distance to
the left and top of the parent view and so on. All of these constraints are abstracted as a
set of linear equations or inequalities. Finally, the operating system get the x, y
coordinates and the width and height by solving the set of linear equations or
inequalities. However, the calculation of linear equations requires CPU to consume. If
there are a large number of views using AutoLayout, it will need CPU to solve multiple
sets of linear equations at the same time. The refresh rate of iOS is 60 Hz, which is vital
for optimizing sliding performance. If the CPU solves the layout for more than
16.67 ms (1/60 s = 16.67 ms), it will cause the data of this frame not to be prepared in
the buffer. When V-sync signal coming, it is inevitable that FPS [8] will be declined to
impress sliding performance if the required rendering data is not available when the
buffer data is read.

Figure 4 is obtained by randomly generating N views on iOS10.2.1 iPhone7 and
the layout modes are AutoLayout and Frame respectively. The abscissa in the graph
represents the number of render views, and the ordinate represents the time to render
the views.

From Fig. 2, Frame mode has better performance in all cases. For example, it takes
about 11.7 ms to render when the number of views is 100, and AutoLayout needs
32.0 ms at the same circumstance. The rising speed of the curve of AutoLayout is also
significantly greater than that of Frame. And according to iOS rendering frequency, we
can see that when the rendering time is greater than 16.67 ms, it will certainly generate
block. As seen from Fig. 3, it will produce the performance problem when generating

Fig. 4. AutoLayout vs. frame

Optimizing Sliding Performance in iOS 115



approximately 20 views on the experimental device under AutoLayout mode. Rela-
tively, Frame layout only consumes about 16 ms to generated about 500 views.

Therefore, if it needs to maintain a high FPS or high performance during the sliding
process, we should not select AutoLayout as technical proposal. While Frame layout is
more cumbersome, it can be compensated by efficient operation to provide better
sliding performance. Obliviously the first step in optimizing sliding performance is to
Frame layout.

2.3 Pre-cache

The widgets of UI Views (such as UITableView [9], UICollectionView [10]) in iOS
programming exist reuse mechanism [5], which only stores the current cell displayed
on the screen, regardless of all the list cell. The biggest advantage of this mechanism is
to save memory space. Assuming that every data generates a cell, the memory will
soon be exhausted if there are a large amount of data. However, there is a flaw in the
reuse mechanism that different data have different styles. The application needs to
recalculate the layout information in real time and then display it. In the process of
rapid sliding, a large number of calculation has a bad impact on the performance of the
main thread CPU. How to ease the pressure of the CPU during the sliding process is
very important for optimizing performance. This paper employs pre-cache to solve the
problem. Pre-cache is to calculate the view layout in advance and cache them.
Pre-cache creates asynchronous thread to parse the layout model after getting data from
network, and each model stores the information for displaying. The layout of the Cell is
uniquely determined by the contents of the model, so application will calculate the
layout information in advance based on the content of the model and store these data.

It will notify the main thread to refresh the UI after all data has been analyzed.
Although it is necessary to continually update the UI during the rapid sliding of the list,
pre-cache can reduce the operating load of the CPU during sliding because it can read
UI view data directly without recalculating.

2.4 Asynchronous Drawing

Via the pre-cache processing, it has been reduced the burden of CPU during sliding to a
great degree. However, we find that there are still some points to optimize after ana-
lyzing the performance loss of CPU during sliding process. The function drawInText of
UILabel is responsible for rendering text that is running on the main thread. It will be
not serious if the number of UILabel [11] is small, and has not become a major
constraint on the impact of sliding performance. If UILabel needs to display a lot of
text, it would make CPU performance degradation because it occupies a lot of
resources of the main thread. We use self-defined CALayer [12] layer to ease the
burden of main thread CPU by transferring the timing of rendering to asynchronous
thread, using CoreText [13] Framework and asynchronous thread to draw text. The
UILabel and AsyncLabel architecture of iOS is depicted in Fig. 5.

116 Q. Zhao et al.



Both AsyncLabel and UILabel are based on CoreText. And CoreText is also the
basic framework for all text and image widget in iOS programming. AsyncLabel keeps
the basic information of the NSAttributedString, and the NSTextStorage and NSLay-
outManager layer are greatly simplified. The biggest difference between UILabel and
AsyncTextContainer is the rendering time of AsyncTextContainer layer occurs on
asynchronous threads, which finally renders the picture in the main thread that described
by text information through the CTFrame [14], CTLine [15], CTRun [16]. Obviously,
asynchronous drawing can reduce the CPU load during the sliding process further.

2.5 Asynchronous Rendering

After pre-caching, we can find that the main thread of CPU usage is relieved, but it is
still not smooth during sliding. Then we turn our attention to easing the burden on
GPU. Detecting FPS by the Instruments, a fantastic tool for monitoring all performance
of iOS device, we find that the biggest factor which affects GPU performance is
off-screen rendering. Off-screen rendering composites a part of the layer tree into a new
buffer (which is off-screen, i.e. not on the screen), and then that buffer is rendered onto
the screen. Generally, we do our best to avoid off-screen rendering, because it costs too
much.

In the client of iOS, the business scene which can trigger off-screen rendering is to
set the users’ pictures as rounded corners. How to set the image circular efficiently is
one of the key factors to improve the sliding performance. The traditional way to set the
circular is to cover the CALayer, but it would cause off-screen rendering and consume
GPU performance. Of course, if the client can get the circular image from server
directly, there is no GPU rendering problem. For the same picture, different business
scenes need different shapes of pictures, for example, some places require a rectangle
and some place require rounded corners. So the fundamental solution is to instruct the
client to handle rounded pictures locally and the essence of the problem translates into
how to set the rounded image efficiently. The optimization scheme designed in this
paper is using asynchronous rendering. We import the original image resource to an
asynchronous thread and then use the underlying CoreGraphics in the asynchronous
thread for rounded corners or other effects. The processing here does not create rounded
corners by setting the CALayer, but it employs the Bezier curve to cut the original
picture as a new picture resource. Finally, the processed image is passed to the main
thread to display. In this case, it could improve the FPS through asynchronous ren-
dering to a large extent.

UILabel AsyncLabel

NSTextContainer AsyncTextContainer

NSTextStorage NSLayoutManager NSAttributedString

CoreText CoreText

Fig. 5. UILabel architecture diagram vs AsyncLabel architecture diagram
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3 Experiment and Validation

In the optimization function discussed above, the preload can prepare the data in
advance, which improves the smoothness of the sliding and do not need to wait for
network to respond [6]. The previous comparison has been concluded that AutoLayout
affects sliding performance dramatically. Ignoring the two factors that have been
identified to affect the sliding performance, we set two groups of layout to compare the
optimization effect in the pre-cache, asynchronous rendering, asynchronous loading.
The first set of data is not set the above optimization point, and the second set of data is
on the contrary. Test environment is macOS 10.12.2 system, XCode 8.2.1, iPhone 7,
iOS 10.2.1 system.

It can be seen from the above experimental data that in about 30 s of
time-consuming, depicted in Figs. 6 and 7. The percentage of the main thread CPU
consumption decreases by 17.2%, and at the same time, asynchronous thread CPU
time-consuming increases by 19.4%. The results are consistent with the expectations

Fig. 6. The analysis of unoptimized application CPU consumption

Fig. 7. The analysis of optimized application CPU consumption
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after optimization. And it is confirmed that the increasement in asynchronous thread
consumption is slightly greater than the reduced consumption in main thread because
the growth in the number of threads on the CPU also has a certain impact. Via
pre-caching and asynchronous rendering, the main thread of the work can move to the
asynchronous thread which reduces the main thread consumption.

On the other hand, we also compare the GPU performance before and after the
asynchronous rendering (from the perspective of FPS), shown in Figs. 8 and 9.
Asynchronous rendering mainly improves the performance of the GPU. Before opti-
mizing, FPS is around 37 Hz during fast sliding process, and after optimization, FPS
increases to 60 Hz. In the process of rapid sliding, it is very smooth in line with the
expected optimization.

4 Conclusions

Sliding performance optimization in iOS is the key to providing a good user experi-
ence, especially in the new application [18]. In this paper, we constantly adjust the
timing of requesting network data through dynamic preloading and get data without

Fig. 8. Unoptimized application of FPS data with GPU

Fig. 9. Optimized application of FPS data with GPU
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user awareness to save network resources, as well as reducing the sliding process to
wait for the network response time. And then from the performance of the CPU and
GPU, we use Frame layout, pre-cache, asynchronous rendering to reduce CPU per-
formance loss, and use asynchronous rendering to avoid GPU loss brought by
off-screen rendering. It is found that all of these measures make the usage rate of CPU
declining 30%, the usage rate of GPU declining 40%, FPS rise from 37 Hz to 60 Hz,
and achieve a very smooth sliding effect. In the future, the iOS performance can be
optimized by the popular machine learning mechanism [18–20].
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Abstract. WeChat is one of the most popular instant messaging applications in
the world. It has now become an important access to variety business systems
for billions of users. The vast majority of companies want to provide their
business services onto WeChat in order to gain advantage in fierce market
competitions. However, as far as we know, today it is not easy to access WeChat
with business service. In this paper, we propose a framework to integrate
business services and WeChat. On the basis of this framework, companies or
entrepreneurs can provide their business services on WeChat easily. Finally, we
use a case study to demonstrate how our service can be used in helping tickets
sells and statistical analysis.

Keywords: WeChat on Web � Dialog robot � SNSs

1 Introduction

In recent years, since the Internet has become more developed, many innovative
information services have been created. Of which, Social Networking Services (SNSs)
have been well-received by the public. Using the Internet to maintain interpersonal
relationships through SNSs has become a part of modern life. SNSs has unique
capability to build mobile social networks among people who has the same interests.
As network information technology has increasingly advanced, there is a growing trend
of people using electronic devices. With the rise of social network services (SNSs),
people are using SNSs more frequently, SNSs have gradually replaced many traditional
methods of contacting, such as sending emails, typing text messages, or chatting on the
phone. There are lots of famous SNSs providers include WeChat [1], KakaoTalk [2],
and WhatsApp [3] etc. Because of its capacity to connect people, more and more
industry companies devoted a lot of manpower and resources to develop business
service among Social Network Services.

However, as far as we know, it is not easy to let industry companies provide their
business services for SNSs providers. Because it requires lots of efforts to satisfy the
frequently updated APIs offered by SNSs providers. Like WeChat often updates their
APIs to provide more comprehensive services.

WeChat is one of the most popular instant messaging applications in the world. It
provides text, image, voice and video communication service for smart terminal users.
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Besides the basic functionality of sending message. They can also use multiple con-
venient services such as WeChat Moments and Official Accounts to share and publish
information. Due to the free and abundant services, it not only changed the way people
communicate, but also triggered a new media revolution, become the most popular new
media communication tools. At the end of 2016, it has covered more than 90% smart
phones and the monthly active users reached 889 million from over 200 countries [4].

In February 20, 2014, Tencent announced the launch of QQ browser for WeChat
version, that is, WeChat on Web [5]. The purpose of WeChat on Web is to bring more
convenient way for users to communicate. It gets through the WeChat mobile version
and web version. After that, users can directly send, receive, and even transfer between
the computer and mobile phone files in the web browser. It uses its own WeChat
Web API to communicate with WeChat server, and it can achieve most of the functions
on the WeChat mobile version. The detailed introductions of this API will be given in
Sect. 3. Compared to the WeChat Public Platform [6], it has the following three
advantages:

(1) It provides more basic functions, which can be extended easily.
(2) If developers who want to use WeChat public API to provide services, they

should register a WeChat Official Account first. As we know, the registration
process of WeChat Official Account is very cumbersome. It provides few func-
tionalities if you pay more money to upgrade the account. It would be a laborious
and costly thing for users who use our framework.

(3) As we use WeChat Web API, developers who use our framework can provide
personalized services use any WeChat account (business account or personal
account). It can also provide services in WeChat group, which is the Official
Account can not do. Therefore, we use WeChat Web API instead of WeChat
public API to achieve our framework.

However, we also need to face these challenges: (1) As WeChat do not provide
official documentation for Web APIs and it may evolve over time, developing business
services over WeChat requires lots of development efforts; (2) As our framework can
provide unified API to the developers, it is difficult to abstract all kinds of variety
WeChat messages into a standard interface; (3) As the core of our framework is
dialogue robot, how to identify the topic and keywords in the conversation is the key to
provide good service to users.

To address these three challenges, in this paper, we plan to develop a service-based
framework for mobile dialog service using WeChat. Using this framework, developers
will save lots of time in reading API specifications of WeChat Public Platform or
coding system, since they can easily access their business services through our
framework. This framework can also provide other services such as knowledge inte-
gration, dialogue analysis and statistic.
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2 Related Work

Yitong et al. [7] proposes a framework to integrate WoT and WeChat platform. They
designed and realized the system basing on WoT and WeChat public API. Xiang et al.
[8] discussed the features of WeChat public platform, and then proposed a smart
university campus information dissemination framework based on WeChat public
platform. Maohong et al. [9] provided mobile learning resources based on WeChat
public platform, and applies WeChat in mobile learning, improve the flexibility of
learning, build more good autonomous learning and collaborative learning environ-
ment, and promote the learning effect.

Mei et al. [10] propose a framework for providing mobile dialog services using
WeChat. They provided a framework with which industry companies can easily pro-
vide their IT services using WeChat. This framework can serve as the bridge between
users and various information and business functionalities. Their previous study [11]
introduced a framework on the social messaging integration in PaaS. They introduced
how to provide mobile dialog service in details, which can not only be deployed on
PaaS, but also on other standalone VMs.

The above services or frameworks are all based on WeChat public platform.
Considering we use WeChat web API instead of WeChat public API, developers can
configure their business services use their own WeChat account, rather than spending
lots of time in reading API specifications of WeChat Public Platform, design, coding,
and debugging or registering the WeChat Official Account. As we all know, the reg-
istration process of WeChat Official Account is very cumbersome.

2.1 Technical Architecture

Figure 1 shows the technical architecture of our framework. Our framework includes
four major parts: (1) Web platform (2) WeChat on Web (3) Rest [12] API and (4) Our
engine for WeChat Integration.

Fig. 1. System architecture for mobile dialog service framework using WeChat.
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Web platform provides a simple configuration interface of dialog robot and a
variety of statistical graph for the users who are not have the ability to develop the
application but still want to provide dialog robot server using their own WeChat
account.

The WeChat on Web layer are provided by WeChat Web API, the detailed
introductions of WeChat Web API are already given in next section.

The role of Rest API layer is to abstract the business logic into a few main
interfaces to the developers or company, it majorly consisted of following four parts:
the authentication API, the foundation API, the message API and the base info API as
well. These four parts are separated independently in order to make it easy for
developers to use it but worked interconnected. The authentication API is used to check
the user’s legitimacy. It can get the login QR code of WeChat on Web and give
interface to check if the QR code is scanned or if the user is logged in. The purpose of
the message API is to provide users a message handler process used to receive and send
the message from or to the WeChat, which is the fundamental function of instant
messaging. Meanwhile, foundation API provide basic functions of WeChat like send
location, contact card and transfer with friends. It waits for the event and send the key
value to the developer as a response. The forth part is base info part, base info API is
for establishing, querying and deleting user or group info.

The engine is the main part of our system, the role of the engine includes the
following aspects:

(1) User/Robot manage. In our framework, any WeChat account can be used as a
user, but also as a robot. A user can manage multiple robots; a robot can only be
supervised by a user. Users can manage each robot in our web platform. All
information of users and robots is managed by this module.

(2) Session keeping. As we provide dialog robot using WeChat, each robot need to
keep connecting with WeChat use WeChat Web API. In this module we use the
Actor model. The actor model in computer science is a mathematical model of
concurrent computation which treats actors as the universal primitives of con-
current computation. In response to a message that it receives, an actor can: make
local decisions, create more actors, send more messages, and determine how to
respond to the next message received. The Actor model can be used as a
framework for modeling, understanding, and reasoning about a wide range
of concurrent systems. In our framework, each robot is supervised by an Actor.
Each Actor has its own context, it manages and maintains all the information of
the session, if a robot is disconnected with WeChat, it will send an event to inform
the robot’s supervisor immediately.

(3) Statistic. The responsibility of the statistic module is to analyze all the conver-
sational data statistically and to present the statistical results to the Web platform
for the user’s query.

4) Dialogue engine. The dialog engine consists of three parts: Event Processing,
Dialogue Manager and Knowledge Integration. In this framework, all messages
associated with WeChat are abstracted as events. Events consists of type and
content. Event Processing is to abstract the message and do the appropriate
treatment according to the different types of events. For example, text messages
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will be send to Knowledge Integration for semantic analysis. The role of Dialogue
Manage is to maintain the context of the session. Because a robot may serve
multiple clients at the same time. In addition, the same sentence in different
contexts will be expressed as different semantics. So, in our framework, we use a
simple state machine model and keyword matching to handle this situation. We
use state to represent different context, the same text in different states will be
treated differently. In the same context, what the servers need to do is matching
the keywords which are configured by users or developers and feedback infor-
mation. For example, if the user send “I want to buy a train ticket from Beijing to
Shanghai tomorrow”, the words “train ticket”, “Beijing”, “Shanghai” and “to-
morrow” would be matched, and the system would get the ticket information from
Beijing to Shanghai tomorrow and send back a detail train list to the user. That is
what Knowledge Integration do. Its purpose is to find the most approximate
response. Its will first find candidates response from database. If there are multiple
candidates present. It will choose the highest priority result according to the
different semantics. If no candidate response exists, it will send the message to the
Turing robot (Third part knowledge base) to find the most appropriate answer.

2.2 WeChat Web API

WeChat have its own customized protocol for Web. Its protocol and data structure have
some different between WeChat on iPhone [13] or Android [14, 15]. Figure 2 shows
the flow chat of WeChat on Web. Each of the above boxes is an interface, each
interface communicates with each other through data, and all of these APIs form the
whole WeChat Web framework. It works like this:

(a) The client first gets an UUID from WeChat server, UUID can be understood as a
token, it is used for generate QR code.

(b) Then the client sends the UUID to server and get the QR code as response.
(c) The client initiates a request to the server repeatedly to query whether the user has

already scanned the code.
(d) If the user scans the QR code, server will return a series of verify message, it

includes user identity, session message and token.
(e) The client can use these verify message to fetch detail information of users from

server, this information includes user basic information, friend contact and group
contact etc.

(f) The client informs the server that the message has been received and establishes a
long connection with the server, and then all messages that interact with the server
are sent on this link.

(g) If there are new message received, the server will inform the client immediately.
This message can be a new friend invitation, a contact card from friend or a red
packet from group. Each message has its own specific format. It mainly includes
the sender of the message, the recipient of the message, the message type and the
content.

(h) Meanwhile, the client can also send various types of messages proactively to the
server by its message API.
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With this interface, our framework can be achieved with all aspects of WeChat
interaction. It can support, including messaging, friend management, group manage-
ment, personal information settings and all the features of the WeChat on Web, which
is the basic of providing dialog robot for WeChat.

2.3 Text Classification

In order to allow robots to provide more humane services, we must first understand the
user’s input. The most common practice is to analyze the text entered by the user. This
process can be divided into two parts, one is the text segmentation, the other is the
clustering of text. As we all know, word is the minimum meaningful unit of languages.
However, unlike English and other western languages, there is no natural delimiter
between Chinese words and even no uniform smallest semantic units.

Many standard machine learning techniques have been applied to automated text
classification problems, and kNearest Neighbor algorithm (kNN) and Support Vector
Machine (SVM) have been reported as the top performing methods for English text
classification [16, 17]. However, the studies on Chinese text classification are less
sufficient compared with English and Chinese text has its own characteristic. As there is
no natural delimiter between Chinese words, this means that the Chinese segmentation
is necessary before any other preprocessing.

Luo et al. [18] give an efficient and effective approach to improve the performance
of Chinese text classification. They study on Chinese text classification using
character-based approach (N-gram) and word-based approach and propose the use of
uni-gram, bi-gram and word features of length greater than or equal to three. They also

Fig. 2. Flow chart of WeChat on Web.
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investigate a serial approach based on feature transformation and dimension reduction
techniques to improve the performance. Figure 3 shows their steps for Chinese text
classification based on the proposed approach.

After a lot of testing, we use proposed approach of 1 + 2-gram feature set of RBF
kernel with the weight coefficient a is assigned a value of 10. In our system, most of the
dialogue are short dialogue, like “What’s the weather today?”. In this case, the algo-
rithm offered by Luo and their team have shown a very good performance in the
context of Chinese and English, which can fully meet the needs of robot dialogue
analysis in our system.

2.4 Keywords Matching

In our system, it is necessary to determine whether a keyword appears in the text of the
conversation. To determine whether a word appears in the text, the commonly method
take the pattern string to match the text string word by word, in which case the time
complexity is O(P * T) (P represent the length of pattern string, T represent the length
of text string), the improved algorithm represented by KMP algorithm, the time
complexity is O(P + T), which has a highly matching efficiency. However, in our
system, it is often necessary to take multiple pattern strings to match, in which case the
time to match a text becomes O(L * (P + T)) (L represent the number of pattern string).
And usually L is greater than 100. At this case the matching speed is far less than our
expectations.

Based on our business scenario (the vast majority of the text is short dialogue), we
come up with a method using text string to match the pattern string. First, the pattern
string is pre-processed with the form of the K-V stored in the Hashset table. We know
that the time complexity of finding an element in a HASHSET is O(1), so the total time
complexity reduced to O(K * 1) (K represent the number of segments divided by text
string, and the time complexity of searching for a string in a pattern string is constant).
And K is less than 10 in most cases. So the speed of matching in this way is very fast,
which greatly enhance the efficiency of our robot’s text analysis.

Fig. 3. Steps for Chinese text classification [17].
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3 Case Study

In this section, we present a case study on how our framework can be used by orga-
nizing a ticket system. In this case study, we use a train ticket booking for illustration.
We demonstrate the capabilities from the following 4 aspects.

(1) Ticket bookings. The robot can provide buying guidance for the users (Fig. 4).
And users can simply pay the ticket by red packet. All the operations are
user-friendly.

(2) Ticket inquiries. Based on the rest APIs provided by the ticket company, robot can
provide real-time ticket query.

(3) Ticket reminder. Before the plane or train departs, the robot will inform the user of
preparing in advance by proactively pushing the message.

(4) Statistics. According to the robot’s dialogue message, this information can be
analyzed from different dimension, such as finding the most active period of users,
analyzing the most common topic for users (Fig. 5), and doing some
business-related statistics (e.g. Finding out ten highest sales days in one year
(Fig. 6)). Meanwhile, these statistics will display on the Web page for developers
to view in the form of charts or figure.

Fig. 4. Payment guidance.
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4 Conclusion

Providing business applications based on WeChat has gradually become popular in
recent years. Many industry companies have provided their service on WeChat in order
to gain an advantage in the fierce market competition. But as far as we know, to most of
developers, it is not easy to build such a dialog robot based on WeChat because
WeChat is updated occasionally and it need to spend lots of efforts combining dialog

Fig. 5. Statistic data of user.

Fig. 6. Top 10 order quantity in 2016.
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robot with WeChat server. In this paper, we proposed a framework for providing dialog
robot based on WeChat. We explained how our framework work and use a study case
to display how to use our framework to provide service. We hope it can help devel-
opers reduce the development efforts. But in this version, our robot can only deal with
the text message and the position message, maybe the voice and the other information
is represented automatically [19, 20] and will be added in the future.
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Abstract. We study a vehicle-to-everything (V2X) communication sce-
nario where multiple vehicles coming from different road segments con-
verge at a road junction and exchange their information via a road
side unit. The high-mobility of vehicles determines that the communica-
tion is time-critical. If conventional orthogonal multiple access (OMA) is
applied, not only the orthogonal resource allocation but also the schedul-
ing overheads will incur significant delay. In addition, orthogonal domain
may not be identified within short contact time among vehicles and the
road-side unit. In contrast, non-orthogonal multiple access (NOMA) can
provide low-delay and reliable communication by exploiting the over-
lapped or collided signals. In this paper, we investigate the application
of NOMA with side information in V2X communications as the Non-
orthogonal V2X (NO-V2X) scheme. NO-V2X takes the advantage of
side information and physical-layer network coding (PNC) to increase
the decoding success rate in the uplink phase and to reduce the required
transmission power in the downlink phase. Our simulation results show
that NO-V2X outperforms OMA and the conventional NOMA with suc-
cessive interference cancellation (SIC).

Keywords: Non-orthogonal multiple access · V2X communication
Side information · Physical-layer network coding
Network-coded multiple access

1 Introduction

The third generation partnership project (3GPP) group standardized the ini-
tial Cellular Vehicular-to-Everything (C-V2X) communication in Release 14 [1].
The document justifies that the world-wild research on connected vehicles (e.g.
CCSA in China) shows the market requirement on Long Term Evolution (LTE)
based V2X communication [2]. To respond to such situation, the standard pro-
poses LTE-based V2X communication and offers three types of communications:
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Fig. 1. V2X communication at a crossroad.

vehicle-to-vehicle (V2V), vehicle-to-infrastructure/network (V2I/N) and vehicle-
to-pedestrian (V2P) communications. Soon after, the 5G Automotive Associa-
tion (5GAA) employed C-V2X for safety and cooperative driving in its white
paper [3]. V2X is expected to provide real-time/low-latency, high-reliable com-
munications in a dense moving environment due to the characteristic of vehicles.

Figure 1 illustrates a common V2X communication scenario. Vehicles from
different directions converge at a road junction, and they have different destina-
tion road segments. In such a short duration, each vehicle needs to transmit its
self-information (e.g. traffic information of the road segment that it has traveled)
to another vehicle (e.g. traffic information of the destination road segment). We
consider the following transmission pattern: 1 → 2 → 3 → 4 → 1, as illustrated
in Fig. 1. The arrows represent the direction of information flow. Since the radio
channels between any two vehicles are obstructed by buildings or other obstacles,
all vehicles need the road-side unit, R, to relay the self-information.

Based on orthogonal multiple access (OMA), the current LTE allocates spec-
trum resources to users in an orthogonal manner. For the case in Fig. 1, vehicles
transmit data in either different time or frequency to the relay in the uplink
phase, then the relay forwards the data in the same manner in the downlink
phase. It is uncertain if OMA can meet the requirement of V2X communication.
Considering a dense vehicular network in urban area, OMA needs to perform
orthogonal resource allocation and requires overheads to schedule multiple users,
which leads to increasing delay as the number of users increases. In addition,
orthogonal domain may not be identified within short contact time among vehi-
cles and the road-side unit. For the case in Fig. 1, OMA with 4-user access gener-
ates at least four times latency compared with single-user access. By exploiting
the overlapped or collided signals, non-orthogonal multiple access (NOMA) [4] is
considered as a promising candidate to achieve low-latency and high-reliability
in V2X communication.

The concept of NOMA has been proposed and studied for a long time [5,6],
but the research on the practical application is relatively new and shoot up in
recent years. NOMA allows multiple users to be served by one transceiver simul-
taneously at either the uplink and downlink phase. By sharing the spectrum
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resources at the same time, NOMA can boost the throughput and reduce the
latency significantly, especially when the number of access users is large [7]. For
the same case in Fig. 1, vehicles from different directions transmit data at the
same time and frequency to the relay, the relay decodes the individual informa-
tion and forwards it to all end nodes simultaneously. Thus, the delay of NOMA
with 4-user access is the same as that of single-user access theoretically. To cope
with the co-channel inference caused by spectrum sharing, various multi-user
detection (MUD) techniques such as successive interference cancellation (SIC)
[8] have been proposed. In this paper, we investigate the feasibility of applying
NOMA in V2X communications. If the application is feasible, we would like to
see if the performance can be further improved with respect to the characteristic
of V2X communications.

Generally, a SIC-based NOMA receiver decides the decoding order according
to the received power level. The user with the strongest power is decoded first and
the signals from other users are regarded as noise. After one user is decoded, the
corresponding signal is removed and the next strongest user is decoded. It turns
out that the power difference among multi users is essential for SIC receivers.
For 2-users access, when the power levels of two users are close, the decoding
signal-to-noise ratio (SNR) for the strongest user is lower than 0 dB. Under such
situation, the SIC receiver may fail to decode the strongest user due to the low
SNR, and the other user cannot be decoded as well since the interference from
the strongest user cannot be removed. Power control is simple in the downlink
phase but difficult in the uplink phase, a common way to guarantee the power
difference in the uplink phase is user grouping. This method requires the channel
state information (CSI) to pair the strong user and the weak user [9].

Recently, several works on NOMA in V2X communications have been pub-
lished [10–12], the three schemes are based on SIC. Specifically, [10,11] focus on
scheduling design and resource allocation algorithm to maximize the decoding
success rate and throughput, and [12] investigated the use of side information,
which is used for interference cancellation for the strong user, to enhance the
transmission of the weak user. Similar idea that exploits side information has
been studied in previous works [13], the difference is that [12] studied the per-
formance under multiple-input multiple-output spatial modulation (MIMO-SM)
and V2V networks.

Different from static networks, the high-mobility of vehicles makes power
control and user grouping in the uplink phase challenging, and this may destroy
the time-critical transmission in Fig. 1. In this work, we investigate the possibility
of removing power control and user grouping in the uplink phase. Specifically, all
end nodes with random CSIs are allowed to transmit data at the same power level
simultaneously, thus the overhead and delay can be reduced. In the downlink
phase, we exploit the side information used for SIC to further improve the data
exchange shown in Fig. 1. Different from the previous use of side information
which simply re-transmit the side information to the weak user, we exploits the
side information according to the pattern of V2X communications. Overall, this
paper proposes a novel NO-V2X architecture that exploits the side information
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(e.g. self-information in the uplink phase and information used for SIC in the
downlink phase) to achieve low-latency and reliable communication, the salient
features of NO-V2X are as follows:

1. In the uplink phase, NO-V2X applies Network-Coded Multiple Access
(NCMA) [14] and side information to increase the decoding success rate. The
proposed NO-V2X outperforms SIC-based NOMA and OMA under indepen-
dent Rayleigh fading channels.

2. In the downlink phase, benefit from the side information, NO-V2X applies
Physical-layer Network Coding (PNC) to encode the transmitted data and
the amount of data can be reduced by 1

# users . In other word, the required
transmission power can be reduced for achieving the same throughput and
delay as conventional NOMA.

The remainder of this paper is organized as follows. Section 2 introduces the
system models. After that, the proposed NO-V2X is discussed in Sect. 3. NO-
V2X can be divided into the uplink and downlink phases, and they are described
in detail and evaluated with simulation results. Finally, Sect. 4 concludes the
paper.

2 System Models

Before introducing the proposed architecture, this section provides the details
with respect to the system models. In this paper, we consider the V2X commu-
nication scenario as shown in Fig. 1.

2.1 NOMA Uplink

In the uplink phase, K vehicles from different directions upload the self-
information to the relay R. The received signal at R is

y(t) =
K∑

k=1

hk(t)xk(t) + n(t) (1)

where t is the time index, hk(t) is the channel gain, xk(t) denotes the transmitted
data, and n(t) is the complex white Gaussian noise (WGN) with zero mean and
variances No. The transmitted data undergo independent radio channel and the
corresponding channel gain can be written as the product of slow fading and
fast fading:

hk(t) = hslow
k (t)hfast

k (t) (2)

The slow fading is simplified as one and the fast fading is modeled as independent
Rayleigh fading with expectation:

E(|hfast
k (t)|2) = 1 (3)
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2.2 NOMA Downlink

In the downlink phase, SIC-based NOMA assigns different power levels to users
according to the CSI. The transmitted signal from R is expressed as:

x(t) =
K∑

k=1

αkxk(t) (4)

The users with the worst channel (e.g. user k = arg mink |hk(t)|2) is assigned
with the maximum power, other users need to decode the data of user k =
arg mink |hk(t)|2 and remove it with SIC before decoding the target data. To
guarantee the fairness among all users, we assign the power coefficients αk to
ensure that all users share the same capacity:

Ck = log(1 +
|αkhk|2

No + (
∑

{j||hj |>|hk|} |αj |2)|hk|2 )

Ck = Cj ,∀k �= j

K∑

k=1

α2
k = 1

(5)

2.3 Physical-Layer Network Coding (PNC) and Network-Coded
Multiple Access (NCMA)

PNC is widely studied to boost the performance of two-way relay channel
(TWRC) [15]. Consider a similar network in Fig. 1 with two users only. In this
case, PNC decodes the XOR-ed output of two users xR = x1 ⊕x2 instead of the
individual information and broadcasts it in the downlink phase. One significant
feature is that PNC works well under the power-balanced situation. Thus, PNC
is regarded as NOMA and a new MUD architecture named Network-Coded Mul-
tiple Access (NCMA) was proposed in [14]. Consider a 2-user access case with
|h1| > |h2|, NCMA decodes not only the individual information but also the
XOR-ed output. SIC-based NOMA detects the strongest user while regarding
the signals from other users as noise. The SIC decoder calculates the likelihood
function of the data x1(t), namely the probability of x1(t) given the received
signal y(t), as

p(x1(t)|y(t)) ∝ exp {−|y(t) − h1(t)x1(t)|2/(No + |h2(t)|2)} (6)

where the expected power of transmitted data E(|x2|2) is normalized as one. In
PNC, the detection is different. Specifically, the PNC decoder first calculates the
likelihood function of the data pair (x1(t), x2(t)) as

p(x1(t), x2(t)|y(t)) ∝ exp {−|y(t) − h1(t)x1(t) − h2(t)x2(t)|2/No} (7)

And the likelihood function of individual information is calculated as:

p(x1(t)|y(t)) =
∑

x2(t)

p(x1(t), x2(t)) (8)
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Similarly, the likelihood function of XOR-ed data is equivalent to:

p(x1(t) ⊕ x2(t)|y(t)) =
∑

x1(t)⊕x2(t)

p(x1(t), x2(t)) (9)

After the individual and XOR-ed data detection, the receiver may decode
partial data as illustrated in Table 1. The black ticks shown in the table denote
the successfully received packets (e.g., with CRC checking). As can be seen, three
out of six packets of x1 are received while only two packets of x2 are correct. In
the meanwhile, x1 ⊕ x2 is also decoded and two packets pass the checking. In
NCMA, bridging on PHY and MAC layers is performed:

PHY-layer Bridging : In time slot three and five, both x1 and x1 ⊕ x2 are
decoded, in this case, x2 can also be decoded with x2 = x1 ⊕ x1 ⊕ x2. Thus,
x1 ⊕ x2 can be used to recover x1 or x2 via PHY-layer bridging, and the data
recovered by PHY-layer bridging are denoted with blue circles.

MAC-layer Bridging : Applying an erasure channel code (e.g., the Reed-
Solomon (RS) code), one frame is partitioned into multiple packets. We assume
the use of a (6, 3) RS code, and thus one frame can be recovered once three
packets are received. In Table 1, the packets of x1 at time slots one, four and six
can be recovered with RS code, and we denotes them with red triangles. Then,
we can decoded the lone x1 ⊕ x2 packets at time slot one and four accordingly.

Through performing the PHY-layer and MAC-layer bridging, the PNC
decoder can be used to enhance the MUD decoder, and NCMA has been theoret-
ically and practically verified to be a feasible receiver for power-balanced NOMA
[16]. However, the goal of NCMA is to decode the individual information of all
users under the access point (AP) mode, which may be an overkill for the V2X
scenario considered as the vehicles are supposed to have side information.

Table 1. NCMA decoding

Time slot x1 x2 x1 ⊕ x2

1 � √

2
√

3
√ © √

4 � √

5
√ © √

6 �

3 NO-V2X

In the introduction section, a question regarding the feasibility of NOMA in
V2X communications is raised. We give the positive response to the question by
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exploiting the usage of side information in this section. Our study is divided into
the uplink and the downlink phases, and we will show how NOMA based V2X
communication benefits from side information in the two phases. To begin with,
we study the feasibility of allowing all users with random CSIs to transmit data
in the same power level.

3.1 NO-V2X Uplink

As discussed above, the key bottleneck to apply NOMA in V2X communications
is the delay caused by complicated scheduling and resource allocation. Unlike the
previous NOMA architectures that employ either power control or user grouping,
the proposed NO-V2X allows all users with diverse CSIs to transmit data in the
same power level simultaneously in the uplink phase, thus the requirement of
low-latency can be achieved. PNC is verified to provide good performance under
the power-balanced situation [14,16], thus is exploited in NCMA to boost the
MUD throughput.

In this work, we further investigate the direct usage of the XOR-ed output
of two packets (e.g., x1 ⊕ x2). For the V2X communication shown in Fig. 1, user
1 requires the information from direction 4 (i.e., x4). Inspired from PNC, relay
R can either transmit x4 or x1 ⊕ x4 to user 1 in the downlink phase since the
user can recover x4 = x1 ⊕ x4 ⊕ x1 with the side information x1. Similarly, the
decoded XOR-ed output of other packets can be used in the downlink phase since
the end node can recover the target data with side information. Previous work
[16] has proved the high success rate of PNC decoders under power-balanced
situation. We further evaluate the proposed NO-V2X under random power levels.
Specifically, independent Rayleigh fading is utilized to model the channels for
all users.

Figures 2 and 3 show the throughput and delay of the V2X network illus-
trated in Fig. 1. Three types of decoders are simulated: OMA, SIC-based NOMA
and NO-V2X. As can be seen, the two NOMA methods outperform the OMA
method, the gap reaches the highest in the high SNR regime. Notice that the
maximum throughput is 4 packets per time slot and the minimum delay is 0.25
time slot per packet when there is no error. But the SIC decoder can only achieve
the throughput of less than 2.5 packets per time slot. The reason is that the suc-
cess of SIC decoding strongly depends on the power difference among users.
When there is no power control, SIC decoder cannot guarantee reliable com-
munication, thus is not suitable for such V2X communication scenario in Fig. 1.
By contrast, the NO-V2X decoder shows high throughput and low delay under
random power levels. Furthermore, NO-V2X reaches the maximum throughput
and minimum delay at 20 dB. Actually, in the low SNR regime (e.g., 4 dB),
NO-V2X already provides more than 60% throughput improvement compared
to the other two methods. Therefore, NO-V2X appears to be the solution to
satisfy the requirement of random power levels in NOMA, and enables robust
time-critical V2X communications.

In addition, the 2-user and 3-user uplink cases are shown in Figs. 4 and 5
to compare the performance of the three methods under different number of
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Fig. 2. Throughput of 4-user uplink. Fig. 3. Delay of 4-user uplink.

Fig. 4. Throughput of 2-user uplink. Fig. 5. Throughput of 3-user uplink.

access users. The 2-user case is equivalent to the TWRC network and the 3-
user network is performing data exchange at a T junction. The two simulations
draw the same conclusions: (1) NO-V2X provides the best performance, followed
by SIC, and the two NOMA methods outperforms the OMA method; and (2)
NO-V2X can reach the maximum throughput at around 20 dB SNR. The key
difference among Figs. 2, 4 and 5 is that the gaps between any two algorithms
become larger as the number of access users increases. Therefore, NO-V2X is
especially suitable for practical dense V2X communications where the number
of connected vehicles is large.

3.2 NO-V2X Downlink

The previous subsection studies the feasibility of NOMA in V2X communi-
cations. The study shows that NO-V2X offers the positive response via using
NCMA and side information in the uplink phase. In this subsection, we inves-
tigate the downlink phase. For simplification, data from all users are assumed
to be successfully decoded in the uplink phase. Different from the uplink phase,
power control is simple in the downlink phase and is widely studied and utilized
in NOMA systems. Inspired from the use of side information in coordinated
direct and relay transmission, this work exploits the information for interference
cancellation in the downlink phase. Instead of broadcasting the individual data,
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NO-V2X transmits the XOR-ed data in the downlink phase. The algorithm of
the NO-V2X downlink is illustrated in Algorithm1.

Algorithm 1. Pseudocode for NO-V2X downlink
Encode data transmitted from user i to j as xi ⊕ xj

Eliminate the encoded data sent to the strongest user (i.e., the user with the
best channel)
According to (5), assign the power coefficient αk to other users
Broadcast the superimposed signal according to (4)
for All users j do

Decode the XOR-ed data xi ⊕ xj with NOMA receiver, for the strongest
user k, the target XOR-ed data is equivalent to the XOR-ed output of all
XOR-ed data
Recover the target data xi = xi ⊕ xj ⊕ xj with side information xj

end for

Fig. 6. An example of NO-V2X downlink.

For the data xi transmitted from user i to j, conventional NOMA systems
broadcast it directly in the downlink phase. But it is possible to transmit xi⊕xj

instead of xi as user j can recover xi with the side information xj . Let us assume
the CSIs in Fig. 1 as |h1| > |h4| > |h3| > |h2|, the relay encodes the data as shown
in Fig. 6. The first step is to encode the data xi transmitted from user i to j
as xi ⊕ xj , e.g., the data x1 sent to user 2 is encoded as x1 ⊕ x2. The next
step is to remove the data sent to the strongest user since the strongest user
can recover the target data from the side information sent to other users. For
instance, user 1 undergoes the best channel in Fig. 6, thus the encoded data sent
to user 1 x4 ⊕ x1 are deleted. But user 1 can recover the target XOR-ed data as
x4 ⊕x1 = (x1 ⊕x2)⊕ (x2 ⊕x3)⊕ (x3 ⊕x4). The final step is to assign the power
coefficients αk to other users according to (5), the user with better channel is
allocated with less power. It can be seen in Fig. 6 that user 2 with the worst
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channel is assigned with the largest power. After receiving the encoded data,
each user recovers the target data with the side information. By exploiting the
side information, NO-V2X can reduce the amount of transmitted data by one
user in the downlink phase.

Figures 7 and 8 show the throughput and delay for the V2X network illus-
trated in Fig. 1. In the low SNR regime, the OMA method shows better per-
formance while the two NOMA methods provides low throughput and high
delay. The reason is that the limited transmission power provided by one relay
can hardly satisfy the throughput requirement of multiple users. In fact, the
two NOMA algorithms can provide better overall throughput by applying other
power allocation algorithms such as water-filling algorithm [17]. The goal of this
work is to guarantee fairness, thus the power allocation algorithm in (5) assigns
the same capacity to all access users. When the SNR is around 10 dB, the two
NOMA methods reach similar throughput and delay as the OMA method. The
advantage of NO-V2X comes from the side information, and thus the data of
the strongest user can be removed. In the 4-user access case, NO-V2X reduces
1
4 = 25% data in the downlink phase. This results in around 0.5 throughput
improvement compared with SIC-based NOMA. When the SNR is higher than
10 dB, NO-V2X provides more than 2 dB SNR gain compared with the other
two methods.

Fig. 7. Throughput of 4-user downlink. Fig. 8. Delay of 4-user downlink.

Similar to the uplink phase, the 2-user and 3-user cases are also considered
and simulated, the results are shown in Figs. 9 and 10. From the two simulations,
we can observe that the OMA provides better performance compared with SIC
in the low SNR regime. By exploiting the side information, NO-V2X reaches the
same throughput as the SIC method but reduces the amount of transmitted data.
The percentages of reduced data in the two cases are 1

2 = 50% and 1
3 ≈ 33%,

respectively. In the 2-user access case, the relay transmits the XOR-ed output of
the data received from the two users and no data overlap in the power domain.
This case is equivalent to PNC in TWRC and the two users can recover the target
data via the same XOR-ed data. Under such situation, NO-V2X outperforms
OMA, even though in the low SNR regime. One interesting point is that NO-
V2X shows larger throughput gap compared with SIC when the number of access
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Fig. 9. Throughput of 2-user downlink. Fig. 10. Throughput of 3-user down-
link.

user increases in the uplink phase, but this trend is inverse in the downlink
phase. However, the utilization of other power allocation algorithms is possible to
improve the performance in the downlink phase. NO-V2X improves the downlink
phase by reducing the amount of transmitted data, and it is compatible to any
power control algorithms.

4 Conclusion and Future Work

In this paper, we have investigated the feasibility of NOMA in V2X communica-
tions. By studying a time-critical V2X communication, we proposed a NO-V2X
architecture that exploits the use of side information to boost the throughput
and to reduce the delay in both the uplink and downlink phases. The paper has
studied three problems: (1) the feasibility of allowing all users with random CSIs
to transmit data in the same power level in the uplink phase is verified with
the support of PNC. We show that the integration of MUD and PNC makes
time-critical V2X communications possible; (2) Different from the conventional
individual user detection, NO-V2X exploits the network-coded side information
and further improve the decoding success rate in the uplink phase; and (3) the
required transmission power in the downlink phase can be reduced since NO-
V2X removes the data sent to the strongest user. Overall, our simulation results
verify that NO-V2X outperforms OMA and SIC-based NOMA. Specifically, for
the 4-user access case, NO-V2X provides more than 60% throughput enhance-
ment when the SNR is higher than 4 dB in the uplink phase and more than
2 dB SNR gain when the SNR is higher than 10 dB in the downlink phase.
However, there are still many extensions that can be done. For instance, besides
the circular transmission pattern considered, other cases with a random data
demand will be studied. In addition, we studied the uplink and downlink phases
separately in this paper, joint consideration of both phases will be our next step.
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Abstract. Broadband availability is an important asset for deriving change in the
societal and economic development of a country. New Zealand’s rural areas have
limited broadband connectivity and there are some beautiful tourist destinations
which do not have broadband availability on site. In this paper, we aim to provide
a broadband connectivity model for basic and high speed data services for the
area of Makaraka in the Gisborne region of New Zealand. The model proposes
the placement of the access points, their channel selection scheme, transmit
power requirements and appropriate installation height in detail for different
frequency bands and data rate requirements. It is evident from the simulated
results that outdoor area of Makaraka is able to get broadband connectivity which
will help NZ to drive towards the theme of highly-connected society.

Keywords: Broadband communication � Internet � Data connectivity

1 Introduction

The ever-developing digital world is significantly affecting many aspects of New
Zealanders and their lives. Information Communication Technology has become the
vital part of the businesses, education sector and health care. In line with the ICT, there
is an increasing usage of the broadband at every stage for example from basic data
services (web and email) to high quality video streaming and gaming. Therefore,
Government of New Zealand is aiming to provide broadband and cellular coverage to
majority of the areas for making New Zealand a leading digital and highly connected
nation. Rural areas of New Zealand have the low population density and network
operators have not invested initially in providing broadband coverage to these areas.
According to a study in [1], many of the rural areas of Australia and nearby countries
also face the broadband un-availability and dis-connectivity issues.

Recently Ministry of Business, Innovation and Employment has initiated Rural
Broadband Initiative to deliver better and improved wireless broadband services to the
rural and urban areas of New Zealand. Several initiatives have been taken by the higher
authorities for example Digital Economy, Mobile Black Spot fund, Ultra-fast Broad-
band Initiative and Rural Broadband Initiative to progress in the information and
communication technology [2]. Availability of broadband connection may be useful in
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the foundation of many more applications other than Internet and data-browsing, for
example Indoor Localization, health management and improved surveillance systems
[3, 4]. The region of Gisborne comes in the plan to receive new Ultra-Fast Broadband,
Rural Broadband and Mobile Blackspot programme coverage. However, there are
some specific areas within the Gisborne region which need further detail and planning.
Makaraka is a small area within Gisborne with very low population and doesn’t have
broadband connectivity across it. In this paper, we aim to propose an initial broadband
design for Makaraka area in the Gisborne region to provide basic and high speed
connectivity. We propose the coverage plan and design considerations to deploy the
broadband network successfully within the region. We also provide the coverage map
and limitations for two connectivity schemes that is basic and high speed connectivity
under two different frequency considerations, 2.4 GHz and 5 GHz.

1.1 Background

The existing outdoor area of Makaraka has no broadband coverage and there is only
one fiber optic cable line present at Makaraka School. There is a need to provide
Wireless Internet coverage based on advanced technologies which should be aligned to
standard Wi-Fi systems. There is a need for reliable and constant Internet connection
while moving around the Makaraka central area. The broadband access system is
expected to cover the outdoor area of Makaraka stretched over 3.7 � 3 km square area
(approx.). However, because of the low population density at the borders of the area,
this paper focuses on providing the coverage in the central densely populated area of
Makaraka.

1.2 Objectives

The objectives of this paper is to provide a proposal for installing an outdoor Wi-Fi
system for Makaraka area. The scope of the paper includes the planning and designing
of the outdoor Wi-Fi Internet Access System for Makaraka. The equipment supply,
delivery to site, installation, testing and commissioning of the outdoor Wi-Fi system for
Makaraka area are out of scope of this paper. The ultimate goals for the project are to:

• Identify the best fit equipment for installing the outdoor Wi-Fi system for Makaraka
area.

• Adopt the latest wireless standard of dual-band implementations (2.4 GHz and
5 GHz) with multiple-input and multiple-output (MIMO) technology.

• Provide better wireless performance, reliability and availability (a better user
experience).

2 Network Design

We propose a wireless mesh network based design for providing broadband connec-
tivity in the specified area of Makaraka. The two important design components of the
network are Mesh Gateway and Mesh Nodes, explained below.
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Mesh Nodes: Mesh Nodes are the access points responsible to provide Wi-Fi coverage
to the users in the area and establish a wireless backhaul link to the backbone network.
The primary focus of these nodes is to provide 802.11 access capabilities and forward
the data of the users to and from the Internet. They also enforce Quality of Service rules
for the data traffic and are the end points for the subscribers to get internet access.

Mesh Gateway: Mesh Gateway or root access point is responsible to forward the
traffic between Mesh nodes and the central backhaul network at Makaraka School.
A mesh gateway is responsible to handle the data from different mesh nodes. The nodes
automatically select the shortest path to gateway based on the dedicated algorithm.

Figure 1 below shows the wireless mesh network model for the Makaraka Area,
which involves a Mesh Gateway (Wireless Controller) and several Mesh Nodes
(Wireless Mesh Access Points).

3 Design Considerations

Following are some important design considerations for the Wireless Network of
Makaraka.

• Maximum number of client devices on each Access Point (AP): The number of
clients connected to each access points may vary depending upon the type of
application used by the clients and the type of the access point. For Basic Con-
nectivity (includes Web, Email, Multimedia), it is recommended to have 40 to 60
users for a 2 � 2 MIMO AP and 60–80 users for a 3 � 3 MIMO AP.

• Transmission Power Level of each AP: 18 dBm.

Fig. 1. Proposed network model
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• Channel Reuse Pattern: Fixed or Flexible (Channels should not overlap with
neighboring AP).

• Received Signal Strength Indicator (RSSI) and Signal to Noise Ratio (SNR) for data
Services: Minimum RSSI: −70 dBm, SNR: 20 dB or higher.

• Data + Multimedia: Minimum RSSI: −67 dBm, SNR of 23 dB or higher.

3.1 Wireless Mesh Access Points

We consider the network to be Wireless Mesh Network where APs communicate
among themselves and back to root access point wirelessly over a radio backhaul. All
APs in the network mesh have fixed configuration for the wireless mesh backhaul
communication. We consider that APs should use a protocol to decide the best path
through the other mesh APs to the main AP and also, AP should be dual-band
(2.4 GHz and 5 GHz) with MIMO technology.

3.2 Wireless Root Controller

In our proposed design, all of the APs need to be connected to the central Wi-Fi
controller wirelessly. The Wireless Root Controller is to be places in Makaraka School
at a suitable location. We propose to connect Wi-Fi controller with the wired network
for Internet connectivity and manage it centrally. The root AP connected to the con-
troller is able to support all other mesh AP.

We consider to locate the Root Access Point on a tall building or tower at Makaraka
School. However, the Mesh Access Point locations are short building tops or street
poles. In our design, it is recommended to place AP at a distance between 200 m to
400 m if the backhaul mesh link is at 5 GHz. An outdoor AP may serve a client at a
distance of 300 to 500 m. There should be maximum 3 to 4 hops between root AP and
mesh AP. More hops can be supported but this is the recommended figure. Client are
typically laptops, personal cell phones, or hand held devices.

4 Proposed Network Design

In this section, we explain the complete network design to provide basic or high speed
connectivity in the Makaraka area based on dual frequency standards. The model has
been proposed based on the simulation results of Aerohive online network develop-
ment tool [5]. There can be modifications made to this design to provide better con-
nectivity and reliability based on the number of users in the area. Table 1 highlights the
access point locations for basic and high speed connectivity under 2.4 GHz frequency
band. The expected data rate that can be achieved in the specified region which lies in
the range of 78 Mbps to 174 Mbps for basic connectivity and 104 Mbps or more for
high speed connectivity.
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4.1 Basic Connectivity- 2.4 GHz

Figures 2 and 3 below show the received signal strength indicator (RSSI) Heat map
when five access points are placed at the positions specified in Table 1. The channel
selection is done manually by assigning non-over lapping channels to avoid
interference.

Table 1. Access point locations (2.4 GHz)

Type of
connectivity

Location of the
access point

Channels
assigned

Distance to neighboring
AP (meters)

(Basic
connectivity)

Makaraka school 11 440
Rose land tavern 1 394
AGRIplus 6 357
Intersection of main road
and Paker Ln

11 471

Motor camp entrance (Gate
3)

1

High speed
connectivity

Makaraka school 6 352
117 main road 11 326
Makaraka veges 1 336
67 main road 6 189
Intersection of main road
and Paker Ln

11 331

35 main road 6

Fig. 2. RSSI heat map 1 Fig. 3. RSSI heat map 2
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4.2 High Speed Connectivity- 2.4 GHz

Figures 4 and 5 below show the RSSI Heat map when six access points are placed at
the positions specified in Table 1 for high speed connectivity at 2.4 GHz band.

Table 2 highlights the access point locations for basic and high speed connectivity
under 5 GHz frequency band.

Fig. 4. High- speed connectivity (2.4 GHz) - RSSI heat map 1

Fig. 5. High- speed connectivity (2.4 GHz) - RSSI heat map 2
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4.3 Basic Connectivity- 5 GHz

Figures 6 and 7 below show the RSSI Heat map when five access points are placed at
the positions specified in Table 2.

Table 2. Access point locations (5 GHz)

Type of
connectivity

Location of the access
point

Channels
assigned

Distance to neighboring
AP (meters)

Basic connectivity Makaraka school 112 338
117 main road 108 376
Makaraka veges 100 285
67 main road 104 189
Main/Paker Ints. 165 331
35 main road 100

High speed
connectivity

Makaraka School 112 338
117 main road 108 376
Makaraka veges 100 285
67 main road 104 189
Main/Paker Ints. 165 331
35 main road 100

Fig. 6. Basic connectivity (5 GHz) - RSSI heat map 1
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4.4 High Speed Connectivity- 5 GHz

Figures 8 and 9 below show the RSSI Heat map when six access points are placed at
the positions specified in Table 2.

Fig. 7. Basic connectivity (5 GHz) - RSSI heat map 2

Fig. 8. High-speed connectivity (5 GHz) - RSSI heat map 1
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5 Wireless Network Requirements

In order to connect to Wireless Network, users are required to open SSID with a web
portal so that a secure connection can be established. The client types for wireless
network are 802.11a/b/g/n smart devices from locals and visitors. Client applications
and network use is limited to Internet access for web browsing and email. The network
is expected to support mobility that is users might move around while using their
devices and will get coverage from multiple APs on the go. With the help of the
proposed design, we can say that

• The Root Access Point to Mesh Access Point ratio is 10 Mesh Access Points per
Root Access Point.

• The maximum recommended distance between two APs is 500 meters.
• An area of around one square km (1 km2) comprises of three cells minimum and

can be covered with two or more hops.

6 Limitations of the Model

• The number of users within the specified coverage area of an AP are not known. It
is expected that with the correct number of users, the requirement of the access
points might increase which may increase the cost of the network.

• The attenuation and noise present at the specified location of APs is not known.
With practical Radio frequency spectrum analyser and calculation of attenuation
and noise at the locations of Access points, the coverage and rate parameters may
vary.

• The total cost of the model may vary if more number of access points need to be
deployed to meet the data demand for more number of users.

Fig. 9. High-speed connectivity (5 GHz) - RSSI heat map 2
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7 Conclusion

In this paper, we have proposed an outdoor broadband coverage model for Makaraka
area in the region of Gisborne. The proposed model provides basic and high speed
connectivity to the central area under two different frequency schemes. We have
highlighted the physical installation locations along with the expected throughput that
can be achieved. A future extension of this work is the testing in the real environment
of Makaraka which can help in further improvement of the design.
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Abstract. The emerging cyber-physical paradigm endeavours to unite
all the physical objects embedded with electronics, software, sensors,
and network connectivity to allow more direct interactions and infor-
mation sharing between the physical and cyber worlds. While these
massively connected devices and their associated communications can
exponentially increase the data generation, transmission, and processing
which consume a huge amount of energy and finally end up with harm-
ing the environment seriously. In this paper, we propose a solution for
energy efficient data dissemination by using the opportunistic device-to-
device (D2D) communications. Each sender can decide either use net-
work infrastructure or through encountering the end-users according to
the quality of service (QoS) requirements of each data demand and also
the mobility behaviors of the users. These decisions are based on the time
and location- traces of daily mobility routines and related activities of
users and their social relationship. The case study, based on the similar-
ity analysis of the mobility traces, has confirmed the rich opportunities
for encountering among people, thus the proposed approach has great
promises to reduce the energy consumption of big data dissemination.

Keywords: Big data · Opportunistic routing
Delay tolerant network · Energy efficient data dissemination
Similarity analysis

1 Introduction

The increase in the use of mobile devices has changed the way that users share
data and ultimately leading to mobile traffic expansion exponentially since 2011.
As per current expectation, more than 24 ex-bytes of mobile traffic will be nav-
igating operators’ networks by 2019, with 72% of this traffic being created by
the interactive media [1]. In addition, the growing number of mobile devices and
their communications have increased significantly the energy consumption.

Delay tolerant networks (DTN) perform store-carry-forward routing to
deliver the data in an end-to-end fashion, although a continuous end-to-end
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communication path may never exist between sender and destination devices.
The integration of the infrastructure-based networks and DTN has shown the
benefits since it can boost routing performance and offload traffic from the con-
gested infrastructure networks.

This paper targets to develop a novel eco-friendly and sustainable data trans-
mission approach for offloading the data traffic from the infrastructure to the
opportunistic- and social- based device-to-device (D2D) communications. It can
be performed by exploring the existing movements and spatial closeness rela-
tion among devices. To complement the traditional infrastructure-based data
transmission, the new idea is to optimally piggyback data on the moving physi-
cal devices for data dissemination to achieve the energy reduction as well as to
ensure the QoS requirements. In such way, the proposed approach can fully uti-
lize the users’ historical mobility traces to predict the next location. If they are
close enough and also satisfy the QoS requirements, the data could be directly
transferred using D2D communication which consumes less energy. Otherwise,
data could be transferred through the infrastructure-based network.

The rest of the paper is organized as below. Section 2 has reviewed the
recent advancements in the areas of D2D communication, delay tolerant network,
mobility models and their impact on energy consumption. Section 3 presents the
energy consumption model for data dissemination. We introduce the new data
dissemination approach by using similarity analysis in Sect. 4. We have con-
ducted a case study in Sect. 5 to validate the new approach and confirm its
great promises on substituting the infrastructure-based transmission approach
for those delay tolerant data services. Finally, we conclude the main contribu-
tions and also layout the future work in Sect. 6.

2 Related Work

In D2D communications, the devices in proximity can interface with each other
directly and construct a communication network. Data traffic can be offloaded
to the D2D network instead of transmission through the infrastructure based
network. For instance, by authorizing D2D communications, some users can
download the substances from the cellular base station (BS) while others could
get the substances from their associates. Therefore, the D2D communications
can significantly reduce the traffic congestions and also energy consumption in
networks [2]. In future wireless access networks, balancing the traffic load among
base stations can be accomplished through adjusting the user’s BS affiliations [3].

At Massachusetts Institute of Technology (MIT), predicting the user behavior
is one of their research themes. Time duration is recorded by mobile phones
when adjacent to cell tower IDs and Bluetooth devices. While Bluetooth devices
demonstrate different behaviors based on how are the devices related to each
other. It has been found that the presence of business students in a similar area
is performing the same activities [4]. Bluetooth signals were constructed within
individual’s house to check the accuracy of data transmission into locations by
cell towers [5]. Estimating next location of the objectives by using the dynamic



A New Energy Efficient Big Data Dissemination Approach 157

Bayesian Network can reach a successful rate of 93% to 99%. In prediction, the
next cell is a sequence of location that they investigated in communication areas,
need to improve those resources for reservation and QoS requirements [6]. Zeibart
et al. [7] predict that driving to the destinations, given a partially travelled route
by calculating the probabilities of different possible routes. Bauer and Deru [8]
suggest the ways of predicting future destination along with previous histories.
The work in [9] has used the Naive Bayesian classifier based model, which consists
of the time slot of days, weekends and 1–8 h. Everyday time stamp is divided
into multiple records, that consist of a list of Bluetooth MAC addresses and
locations for mobility prediction.

3 Energy Consumption Model

A network can be represented by a graph G (N, L), where N is the number of
nodes and L is the direct links (i, j) or edges between graph nodes. For prototyp-
ing the key ideas, We assume a general and simplified energy consumption model
for wireless or wired energy dissipation where the transmitter dissipates power to
generate the radio or line electronics. The power amplifier then consumes energy
to transmit the traffic, and the receiver dissipates energy to receive and process
the radio or line electronics, as shown in Fig. 1. Taking radio transmission as an
instance, the power control can be used to remedy the signal propagation loss
by appropriately setting the power amplifier. For example, if the transmission
distance is less than a threshold value d0, the free space prorogation model with
the attenuation parameter of εfx is used, otherwise the multi-path (mp) propa-
gation model with the attenuation parameter of εmp is used. For the sender to
transmit a volume of k-bits data to the receiver where there is a distance of d
away, the energy consumption model can be calculated as below:

ETx(k, d) = ETx−elec(k) + ETx−amp(k, d) (1)

ETx(k, d) = k · Eelec + k · εfx · d2, d < d0 = k · Eelec + k · εmp · d4, d > d0 (2)

where, Eelec is the energy consumed by the transmitter and it depends on the
factors such as digital coding, modulation and filtering signal processing pro-
cedures. As for the energy consumed by amplifier, it depends on the distance
to the receiver and the acceptable bit-error rate. Energy consumption for the
received data can be calculated by:

ERx(k) = E(Rx−elec)(k) = k · Eelec (3)

Based on the above general energy consumption model for communications, we
can see that the volume of data k and the transmission distance d are two
critical and changeable factors which can vary the overall energy consumption,
compared to the energy consumed by the electronic components and signal pro-
cessing mechanism in the transmitter, receiver and also the relay amplifiers.
It is possible to reduce the transmission distance d which is being traversed
through the infrastructure. In other words, the more transmission distance can



158 A. Memon et al.

Fig. 1. Energy consumption model

be shortened, the more energy consumption can be reduced. This is the motiva-
tion triggering us to propose a new energy efficient data dissemination approach
(EEDDA), by fully utilizing the mobility of human (i.e., mobile users) and D2D
communications. They carried the data for delivery based on the prediction and
users’ mobility similarity analysis, especially for those communications services
such as file transfer which has delay tolerant characteristic.

4 The Proposed EEDDA Approach

The proposed EEDDA approach, as shown in Fig. 2 has four processes including:

1. Data Collection
In EEDDA approach, the first step is to collect the users’ mobility data. In our
case study, we reuse the data gathered by the project of Wireless Topology
Discovery (WTD) that was handled at UCSD [10]. It has the traces of 300
people’s accessibility of PDAs to WiFi. All the traces has two portions of
discussion. One portion consisted of trace data. The other file contained the
known locations with access points for local coordinates. Eleven-week trace
duration started from the 22 September 2002 to 8 December 2002 was the
data collection period.

2. Analysis
The WTD has sampled and recorded the above information for all access
points (APs) for every 40 s, which may fill in all its frequencies. The analysis of
the collected data was conducted while running on a student’s device. During
a sample, the above information is given by WTD for all sensed samples. In
Fig. 3 below, the three entries were recorded if a device has three APs in one
sample (the entries include the IP address, signal strength, and attached flag).
To extract basic records that show the user’s location, the Associate field is
used in this study. The user’s device is located near the connected access
point (Associated = 1) is based on the assumption. A list of neighboring
access points is created for the sensitive access points that were not selected
for the Association (Associated = 0). To record that a user should be decided
at any time, AC-POWER field can be used for it. The assumption is that
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Fig. 2. The Proposed EEDDA approach

Fig. 3. The fields and usage of the database

the user is not mobile and AC-POWER = 1 is a plug-in in the device. In
weight gain of individual access points, the given time, signaling power SIG-
STRENGTH can be used.

In different location alignment algorithms, the SIG-STRENGTH field can
be used. For example, a user is using the trilateration algorithm then it is
between all access points. The AP-ID uses only one assigned number to label
every access point in the field databases. Here we use these values as a loca-
tion label, and when evaluating future locations, these values are developed
by the model. In a real application, AP-ID field will be backed up on the map
or on a map named on a useful location. The SAMPLE-TIME contains the
date and time. The recorded state of every 20 s and end of 11 weeks period
by their own devices. Throughout the pre-processing, the week fragments at
the start and end of during the 11 weeks were rejected so as to provide 10
whole weeks’ samples with User ID field for each record to the specific user.
This algorithm does not use the user information, but simply uses the user-id
field for partitioning the logs into individual user logs. The prediction can be
done by individual user but not on the entire group.
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3. Check Similarity
The sequence prediction is to predict the next item in a sequence, which can
be considered as a kind of rating. There are potential results for the alphabet
used to create a layout. They are known in advance and predict the model
in which the next item is in sequence. First signify theorizing symbols S1, S2,
S3, S4, Sn. The n represents the number of symbols in the alphabet. When
training sequences are described with the symbol of t:

Where Xi ∈
∑

X1,X2,X3...Xt (4)

this calculation defines the conditional probability

Pr {Xt+1xt+1|Xt = xt, xt−1 = xt−1} (5)

This calculation has been used in stationary Markov chain [11]. In our case,
we are considering the stationary one, because the probabilities are not only
depend on the same time, even sub-sequences repeat at the same time but
with different location in sequences for each repeat or shift S and for all Xi.

Pr {X1,X2 = x2.....xnX1,X2 = x2.....xn}
Pr {X1+m = X1,X2+M = x2..,Xn+m = xn} (6)

This process is called Markov model because the probability is likely to be on
the variable. The number used is the variable for variants, L, model length,
or order. The pre-variable sub-division is called history or context. If the
contextual length of the context is set continuous, the model is called fixed
length Markov chain [12]. The variable length Markov chain with length L,
the context length used to vary the maximum number of L on the prediction
of the Markov channel. The first order of Markov model makes the basis for
prediction model here.

Moreover, the raw data from the WTD experiment combines all logs, from
all operators into one file. The entire logs of all the operators are associated
with the document by the raw data from the WTD test. The first step of
associating all logs from different users into one folder was to divide the raw
information into various documentation for an individual user. Records usu-
ally here refer to as sensed, non-associated, access points. Records with the
same date and time had the maximum amount of indication matrix. Whereas
the rest records were rejected. Reports with similar user name, access point
and having a starting time within one minute of the preceding record’s start-
ing time are termed as contiguous records. The output showed the length
of each session collected over a day. The statistics recorded by a full-time
active mobile device is regarded as the first movement data. The data repre-
senting users’ significant locations revealing social interacting applications is
called the destination data. In this work, significant locations are determined
solely by a length of stay of at least 10 min [12]. The destination data and
movement could be considered as movement location and significant location
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Fig. 4. Data (1-minute or less) for User 003 (Color figure online)

Fig. 5. Data (10-minute) for User 003

individually. The starting time is measured to be on entire number nearest to
the last minute dataset of MoveLoc. Later on, all the duration include those,
slightly lesser than 20 s, were included of one minute window. When the ses-
sion started then it was considered as the highest period of one-minute time
duration, declining the rest our work prediction on the future location and
time. The Fig. 4 shows the MoveLoc data for user 3. The color bar shows that
this user visited 40 locations, over the 10-weeks recording period. The x-axis
represents the time of day. Anyone can observe that this user had some regular
locations between 1:00 pm and 2:00 pm and some of the movement between
locations is indicated by the change in colors/shades. Figure 5 depicts that
User 3 MoveLoc (1-minute or less) and User 3 SigLoc (10- minute) data and
dataset location. Where user consumed the minimum of 10 min, were covered
in the SigLoc dataset. Elimination other sessions less than 10 min was the
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first phase of producing this assessment. The start-time of the other sessions
were almost equalized to the bordering 10 min. The SigLoc data for User 3 is
indicated in Fig. 4. One can notice that the number of locations fell from 40
to 20 and the transitions between locations were removed. Though the exist-
ing point of proof-of-concept on EEDDA, which does not advance towards a
far-reaching position, yet the study outcome is relatively stimulating.

4. Multiple Decision
This is the last process of EEDDA, of which the device will be able to take the
decision as per the result of the similarity analysis. The data is either trans-
mitted through the infrastructure based network or D2D communications.
The Fig. 6 shows the flow chart of the decision process.

Fig. 6. The process of multiple decision

5 A Case Study

We have identified that the data transmission distance is a key but changeable
factor contributing to the overall energy consumption. Here we consider a sce-
nario, of which a professor in university and his students have communicated
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with each other very frequently. They are all in the same building but on the
different floors. We assume that the data is delay tolerantable. In such way, we
have two options including option A: send the data through infrastructure-based
network, and option B: infrastructure-less approach i.e., D2D communications.

To disseminate data through these options, we assume further two possible
ways: (a) Human mobility traces get matched according to the movement behav-
ior. In such way, the proposed approach can fully utilize the benefits of mobility
traces and check similarity of location and time. When they are matched, the
data can transfer through D2D while consuming less energy. (b) In this option,
we use the prediction model with human mobility traces that checks predicted
location and time of user’s movement. When it matches, the data will transfer
by D2D communications.

Fig. 7. Test result with 30 days, 20 days, 10 days interval prediction and without
prediction

Figure 7 shows the correctness of the results as per time allocated for pre-
diction. If we simply use the traces, the accuracy of the results is 45%, while
considering delay for about 10 days interval. While in the prediction option, it
gets increased by 70%. However, when we increase the interval of delay for about
20 days or 30 days, the accuracy could be better than the previous. This indicates
that the longer tolerated delay and mobility duration, the higher opportunity
that two users encounter each other to have D2D communications, which could
reduce the energy consumption significantly.

6 Conclusion and Future Work

In this paper, a novel energy efficient data dissemination approach (EEDDA)
is introduced, of which a mobile encounter between the communicating pairs is
sought for directly exchanging data. The similarity analysis framework reveals
the mobile encounter opportunities among communication peers. Peer device
similarity depends on the moving ability and adaptability of interacting with
the devices. The work is ongoing for developing communication protocol and
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algorithm but also for peer countering and automation. The greater number of
complex mobility models and the unpredictability of devices’ movements should
be considered too to develop more adaptable EEDDA in future work.
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Abstract. Residential consumer’s demand of electricity is continuously grow-
ing, which leads to high greenhouse gas emissions. Detailed analysis of elec-
tricity consumption characteristics for residential buildings is needed to improve
efficiency, availability and to plan in advance for periods of high electricity
demand. In this research work, we have proposed an artificial neural network
based model, which predicts the energy consumption of a residential house in
Auckland 24 h in advance with more accuracy than the benchmark persistence
approach. The effects of five weather variables on energy consumption was
analyzed. Further, the model was experimented with three different training
algorithms, the levenberg-marquadt (LM), bayesian regularization and scaled
conjugate gradient and their effect on prediction accuracy was analyzed.

Keywords: Electricity demand prediction � Load prediction � Neural network
Load management

1 Introduction

The residential sector of a country consumes 16–50% of energy of all sectors and
averages approximately at 30% globally as shown in Fig. 1. The relatively high energy
consumption of residential users demands a detail analysis of its energy consumption
characteristics in order to promote conservation, efficiency, technological implemen-
tation and energy source switching, such as the utilization of on-site renewable energy
sources [1].

Recent increase in the implementation of renewable energy systems has increased
interest in the precise modeling and prediction of energy consumption. Energy pro-
duction from renewable sources vary throughout 24 h 365 days a year. Therefore,
predicting the energy consumption 24 h prior helps in efficient optimization of energy
distribution among loads specifically between building and local grids. On the other
hand, electricity consumption prediction is essential for generators, wholesalers and
retailers of electric energy, who buy and sell, switch loads, plan maintenance and unit
commitment and much more. However, with increasing costs passed to consumers, the
optimum on-site energy generators can be achieved only when consumers can forecast
their requirements in order to efficiently utilize grid-tied storage system and solar
panels, thus enabling intelligent buildings.
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In [2], a building that minimizes the grid power usage and maximizes services
efficiency is defined as an intelligent building. Sensors, renewable energy sources and
energy management system (EMS) are some of the components of intelligent building
with high ranking given to EMS, which monitors and controls the energy consumption.
However, the effective operation of an EMS can be realized by precisely predicting the
required power consumption. The early predication of load consumption would enable
the planning of load distribution in advance and avoid power outages by shifting the
unnecessary load to off peak time, to reduce cost and increase efficiency.

Short term load prediction of a residential house is a complex task due to the usage
of various equipment with varying power requirement. Recently, short term load
prediction has attracted considerable attention from researcher and scientists working
both in academia and industry. A number of mathematical models and machine
learning algorithms have been investigated for short term load prediction both in
residential and small industry. Some of the algorithms used are regressive analysis,
wavelet analysis, fuzzy system modeling, neural network modeling, evolutionary
algorithms and hybrid approaches [3–10].

Artificial neural network (ANN) has been investigated for load forecasting mostly
in commercial domain for large loads, such as ANN expert system [11–13]. ANN has
the advantage to implicitly extract non-linear relationship among loading variables,
learn and predict the future values. ANN has applications in different areas of power
systems to handle complex non-linear functions, provide reliability and efficiency even
for the cases where learning data is incomplete or not available at all [13, 14]. In

Fig. 1. Worldwide energy consumption of residential users as a percentage of national energy
usage of different sectors [1].
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majority of previous work, ANN has been used for large scale forecasting. This
research work uses different training algorithms of ANN for short-term load forecasting
for a residential house.

Our main contribution of this research work is to train the ANN model with three
different algorithms to predict electric load in a typical New Zealand residential house.
A typical residential consumer would be living in a three bedroom house with four
occupants (2 adults and 2 children). The goal is to predict the load 24 h in advance, so
that renewable energy sources and its components can be efficiently utilized. It is
suggested that a similar model could be adopted for other locations with varying
number of occupants.

2 Methodology

In this research work, an ANN based NARX (nonlinear autoregressive network with
exogenous inputs) predictive model was used to forecast future values of electricity
consumption. The NARX model uses historical values of electricity consumption and
historical values of five environmental variables one of the input variable is hourly
electricity data collected from a residential house in Auckland, New Zealand. The five
environmental variables are: Temperature ðTmeanÞ, Barometric Pressure ðPÞ, Relative
Humidity ðRHÞ, Wind speed ðWsÞ and Wind direction ðWdÞ. Data were taken from the
National Institute of Water and Atmosphere’s (NIWA) CliFlo database (2014) [17].
Our ANN model was trained on the historical electricity consumption and environ-
mental variables data with electricity consumption 24 h in advance being the output
variable.

The predictive model can be expressed mathematically by predicting future values
of the electricity consumption time series y(t) from past values of that time series and
past values of input variables time series x(t) [15]. The equation for the NARX model is
given by Eq. 1.

y tð Þ ¼ f y t� 1ð Þ; y t� 2ð Þ; . . .; y t� ny
� �

; u t� 1ð Þ; u t� 2ð Þ; . . .; u t� nuð Þ� � ð1Þ

Where the next value of the dependent output signal y(t) is regressed on previous
values of the output signal and previous values of an independent input signal.
The NARX model is implemented using a feed-forward neural network to approximate
the function f in Eq. 1. Figure 2 shows the diagram of the resulting network, where y(t)
output series is predicted given past values of y(t) and another input series x(t).

The prediction accuracy of ANN models is dependent on the combination of
weather predictor variables and training algorithm [16].

Various combinations of weather predictor variables were tested using a statistical
analysis to find the relationship between electricity consumption and individual
weather variable as shown in Table 1. The Pearson correlation coefficient (R) is a
measure of the linear correlation between two variables, giving a value between +1 and
−1 inclusive, where 1 is total positive correlation, 0 is no correlation, and −1 is total
negative correlation.
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In order to determine the performance of the ANN models, the regression (R) and
mean squared error (MSE) values were analyzed. The mean squared error (Eq. 2)
provides information on the short term performance and is a measure of the variation of
predicated values around the measured data, lower MSE values represent better pre-
diction accuracy.

MSE ¼ 1
N

PN

i¼1
ðIp;i � IiÞ2 ð2Þ

Where the predicted electricity consumption in kWh is Ip, Ii is the measured
electricity consumption in kWh, and N denotes the number of observations.

Further, the models were experimented with three different training algorithms, the
levenberg-marquadt, bayesian regularization and scaled conjugate gradient and their
effect on prediction accuracy was analyzed as shown in Table 2.

Fig. 2. NARX network diagram

Table 1. Regression (R) values for input weather variables vs electricity consumption

Input variables R

Temperature (Tmean) 0.438
Relative Humidity (RH) 0.335
Pressure (P) 0.203
Wind speed (Ws) 0.033
Wind direction (Wd) 0.030

Table 2. Effect of training algorithms on prediction accuracy

Input variables MSE (kWh) R Processing time

Levenberg-Marquadt 0.125 0.438 00:00:01
Bayesian regularization 0.129 0.417 00:01:53
Scaled conjugate gradient 0.142 0.360 00:00:02
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2.1 Electricity Consumption Prediction for a Residential House

Figures 3 and 4 show four-days and one-day prediction of electricity consumption for a
residential house in Auckland with 2 adults and two children respectively. It can be
seen in Figs. 3, 4 and Table 2 that the LM training algorithms predicts electricity
consumption more accurately than the BR and SCG training algorithms.

2.2 A Benchmark Persistence Model

As a comparative study, the persistence model was developed using Eq. 3 to predict the
h hour-ahead forecasting (h = 1, 2, 3 … hours).
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Fig. 3. The predicted and measured values of electricity consumption for four-days with
MSE = 0.125 kWh

0

0.5

1

1.5

2

1 2 3 4 5 6 7 8 9 101112131415161718192021222324

Actual (Measured)
Levenberg-Marquadt

El
ec

tri
ci

ty
 (k

W
h)

Time (Hours)

Fig. 4. 24-h measured and predicted values of electricity consumption for the LM algorithm
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S tþ hð Þ ¼ S tð Þ ð3Þ

Where S tþ hð Þ is the predicted electricity consumption at time tþ h.
Same electricity consumption and five input variables data used for the NARX

model was utilized for the benchmark persistence approach, with electricity con-
sumption as the objective function. Mean square error as defined in Eq. 2 was calcu-
lated to validate and compare the model performance. Figures 5 and 6 show four-days
and one-day prediction of electricity consumption for a residential house in Auckland
with 2 adults and two children respectively.
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Fig. 5. Four-days measured and predicted values of electricity consumption using the
benchmark persistence approach with MSE = 0.998 kWh
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Fig. 6. 24-h measured and predicted values of electricity consumption using the benchmark
persistence approach with MSE = 0.998 kWh
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3 Conclusion

In this study, the effect of five weather variables on electricity consumption was studied
using the linear regression analysis and observed that temperature and relative humidity
showed correlation with the electricity consumption with regression values of 0.438
and 0.335 respectively. A predictive model based on the recurrent neural network,
consisting of mean temperature as input and electricity consumption as the target
variable was tested with three training algorithms, the levenberg-marquadt (LM),
bayesian regularization and scaled conjugate gradient. LM back propagation algorithm
produced the lowest mean square error of 0.125 as compared to 0.129 and 0.142 for the
bayesian regularization and scaled conjugate gradient algorithms respectively. The
proposed model was also compared with a benchmark persistence model and it was
found that the proposed approach predicted electricity consumption values 24-h ahead
with more accuracy than the persistence approach for a house in Auckland with two
adults and two children.
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Abstract. Physical-Layer Network Coding (PNC) can double the throughput of
a Two-Way Relay Network (TWRN) by reducing packet exchanging timeslots.
In a multi-user wireless communication system, time domain phase shift can
inevitably lead to deterioration of PNC performance. In previous studies, there
have been many studies result to enhance the performance of some low-order
modulation techniques such as BPSK and QPSK, but fewer studies are designed
for high-order modulation such as 16-QAM. It is known that high-order mod-
ulation is the only way to improve the spectrum utilization rate. This paper uses
simulation to explain that the time domain phase shift will greatly affect the
performance of 16-QAM PNC, and its’ performance couldn’t be improved even
polar code is used. To address this phase penalty problem, we propose a half-
symbol asynchronous algorithm to introduce correlations using belief propa-
gation (BP). Simulation results show that the time domain phase shift problem
of 16-QAM modulated PNC systems can be solved effectively using our pro-
posed half-symbol asynchronous BP algorithm.

Keywords: Physical-Layer Network Coding � Phase asynchrony
Symbol asynchrony � High-order modulation � Belief propagation

1 Introduction

The concept of Physical-Layer Network Coding (PNC) was first proposed in 2006
[1, 5]. PNC could increase throughput by reducing transmission slots. In wireless
communications, various electromagnetic signals transmitted in space are superim-
posed within the channel, but only the signal sent by the specific terminal is useful to
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the communication nodes, while other signals are considered as interferences. This
interference has brought the obvious consequence to the multi-hop point-to-point
network. For example, in the 802.11 protocol network, the throughput of a single hop
network can reach 4 times which multi-hop network does theoretically [2]. One
common solution is to use relay nodes to forward signals from other sources. The other
solution is to specify a fixed communication protocol to prevent multiple nodes in the
same channel sending messages at the same time. The latter way will result in a
significant increase of the total transmission time slots in the whole communication
process.

The PNC allows the sender to send information simultaneously to the relay,
exploiting this “jamming” by implementing special information processing at the relay
without affecting the reliability of the communication. As a result, PNC received
widespread concern from the communications community.

Related Works. Since the PNC concept was proposed, a variety of PNC-based
applications are also emerging. Zhang et al. discussed the feasibility of PNC in Galois
Fields. Liew, Lu and Zhang performed a great deal of work on PNC, including channel
coding PNC, asynchronous PNC, FPNC with OFDM and so on, and conducted a large
number of experiments on Universal Software Radio Peripheral (USRP) [1, 3, 8]. Pan
et al. conducted a study of 16-QAM with PNC combined with multiple access and
MIMO techniques, but the solution will increase the cost by generating redundant
information during demodulation, and it lacks the possibility of extending to higher
order modulation [6].

With the application of channel coding, PNC can improve its code error correction
capability to ensure the reliability of transmission. L. Chen combined Lattice coding
with PNC to prove that Lattice physical layer network coding has superior perfor-
mance, but the main result is hard to achieve due to its complexity [4]. Du et al.
proposed a PNC scheme using LDPC under Gaussian Two-Way Relay Network
(TWRN), and experimentally verified that it has an improvement on the Bit Error Rate
(BER) at higher-order PSK [7]; however, QAM is more reliable than PSK at higher
orders and there is a lack of QAM studies in it.

Due to the limited spectrum resources, high-order modulation is needed to improve
the utilization of spectrum resources. However, the studies above are either based on
simple modulation schemes such as BPSK, QPSK, or using high order modulation but
lack of scalability. Moreover, many papers assume that the signal received by the relay
has no phase offset. Even if there is phase offset, the study mainly focuses on simple
modulation and does not involve high-order modulation. Therefore, this paper will
mainly study the performance problems of PNC under high-order modulation, and a
scheme of channel coding 16-QAM PNC will be introduce below. In addition, in this
paper, and a scheme using half-symbol misalignment with belief propagation (BP),
which could solve the performance problems, will be shown in detail. And this solution
has the ability of extending to higher order modulation.

In summary, the contributions of this paper are as follows.

• We rigorously study a 16-QAM modulated PNC system in a TWRN under regular
PNC mapping rules. We find that phase asynchrony can lead to tremendous system
BER performance loss.
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• We put forth a belief prorogation based decoding algorithm, by purposely intro-
ducing a half-symbol asynchrony to the 16-QAM modulated PNC system, to
address the phase penalty issue.

• System performances of both non-channel-coded and channel-coded 16-QAM PNC
system are discussed.

The following sections are organized as follows. Section 2 presents the PNC
system model with 16-QAM modulation. Section 3 points out the phase asynchrony
problem in time-domain PNC systems. Section 4 studies and observes the performance
of 16-QAM PNC with polar coding. Section 5 puts forward the solution to the time-
domain phase shift and observes the results. Section 6 concludes the paper.

2 16-QAM PNC System Model

2.1 PNC Transmission Model

PNC is mainly used in Two-Way Relay Network (TWRN), which is a three-node
communication model. In TWRN, node 1 and 2 transmit information to each other
through relay node R. A real example could be that two base stations which are very far
apart want to communicate via satellites. Assuming it is a half-duplex situation, in this
case any node cannot send or receive data at the same time. In traditional scheme, the
two communication nodes send messages to the node R in different timeslot to avoid
conflict with each other, which needs four timeslots in total. The process of PNC
transmission mode is shown in Fig. 1. In the uplink, two communication nodes 1 and 2
transmit message and at the same time. After the relay R receives this superposed
“naturally generated” sum information ðM1 + M2Þ, it uses the corresponding mapping
rule to coding the message

MR ¼ g (M1 + M2Þ ¼ M1 �M2 ð1Þ

then the MR will be sent back to both source nodes at the same time. In the downlink,
the two source nodes receive the message and then recover the message sent by other
side with the copy of the local message. With the “interference” being used here, the
system will no longer limit whether the communication node can send message at the
same time. The total use of the slot reduced to two, thereby the system throughput is
increased in the same period of time.

We can see that PNC uses the expense of increasing local copy and increasing the
processing overhead at the relay to exchange for a reduction of the time slot and an
increase in throughput. However, this burden is negligible comparing to the benefit
here, which is, the “interference” caused by the simultaneous transmission of infor-
mation by nodes 1 and 2 becomes a part of the network coding calculation, thus the
influence of interference is eliminated.

As can be seen from the process above, one of the key issues of PNC is how to
achieve Eq. (1), which is, how to complete the mapping from M1 þM2 to M1 �M2.
This problem will be described below.
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2.2 16-QAM PNC Mapping Rules

Here we establish the mapping rule under 16-QAM PNC system. In fact, any method
who accomplishes a one-by-one mapping rule from to is available; but in this paper, a
bit-by-bit mapping rule is established because it is one-to-one mapping on amplitude,
and the nodes are easy to make a judgement.

When discussing “bit-by-bit mapping”, it has to be mentioned that Gray coding is
used in 16-QAM in this paper, since it is a kind of error minimization coding method
because there is only one bit difference between the adjacent constellation points

The general model representation of 16-QAM PNC is consistent with the PNC
model of Sect. 2.1, but it’s more complicated comparing with BPSK or QPSK.
16-QAM involves I and Q components in different amplitudes. Section 2.1 states that
the key issue with 16-QAM is the mapping of M1 þM2 to M1 �M2. When discussing
the mapping rule, only the mathematical realization is considered; which is, the factors
in the actual communication is irrespective here. For 16-QAM, the mapping can be
divided into I components and Q components separately, and the two mappings are the
same.

When node 1 or 2 performs 16-QAM modulation and sends information, its I and Q
components correspond to the mapping relationships in Table 1, where m is a bit
sequence, s is the operator performing an eXclusive OR operation (XOR), and a is
amplitude. Table 1 applies for any 16-QAM I/Q component involved in the overall
system.

Let node 1 send the message M1 with the expression

x1 ¼ a1 cos hþ b1 sin h ð2Þ

and let node 2 send the message M2 with the expression

x2 ¼ a2 cos hþ b2 sin h ð3Þ

then the relay will receive the message MR with the expression

xR ¼ ða1 þ a2Þ cos hþðb1 þ b2Þ sin h ¼ aR cos hþ bR sin h ð4Þ

where a1; a2 2 f�3;�1; 1; 3g, aR 2 f�6;�4;�2; 0; 2; 4; 6g.

Fig. 1. PNC transmission mode
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After receiving xR, the relay obtains the 16-QAM massage MR through the network
coding mapping function with the expression Eq. (1) and then sends it out. The I/Q
components of the superposition signal yR have seven kinds of amplitude, but com-
ponents in MR are still four kinds of amplitude. Here is an example using I component
to specify the mapping process. The method is the same with Q component.

Let mI
1=s1=a1 represent the bit sequence, the operator of the XOR operation, and

the modulation amplitude of the I component of the node 1, respectively. Let mI
2=s2=a2

represent the bit, the operator of the XOR operation, and the modulation amplitude of
the I component of the node 2, respectively. If node 1 send the bit 1110, which means
mI

1 ¼ 11; node 2 send the bit 1001, which means mI
2 ¼ 10, then according to the

Table 1, the corresponding XOR operator should be s1 ¼ 2 and s2 ¼ 3. So, the relay
does XOR calculation to get the operator

sR ¼ ðs1 þ s2Þmod 4 ¼ ð2þ 3Þmod 4 ¼ 1 ð5Þ

As we can see that in Table 1, sR is corresponded to bit mI
R ¼ 01 (when performing

XOR by bit, we can get mI
1 � mI

2 ¼ 11� 10 ¼ 01 ¼ mI
R), and the corresponding signal

amplitude is aR ¼ �1. The signal amplitude previously received by R is
a1 þ a2 ¼ 1þ 3 ¼ 4. That is, if the amplitude of the component in the signal that the
relay receives is a1 þ a2 ¼ 4, then it should be mapped aR ¼ �1 as its amplitude. The
relay may not care about the value of sR or mI

R. The information contained can be given
to node 1 or 2 to deal with. The relay’s only mission is to get the correct transmission
amplitude on it. Suppose that the relay sends a signal with one of the component is
aR ¼ �1, and it is received by node 1. Node 1 maps it to mI

R ¼ 01 and matches the
local copy bit mI

R to perform XOR

mI
1 � mI

R ¼ 11� 01 ¼ 10 ¼ mI
2 ð6Þ

then the message sent by node 2 is known by node 1.
When discussing the amplitude mapping method at the relay R, there are 16 cases

for the component mapping at the relay R, since the two 16-QAM symbols’ I and Q
components have 4 amplitudes each [3]. Note that other corresponding solutions are
also available. This article creates this mapping method because it is all one-to-one
mapping on amplitude; using other methods may result in one-to-many mapping at
some points, which in some cases judgment cannot be done. It can be obtained that the
relay at the signal processing need to do the key mapping shown in Table 2.

Table 1. Correspondence of one component in 16-QAM.

Bit sequence
mI /mQ

XOR operator
s

amplitude
a

00 0 −3
01 1 −1
11 2 1
10 3 3
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Table 2 shows the key mapping, which means a1 þ a2 to aR. The previous example
shows that the relay does not care about the value of sR or the value of mR, as long as
the amplitude is mapped correctly. In this way, the mapping rule required under
16-QAM is obtained.

2.3 Establishment of 16-QAM PNC Model

This section describes the general mathematic models and the formulations of 16-QAM
PNC systems involved in this dissertation for the remainder of the paper. There are
many practical problems to consider about PNC, such as phase offset in time domain,
phase offset in frequency domain, noise problem, channel coding problem, symbol
synchronization problem, channel fading problem, and so on. Since the problem of
phase shift in frequency domain can be solved by using Orthogonal Frequency Divi-
sion Multiplexing (OFDM) [8], the problem of phase shift in time domain is mainly
addressed in this dissertation. The phrase “phase offset” in this paper below refers to the
time domain phase offset. Symbol synchronization is assumed here; in Sect. 5, sym-
bolic asynchrony exists as a necessary condition, so the problem with asynchronous
systems will be explained later. Channel fading is not a concern here. Additive White
Gaussian Noise (AWGN) runs through the entire study. Section 4 will focus on the
problem of 16-QAM PNC channel coding; for simplicity, channel coding is not con-
sidered here. Since the situation of PNC downlink is similar to that of Point to Point
(P2P), this paper mainly considers the PNC uplink.

In general, the phase offset in the time domain is due to the asynchronous phase of
the carrier frequency oscillator or to the different path delays of the two uplinks (node 1
to node R, node 2 to node R). The time-domain phase shift will cause the constellation
points to twist when demodulating, resulting in the failure of demodulation and the
increase of BER [10]. Assuming that two uplinks are symmetrical and constant-
parameters channels, the phase offset due to the differences in path delays may not be
considered. Then it can be assumed that the phase offset is mainly due to the frequency
difference of the local oscillator of each node. Then, the relay receives the signal from
node 1 and 2 to estimate the frequency difference in coherent demodulation between R
and 1 (u1) or R and 2 (u2). Without loss of generality, assuming u2 [u1, then

u ¼ ju1 � u2j ¼ u2 � u1 ð7Þ

is the frequency difference between the two uplinks obtained by the relay, which is the
phase offset to be studied in this paper. It is assumed that specific value of u can be
estimated by relay, which can be solved by technical methods today. In this way, this
article can focus on the impact of u.

Table 2. Key mapping at the relay.

a1 þ a2 −6 −4 −2 0 2 4 6
aR −3 −1 1 3 −3 −1 1
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For a signal xðtÞ, it is mathematically possible to know xðtÞ ¼ xðtÞe2Np;N 2 Z,
which means the phase shift varies over each 2p period. For simplicity, this article
mainly studies the situation of u 2 ½0; p�.

Since this paper only considers the phase offset u in the time domain and the noise
n in AWGN channel, it can be assumed that a certain symbol with its length N sent by
node 1 is m1½n�(n ¼ 1; 2; . . .; i; . . .;N), and another certain symbol with length N sent
by node 2 is m2½n�. Which is, the symbol is the signal sent by node 1 is

x1ðtÞ ¼
XN
n¼1

m1½n� ð8Þ

and node 2 send the message

x2ðtÞ ¼
XN
n¼1

m2½n� ð9Þ

then the relay will receive

xRðt;uÞ ¼ h1x1ðtÞþ h2x2ðtÞþ nðtÞ ð10Þ

where h1 ¼ P1eu1 and h2 ¼ P2eu2 with P1 ¼ P2 when symmetrical channel is assumed.
Then the message received at the relay can be rewritten as

xR t;uð Þ ¼ P0 x1 tð Þþ x2 tð Þeuð Þþ n tð Þ ð11Þ

where P0 ¼ P1eu1 is a constant value.

After the relay receives xRðt;uÞ, it performs the mapping according to the mapping
rule obtained in Sect. 2.2 to get

yR tð Þ ¼ x1ðtÞ � x2ðtÞ ð12Þ

then sent back to node 1 and node 2. Note that the signal before transmission has
already resolved the phase offset and noise at the relay, which requires the half-symbol
asynchronization with belief propagation involved in Sect. 5. The mapped signal yR tð Þ
is also composed of 16-QAM symbols, denoted as

Fig. 2. Sequence sent by node 1 and 2
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yR tð Þ ¼
XN
n¼1

my
R½n� ð13Þ

where

my
R ¼ m1 � m2 ð14Þ

3 Time Domain Phase Offset Problem for 16-QAM PNC

3.1 Constellation Pattern at the Relay in 16-QAM PNC

The following is based on the time-domain phase offset model of the 16-QAM PNC.
Since this paper mainly studies the uplink, so we determine the BER by comparing the
data received at the relay node with the data sent by the nodes 1 and 2. Therefore, it is
of crucial importance whether the relay can receive the data correctly or not. In this
case, we study the constellation pattern at the relay to illustrate the impact of phase
offset.

Then the constellation at the 16-QAM PNC relay will be described. First, let us
focus on the standard constellation at the relay, where only involves the phase offset
and without noise. When performing PNC for 16-QAM, since there are 16 kinds of
symbols sent by nodes 1 and 2 respectively, there are 162 ¼ 256 kinds of MR involved
at the relay. From Sect. 2.2 it can be seen that when u ¼ 0, one component of the
signal at the relay makes a mapping of seven amplitudes to four amplitudes, so the
overall signal at the relay should be mapped from 49 amplitudes to 16 amplitudes.

The constellation at the relay is shown in Fig. 3. In Fig. 3(a), the numbers in the
upper right corner of each symbol represent the amount of the points overlapped in the
same place, and the total sum is 256. The points in the figure are with various colors
and shapes corresponding to the 16 types of 16-QAM symbol. It can be seen that when
u ¼ 0, constellation points are of the same mapping coincide, and the demodulation
can be the best at this time. When u ¼ p=8, the constellation pattern at the relay is
shown in Fig. 3(b). It can be seen that some points belonging to different mappings are
overlapped together, so it cannot be judged which symbol the constellation point at the
overlapping position should be mapped to. Moreover, the middle part of the constel-
lation point is too dense, which causes the small Euclidean distance between adjacent
points, so it is prone to decode wrong.

When considering the noise (snr ¼ Eb=N0 ¼ 15dB), the actual constellation at the
relay is as shown in Fig. 4. It can be seen that when u ¼ p=8, the constellation points
become even more dense and disorderly when u ¼ 0. The degree of point chaos in the
middle part is very high, and the degree of agglomeration in the periphery points also
decreases, thus a lot of code errors happen.
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3.2 16-QAM PNC Under Maximum Posterior Probability

Next, the Bit Error Rate (BER) curve will be drawn by MATLAB simulation in
different SNR and different phase offsets. MAP decoding method is used in the sim-
ulation, that is, the Euclidean distance is determined between each received point and
each point in the standard constellation map, and the point with the smallest Euclidean
distance is selected as the mapping target. The SNR is sequentially incremented from 0
to 20 in steps of 1. In the same phase offset with different SNRs, each time node 1 and a
node 2 send 1,000 data packets in sequence, and each data packet includes 10,000
16-QAM symbols.

Figure 5 shows the 16-QAM PNC BER performance curves for different phase
shifts u. It can be seen that when there is a small phase offset (u ¼ p=8), its perfor-
mance is very poor already, and completely unable to meet the communication needs.
When the phase shift increases to u ¼ p=4, the performance becomes even worse.

Fig. 3. Constellation pattern at the relay with no noise and (a) u ¼ 0 (b) u ¼ p=8

Fig. 4. Constellation pattern at the relay with snr ¼ 15 dB and (a) u ¼ 0 (b) u ¼ p=8
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Thus, it can be seen that when there is phase offset, the performance of the system
will deteriorate sharply and the BER will increase greatly. Even at large SNR, it cannot
improve well and cannot meet the communication requirements. Although the MAP
decoding can achieve the best reception, it cannot solve the phase shift decoding
problem by itself.

4 Linear Channel Coding on 16-QAM PNC

4.1 Channel Coding Model Establishment

In general, channel coding has the ability of forward error correction. Using appropriate
channel coding in Point to Point (P2P) channel can solve part of the transmission errors
effectively and enhance the ability of noise or interference resisting, which can improve
system reliability. The following will try to use linear channel coding in 16-QAM PNC
and observe its performance changes.

As mentioned above, due to the assumption of symmetrical channels, the same
channel coding scheme is used in all the links. Let the original bit information at nodes
1 and 2 be channel-coded before being sent out. As described in Sect. 2.3, one of the
original symbol sent by node 1 or node 2 is m1½i� (n ¼ 1; 2; . . .; i; . . .;N) or m2½i�,
respectively. Let a linear channel coding method (function) be C. Symbol m1½i� and
m2½i� are coded to Cðm1½i�Þ and Cðm2½i�Þ, then sent out at the same time. Then the relay
will receive the signal

xRðtÞ ¼ x1ðtÞþ x2ðtÞ ¼ Cð
X
n

m1½n�Þ þCð
X
n

m2½n�Þ ð15Þ

Now there are two ways to deal with this xRðtÞ.

Fig. 5. BER curve at the relay in 16-QAM PNC
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(a) Due to

Cðm1½i�Þ þCðm2½i�Þ ¼ Cðm1½i� þm2½i�Þ ð16Þ

the relay will receive the signal, channel decode it to m1½i� þm2½i�, and then
perform mapping mentioned above to get

my
R½i� ¼ m1½i� � m2½i� ð17Þ

Then channel code it to Cðmy
R½i�Þ and send it to node 1 and 2.

(b) Due to linear channel coding method being used here, the relay can perform PNC
on Cðm1½i�Þ þCðm2½i�Þ to get Cðm1½i�Þ � Cðm2½i�Þ. And obviously,

Cðm1½i�Þ � Cðm2½i�Þ ¼ Cðm1½i� � m2½i�Þ ð18Þ

So m1½i� � m2½i� is get after channel decoding.
(c) Multi-User Detection (MUD) technology can be used to achieve the detection of

the original signal (such as x1ðtÞ or x2ðtÞ), and then the corresponding symbol
finish XOR operation to get

P
n
m1½n� � m2½n�. This will increase the system

burden, because relays do not need to know what x1ðtÞ or x2ðtÞ is. The relay is
only concerned about getting m1½n� � m2½n� correctly.

It has been pointed out in the paper [1] that the method (a) is better because channel
decoding can solve some of the channel mapping errors. In the method (b) which is
directly perform PNC mapping on Cðm1½i�Þ þCðm2½i�Þ, the error brought by the
channel will be passed on and cannot be resolved; that is, if Cðm1½i�Þ þCðm2½i�Þ is
wrong, then the mapping will be wrong. This kind of mistake cannot be corrected by
channel decoding. Therefore, this section uses method (a) for 16-QAM PNC to achieve
channel coding.

In this way, after the steps in (a), the terminal node (with node 1 as an example)
receives the signal Cðm1½i� � m2½i�Þ, then calculates

m1½i� � ðC�1ðCðm1½i� � m2½i�ÞÞ ¼ m2½i� ð19Þ

to get the message sent by node 2.

4.2 Polar Coding on 16-QAM PNC

Different channel coding methods also have different error correction capabilities.
Since this paper does not regard channel coding as a variable, this paper fixes a
representative channel coding method to do related research. Polar code was first
proposed by Arikan in 2008 [11]. Its practicability is very high and meets the
requirements of this article. In the following, a polar code with the code rate R ¼ 0:5
and the code length of 8 is described.
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“Polar code” is called because it deriving the channel polar to construct a codeword
that can achieve symmetric channel capacity. Note that for an N bit channel WN, the
symmetric channel capacity of a binary discrete memoryless channel is given by

IðWNÞ ¼
X
y2Y

X
x2X

1
2
WðyjxÞ log 2WðyjxÞ

Wðyj0ÞþWðyj1Þ
� �

ð20Þ

where x is the channel input, y is the channel output, the value of IðWNÞ is ½0; 1�.
Bhattacharyya parameter in the WN is given by

ZðWNÞ ¼
X
y2Y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wðyj0ÞWðyj1Þ

p
ð21Þ

and its value is between 0 and 1. ZðWNÞ measures the channel reliability.
When various circumstances’ probability of the input WN is equal, IðWNÞ reach the

maximum value. It can be intuitively obtained if and only if there is ZðWNÞ � 0 then
IðWNÞ � 1, and only when ZðWNÞ � 1 then IðWNÞ � 0.

An important process of polar coding is to choose a reliable channel to convey
useful information. In general, the generator matrix of the polar codes with of the block
size N ¼ 2n is represented by

GN ¼ F�n ð22Þ

and F ¼ 1 0
1 1

� �
, where F�n represents the Kronecker inner product. The channel

codeword with bit length N is given by

w ¼ uGN ð23Þ

where u is the input of the channel coder. In this paper the polar code’s length is
N ¼ 8 ¼ 23 and code rate is R ¼ 0:5, so the input u is an 1� 8 vector, which contains
a 4 bit higher IðWÞ and lower “pureness” channel as the channel to send information, in
which the arrangement of information bits; and 4 bit higher ZðWÞ and lower “clutter”
channel as the noise channel, in which the fixed bit arranged.

In order to select a 4-bit reliable channel, it is necessary to calculate the value of the
channel capacity IðWÞ. According to the correlation calculation method of the polar
coding [11], it can be obtained that

IðWN¼8Þ ¼ f0:0039; 0:1211; 0:1914; 0:6836; 0:3164; 0:8086; 0:8789; 0:9961g

It can be seen that the corresponding values of the IðWÞ at the fourth, sixth, seventh
and eighth bits are larger, and their corresponding positions should be placed in the
information bits. Then, according to the specific process of the general polar code
coding, the channel arrangement should be done according to the following method.
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In the transmitter, an 8-bit encoding input polar code should be arranged the fourth,
sixth, seventh, and eighth bits used as the information bits. In the simulation of this
paper, the fixed position is all placing 0; it can be proved that in the symmetric channel,
the value of the fixed bits has no effect on decoding. At the receiving end, the codeword
is decoded through Successive Cancellation (SC) decoding to get specific information
whose length is 8, of which the seventh, sixth, fourth, and eighth bits correspond to
first, second, third and fourth bits of the effective decoding information, respectively.
For example, for a 4-bit codeword f1; 1; 0; 1g, the coded codeword is
f1; 1; 0; 0; 0; 0; 1; 1g. In this way, the coding and decoding process of the entire polar
code is completed.

Using polar coding in the case of different phase migration u, the system perfor-
mance of 16-QAM PNC is shown in Fig. 6. In this simulation, the SNR is from 0 to 20
in 1 step length. Under each SNR condition with different phase offset, nodes 1 and
node 2 send 500 packets in turn, and each packet contains 2500 16-QAM symbols.
From Fig. 6, it can be seen that the polar code channel coding does not improve the
system performance of 16-QAM in PNC phase shift. As a result of encoding a single
species here, it cannot be concluded like “channel encoding of 16-QAM PNC is
useless”, but in view of the polar code is a powerful error correcting capability of
encoding, channel encoding itself is lacking the possibility to the problem of the phase
shift in 16-QAM PNC.

5 Half Symbol Asynchronization with Belief Propagation

5.1 The Proposal of the Half-Symbol Asynchronous Belief Propagation

Section 3 summarizes the general case of 16-QAM PNC performance. It can be seen in
Fig. 3(b) that, in the case of 256 points scattered unevenly within the constellation

Fig. 6. BER of 16-QAM PNC using polar coding
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pattern, where the inner constellation points are relatively dense and the Euclidean
distance between them is relatively small. If two symbols’ sum m1½a� þm2½b� is
mapped to the inside, it is more difficult to make the right judgment. In general, there is
a barrel effect in the system’s BER [1], that is, the constellation point at which the
system’s SNR receives the worst-case error, as if the ability to hold water in the barrel
was constrained by the shortest plank. Therefore, the decision of the inner mapping is
difficult and error prone, resulting in a high system error and cannot easily be
improved.

However, the outer constellation points are relatively scattered, and it is relatively
easy to make a correct judgment to m1½a� þm2½b� who is mapped to the outside. Notice
that for every constellation symbol in Fig. 3(b), once the relay knows that it should
map to a specific point, its corresponding m1½a� and m2½b� sent by node 1 or node 2 will
be known. Then, as the point mapping to the outside of the constellation has a larger
probability to make a correct decision, there is a larger probability of getting the two
information at the same time. If this information can be utilized to help demodulate the
points that are mapped to the inside side, it will be beneficial to improve the overall
BER [12].

Belief Propagation (BP) is an algorithm for the implementation of the probabilistic
computing problem containing the message transfer process. An undirected graph
model is constructed as Markov random field, where each point represents a random
variable, and the belief propagation algorithm is a probabilistic inference method based
on it. If some information of the points in the random field is known, it is necessary to
get some other information using this information. For every node in the field, the
probability state of a node is transmitted to another adjacent node by message prop-
agation, and the probability state at another node is updated. Information is transmitted
repeatedly and updated at all points through repeated iterations. After several iterations,
the probability distribution at each point will tend to a steady state. That is to say, the
random field has reached the convergence state, and each point has the best confidence.
In general, it is to find the edge probability distribution of each point in the random
field. In this way, the overall performance of the system can be promoted.

To realize the previous idea, this paper proposes a design of two nodes in the uplink
sending the information with half symbol duration asynchronous between each other in
purpose. Then the relay receives the asynchronous signal and performs the belief
propagation algorithm to obtain the correct codeword mapping. The simulation shows
that it can solve the problem of phase shift in 16-QAM PNC system.

5.2 Half-Symbol Asynchronous System and the BP Algorithm

As described in Sect. 2.3, the signal sent by node 1 is x1ðtÞ ¼
PN
1
m1½n�, and node 2 is

x2ðtÞ ¼
PN
1
m2½n�, where m is a 16-QAM symbol. Assuming that the sequence of

symbols transmitted by node 1 arrives at relay R a half-symbol earlier than node 2. For
the convenience of discussion, the end of the x1ðtÞ is complemented of a half-symbol
m1½Nþ 1� which does not actually exist, and in the front of the x2ðtÞ a half-symbol
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m2½0� is complemented which actually does not exist either. Now the length of x1ðtÞ
and x2ðtÞ is equal. Then xRðtÞ at this time will be

mR½aþ b� ¼ m1½a� þm2½b� ð24Þ

where a 2 f1; 2; 3; . . .;N + 1g, b 2 f0; 1; 2; 3; . . .;Ng with a� b	 1; then

xRðtÞ¼
X2Nþ 1

n¼1

mR½n� ð25Þ

Figure 7 shows the details of a half-symbol asynchrony system. In Fig. 7, due to
asynchrony, the sample value has been increased to 2Nþ 1, which the relay can obtain
more information comparing the synchronization case. For a ¼ b(mR½4� ¼ m1½2� þ
m2½2� as example), it corresponds to the sampling information at the synchronous
situation, which is also the key information needed to derive my

R ¼ m1 � m2; for a�
b ¼ 1 (mR½7� ¼ m1½4� þm2½3� as example), it corresponds to the sampling information
at the asynchronous situation, which is the “more” information get here. Whether
my

R ¼ m1 � m2 is correct or not can be judged through the posterior probability

Pðmy
R ¼ m1 � m2jmRÞ ð26Þ

This probability is the confidence level to be calculated. In this way, we construct
the Markov random field needed by this paper, as shown in Fig. 8. The right-hand side
of the xRðtÞ shows the 2Nþ 1 values sampled by the relay after receiving, and these
values are used to calculate the confidence probability. g means check node which
provides external information decoding process, whose verification rule is

gða; bÞ ¼ 1;mR½a� ¼ mR½b�
0;mR½a� 6¼ mR½b�

�
ð27Þ

Where a 2 f1; 2; 3; . . .;N + 1g, b 2 f0; 1; 2; 3; . . .;Ng, a� b	 1.
The general process of information update in BP algorithm is to update the prob-

ability information iteratively to calculate the best confidence of each sample point (i.e.,
the maximum value of Eq. (26)), and make corresponding mapping according to the
confidence judgment result to get the corresponding my

RðtÞ on the top.
BP algorithm is a relatively mature algorithm, its information iterative updating

process is basically fixed [9].

(a) information initialization, including the likelihood function of all hidden nodes,
and potential energy and message value of each neighbor node;

(b) update of the check node;
(c) update of the value of the bit node;
(d) making judgments, verification. If correct, stop decoding; otherwise return to step (a).

The specific details of the BP algorithm are not the focus of this article, so we do
not do in-depth discussion here.
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5.3 The Capability of Half-Symbol Asynchronous BP Algorithm

The half-symbol asynchronous BP algorithm proposed in this paper can reflect its good
performance in the following two aspects.

(a) Half-symbol asynchronous. In the synchronization case of Fig. 2, the symbols
x1ðtÞ and x2ðtÞ are corresponded one by one. When the relay receives xRðtÞ, it
samples and obtain N samples. In Fig. 7, the sample values for each are doubled
because of asynchrony, and the original information obtained at the relay is
doubled (2Nþ 1 samples in total), allowing for more accurate decoding and
mapping decisions.

(b) Information transfer implied in BP algorithm (Fig. 9). As mentioned in Sect. 5.2,
the BP decoding algorithm is the finding the maximum of the probability of
Eq. (26); in all sample values of x1ðtÞþ x2ðtÞ, values like

mR½2i� ¼ m1½i� þm2½i� ð28Þ

is the key to launching the required mapping. If it is mapped to the inner position
in Fig. 3(b), it will be difficult to determine the constellation attribution correctly,
because

Pðmy
R½i� ¼ m1½i� � m2½i�jmR½2i�Þ ð29Þ

its maximum is small and with low confidence. However, the sample values
adjacent to it, which are

Fig. 7. Half-symbol asynchronous system

Fig. 8. Confidence propagation diagram
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mR½2iþ 1� ¼ m1½iþ 1� þm2½i� ð30Þ

or

mR½2i� 1� ¼ m1½i� þm2½i� 1� ð31Þ

may be mapped to the outer position of the constellation, and the probability of
correct demodulation will be higher. Assuming Eq. (31) is correctly demodulated,
then m1½i� and m2½i� 1� can be known, and they can help to demodulate mR½2i�,
which causes the sample value being successfully solved to the correct
information because of the high confidence of m1½i� and m2½i� 1�. In this way,
BP algorithm can enhance the overall decoding system.

Fig. 9. Information transfer in BP algorithm

Fig. 10. BER performance of 16-QAM PNC with half-symbol BP algorithm
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5.4 Simulation on 16-QAM PNC with Half-Symbol BP Algorithm

By generating half-symbol asynchrony BP algorithm, the performance of the 16-QAM
PNC system at different phase offsets is shown in Fig. 10. In the simulation here, the
SNR progressively advances from 0 to 20 in steps of 1. Under the same condition and
different SNR, node 1 and node 2 simultaneously transmit 100 data packets in turn,
each containing 1,000 16-QAM symbols.

In Fig. 10, D is a half-symbol asynchronous parameter. D ¼ 0 means half-aligned,
and 0 	 D\ 0:5. / means the phase offset u. As can be seen, the BER at u ¼ p=8 is
6 dB higher than u ¼ 0 when SNR is 18 dB, and the performance between u ¼ p=4
and u ¼ p=8 is not much difference. Compared with Fig. 5, the proposed decoding
method solves the problem of phase offset, and when the SNR is large (snr ¼ 18 dB),
the BER performance is improved by 34 dBs (u ¼ p=4) and 30.7 dB (u ¼ p=8),
which means the result can meet the normal communication needs. So, it can be seen
that this algorithm has very good performance.

6 Conclusion

In this paper, we study the phase asynchrony issue in 16-QAM modulated PNC system,
including the establishment and mapping of 16-QAM PNC, the general performance of
system, system performance combined with channel coding. In the situation that the
traditional idea cannot solve this problem, this paper proposes a half-symbol asyn-
chronous BP algorithm to solve the problem caused by the phase offset by constructing
asynchronously half symbols using the belief propagation algorithm.

The essence of PNC is to achieve the relay at the source of two data packets to
XOR operation. In this paper, the mapping rule of 16-QAM relay has been successfully
constructed, and the bitwise XOR at 16-QAM relay has been implemented. This
method is general and can be extended to higher order modulations (such as 64-QAM,
1024-QAM, etc.). Moreover, for the half-symbol asynchronous BP algorithm in this
paper, it has been successfully achieved on 16-QAM and the performance is greatly
improved. It can be seen that this algorithm still has space for further expansion.

Future Work. There are some further discussions can be done in the future. For
example, the way to combine half-symbol asynchronous BP algorithm with the existing
means of communication technology (such as channel coding, OFDM, etc.) is still need
for further study. For the research in this article, it can be continued to simulate the
actual situation (such as using the USRP to do the actual simulation) to get more
accurate results.
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Abstract. Non-orthogonal multiple access (NOMA) is considered as
promising multiple access (MA) scheme for upcoming fifth generation
(5G) systems. The performance of NOMA is highly dependent upon
having significant channel gain difference among users. In this paper,
we focus on the situation of similar channel conditions and propose a
channel gain stretching (CGS) strategy to apply NOMA more effectively
under these conditions. In order to evaluate the performance, we derive
a closed-form expression of the outage probability. Numerical results are
also presented to validate the accuracy of the derived results and also to
compare the performance of NOMA with and without CGS, and orthog-
onal MA (OMA).

Keywords: Non-orthogonal multiple access
Channel gain stretching · Power allocation

1 Introduction

In recent years, there has been a tremendous growth in the number of cellular
subscribers coupled with the massive increase in portable devices to experience
diverse services spanning from simple voice to high data rate real time multi-
media applications. Moreover, this explosive growth in mobile devices requires a
vigorous demand of seamless and ubiquitous connectivity. In order to meet the
anticipated demands of future fifth generation (5G) communication systems,
these trends pose a major challenge to network operators due to the scarcity of
current spectrum resources [1].

Many potential solutions are proposed to realize the concept of 5G among
which millimeter waves, massive multiple input multiple output (MIMO), full-
duplex, heterogeneous deployments and software defined networks have received
notable attention from both academia and industry [2]. Nevertheless, multiple
access (MA) scheme always play a critical role to enhance spectrum efficiency in
a cost-effective manner.

Non-orthogonal multiple access (NOMA) has been considered as a latest
member of MA family and is proposed as a promising MA technology for 5G
systems. The key idea of NOMA is that it superimposes multiple users into single
resource (time/frequency/code) at the transmitter side by allocating different
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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power levels to each user and applies successive interference cancellation (SIC)
at the user’s receiver to mitigate intra-user interference. Some of the key benefits
of deploying NOMA include improved spectral efficiency, enhanced throughput
and better fairness among users [3].

1.1 Related Work, Motivation and Contributions

The initial investigations on NOMA were conducted in [4] via system level sim-
ulations. The authors reported superior throughput and performance of NOMA
over conventional orthogonal MA (OMA) scheme. The outage performance of
NOMA with randomly deployed users is analytically derived and then evalu-
ated in [5]. The application of MIMO systems to NOMA is explored in [6]. The
authors presented novel design of precoder which is then utilized to suppress
the inter-beam interference. The impact of user pairing on the performance of
NOMA system is investigated in [7]. The authors discussed and evaluated the
performance of two possible implementations of NOMA systems, namely fixed
power allocation NOMA and cognitive-radio-inspired NOMA (CR-NOMA). A
NOMA-based device-to-device (D2D) communication is proposed in [8] with
underlay cellular network. The concept of group D2D communications is intro-
duced in which D2D transmitter is communicating with multiple D2D receivers
via NOMA protocol. In order to manage the interference from underlying uplink
cellular communication, an optimal resource allocation strategy was proposed.

More recently, cooperative NOMA is proposed in [9] where strong user
is equipped with full-duplex functionality. The authors proposed a scheme
to improve the outage performance of a weak user using cooperative and
direct transmissions by invoking D2D communications between strong and weak
NOMA user pair. A large-scale D2D network is considered in [10], where the
authors proposed a cooperative hybrid automatic repeat request assisted NOMA
scheme to improve the outage and throughput performance of the D2D users.

In all the aforementioned works, the underlying assumption is to maintain a
significant channel gain difference among NOMA users. However, this assump-
tion may not always hold and under those scenarios, it may result in improper
rate and power allocation that could result in complete outage [5]. This moti-
vates us to propose a method that artificially generates a channel gain difference
among different NOMA users for proper power allocation under situations of
similar channel conditions. To this end, the main contributions of this work are
summarized below:

• We find minimum optimal power allocation coefficients that would guarantee
to meet the targeted rate of each user.

• We propose a channel gain stretching (CGS) scheme to apply NOMA effec-
tively under comparable channel conditions.

• In order to evaluate performance, exact expressions for outage probability are
derived.

• Numerical results are shown to validate the accuracy of the analysis, as well
as compare outage performance of the NOMA under proposed CGS scheme
to NOMA without CGS and OMA.
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2 System Model

Consider a single-input single-output system with single source (S) located at
the center of a disc D with radius RD. We focus on a downlink scenario where
S is communicating with M users via NOMA protocol. The users are randomly
uniformly distributed inside disc D. The channel gain between user m and source
S is given as, hm = gmd−α

m , where gm is the power fading coefficient that follows
exponential distribution with unit mean, dm is the distance between user m and
source S and α is the path loss exponent.

In this work, we consider a scenario of similar channel conditions. These
situations may arise in practical scenarios that could include (1) Indoor deploy-
ments with source implementing NOMA and where channel conditions for users
are expected to be very similar, (2) NOMA based group D2D communication
forming a small local cell where the users exit in proximity of each other and are
clustered around group head/transmitter [8] and (3) User-centric deployments
of small-cell base stations where the users are clustered around small-cell base
stations. Under these kind of situations, all M NOMA users have similar channel
conditions i.e. hi ≈ hj , i �= j, 1 ≤ i, j ≤ M . It should be noted here that the
channel gains of all users are not exactly the same and hence user ordering is
still possible. Without loss of generality, the users are ordered as h1 ≤ ... ≤ hM .
Consequently, the power allocation coefficients, denoted as, am, 1 ≤ m ≤ M ,
and are sorted as, a1 ≥ ... ≥ aM . The calculation of power allocation coefficients
is discussed in the next sub-section.

2.1 Minimum Required Power Allocation Coefficients

Let us denote Rm and R̄m by achievable and targeted rates of the user m respec-
tively. Then, R̄m of user m is met if:

Rm ≥ R̄m. (1)

Equation (1) can be further simplified as:

log2

(
1 +

Phmam

Phm

∑M
i=m+1 ai + σ2

)
≥ R̄m

am ≥ τm

(
M∑

i=m+1

ai +
1

Υhm

)
, (2)

where τm = 2R̄m − 1, Υ = P
σ2 is the transmit signal-to-noise ratio (SNR), P is

the maximum transmit power at the base station and σ2 is the variance of addi-
tive noise. In order to proceed forward, we formulate the following optimization
problem to obtain the optimal power allocation coefficients.

min
M∑

m=1

am (3)
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s.t.(2) (4)

To this end, the following lemma states the optimal power allocation coeffi-
cients that are sufficient to meet the users’ targeted rates.

Lemma 1. The optimal power allocation coefficients are obtained by solving the
problem (3) and are given as:

am = τm

(
M∑

i=m+1

ai +
1

Υhm

)
(5)

Proof. By inspecting problem (3), it can be observed that (3) is convex. Hence,
a necessary and sufficient condition to obtain its optimal solution follows by
the application of Karush-Kuhn-Tucker (KKT) conditions. The detailed proof
follows a standard application of KKT conditions and hence is skipped. Curious
reader is referred to see a Theorem 1 [11] for the detailed proof. ��

3 Proposed Channel Gain Stretching Method and
Outage Analysis

In this section, we first propose a CGS method that artificially generates channel
gain difference among different NOMA users. Then, under the proposed CGS
scheme, we analyse the outage probability of the considered system.

3.1 Channel Gain Stretching Method

Under situations of similar channel conditions, we propose a following transfor-
mation to artificially generate channel gain difference among NOMA users:

h̄m = k1,m (hm)k2,m , (6)

where h̄m is the transformed channel gain of user m and k1,m > 0, k2,m > 0
are positive constants for user m and are selected in such a way to achieve a
significant difference among channel gains of users.

Example: Consider a case of two users with (h1, h2) = (0.87, 0.9). Now applying
(6) with k1,1 = k2,1 = 0.5, k1,2 = 3, k2,2 = 3.5 results in stretched coefficients as(
h̄1, h̄2

)
= (0.46, 2). The power allocation coefficients are then computed using

(5) for a given SNR and targeted rate.

3.2 Outage Analysis

The outage occurs at the user m receiver whenever it fails to decode the message
signal of any higher order user j, 1 ≤ j ≤ m. Then, the outage probability of
user m in decoding user j can be expressed as:
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Pm→j = Pr

(
h̄jajΥ

h̄jΥ
∑M

i=m+1 ai + 1
< τj

)

= Pr

[
h̄jΥ

(
aj − τj

M∑
i=m+1

ai

)
< τj

]

= Pr

⎛
⎝h̄j <

τj

Υ
(
aj − τj

∑M
i=m+1 ai

)
⎞
⎠

= Pr

[
hj <

(
ϕj

k1,j

)k2,j
]

= Fhj
(θj) , (7)

where ϕj = τj

Υ(aj−τj

∑M
i=m+1 ai) , θj =

(
ϕj

k1,j

)k2,j

and Fhj
is the cumulative dis-

tribution function (CDF) of hj . Now let us define θmax
m = max {θ1, ..., θm}. The

outage probability at user m is then given as:

Pm = Fhm
(θmax

m ) . (8)

In order to obtain outage probability Pm of user m, we require CDF of hm

which is obtained by analyzing order statistics [12] and is given as:

Pm = μm

M−m∑
l=0

(
M − m

l

)
(−1)l

∫ θmax
m

0

(
Fĥ(x)

)m+l−1
fĥ(x)dx, (9)

where Fĥ and fĥ are the CDF and probability density function (PDF) of the
unordered channel gain ĥ respectively. The CDF Fĥ of the unordered channel
gain is given as [13]:

Fĥ(x) =
2

R2
D

∫ RD

0

(
1 − e−(1+zα)x

)
zdz

(a)
=

δ

R2
D

∫ Rα
D

0

(
1 − e−(1+y)x

)
yδ−1dy

(b)
= 1 − δe−xB(1, δ)Φ(δ, 1 + δ;−xRα

D), (10)

where (a) and (b) are obtained by a change of variable from zα → y and applying
Eq. 3.383 of [14] respectively, δ = 2

α , B(·, ·) is the beta function and Φ(·, ·; ·) is the
confluent hypergeometric function. Now, take the derivative of (10) to obtain fĥ
and substitute Fĥ and fĥ in (9), Pm can be expressed as:
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Pm = μm

M−m∑
l=0

(
M − m

l

)
(−1)l

∫ θmax
m

0

δB(1, δ)e−x [Φ(δ, 1 + δ;−xRα
D)

+ ρΦ(1 + δ, 2 + δ;−xRα
D)]

× [
1 − δe−xB(1, δ)Φ(δ, 1 + δ;−xRα

D)
]m+l−1

dx. (11)

The analytical solution of (11) is difficult to obtain and hence we apply
Gaussian-Chebyshev quadrature to approximate the outage probability of user
m as follows:

Pm = μm

M−m∑
l=0

(
M − m

l

)
(−1)l

{
N∑

n=1

Ψn [Φ(δ, 1 + δ;−bn)

+ρΦ(1 + δ, 2 + δ;−bn)]

×
[
1 − δe−θmax

m snB(1, δ)Φ(δ, 1 + δ;−bn)
]m+l−1

}
, (12)

where bn = θmax
m snRα

D, sn = 1
2 (1 + ϑn), ϑn = cos( 2n−1

2N π), Ψn =
δωn

√
1 − ϑ2

n B(1, δ) θmax
m e−θmax

m sn , ωn = π
N and N is the complexity-accuracy

trade-off parameter.

4 Numerical Results

This section presents the numerical simulations to validate the accuracy of
derived outage results as well as to compare the performance of NOMA system
under proposed CGS scheme with no CGS applied and OMA by considering
similar channel conditions for all users. In all simulations, we consider M = 2,
R̄1 = R̄2 = 1 bits per channel use, RD = 20 m, Υ = [10 − 50] dB and N = 5.
Further, as a representative case, the parameters

{
hm, h̄m, k1,m, k2,m

}M

m=1
are

taken from Example (Sect. 3.1).
The impact of varying RD on the outage performance of the users is presented

in Fig. 1. Following observations are drawn from the results. First, increasing the
radius RD increases the outage probability of the users due to the higher path
loss. Second, user m = 1 has lower outage probability than user m = 2 because
under similar channel conditions scenario, the application of CGS results in
h̄1 < h̄2 (see Example in Sect. 3.1). As a consequence, a1 > a2 for all SNR
values which results in better performance of user m = 1. Moreover, Monte-
Carlo simulations are also performed to validate the accuracy of derived results
in (12). It can be observed that the analytical and simulation results are in good
agreement.

The outage performance among NOMA system with CGS, without CGS and
OMA is presented in Fig. 2. It can be observed that NOMA under proposed CGS
scheme outperforms NOMA without CGS and OMA. Further, it can be noted
that the performance of NOMA without CGS is badly impacted. These results
can be explained as follows: The scenario of similar channel conditions result in
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Fig. 1. Impact of varying RD on outage performance.
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Fig. 2. Outage performance comparison among NOMA with and without CGS and
OMA.

very comparable power allocation coefficients, which then increase the signal-
to-interference-plus-noise ratio (SINR) threshold required for SIC decoding. By
applying proposed CGS using (6) produces significant difference in channel gains
resulting in significantly different power allocation coefficients and hence reduc-
ing the SINR threshold for SIC decoding. Further, both m = 1, 2 users have
similar channel conditions, therefore, application of OMA results in same perfor-
mance for both users, and hence we presented only one result for OMA scheme.
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5 Conclusion

In this work, we consider a scenario of similar channel conditions for NOMA. In
order to apply NOMA more effectively under these situations, we propose CGS
method to artificially generate a channel gain difference among users. Closed-
form expression for outage probability is derived to characterize the performance.
It can be observed from the results that the NOMA under proposed CGS method
outperforms NOMA without CGS and OMA under situations of comparable
channel conditions. As future extension of this work, we plan to extend the
proposed scheme for MIMO systems.
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Abstract. In this paper, we present the results of a small experimen-
tal study to understand and quantify the impact of real time feedback
on water consumption behavior inside buildings. We develop a low cost
water monitoring node, which can be conveniently installed without
plumbing requirements on water fixtures found in typical households
and commercial buildings. In our experiment, we installed the developed
Internet of Things (IoT) node on a kitchen sink in a commercial build-
ing. The sink was used primarily for washing mugs, plates, and making
tea & coffee. We collected, analyzed and compared the data of different
users for different activities (e.g., washing mugs and plates) to under-
stand their water consumption pattern. Then, we provided real time feed-
back for three weeks to two major water consumers after every activity
about potential water wastage. We observed a significant improvement in
the water consumption behavior of these users (water wastage reduction
up to 50%). This study clearly demonstrates the utility of low cost IoT
based solutions and real time feedback in modifying water consumption
behavior of domestic users.

Keywords: Internet of Things · Consumer behaviour · Feedback
Water conservation

1 Introduction

Water is perceived to be abundantly available and is provided at a nominal cost
(often free of charge) to domestic consumers, but they do not consume it with
due care and prudence. Empirical evidence suggests that even conservationist
consumers, who claim to possess a positive attitude towards water management
and climate change issues, also fail to reliably translate their noble intentions into
concrete actions. This lack of prudence often leads to lot of water wastage. Unfor-
tunately, many consumers remain unaware of the water wastage that results from
their own actions [1].
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According to the psychological literature, human behavior can be influenced
by the ‘availability bias’ [2,3]. In nutshell, availability bias suggests that con-
sumers resort to mental shortcuts and draw on readily available information.
Resources are not used with due care because often their conservation is not
at the forefront of our consciousness. Consumers can be made to think and act
more rationally if feedback and information is provided to them about their con-
sumption habits and any wastage resulting from their actions. This, however,
requires a better understanding of their existing resource consumption pattern,
i.e., how, when and where the resources are being consumed by different users.

Internet of Things (IoT) platforms have gained tremendous popularity and
research interest in recent years. However, in most buildings, sensing and con-
trol capabilities are very limited, and it is considerably hard to monitor real time
resource utilization. A variety of IoT systems using wireless sensor networks for
monitoring domestic usages of water have been proposed and developed in recent
years [4–8]. In [4], a case study was presented in which a global household water
consumption monitoring system was developed across two countries that showed
remote, near real-time monitoring of water consumption in different households.
Several systems have also been proposed to provide feedback and induce resource
conservation behavior in the consumers [5–8]. [5,6] used android and web appli-
cations to show water consumption by users in terms of graphs. [7] developed
a system that included automatic billing as a way of intervention to change
consumer resource consumption pattern, while the system in [8] focused on pro-
viding real time alerts in the form of alarms when the consumer crossed some
previously defined threshold on consumption.

In this paper, we also develop a low cost IoT based system to monitor and
change the water consumption behavior of domestic consumers. Contrary to pre-
vious works, our paper disintegrates the water consumption data according to
the activities performed by each user. In the proposed system model, the sen-
sor nodes, which can be retrofitted on faucets and fixtures monitor the water
consumption pattern of consumers. The data collected from the nodes is trans-
mitted to a central gateway and then to a remote servers where the data is stored
and processed to understand the consumer behavior. We performed an experi-
ment where the system was deployed to monitor the water consumption pattern
of kitchen sink users in a commercial building. The collected data was used to
identify water wastage in different activities performed by two major water con-
sumers in our study. These users were then provided real time feedback for three
weeks after every activity about the potential water wastage. The results showed
promising reduction in water wastage (up to 50%), which indicates the potential
of low cost IoT platforms in modifying consumer behavior.

The rest of the paper is organized as follows. In Sect. 2 we describe an IoT
based system model for water monitoring in buildings, in Sect. 3, we discuss our
experimental water monitoring setup, in Sect. 4 we describe the results of our
experimental study, while the paper is concluded in Sect. 5.
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Fig. 1. IoT based system model for water monitoring

2 IoT Based System Model for Water Monitoring

An IoT based system model for water monitoring is shown in Fig. 1. There are
four distinct components of the system. The sensor nodes monitor the water
flow at different types of faucets and pass the data to a central gateway using
a Zigbee network. The gateway aggregates and processes the data and sends it
to a web server where the data is uploaded onto a database. The server can be
remotely accessed to perform data analysis and the feedback is generated for
the consumers. The gateway then communicates the feedback to the consumers.
Further details of these modules are explained in the following subsections.

2.1 Water Monitoring Node

The most important module in this system is the node designed to fit on the
faucet where the water usage needs to be monitored. To install a sensor, con-
sideration of pipe size and its dimensions is of fundamental importance. Water
pressure is also important for sensors that fit inline or somewhere in the pip-
ing infrastructure because high pressure can damage the sensor. Water pres-
sure for domestic faucets and fixtures is at most 150Psi [9]. Flow rate of every
faucet varies and the sensing module must have a reasonable measuring accuracy
and sensitivity within that range. Moreover, the issues of additional plumbing
requirements, such as, whether the sensor needs to be mounted inside the piping
infrastructure vertically or horizontally and whether the sensor needs additional
instrumentation for its deployment are also important.

The most commonly used sensors to monitor the water flow at the faucets
are Hall-effect sensors [10]. These type of sensors can be easily interfaced with
any microcontroller. As the water flows through the sensor, the magnetic rotor
spins at a rate proportional to the flow of the water passing through the sensor.
The rotor provides for the magnetic field to the sensor and a series of voltage
pulses are generated whose frequency is proportional to the water flow rate.



IoT Based Experimental Study to Modify Water Consumption Behavior 203

2.2 Radio Communication Network

A low-energy radio, like Zigbee, could be used to transmit the data to a central
gateway. Zigbee can form any network topology based on the number of nodes
and the distances between the nodes. Zigbee has three device types: coordinator,
router and end device [11]. Different routers should be placed by doing experi-
mentation to determine the Received Signal Strengths (RSSI) of the Zigbees in
Non-line of sight (NLOS) and Line of Sight (LOS) locations [12].

2.3 IoT Gateway

Gateway acts as an edge device which connects the sensor nodes to the internet.
A gateway can play multiple roles as it collects the data coming in from all
the sensor nodes, and then standardizes the formats of all the data so that it
can be easily processed and stored. Some key features of the software stack of
the gateway include operating system, application container, communication &
connectivity, data management and remote management [13]. Raspberry Pi has
all the key features and therefore it is often a popular choice to build a gateway
in IoT based systems [14].

3 Experimental Low Cost Water Monitoring Setup

To test the performance of our water monitoring system and to study the impact
of real time feedback in modifying consumer behavior, we built a low cost water
monitoring system based on the model discussed in the previous section. We
conducted an experiment by installing our water monitoring node on a kitchen
sink in a commercial building. A significant amount of water is used at our
targeted node for various activities; the most common being, washing dishes
and mugs, making tea and coffee for the staff (almost 50 persons). The setup of
our node is shown in Fig. 2.

Water Flow 
Sensor 

Node with Zigbee 
Module 

Fig. 2. Experimental setup
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3.1 Development of Water Sensing Node

We selected YF-S201 Hall-effect sensor to develop our water sensing nodes [15].
The sensor does not have any plumbing or retrofitting requirements and it can
be easily installed at the exterior of the faucet with minimal intrusions and
obstructions. With proper calibration, this sensor also provides reasonable accu-
racy (85%–90%). Furthermore, it can measure water flow rate of up to 0.5 l/s,
which falls in the range of the domestic faucets. This sensor can be fitted inline
(both in horizontal and vertical mounting) or to the exterior of a faucet and
piping infrastructure according to the application requirements. Moreover, this
sensor is readily available in the market and can be purchased off the shelf.

A microcontroller is required to process the signals coming from this sensor.
We used Arduino because it can be easily interfaced with both the sensor and the
Zigbee modules [16]. Whenever the faucet turns on, an interrupt is generated and
the voltage pulse produced by the sensor is detected by the Arduino. Arduino
then disables the interrupt and calculates the flow rate and the total water
consumption. The calculated data is then sent to the gateway using Zigbee
network.

3.2 Zigbee Radio Network

Xbee is an embedded wireless communication module that is built on Zigbee
standard [17]. To form a wireless network, we used Xbee S2C Pro models [11].
The Xbee at the gateway was configured as a coordinator and the one at the node
was configured as an end device. The Xbees in between the coordinator and the
end device were configured as routers. We placed two routers between the node
and the gateway at distances where the RSSI value dropped below −70 dBm
[12]. The exact router locations were determined by performing experiments for
RSSI values in line of sight and non-line of sight paths.

3.3 Raspberry Pi Based Gateway

To build a gateway, we used Raspberry Pi 2, model B [14] as it supports all
inbound and outbound communication protocols required for a typical IoT gate-
way. We used Xbee for the inbound communication, which is the data coming
from the sensor node over the network formed and for the outbound communi-
cation we used Ethernet which connected our Raspberry Pi to the internet. The
default operating system for the Raspberry Pi is Linux, specifically Raspbian,
and it also runs Apache, as the web server; MySQL, as a database; and PHP, for
server-side scripting [18]. Raspberry Pi is also capable of acting as a local web
server [19]. The packets of flow rate, current flow, and total water consumed were
separated and uploaded on the database table corresponding to the time-stamp
using a python application. This gateway could be accessed through Secure Shell
(SSH), which is a network protocol that provides administrators with a secure
way to access a remote computer [20].
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4 Experimental Study

In this section, we describe and discuss the results of our experimental study.
The collected data was stored in a database along with the time-stamps. To
associate water usage with individual consumers, we also attached a camera
with the Raspberry pi and as soon as the faucet was turned on, the camera took
a series of snapshots with time-stamps. Passive Wi-Fi tracking techniques [21]
can also be used to distinguish the users using the faucet. In this method, the
MAC addresses of the smart phones can be scanned and RSSI values can be used
to find out the users near the faucet at the time of water consumption activity.
This method will be further explored in future work.

The experiment was divided into two phases. In the first phase, we simply
observed the activities and corresponding water consumption of all the users and
logged them for five working days (1 week). We analyzed this data and selected
the consumers who used the maximum amount of water during the experiment.
In the second phase of the experiments, real time feedback was provided to
the selected users and the impact of our feedback was observed in their water
consumption behavior.

4.1 Phase I: Monitoring

The water consumption of all the users was monitored. The consumption pat-
terns and disaggregation of data was done for only those users who contributed
significantly or were involved in major activities at the node. The main activities
observed were washing plates, mugs or hands.

Figure 3 shows the percentage of water consumed by different users. The
three most frequent users are indicated as users X, Y and Z. Together, these
users accounted for 66% of the total water consumption at the node. User X was
found to be the highest water consumer, followed by user Y, and then user Z.

User X

User Y

User Z

Others

34% 37%

5% 24%

Fig. 3. Percentage water consumption by different users

We further analyzed the water consumption pattern of only the three main
users. Table 1 shows their mean daily water consumption and variance. It can
be observed that user X has the highest mean of 38.32 l. The mean daily water
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consumption by user Y is relatively less than user X but the variance is very
high. High variance shows the inconsistency in the amount of water consumed
by user Y for his activities. User Z has the lowest mean daily water consumption
and is also relatively consistent. Therefore, for further analysis and feedback we
also dropped user Z.

Table 1. Mean and variance of daily water consumption by users X, Y and Z

Users Mean (liters) Variance

X 38.32 29.90

Y 24.40 56.59

Z 4.89 1.56

The major daily activities of users X and Y were washing mugs and plates.
However, the number of washed items varied for both the users. Due to this
variation in the number of activities performed by the two users, we computed
the average water consumption of washing a mug or a plate in that particular
day. All the further analysis was done using the averaged value of the activity.

4.2 Phase II: Real-Time Feedback

The second phase of our experiment was aimed at providing feedback to users X
and Y in our study. We initially briefed these consumers about their water usage
pattern as observed in the monitoring phase and also reminded them about the
importance of water conservation. Then after every activity that was performed
by user X or Y, we notified them about the water (in liters) that was consumed.
The feedback was provided for three consecutive weeks (5 days per week).

In Figs. 4 and 5 we plot the average water consumption of user X and user
Y respectively to wash one mug and one plate for the complete experimenta-
tion period. The first 5 days (day 1 till day 5) in these two graphs indicate the
pre-feedback period, while the remaining 15 days (day 6 till day 20) indicate the
post-feedback period. It can be observed that during the pre-feedback week, the
total water consumed to perform an activity was the highest for both the users.
However, as the feedback process started, it can be observed that the water con-
sumption of user X decreased drastically. The water consumption stayed almost
constant in the second week and by the third week it began to increase slightly.
On the other hand, the response of user Y to the feedback was very effective.
As can be seen from Fig. 5, during the pre-feedback period, the consumption of
water by user Y was very high, but during the feedback period the consumption
rate significantly dropped. This indicates that the impact of feedback on user Y
was relatively high as compared to user X.

To further understand the impact of feedback on consumer behavior, in Fig. 6,
we plot the average weekly water consumption for both the activities by users
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Fig. 4. Daily average water consumption by user X to wash 1 mug and 1 plate for the
complete experimentation period
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Fig. 5. Daily average water consumption by user Y to wash 1 mug and 1 plate for the
complete experimentation period
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Fig. 6. Average weekly water consumption by users X and Y for washing mugs and
plates

X and Y. From this figure, we deduce that the water consumption of user X was
reduced by 42% from the pre-feedback week till the last week of the feedback.
While user Y’s water consumption was reduced by 53%. It can also be observed
that the water consumption of user Y for the same set of activities was always
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higher than that of user X throughout the four weeks of our experiments. This
also leads to the conclusion that despite large reduction in water consumption,
user Y still wasted water and further improvement in his behavior could be
achieved by continued feedback.

5 Conclusions and Future Work

The aim of this paper is to present our work towards the development of a low
cost IoT based system, which could be effectively used to monitor the water
consumption pattern of domestic consumers and then design consumer behavior
change interventions. We successfully developed and deployed a water monitoring
system for a kitchen sink node in a commercial building. With the help of the
data collected by our system, we can easily identify the water consumption
patterns of different users. In our experimental study, we identified two major
water consumers and provided them real time feedback about potential water
wastage. We observed tremendous positive impact of feedback on the water
consumption pattern of these two users.

The impact of providing incentives along with feedback is an interesting area
to be explored in future. The consumers using the faucet could be categorized
as green and non-green users and a points based system could be devised to
promote pro-conservation behavior. The overall points gained by various same
faucet users could also be shared among each other in order to create a compe-
tition. Moreover, the water consumption behavior of the users once feedback is
discontinued would also be evaluated in future.
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1 Introduction

The emerging smart city (SC) paradigm needs to collect data from citizens, var-
ious devices and assets that could be monitored, processed and analysed for the
city governers to make better decision and also more efficiently manage those
assests and resources. Cisco predicts that a SC having a population of 1 mil-
lion could generate 180 million GB data per day or 42.3 ZB/month [1]. One
of the fundamental issues of SC is the accumulation of big data and informa-
tion generated by different data sources remotely and to transfer this data to
some predefined data centers. These data sources in the SC can be intercon-
nected through various transmission media. However, the idea of “smart” leads
basically the efficiently and wisely utilization of infrastructures and resources.
These sources may include Smart Grid (SG) sensors, environmental monitoring
systems, Smart health monitoring systems, field sensors, video surveillance sta-
tions. For example in SG, smart devices and meters are installed throughout
the city for management, controll, and monitoring. These SG devices generate a
tremendous amount of the data, which needs to be transmitted to utility control
centers in order to manage the SG services. It is predicted that this SG data
yields a 8000-fold increase in daily data volume, and in 2015 it is augmented
to over 75200 TB [2]. Figure 1 [3] shows Cisco’s forecast in 2017 for the mobile
traffic Exabyte per month till 2021, and the projected data traffic almost seven-
fold in 5 years’ time. Global mobile data traffic grew 74% in 2015. It is 4000-fold
vs. past 10 years, 400-million-fold vs. 15 years. The total Internet traffic has
experienced a dramatic growth in the past 2 decades and is still growing very
fast. Data rates of 5G are five times faster than the 4G whereas the mobile data
growth is sevenfold in 2021 [4]. Hence data offloading is a promising solution to
meet this exponential growth of mobile data as shown in Fig. 1.

Fig. 1. Offloading needs of total mobile data traffic [3].
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The rest of the paper is organized as follows. In Sect. 2 we review the relevant
literature in delay tolerant network and D2D communications. In Sect. 3 our
detailed vision is reported. In Sect. 4 we define our proposed network architecture
in detail. Finally, the paper is concluded in Sect. 5.

2 Related Work

We address the issues of Delay Tolerant Network (DTN) [5] and particularly
one of its variant, the Assisted Delay Tolerant Network (ADTN). In ADTN,
we use different data carriers like cars, buses, trains, airplanes, etc. for store-
carry-forwarding the data. These data carriers having radio interfaces, processing
power and storage capacity act like moving routers and enhance the network
capacity.

In [6], authors use throw boxes having radio communication, processing,
and storage capabilities, to enhance the network capacity by deploying these
boxes at planned positions in the network. Instead of using fixed nodes, some
other approaches uses the moving nodes to increase the network throughput by
adding some randomness through node mobility. In [7], random moving data
MULEs (Mobile Ubiquitous LAN Extensions) are used to collect data oppor-
tunistically from data sources to data processing centers. Instead of using ran-
domness, authors exploit the use of non-random movement of scheduled vehicles
to transfer data from some selected sources on their pre-defined routes to the
final destinations.

The above-defined literature enhances the network capacity in a small geo-
graphical area. Whereas in [8], to transport data on the large geographical area
the authors propose the use of mobile gadgets of passengers, waiting for their
scheduled flights. Data is loaded onto the mobile gadgets of the passengers with
respect to their destinations, while they are sitting in the waiting hall to wait
for their scheduled flights. In this study, results show that data delivery by using
scheduled flights, when data transmission is equal to three DVDs, give equal
throughput as a single TCP connection.

Being inspired by the work of Marincic and Foster [9] and Baron et al. [10], we
are proposing an energy efficient data dissemination framework in a smart city.
Marincic presented different scenarios to transport the data as atoms by using
different types of vehicles and calculated the energy consumptions. Baron uses
electronic vehicles and annual average daily traffic count for big data offloading
on the road network of France. In our work, we enhance their data models by
considering the advantage of D2D communications.

We efficiently utilize the vehicle volume on the road and D2D communication
of future smart cars with roadside units, under the control of cellular networks,
to transport big data from various data sources of SC to their corresponding
data centers. Instead of using separate storage media, these smart cars will have
their own storage, processing, and radio communication modules. These modules
contain Wi-Fi, GPS, as well as cellular interfaces. In this paper, we propose a
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framework that offloads the data from congested networks and reduces the delay,
energy cost, and carbon emissions through these smart vehicles by using their
routine rides.

3 Our Vision

We first define the main pillars which, we believe, are essential for the design
and management of proposed system, for delay tolrent data offloading in SC
environment. In the following we sketch the proposed architecture.

3.1 Main Pillars

D2D Communication: To address the challenges of cellular data crises, a
promising solution, device-to-device (D2D) communication has been suggested
for next generation cellular networks. In D2D communication, mobile devices in
wireless range can communicate with each other without traversing through the
base station of cellular network or through the cellular backhaul. By exploiting
the vicinity of mobile devices and direct communication, D2D data transmission
can enhance the throughput, reduce the communication delay of mobile devices
and it can enhance overall spectrum utilization, network throughput and perfor-
mance [11]. Because of different advantages of D2D communication, proximate
communication is appropriate for many user cases and it can introduced different
peer-to-peer and location based services and applications.

A sound literature of D2D transmission is available, in this section we discuss
the research issues of D2D communication and some existing solutions. In [12],
multi-hop communication was proposed by using D2D communication in cellular
networks. D2D transmission is analogous to ad hoc networks, the main difference
is it often includes cellular network for controlling. A common classification of
D2D communication is explained in literature [13]. With respect to spectrum
utilization, D2D communication is divided into two strategies: (i) Inband D2D
communication and (ii) Outband D2D communication. In first strategy, same
energy spectrum band as of cellular communication is used for D2D communi-
cation, whereas in second strategy, to avoid the signal interference from cellular
networks, some other bands like Wi-Fi, Blue Tooth, Wi-Fi Direct are used [14]. It
is to be noted that, in outband D2D transmission, eNodeB BS can has different
level of control over D2D transmissions such as connection establishment and
neighbor discovery, this control can be managed by control channels of cellular
networks. Otherwise D2D data transmissions work in self-governing mode. On
the basis of spectrum resource utilization, Inband D2D data transmissions can
be further characterized into two categories. If same spectrum resources as of cel-
lular communications are used for D2D communication then it is called underlay
D2D data transmission and if resources are reserved used for D2D communica-
tion from cellular spectrum band then it is called overlay D2D transmission [15].
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Opportunistic Communication: When a number of users request for same
contents in a given area, service provider governs the communication as an in
charge and transferred the requested contents to the base station, and base
station forwarded these contents to those users. These requested contents can
be delivered to users by using three different approaches. In first case, the base
station forward the requested contents directly to each user. In second case some
of the target users are selected by the base station, it forward the data to the
target users, and they disseminate the data among their peer users. Where as
in third case, target users may store the requested contents and delivered to
peer users when they are in their wireless range. If the selected users don’t
meet the timelines to transfer data, then cellular base station are responsible for
deriving data to each of data-undelivered-subscriber. The latter case is referred
as an opportunistic communication in [16]. Opportunistic communication also
reduce the load on cellular base station that’s why it can also be counted as a
data offloading scheme. Target and peer user selection have main importance in
opportunistic data offloading, these are explained here in more detail.

Target Carrier Selection: In content delivery networks there are several num-
ber of distributed server instead of a single server. These distributed servers
store the more popular contents in their caches which are the most periodically
requested contents by the users from main server. Now, it is not necessary for
all users to get data from main server, they can get data from their nearby dis-
tributed server, hence the main server can remain uncongested. The same idea is
implemented in opportunistic data communication in which target users cache
the most popular contents in their cache and behave like distributed servers as
in content delivery networks. In [17], a solution for target user selection is formu-
lated and named as Mobile Social Network (MoSoNet). The users who already
received the data from content delivering servers, or stored the contents that are
requested by some other users, can be selected as a target user and can dissem-
inate data to the other peer users who are selected as receivers in opportunistic
social network.

In opportunistic networks, it is an important question that who is most
suitable user as a target user among all users in network. In [18], one of the
criteria is social importance of a user and it is defined as a number of peer
users connected to that user. However, this not sufficient for selecting a user as a
target user because it is possible that peer users are not interested in the contents
that are stored by that users. Hence, another perimeter is defined as number of
interested peer users in network for the selection of target user. Therefore, it is
a trade-off between two these two factors for decision making over the selection
of target user.

In another point of view, the problem of target user selection can also be
formulated as an optimization problem having an objective of maximizing the
number of peer users (number of content-delivered users) in a required time
period so that load on the base station can be reduced. Different methods are
defined in [17]. For an already defined number of selected users, in an approach
of greedy algorithm, a set of target users are selected that maximizes the num-
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ber of peer users or content-delivered users. As it can be considered that, greedy
algorithm doesn’t consider the location/time correlation and statistical consis-
tency of user’s daily presence. On the other hand in heuristic algorithms, this
consistency is considered at an initial stage of target user selection. For example,
consider a company whose employees remain present at its location at almost
the same time during each working day of the week. In such a scenario, heuristic
algorithm selects initial target user set same as before instead of defining the new
set every day. Finally, initial target user selection set is picked up completely in
a random way from all users. Simulation results of [17] showed that all these
selection algorithm mitigated the traffic load on cellular network as compared
to the scenario where data is delivered to each user by base stations themselves.

Peer User Selection: Peer users are those ones that accept the data contents
directly from the selected target users. Data contents are transferred from base
station to selected target users, and they can transfer these contents to the peer
users in their wireless range via Bluetooth or Wi-Fi, by using an application
like Haggle [18]. They can also disseminate the contents to their peers via some
cellular resources in their social friend network like Twitter or Face book as
mentioned before in Mobile Social Network (MoSoNet) [17].

D2D and Opportunistic Based Vehicular Networks: Due to the advan-
tages of opportunistic and D2D technology, it is suitable for many vehicular
related use cases, and can enable peer-to-peer and location based application
and services. For instance, considering the enormous number of connected smart
cars (connected cars in 2021 [1]), software update of smart car can put a note-
worthy load on the cellular infrastructure, and cost a lot of money for car owners.
Thus, the software update can be downloaded by some selected vehicles and then
it can be transferred to other vehicles by opportunistic and D2D transmission.
In this process, target vehicles can be selected by cellular network by applying
some efficient algorithms and allocate appropriate resources to reduce the inter-
ference, optimize the performance and fulfill different QoS requirements. In this
way, most of the cellular load and data traffic can be offloaded to V-D2D com-
munication, and thus cost, energy and much of the cellular bandwidth can be
saved. Furthermore, software update does not require the real time communica-
tion, it can compromise on some delays, in such cases the vehicular delay tolerant
network (VDTN) can be employed to forward the software update package in a
store-carry-forward manners which can further save the cost, energy and offload
the cellular traffic. Audio/video streaming and gaming are some other type of
data services among vehicular users such as social network in the vehicular prox-
imity [19]. Generally, such types of applications are maintained by Wi-Fi direct,
LTE-direct or DSRC communications, because of long device paring time and
collisions they may not satisfy the proper requirements. V-D2D and opportunis-
tic communication can support such type of services in a better way due to the
use of cellular links for control channels. Cellular-control may provide connection
setup within short delay time and batter resource allocation.
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There are numerous research works that consider the problems of applying
D2D communications in vehicular ad hoc networks. In [20], Cheng et al. inves-
tigate the validity of D2D communication for intelligent transportation systems
(ITS) by applying spatial distribution of high mobility vehicles and on different
channel characteristics. Simulation study showed that among all other D2D tech-
niques, D2D-underlay got highest efficiency in spectrum utilization and transmis-
sion rate increases with decrease in distance of vehicles. Moreover, it is observed
that with gradual increase in link density of V-D2D the average spectral effi-
ciency first begins with growth then gradually declines, because when V-D2D
link density increases then the network will get more severe interference. In [21],
Sun et al. formulated a resource allocation strategy for cellular user equipment’s
(CUEs) and vehicular user equipment’s (VUEs), to exploit the CUEs sum rate
while assurance the strict delay reliability and consistency requirements of VUEs’
services.

Business Insider (BI) intelligence research, predicts in 2021 for 82% of all cars
will be shipped as connected cars [1]. These connected smart cars will have stor-
age capacity, cellular, global positioning system (GPS), and wireless interfaces.
If we consider Auckland city as a SC, it has 0.72 per capita vehicles in 2015
and this value is going to increase by each year as forecasted by the ministry
of transport New Zealand. It predicts that the big volume of connected vehicles
can produce a big bandwidth on the road according to our proposed system.

4 Proposed Network Architecture

We propose an opportunistic D2D based vehicular network data delivery archi-
tecture that utilizes vehicles (and also their existing trips), roadside networks,
and D2D communications to assist to deliver those delay tolerantable data from
different data sources to control centers. Data can be forwarded to and carried by
vehicles and uploaded to data centers through SRU, instead of being transmitted
through the cellular networks.

To demonstrate the key concepts, here we provide a smart-health service
system model in Auckland city, New Zealand (Fig. 2) and its associated network
architecture (Fig. 3). The cellular network coverage is ubiquitously available in
the entire city and vehicles move around the city on various roads. The par-
ticipating vehicles in this proposed architecture have been enabled with a dual
mode, they can form an opportunistic network with roadside units and can be
connected to the cellular network. The data forwarding mode selection algorithm
will be placed in the central controller (CC) at the base station (BS). CC is to
govern the overall communications between data sources and destinations via
VDTN by using D2D communication. Whenever a data source wants to send
data, it sends data request packet to CC by using cellular control signals. CC
decides the most suitable option to transfer data via Internet or via VDTN by
using the information of delay tolerant indicator (associated with data demand),
available vehicle volume on the road, vehicle’s trajectory history, and minimum
energy cost. On the basis of these optimization results, CC decides, if core net-
work is more suitable for the given request then the CC directs the source to
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Fig. 2. Proposed system overview.

Fig. 3. Proposed system overview: data aggregation from various data sources to the
central control units for storage and analysis.
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choose an option (a) or (b) as shown in Fig. 3, else data can be forwarded by the
vehicular network using the option (c). For this data transfer assignment, CC
finds the appropriate vehicles on the basis of their trajectory history and directs
the source to forward data to these vehicles one by one.

On the receiver side whenever a vehicle carrying data encounters with a smart
city roadside unit (SRU), it uploads the data to the local network of the receiver
by using that SRU. The receiver sends an acknowledgment to CC via cellular
control signals after receiving a data bundle from a vehicle. In this paper we are
more focused on the overall network architecture, while the analytical models
and numerical validation on this proposed network architecture could be found
in our recent work [1].

5 Conclusion

In this paper, we propose a network architecture for delivering the big data in
smart city by using the existing transport infrastructure. It could best accom-
modate those massive and delay tolerant-able data transmission demands by
utilizing efficiently the existing vehicles’ mobility in the urban areas. Moreover,
it could release the congestions in the wireless and wired networks, as well as
reduce the energy consumption and carbon emissions. The automatic selection
algorithm (i.e., selection of end-to-end data delivery path among wired, wire-
less or vehicular networks) for optimal data dissemination is to be discussed. In
addition, the more complex mobility models and numerical validation studies
are also needed in the future work.
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Abstract. Renewable energy utilization for electricity supply has increased
significantly. Technology maturity, cost reduction, and environmental friendli-
ness are significant factors that encourage this increase. The expansion of dis-
tributed generation is increasing significantly due to the concern of many
householders and entrepreneurs in minimizing the energy costs at residential and
commercial properties due to the high significance of the energy costs at total
expenses of most families and business. This study focuses on exploring opti-
mization process of energy costs of a grid-connected hybrid PhotoVoltaic (PV)/
Battery/Grid. The profile of a big commercial load located in Brazilian Amazon
area is used as an optimization example. The system performance and opti-
mization results are verified by using Hybrid Optimization of Multiple Energy
Resources (HOMER).

Keywords: HOMER software � Energy management
Energy cost optimization

1 Introduction

Solar systems applications in smart grids and hybrid systems are recognized all over the
world as a financially and technologically viable solution for electricity supply. Solar
applications have increased 53% per year in the US over the last five years, and 60%
per year globally [1]. The growth of distributed generation, mainly leaded by the
number of installed solar systems, results in great challenge and more complexity for
traditional grids and utilities [2]. Smart grid systems has an important role to support
the growth of renewable energy sources, promising reliability, security, resiliency and
efficiency for the electric grid [3].

Residential, commercial and industrial applications of solar energy are set to
increase even more once the technology is already well established. While solar energy
is more environmentally friendly and sustainable, as well as promising for remote
areas, investment in a solar system is dependent on the financial viability compared to
other energy sources. Solar energy price is governed by the costs of equipment and
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installation. The equipment price links to the technical specifications; the higher the
capability, the higher the cost. Consequently, the equipment cost will have a significant
impact on the decision to develop a hybrid system using solar energy. By investing in
hybrid systems, commercial businesses can control their energy prices and even freeze
their energy costs for future years at current prices. After all, such businesses as
supermarkets have free space on their roofs to install large solar panels and energy
storage systems.

To guarantee minimal investment costs to supply a specific load profile, opti-
mization methods are required to effectively design hybrid systems on smart grids.
HOMER is an optimization method capable to model and simulate a considerable
number of system combinations, in order to achieve the best technical and economical
results for the studied system.

This study considers an economic and technical approach of optimization model for
hybrid solar energy for commercial businesses in order to reduce the cost of energy. By
proposing an optimal energy cost, entrepreneurs have reason to invest in hybrid
renewable energy. This paper will demonstrate the benefits of HOMER software usage
in power generation and optimization of energy systems. A literature review of how
HOMER helped in optimizing different systems to produce a better system in terms of
power generation and economic aspects is also included. As a study case, the load
profile of a big commercial load in Brazilian Amazon area is analysed for a
PV/Battery/Grid system by using HOMER.

2 Overview of HOMER Optimization

In this section, HOMER software will be introduced. Then, different type of power
systems from several case studies in different countries will be reviewed. The case
studies are stand-alone PV system and hybrid renewable energy systems with and
without grid connection. The typical standalone system consists of one of Renewable
Energy Sources (RES) and involves a storage system, and the hybrid system contains
either more than one RES or include a conventional source of energy and storage
system with or without grid connection.

2.1 HOMER Software

The Hybrid Optimization of Multiple Energy Resources (HOMER) microgrid software
was developed by the U.S. National Renewable Energy Laboratory (NERL) to aid in
designing microgrid systems as well as to ease comparing different sources of power
generation for a wide-range applications [4, 5]. In addition, HOMER assists in building
techno-economic and reliable systems which can include renewable and non-renewable
energy sources, storage systems and load management [4]. It is used by more than
120,000 users in more than 190 countries. HOMER facilitates the users to compare
many different design options in regards to their technical and economic aspects [5].
Moreover, it helps in considering any changes in the inputs of the modelled systems.
HOMER provides users with the ability to include off-grid and grid-connected systems
to supply different loads, and also contains various combination of wind turbine,
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PhotoVoltaic (PV), small hydro, biomass power, batteries, fuel cells and hydrogen
storage.

There is a challenge of designing and analysing microgrid systems because of a
number of available options and the uncertain key parameters. Renewable energy
sources add the complexity due to their intermittency and availability. HOMER was
designed to overcome these difficulties. HOMER performs three tasks which are
simulation, optimization and sensitivity analysis.

In the simulation task, HOMER test the performance of the designed systems each
hour of the year in order to find its technical feasibility and life-cycle cost. In the next
stage (optimization), HOMER searches for the best fit system from many different
simulations of different systems considering the constraints given by the users at the
lowest life-cycle cost. Lastly, the sensitivity analysis in HOMER does consider mul-
tiple optimizations considering any change in the inputs to have a better understanding
of the effects of any uncertainty in the modelled systems.

2.2 Review of Standalone Solar Energy Systems

A standalone PhotoVoltaic (PV) system consists of PV module, a storage system,
controller, inverter and a load as shown in Fig. 1. This standalone solar energy system
has been increasingly used in developed and developing countries [6]. A review of a
case study with various options of single renewable source and hybrid systems is
discussed in [7]. The load tested in that study is 50 rural households (24.4 MWh/year),
and HOMER software was used to assess the systems. The standalone system con-
sisting of PV/Battery is selected as the most cost-effective system for the location
(Iran). The analysis results show the Cost of Energy (COE) of $0.247/kWh–without
allowing power supply shortage–and Net Present Cost (NPC) of $120,738.00. In
another study in India, different power generation combinations were tested and found
that 150 W PV/60 Ah Battery system is the most economical system for 219 kWh/year
load [8]. The COE is $0.258/kWh without subsidy. With subsidy, it becomes

Fig. 1. The general structure of standalone PV system [6].
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$0.145/kWh and the system is more economic. With subsidy by 50%, the solar system
is more viable at distance greater than 6.08 km as the grid system costs more. Nev-
ertheless, without the subsidy, the solar system is still more cost effective than the grid
when the distance is 8.64 km or more. In a rural area in south of Iraq, a health clinic
load of 11.534 MWh/year was analysed by HOMER [9]. In this study, a standalone
6 kW PV, 3 kW inverter and 80 batteries (225 Ah and 6 V) was selected as the most
economic system with COE of 0.238 US$/kWh.

2.3 Review of Hybrid Renewable Energy Systems Involving Solar
Energy

A Hybrid Renewable Energy System (HRES) consists of more than one RES with or
without Conventional Energy Sources (CES), grid connection, controller,
converter/inverter and a storage system. The general structure of HRES involving solar
energy (PV) is shown in Fig. 2.

In India, AC home appliances were used as a load for power generation analysis
with the energy consumption of 1.825 MWh/year [10]. The output of this analysis was
that the most cost-effective system is the hybrid system of PV, wind turbine and Vision
6FM 200D with the values of 2 kW, 1 kW and 12 V, 200 Ah battery, respectively,
with COE of $1.232/kWh. Another example of HRES with CES involvement, a 2 kW
PV, 4 kW diesel generator and 2 Surrette 6CS25P battery (6 V, 1156 Ah) were
selected to be the optimal solution for the load of 17.52 MWh/year in remote area of
Jordan [11]. The COE of that system was $0.297/kWh. In Saudi Arabia, a study
analysis were done using HOMER for six different systems consisting of solar, wind,
converter, battery banks, fuel cells, electrolyser and hydrogen tank for different cities
and some chosen international cities [12]. The analysis results in the most economical

Fig. 2. The general structure of HRES involving solar energy (PV) [10].
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hybrid system involving RES which consists of PV array, wind turbine, converter and
battery storage bank with the values of 2 kW, 3 kW, 2 kW and 7 banks respectively for
Yanbu city in Saudi Arabia. The COE was $0.609/kWh. This study was done for a
typical house with an average load demand of 14 kWh/day.

3 Optimization Model Using HOMER

To demonstrate the usage and effectiveness of HOMER optimization method, it will be
used to analyse a load profile of a commercial building located in Brazil.

In hybrid systems, the optimal size of each system component is a complex task
and involves several variables. The optimal size of hybrid systems will lead to a good
relation between performance and cost. It has been shown that optimally designed
hybrid systems have been found to be cost effective and reliable [13].

As optimization model, a load profile of a Brazilian commercial building was used
in this research. The hybrid system is modelled as a PV/battery/grid connected system.
The optimization process is focused on identifying and proposing the optimal
PV/battery system size that simultaneously result in lower grid energy dependency and
lower energy prices.

In this system, the optimization objective is to minimize the Levelized Cost of
Energy (LCOE). To evaluate the optimal size for the proposed system, different con-
figurations from various component size options of the solar installation are analysed.
After adding the system inputs, such as load profile, monthly solar radiation, annual
real interest rate and a range of equipment sizes, HOMER starts an hourly simulation
for every possible system configuration, computing the power from the grid, PV array
and batteries. Once the simulation is ended, HOMER sorts feasible combinations for
the system in order to increase the net present cost and minimize the cost of energy.

3.1 System Description

The studied system is located in the city of Tucuruí, state of Pará – Brazil, located at
3°45’53.0”S, 49°40’16.0”W. The system is based on a commercial property with a
public of 2.000 customers per day on average. The load is basically composed of
motors and compressors from many refrigerators, as well as lighting. Additionally, the
daily operation hours is Monday – Sunday from 8 am to 8 pm.

The system characteristics are detailed bellow:

• Daily consumption: 2,550.23 kWh/day
• Monthly consumption: 79,057.13 kWh/month
• Grid Energy Price: $0.28/kWh
• Power Factor: 0.87
• Maximum demand: 180.43 kW
• Roof top area: 3,600.00 m2
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3.1.1 Load Profile and Solar Irradiation
The load profile in Fig. 3 shows the daily load profile of the studied system. The daily
average demand is 2,550.23 kWh/day with a peak demand of 180.01 kW. The monthly
average solar Global Horizontal Irradiance (GHI) data for the location of 3°45’53.0”S,
49°40’16.0”W is shown in Fig. 4. The annual average solar GHI is 5.01 kWh/m2/day.

According to the graphs above, the load profile presents a high correlation with
solar irradiation hours. As a result, the load profile will also correlate with solar energy
production, which represents a great opportunity for economical savings.

3.1.2 PV Panels
The PV panels generate DC electricity from the sunlight exposure. The panels tilted at
an angle of 0° due North with slope of 3.75° and the derating factor is 80%. The PV
panels have a capital and replacement costs of 888.889 $/kW with lifetime of 20 years
for the system. This price is of a JA Solar 315 W Silver Poly Pallet consisting of 23 PV
modules [14]. The technical specifications for this PV panels are shown in Table 1.

Lo
ad

s(
kW

)

Daily hours

Fig. 3. System daily load profile.

Fig. 4. Tucuruí solar irradiation.

Review of Cost Optimization of Electricity Supply by Using HOMER 225



The output power of the PV array is expressed by (1) based on [15].

PPV ¼ YPV fPV
�GT

�GT ;STC

� �
ð1Þ

where:

YPV is the rated capacity of the PV array under Standard Test Conditions
(STC) [kW],
fPV is the PV derating factor [%],
�GT is the solar radiation incident on the PV array in the current time step [kW/m2],
�GT ;STC is the incident radiation at STC [1 kW/m2].

The above equation neglects the temperature effect. However, if the effect of the
temperature is considered, then the above equation is modified as in (2).

PPV ¼ YPV fPV
�GT

�GT ;STC

� �
1þ aP Tc � Tc;STC

� �� � ð2Þ

where:

aP is the temperature coefficient of power [%/°C],
Tc is the PV cell temperature in the current time step [°C],
Tc;STC is the PV cell temperature under STC [25 °C].

3.1.3 Battery and Inverter
For the battery model, in charging mode, HOMER executes three different limits in
order to calculate the maximum charge power for the battery. These three limits come
from the kinetic storage model, the maximum charge rate of the storage and lastly the
storage’s maximum charge current. Therefore, HOMER equates the maximum storage
charge power to the least of these three values of the previous limits with the
assumption of each applies after charging losses and is shown in (3).

Pbatt;cmax ¼ MINðPbatt;cmax;kbm;Pbatt;cmax;mcr;Pbatt;cmax;mccÞ
gbatt;c

ð3Þ

where:

Pbatt;cmax;kbm is the maximum amount of power that can be absorbed by the two-tank
system (kinetic storage model),

Table 1. Technical specifications for the PV module.

Module type Pmp (W) Vmp (V) Imp (A) Voc (V) Isc (A) Area (m2) Price ($)

JAP6-72-315/4BB 315 37.19 8.47 45.95 8.98 1.94 280.00
23 panels 7245 855.37 194.81 1056.85 206.54 44.58 6440.00
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Pbatt;cmax;mcr is the maximum amount of the storage charge power regarding the
maximum charge rate of the storage,
Pbatt;cmax;mcc is the maximum amount of storage charge power regarding the max-
imum charge current of the storage.

All these three different maximum powers are calculated based on different equa-
tions and can be found in [15]. The technical specifications for the battery are shown in
Table 2 [16]. This price is for 16 batteries of this model.

As the PV panels produces DC electricity, an inverter is required in order to supply
AC loads. The selected inverter for this system has a capital and replacement cost of
73.573 $/kW with minimal lifetime of 12 and up to 25 years, as well as efficiency of
98%.

4 Results and Discussion

For this commercial building, a grid-connected PV system with battery banks was
simulated to find whether or not the system is feasible to lower the LCOE. The
modelled system is shown in Fig. 5.

4.1 Optimization Results

As can be seen from Fig. 6, the optimization results in having 463 kW of PV array,
100 kW converter and 1600 batteries. The dispatch strategy that was used for this
system is called load following (LF) which means that when the generator operates, it
produces only enough power to meet the primary electrical load for the system.

Table 2. Technical specification for the battery.

Model Nominal capacity (Ah) Voltage (V) Minimum charge (%) Price ($)

CR-430 (16#) 860 48 20 5544.00

Fig. 5. Grid-connected PV system.
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Therefore, other loads and lower priority loads such as charging batteries and defer-
rable loads are left to the RES [15].

In Fig. 7, the costs of each component of the system and the total costs are shown.
The total initial capital cost is $973,312.91, NPC is $2,506,631.00 and LCOE is
$0.2004/kWh. Nevertheless, the high cost is due to the number of batteries used in the
system. Even though the battery costs a lot and increases the overall cost of the system,
the LCOE of the system is still lower than the COE of the grid price which is
$0.28/kWh.

5 Conclusion

This paper has provided a review of cost optimization of electricity supply by using
HOMER. It discussed some examples of PV only standalone system and hybrid sys-
tems where HOMER was the tools used for analysing the technical and economic
feasibilities of the systems. Then, HOMER was applied to optimize electricity supply
of a big commercial building in Brazil. The optimal solution was a grid-connected PV
system that produced 463 kW from PV arrays. Since the PV arrays were installed on
the roof top, the installed PV size as well as the PV output power depend on the
building roof area.

Fig. 6. Optimization result of the system.

Fig. 7. The cost of each component and overall cost of the system.
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Abstract. This paper considers the problem of fault identification in dynamic
topology networks using the time-free comparison model. Here, we introduce an
efficient self-diagnosis protocol that can identify faulty nodes in dynamic net-
works. This protocol can correctly diagnose various fault types including per-
manent, dynamic, and soft faults. The protocol consists of a testing stage and a
disseminating stage. During the testing stage, each node identifies the state of a
part of nodes using the time-free comparison model. Afterward, nodes share
their views employing a random linear network coding (RLNC) technique in the
disseminating stage. The design of the disseminating stage is crucial for diag-
nosis efficiency. Using RLNC obviates the need for disseminating the views
individually, and hence it reduces the number of messages required to diagnose
the network. The OMNeT++ simulation has been used to evaluate the perfor-
mance of the proposed protocol regarding the communication complexity.
Results show that the proposed protocol is robust, scalable and energy-efficient.

Keywords: Self-diagnosis � Dynamic networks � Dynamic fault
RLNC

1 Introduction

Faults are the origins of impairments of network dependability [1]. That is, they hinder
reliance on services provided by the network. However, they are inevitable and may
evolve into errors and failures [2, 3]. In dynamic networks that have been deployed and
operated in critical situations, faults hit more often as a result of unpredictable cir-
cumstances, and that may cause risks for people, environment and finance [4]. The
development of dependable networks requires dealing with faults. Traditionally,
system-level fault diagnosis problem [5] considers automated fault identification in
wire and wireless networks [6–9]. Recently, we have developed a time-free fault
diagnostic model that respects the design requirements of dynamic networks [10]. In
particular, it takes into consideration the asynchronous communications and the
topology changes in this kind of networks.
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The time-free comparison model is so named because it removes time constraints
imposed by earlier models. Therefore, it suits asynchronous systems such as dynamic
networks. Its design obviates the need for timers that are extremely hard to set into
dynamic networks. Moreover, it is robust to dynamic topology changes. It is based on
comparison approach where nodes examine each other states and collaborate to identify
faulty and fault-free nodes in the network. In comparison approach, Nodes execute a
task appointed, and their outputs are compared to identify whether any node is faulty.
The main idea behind the comparison approach is that fault-free nodes processing the
same inputs (task) will produce the same outputs.

This paper introduces a distributed self-diagnosis protocol to solve the diagnosis
problem in dynamic networks. That is, this protocol enables fault-free nodes to
determine the status of each node in the network correctly. Our proposed protocol
consists of two main stages namely comparison stage and disseminating stage. The
comparison stage employs the time-free comparison protocol to identify faulty nodes.
This stage is executed by each node to test its neighbour nodes and generates a partial
view of them. The disseminating stage exploits random linear network coding (RLNC)
technique to exchange the partial views among nodes and generate a global view about
the network. Using RLNC aims to reduce the number of diagnosis messages and hence
enhance the protocol efficiency.

Network coding (NC) is an emerging communication paradigm introduced in 2000
[11]. This revolutionary paradigm remodels how nodes communicate with each other
to improve the performance of networks. Nodes traditionally store and forward each
packet received whereas they combine packets and forward the combination at once in
NC [12]. To date, NC has been employed in numerous applications for wire and
wireless networks [13]. The studies demonstrated that NC benefits network operation
and design regarding throughput, scalability, robustness, energy, and reliability [14,
15]. Different coding techniques have been proposed. Nonetheless, random linear
network coding (RLNC) considers more realistic assumptions for mobile networks
[16]. In RLNC, Three operations are crucial; namely encoding, recoding, and decoding.
Where source nodes encode native packets, intermediate nodes recodes coded packets,
and destination nodes decode the packets. Firstly, source nodes generate an encoded
packet that embodies linear combinations of native packets over a finite field using
random coding coefficients. Intermediate nodes, then, recode these packets creating a
linear combination of encoded packets. In this sense, these nodes can encode packets
even though they have not been decoded yet. Finally, destination nodes decode coded
packets and regenerate native packets once they get a sufficient number of linearly
independent encoded packets.

The paper presentation includes sections as follows. Section 2 describes the system,
the fault, and the diagnostic model. Section 3 presents a time-free fault diagnosis
protocol using RLNC. Section 4 shows the simulation results obtained along with
analysis. Finally, Sect. 5 concludes the paper.
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2 Preliminaries

2.1 System and Fault Model

This subsection describes dynamic system considered in this research. The system
consists of n mobile nodes that communicate wirelessly via packet radio network. It is
an asynchronous system that alleviates time restrictions on node speed, transmission
delay, and computation time. Nodes have no access to global clock. The dynamic
network is represented by a communication graph that has dynamic topology and hence
the connections may change over the time. At specific time t, a graph Gt ¼ ðVt;EtÞ
characterizes the network; V is the set of nodes and E is the set of edges; E�V � V .
A graph G0 ¼ ðV 0;E0Þ indicates the fault-free nodes in the graph G at time t. The graph
G0 is assumed to comply with Assumption 1 which is an essential rule to preserve the
properties of fault self-diagnosis protocols, i.e., correctness and completeness.

Assumption 1. Connectivity over Time: Let G
0�G be a subgraph that consist of

fault-free nodes in G at time t. Then, there must be at least one path between every two
nodes u; v 2 G0. That is, 8 u; v 2 V

0
; u ! v.

We assume nodes are mobile. Thus, the neighbour nodes may change. Also, we
assume that nodes adopt the passive mobility model where nodes are unaware of
moving. Hence, they cannot inform neighbours about that. As a consequence, the
neighbour nodes cannot distinguish between migrated out or undergoing a fault node.

Faults have been investigated from different perspectives. In particular, a fault
could be soft or hard considering its impact on node communications. That is, hard
fault (e.g., fail-stop, fail silence, and crash) prevents node communications while soft
fault may impact node operations but not communications. Another perspective of fault
is based on its duration. Permanent faults endure until be fixed by external interventions
such as battery depleted or node crash. On the other hand, temporary faults, i.e.
intermittent and transient faults, cease to exist spontaneously. Fault occurrence time has
also been used to distinguish between static and dynamic faults. Static faults exist
before the start of a diagnosis session whereas dynamic faults emerge during the
diagnosis session.

This research assumes that links experience no faults. Mainly, no message creation,
alteration or loss may happen through these links. Nodes, however, may undergo any
type of faults except temporary faults.

System diagnosability is an upper limit to the number of faults that a system can
undoubtedly diagnose. That is, if the number of faulty nodes exceeds that limit, then the
system will be disconnected, and it is unsure to diagnose faults correctly and com-
pletely. Here, we utilise a local fault model that bounds the upper limit of faults locally.
Assume rv is the upper limit of faulty nodes in v’s neighbourhood. The rv is limited by
the degree of the node v, deg(v), i.e., deg(v) > rv. In case of reliable broadcast the
bound, should be, deg(v) > 2rv. This is because, it is uncertain to achieve reliable
broadcast if half or more of nodes are faulty [17, 18].

Definition 1. Local Diagnosability: A dynamic network is locally r-diagnosable at
node v if each fault-free node can unambiguously identify the fault status of all nodes
given that the number of neighbour faulty nodes does not exceed rv.
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Fault-free nodes should be able to reply to rþ 1 test requests within the first a
replies. This assumption implies that every fault-free node will be correctly diagnosed
by at least one fault-free node. That is, fault-free nodes are winning nodes and achieve
Assumption 2.

Assumption 2. Winning Nodes: Every fault-free node, u has a set of best neighbours
that can communicate with u faster than with the other nodes.

2.2 Time-Free Diagnostic Model

The time-free diagnostic model has been developed for dynamic networks [10]. It
adopts the comparison approach to identify faulty nodes. In the comparison approach
[19], a task is appointed to nodes, and their outputs are compared to detect the state of
nodes examined. This model assumes tasks are complete, i.e. they can detect faults in
nodes. Also, it assumes that fault-free nodes executing the same task continually
generate exact outputs while faulty nodes generate different outputs. Fault-free nodes
can compare the outputs and generate comparison outcomes. This model utilises the
asymmetric invalidation model rules [20] shown in Table 1.

The following describes the steps to perform the comparisons in the time-free
diagnostic model:

• Test Request Generation: A node u generates a test task Ti, where i is an integer
number depicting the test number. Next, it broadcasts the test request message
m ¼ ðTEST ; TiÞ, where TEST indicates the message type. Afterwards, u waits for
responses from au nodes. It is noteworthy that u operates no timers.

• Test Request Reception: Once a node v receives the test request message m from u,
it produces the result Rv

u of the task Ti. Then it broadcasts the test response message
¼ RESPONSE; Ti;Rv

u

� �
, RESPONSE is the message type. After that, the node v

starts its diagnosis session through generating its test request message. As we
consider a dynamic topology, v could be just moved into u’s transmission range,
i.e., v 62 Nu at the test generation time.

• Test Response Reception: Consider a node w 2 V . Upon receiving responses from
aw nodes, w stops waiting. Then, w takes either of the two following actions:
• Case 1: w knows the expected result of the task Ti; it compares them. If R ¼ Rw

u ,
then w can conclude that v is fault-free, and hence, v will be added with an
associated timestamp to the list of fault-free nodes diagnosed by w, i.e.,

Table 1. Comparison outcomes for the gMM model [20]

Nodes under comparison Node performing
the comparison
Fault-free Faulty

None is faulty 0 0 or 1
One is faulty 1 0 or 1
Both are faulty 1 0 or 1
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FFw ¼ FFw [fv; ctg. Otherwise, v is added to the list of faulty nodes with a
timestamp ct, i.e., Fw ¼ Fw [fv; ctg.

• Case 2: w does not know the expected result of the task Ti. Hence, w executes
the task Ti first and then compares the result with Rv

u. If the comparison outcome
is 0 then, it will add v, with a timestamp ct, to the fault-free list,
FFw ¼ FFw [fv; ctg. Otherwise, v will be added to the faulty nodes list,
Fw ¼ Fw [fv; ctg.

It is clear that this model obviates the need for timers and alleviates time con-
straints. Moreover, it tolerates the topology changes. Seemingly, fault-free nodes may
improperly be diagnosed as faulty just because they have not replied fast. However, the
correct state of any node is held with the highest timestamp by at least one fault-free
node. Besides, nodes collaborate to identify a complete and correct view of the net-
work. Therefore, in the end, the objective of having a complete and correct diagnosis of
a network is guaranteed.

3 Network Coding-Based Self-diagnosis Protocol

This section introduces a novel distributed self-diagnosis protocol for dynamic topol-
ogy networks considering static and dynamic permanent faults. Nodes collaborate with
each other to diagnose the whole network in a distributed fashion. Every fault-free node
executing this protocol obtains a complete and correct view of the faulty status of all
the nodes in the network. The diagnosis session includes two main stages namely
testing and disseminating. In the testing stage, nodes diagnose their neighbours creating
partial views about the network. Next, they exchange these views with each other in the
disseminating stage creating a global view.

The diagnosis session could be started either at fixed intervals or when a node
detects an unusual event. A node then initiates the testing step. The messages that are
transmitted during the diagnosis session are called diagnosis messages. The end of the
session is when all nodes stop running the protocol.

The primary design objective of our protocol is to reduce the number of diagnosis
messages. In particular, the design of the disseminating stage affects the protocol
efficiency regarding communication complexity. Reducing the number of diagnosis
messages is crucial for real deployment. In particular, the lesser the diagnosis messages
during the diagnosis session, the more scalable and energy-efficient protocol. Also, the
protocol design should be robust to topology changes. Considering these design
requirements, we propose an RLNC-based distributed self-diagnosis protocol
(RLNC-DSDP) for dynamic networks.

In our proposed protocol, the testing stage is based on the time-free diagnostic
model described briefly in Sect. 2. Besides, the disseminating stage employs RLNC
technique to improve the protocol efficiency. This protocol is executed on every node
in the network. In the following, we detail these stages at a node, u.
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1. Testing Stage
The testing stage at node u commences by sending a message of type TEST to
neighbour nodes. This message includes a test task, Ti. That is, u sends a message
m ¼ ðTEST ; TiÞ to every one-hop neighbour nodes at that time v 2 Nu: It is clear
that neighbour nodes may change over the time as a result of network dynamics.
Once a node v receives a diagnosis message for the first time, it performs the
following procedures. First, it generates a message of type TEST including its test
task if it have not started yet; mv ¼ ðTEST ; TiÞ, and broadcast mv to its neighbours;
Nv. Second, it sends back a message of type RESPONSE including the task received
(Ti) and the results calculated (Rv

u); m ¼ RESPONSE; Ti;Rv
u

� �
. The response mes-

sages may be received by non-testers. However, including the test task in the
response message helps other nodes to diagnose its state. Once u receives a mes-
sages of type RESPONSE, it generates a partial view based on the time-free
comparison protocol in Sect. 2. That is, nodes will be diagnosed as fault-free if they
produce the same results, soft-fault if they produce different results, and hard-fault if
they send no reply. The node partial view contains two lists, namely fault-free list,
FFu and Faulty list, Fu. These lists consists of members of form (ID,), ID and ct
represent node identifier and current timestamp respectively.

The design of this protocol uses message exchange pattern and obviates the need
for timers. The result is a practical protocol for dynamic networks that is robust to
topology changes. By the end of this stage, u maintain a partial view about adjacent
nodes. Mobile or slow nodes may erroneously consider as faulty because they move
away from u or they did not reply within the first a node. However, the system and
diagnostic model assumptions guarantee that the correct state of any node is held by
at least one fault-free node with the highest timestamp.
2. Disseminating Stage
At the end of the comparison phase, each node has a partial view of the network.
The dissemination phase considers conveying these views to other nodes over the
network to gain a complete view of all the nodes in the system. Our proposed
protocol employs RLNC to perform this task. In the following, we describe how
RLNC improves the efficiency during this stage.

Each node during this stage plays mainly two roles. First, it creates and transmits
its partial view about the network. Second, it updates its view upon receiving other
partial views and relays them to other nodes. In this sense, every node, u has an
information message named PartialView that consist of the lists of faulty and
fault-free nodes at u; pu ¼ ðPartialView;Fu;FFuÞ. Hence, there are a set of mes-
sages to be exchanged among all nodes in the network; fp1; p2; p3; . . .; png. Our
proposed RLNC-based dissemination proceeds as the following. First, each node, u
transmits its message pu. Upon collecting a dissemination messages, u generates a
coded packet, e, combining linearly packets received. That is, e is the total of
multiplying each packet with the corresponding value in the coding vector, c as in
the following relation:
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e ¼
Xn

i¼1
ci Pi ð1Þ

Where c ¼ ðc1; c2; . . .; cnÞ is a coding vector that composes coefficients selected
randomly from a finite field, F. The node u generates and sends a message of type
ENCODED containing the information vector along with the coefficient vector;
eu ¼ ðENCODED;DataV ;CoeffVÞ. During this session, u will add to its decoding
matrix any message of type ENCODED that increase the rank of the decoding
matrix. Also, this message will be forwarded to other nodes. However, the message
received will be discarded if it has no innovative packet. Later, full ranked decoding
matrix will be solved and the native messages will be retrieved, by Gaussian
elimination. Hence, u has the partial views of all nodes except nodes experiencing a
hard fault as they cannot communicate with other nodes. Therefore, it can generate
a complete view about the system considering the most recent information.

It is clear that RLNC implements NC in a distributed fashion and it requires no
earlier awareness about packets received by other nodes. However, RLNC adds
computational overhead for nodes and transmission overhead attaching coefficient
vectors to messages. These additional overheads may hinder RLNC uses under
some scenarios.

4 Simulation Results and Analysis

This section presents the simulation results obtained under different scenarios to
evaluate the performance of our proposed protocol. We have used OMNeT++ simu-
lator to conduct our simulations.

First, we evaluate the protocol efficiency and scalability with regard to network’s
size. That is, various networks with different sizes varies from 10� 100 nodes. The
nodes distributed randomly into the simulation area and 10% of nodes were considered
faulty. The network topology is fixed in this scenario. The area size is 600m� 600m
and the transmission range is 150m for each node. Figure 1 shows the results under
this scenario. The number of messages exchanged increases with the increasing number
of nodes. However, it is clear that using RLNC significantly reduces the number of
required diagnosis messages.

Second, we evaluated the protocol performance and robustness for increasing the
number of faults. In this scenario, a network of 80 nodes had experienced 2 to 30 faults.
The network had fixed topology and constant connectivity. Both static and dynamic
faults have been considered in this scenario. Figure 2 depicts the results obtained under
this scenario. It compares the communication complexity of our protocol experiencing
static faults (RLNC-DSDP (Static)) as well as dynamic faults (RLNC-DSDP (dy-
namic)). It is clear that the increase in the number of faults leads to a decrease in the
number of messages. The reason is that fewer number of nodes got involved in the
diagnosis session. This figure also shows that our protocol is robust for various type of
faults. That is, the diagnosis messages required for identifying dynamic and static faults
are very close.
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Finally, we evaluated the protocol performance under dynamic topology network.
A network of 50 nodes has mobile nodes ranging from 2 – 10. The mobility of nodes
caused random topology changes. Static and dynamic faults also considered under this
scenario. Figure 3 shows the figures obtained under this scenario. This figure compares
the performance under static and dynamic faults as well. The number of messages
exchanged is reduced when more mobile nodes are there. It means that the mobility of

Fig. 1. Communication complexity under scenario 1

Fig. 2. Communication complexity under scenario 2
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nodes aids in distributing the diagnosis messages. Also, it shows the robustness under
various fault types.

The results show that the RLNC-DSDP protocol can efficiently identify the various
type of faults in static and dynamic topology networks. That is, it provides a scalable,
robust, and energy-efficient diagnosis algorithm. Further research is needed to inves-
tigate the computation overhead and delay caused by using RLNC. However, we
believe that the advantages gained outperform the potential overhead.

5 Conclusion

In this paper, we proposed a new self-diagnosis protocol based on the time-free
comparison model. Our protocol implements a simple RLNC technique to share the
partial views. The partial views are grouped together instead of broadcasting them
individually. Therefore, it obviates the need for broadcasting every local view received
individually and hence the number of diagnosis messages required is significantly
reduced. The future work concentrates on temporary faults identification.
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Abstract. Smooth handovers of Mobile Nodes (MN) between differ-
ent points of attachments to the network ensures seamless connectivity
when users move from one place to another. In IP based wireless net-
works, Mobile IPv6 (MIPv6) protocol manages handover issues, which
has evolved with time to take many different forms. In this paper, we
explore the softwarization of wireless networks with special regard to
mobility management. We modify the legacy mobility management pro-
tocols to accommodate Software Defined Networking (SDN) features and
measure their performance using simulations. The considered perfor-
mance indicators include time to complete the handover process and
the number of steps required for the same.

Keywords: Mobile IPv6 · Software Defined Networking · Handover
Mobility

1 Introduction

Global Internet data transfer is largely enabled by a protocol called Internet
Protocol (IP). The identifiers used by this protocol are called IP addresses. A
mobile node (MN) will have to change its IP address as it changes the point of
connection to the network. In order to enable seamless connectivity for MNs,
a new protocol called Mobile IP (MIP) was proposed by Internet Engineering
Task Force (IETF) [1]. With the introduction of IPv6 on the network layer, the
mobile versions of the protocol also evolved as MIPv6 [2].

In a typical wireless network, a MN is connected to an Access Point (AP)
over the radio interface. This AP is the first Point of Attachment (PoA) for
the MN, which also acts as its gateway to the Internet. The APs are typically
meant for indoor environments and have limited communication range (typically
200–300 m). Multiple APs are linked together to extend the range of a wireless
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Fig. 1. An example of MIPv6 packet delivery in HN and FN

network. Due to mobility, a MN may change its PoA while still maintaining the
connection via the next PoA. This process is called handover (see Fig. 1).

While multiple solutions have been proposed for handover management, they
all lack adaptability due to the legacy hardwired infrastructure. However, the
recent advances in Software Defined Networking (SDN) have provided opportu-
nities for adaptable network deployment [3–5]. For example, the authors in [6]
have shown that SDN can be programmed to support IP mobility, along with
re-routing shortest path between a MN and its intended destination called the
Corresponding Node (CN). The authors have shown that the hop-counts required
in handover and the associated signaling overhead can be reduced using SDN.
On the other hand, the authors in [3] have used SDN to realize intra-technology
handover. In a previous work, the authors have proposed an SDN based imple-
mentation for Hierarchical MIPv6 (HMIPv6) protocol in [7]. Basu et al. have
presented a framework for software enabled mobility management in [8] by dis-
tributing main controller’s functionalities to a set of multiple sub-controllers.
The distributed architecture is aimed to reduce signaling overhead in making
local and global handover decisions at different controllers.

In this paper, we evaluate the performance of different variants of the legacy
MIPv6 protocol with SDN. The performance parameters considered are signaling
steps and handover latency. This paper is organized as follows. Section 2 discusses
mobility protocols. Section 3 explains SDN and its underlying functions. SDN-
enabled simulation is presented in Sect. 4 and conclusions are presented in Sect. 5.



242 D.-R. Lee et al.

MN AP HA

(MN HA) Binding Update

(HA MN) Binding Ack

(HA MN) Tunnel request

(MN HA) Tunnel request

(MN HA) Tunnel response

(HA MN) Tunnel response

(HA MN) Tunnel Ack

(MN HA) Tunnel Ack

Fig. 2. An example of MIPv6 packet delivery in HN and FN

2 Handover Protocols

MIPv6 is the legacy protocol that handles handovers for MNs. Multiple variants
of MIPv6 protocols have been proposed by IETF over the past years. Two of
the most popular MIPv6 variants are Hierarchical MIPv6 (HMIPv6) and Proxy
MIPv6 (PMIPv6).

2.1 Mobile IPv6

According to MIPv6, a MN connected to its Home Network (HN) is assigned an
IP address called the Home Address (HoA), as shown in Fig. 1a. A MIPv6 based
network must have at least one entity called Home Agent (HA) that stores HoA
of the MN. A MN is always identified by its HoA when in home network. When
a MN travels from its HN to another network, called Foreign Network (FN), it
must performs handover to seamlessly change the PoA. While within FN, a MN
is assigned a Care of Address (CoA). The MN must send its current CoA to HA.
HA then binds the HoA to the CoA to form a data tunnel between MN and CN.
The handover process completes when the MN’s CoA is updated in HA. During
handover, HA buffers all the incoming traffic for MN. The data tunnel enables
data exchange from CN to the CoA of the MN, and back. As shown in Fig. 1b,
all IPv6 packets destined for the MN’s HoA are routed to its CoA by HA. Note
that CoA may change but HoA remains the same until the session ends. The
process of building tunnel is shown in Fig. 2. Note that at least one HA must be
configured on the home network, and MN must know the IP address of HA.

2.2 Proximity Mobile IPv6

PMIPv6 is a network-controlled variant of MIPv6 in which, contrary to the
legacy method, handover process is initiated by the network [9]. The initiation
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of the handover depends on parameters such as signal strength, etc. Hence,
PMIPv6 offloads handover decision from MN to the network. This preserves
the battery power for MN that is critical for its operation. The main entity in
PMIPv6-based architecture is the Local Mobility Anchor (LMA), which basically
acts as a HA. Each LMA manages the set of Media Access Gateways (MAGs).
Each MAG is further responsible for managing and reporting the connection of
MN with LMA. Most of the mobility management signals flow between MAG
and LMA over wired links. The wired connectivity between LMA and MAG
makes control signaling faster and more reliable [10].

SDN  
Controller

Control Plane 
Update flow table

Data Plane 
Forward data using flow tables

MN MN

SDN  
switch

SDN  
switch

Fig. 3. A depiction of Software Defined Networking

2.3 Hierarchical Mobile IPv6

MIPv6 manages global (inter-network) and local (intra-network) handovers in
the same way. HA may be located at multi-hop distances from the MN or it
may even be in another network, which incurs additional signaling every time
MN sends binding updates. This overhead grows larger in situations where local
handover rate is high. In order to treat the local and global handovers differently
(so to incur less overhead in the former), IETF has proposed Hierarchical MIPv6
(HMIPv6) [11]. HMIPv6 introduced a new node, called Mobility Anchor Point
(MAP), which manages local handovers. On the other hand, the global handovers
occur in same manner as in MIPv6. Instead of a single CoA, HMIPv6 assigns a
Local CoA (LCoA) and Regional CoA (RCoA). For a handover within the same
network, LCoA is changed whereas RCoA remains the same. The new LCoA is
updated in the MAP though binding update process. Note that in HMIPv6, each
AP is connected to the MAP. A set of APs and their MAP constitute a MAP
mobility domain. When a MN travels between two different networks (i.e. two
different MAP), both LCoA and RCoA change. The layering in HMIPv6 reduces
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Fig. 4. SDN-enabled MIPv6 implementation

the redundant signaling, especially in high mobility environments because local
and global mobility is managed separately. We have also modified legacy HMIPv6
as Network-Assisted HMIPv6 (NA-HMIPv6).

To this end, we have briefly discussed MIPv6 and its two variants that are
relevant to this work. In the next section, we explain SDN so that its implemen-
tation for mobile IP can be explained in Sect. 4.

3 Software Defined Networking

SDN transforms a conventional hard-wired network into a programmable net-
work by decoupling the control and data planes. For example, legacy routers
forward incoming packets from one port to an out-going port based on rout-
ing table information. Hence, a router can be viewed as having two planes: (i)
decision making plane (control plane), and (ii) packet forwarding plane (data
plane). SDN decouples these two planes, providing more flexibility to control
routing during run time, as shown in Fig. 3. This way, SDN manages to keep the
network behaviour adaptive and dynamic.

The communication link between the SDN controller and its routers carries
the information that updates the flow tables. For this purpose, several commu-
nication protocols have been proposed. OpenFlow has been the most popular
choice [12].

3.1 OpenFlow Based SDN

OpenFlow (OF) is a communication interface between control and data planes
of SDN. OF, which is also referred to as an OF-Switch, enables direct control of
the routers’ data plane via the controller. An OF-Switch maintains flow table(s),
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Table 1. OF controller flow table (packet (Pn) of size N for flow k)

Packets Actions

Pk,0 Re-direct to controller

Pk,i Next hop to R2 if k = 0, ∀i ∈ N

Pk,i Next hop to R3 if k �= 0, ∀i ∈ N

which are used to control packet flow. The flow-table entries in an SDN-enabled
router can be modified (i.e. additions, deletion of flow entries) by the OF con-
troller in run time. Basic entries in a flow table are ‘flows’ and ‘actions’. The
flow-entry extracts packet information (e.g. MAC address, or incoming port etc.).
The action table keeps information about the actions associated with the flow-
entry (e.g. forward packet to a dedicated port, or block packet etc.). By default,
the first packet of each flow is sent to the controller, for example, a router simply
routes the packet to the controller. After decoding the packet header (examin-
ing information like MAC address, or IP address etc.), the controller sets the
action field for this particular flow. The controller also informs the router of
these actions. Table 1 shows a sample flow table in an OF-Switch. Each flow has
packet size N . If there are k flows, the first packet of each flow is redirected to
the controller. The controller then decides the action based on header informa-
tion from the first packet, e.g. all the packets from the first flow are routed to
R2 while the rest of the flow is directed towards R3.

In this research, we have used OpenFlow-enabled SDN to simulate mobile IP
protocols.

Table 2. Address tables of devices

Device name Address

Node1 (CN) 1.0.4.2

AP1 (HN) 1.0.2.1

Node2 (HA) 1.0.2.2

MN 1.0.2.3

AP2 (FN) 1.0.3.1

Node4 1.0.3.2

4 SDN-Enabled Mobile IP

In this section, we discuss implementation of SDN-enabled mobile IP protocols in
Estinet simulator [13,14]. We have compared following four protocols: (i) Legacy
MIPv6, (ii) PMIPv6, (iii) HMIPv6, and (iv) Network Assisted HMIPv6.
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Fig. 5. SDN-enabled HMIPv6 and NA-HMIPv6 implementation

4.1 Simulation Environment

The implementation of SDN-enabled MIPv6 is presented in Fig. 4. Access point
AP1 is the PoA for MN residing in its home network. The CN (Node1) is sending
data to MN. The data is first sent to the controller, which directs the route CN-
to-MN through AP1. When MN leaves the communication range of AP1 and
enters into the range of AP2, it receives a temporary CoA. All the forthcoming
data from CN will now buffer into HA until MN updates its new CoA information
to HA (Node2). After binding-update is completed, HA sends buffered data to
AP1, which directs data through the router to AP2 to MN. This process is
called tunneling, which continues until the session ends. Tunneling stops when
MN returns to home network, or when it enters a new FN. Table 2 shows all the
IP addresses associated with the communicating nodes in our simulation. The
architectural implementation of MIPv6 and PMIPv6 required minor changes.
For example, MAG in PMIPv6 is analogous to HA in MIPv6.

We ran simulations for HMIPv6 setup shown in Fig. 5. Recall that the motiva-
tion behind using hierarchical MIPv6 is to benefit from the layered architecture
to reduce signaling overhead. The hierarchical architecture comprises of three
layers: OF controller (OFC), MAPs, and APs. All the APs in a domain are
listed inside OFC. As MN moves, OFC configures LCoA and RCoA for MN
given the prefix of the new PoA. In our simulation settings, we have considered
three kinds of handovers. In the first instance, a MN joins a network (Join Han-
dover). The MN is assigned a new LCoA and RCoA as it joins MAP-1. When
MN leaves communication range of AP1 to enter the range of AP2 (intra-MAP
handover), the MN is assigned a new LCoA, while the RCoA remains the same.
The third instance is when MN leaves the domain of MAP-1 to enter the domain
of MAP-2 (inter-MAP handover). MN is assigned a new LCoA and RCoA in this
case. The binding between RCoA and LCoA is managed by MAP.
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Table 3. Handover latency and signaling between MIPv6 and PMIPv6

Protocol MIPv6 PMIPv6

Total time (sec) 0.1802 0.0068

Number of steps 10 14

Later, we also implemented the Network Assisted HMIPv6 (NA-HMIPv6) in
which the MN will initiate the handover process as in HMIPv6. The goal here is
to minimize the MN involvement in the handover process while still maintaining
the layered architecture of HMIPv6. The architecture for NA-HMIPv6 is same
as shown in Fig. 5.

4.2 Simulation Results

Here we examine the performance of SDN-enabled mobility protocols based on
the time required to complete the handover, and the number of steps required for
this purpose. As mentioned in Sect. 4.1, we have considered three types of han-
dovers in our simulation for HMIPv6 and NA-HMIPv6. Figure 6 shows that SDN-
enabled NA-HMIPv6 reduces the handover latency compared to SDN-enabled
HMIPv6 and MIPv6.

Since PMIPv6 and HMIPv6 are based on different architecture, direct com-
parison between two protocols is not possible. Similarly, comparing MIPv6 and
PMIPv6 in Table 3, it is also evident that SDN-enabled PMIPv6 performs better
than SDN-enabled MIPv6.

Figure 7 shows the number of steps required to complete the handover pro-
cess. It can be observed that legacy MIPv6 takes lesser number of steps compared
to HMIPv6, NA-HMIPv6 and PMIPv6 (see Table 3). However, in our simula-
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Fig. 7. Comparison of steps required to complete handover

tion, it was observed that the cumulative latency to accomplish handover with
MIPv6 was higher than its variants (i.e. PMIPv6, HMIPv6 and NA-HMIPv6).

5 Conclusion

In this paper, we have examined the performance of different mobile IP protocols
with software defined network. We have done extensive simulation using Estinet
simulator to demonstrate our results. It was found that SDN-enabled PMIPv6
takes lesser time to complete the handover process than MIPv6 protocol. Sim-
ilarly, handover latency for SDN-enabled MIPv6 is higher when compared to
SDN-enabled HMIPv6 and NA-HMIPv6 in different mobility scenarios. Fur-
thermore, NA-HMIPv6 performs better compared to legacy HMIPv6 in terms of
handover latency. On the other hand, SDN-enabled MIPv6 takes least number
of steps to complete the handover process. A detailed performance comparison
between SDN-enabled HMIPv6 and SDN-enabled PMIPv6 needs further inves-
tigation and is considered as part of our future research.
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Abstract. This paper discusses a number of issues associated with the
increasing need to improve the utilization of unlicensed spectrum as a number of
new technological advances provide an opportunity to share scarce resources in
a dynamic fashion in the future 5G networks. The growth in connected devices
via cellular and Wi-Fi networks is being complemented with a significant
increase in networked “things” and this proliferation of devices presents a
challenge to Spectrum Authorities. We propose that the ultimate purpose of
Dynamic Spectrum Management (DSM) is to improve spectrum usage effi-
ciency by fully exploiting spectrum sharing while assuring minimum undesired
interference. Our aim is the identification of economic issues that impact the
development of efficient markets for 5G networks that rely on dynamic spectrum
technologies in the unlicensed spectrum. The paper covers how technological
breakthroughs in spectrum access technologies challenge our current under-
standing of spectrum management. In each case, the contribution of the paper
includes policy proposals or more focused regulatory instruments while the
concluding section sums up the paper’s key message about the interplay
between technology and policy that helps lay out elements that regulators and
policy-makers need to attend to when adopting practices that implement
Dynamic Spectrum Management in the unlicensed spectrum.
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1 Introduction

This discussion paper captures the most relevant aspects that need to be considered for
regulation and policy to deliver socially optimal outcomes in a wireless service envi-
ronment characterised by the dynamic use of the radio spectrum. As the utilisation of
the radio spectrum evolves from exclusive band operation to shared, opportunistic, and
intermittent usage, such new spectrum access modes demand a dynamic approach to
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access and interference control and so must spectrum policy and management, origi-
nally conceived as a command-and-control regime. Our aim is the identification of
economic issues that impact the development of efficient markets for 5G networks that
rely on dynamic spectrum technologies in the unlicensed spectrum.

After discussing the supporting policy principles of spectrum management in
Sect. 2, the paper steers the discussion toward how technological breakthroughs in
spectrum access technologies in the unlicensed spectrum challenge our current
understanding of spectrum management. In particular, in Sect. 3 we analyse the impact
that Long Term Evolution (LTE) may bring in as it is proposed to be deployed on
Wi-Fi bands. Section 4 follows by discussing Internet of Things (IoT)’s need for new
spectrum; then in Sect. 5 advances in opportunistic access and utilisation of TV White
Spaces (TVWS) are presented. In Sect. 6 we discuss the irruption of Millimeter Wave
technology. In each case, the contribution of the paper includes policy proposals or
more focused regulatory instruments, all of which are intended to align with the issues
the paper raises. Our concluding section sums up the paper’s key message about the
interplay between technology and policy that helps lay out elements that regulators and
policy-makers need to attend to when adopting practices that implement Dynamic
Spectrum Management in unlicensed spectrum for future 5G networks.

2 Spectrum Management

As radio spectrum is assigned as usage rights over ranges of frequencies called bands,
undesired spill-over signals from using the spectrum in one band, known as interfer-
ence, may negatively impact its usage in adjacent bands. Hence, the main reasons for
spectrum management: band allocation and interference minimization. Rights to
transmit are usually allocated to users in the form of a license, terms and conditions of
which should not lead to excessive interference.

In light of technology and policy advancements Cave and Webb [1] discuss new
features of spectrum management which, in addition to the conventional approach, the
authors argue, needs to provide assurance that the value of spectrum to society is
maximized. The latter calls for making a key objective of spectrum management that it
allows as many users to gain efficient access to the spectrum as possible. Therefore,
spectrum needs to be managed because, with current technology, maximizing its value
to society can only be achieved by coordinating who can use which bands and over
which geographical extensions.

A Spectrum Authority (SA) performs its spectrum management mandate by, first
assessing all potential uses of a band and deciding about the type of use the band will
be dedicated to; this is known as spectrum allocation. Then the SA provides a license
to one or more operators for exploitation of the radio band; this is known as spectrum
assignment.

Spectrum allocation and spectrum assignment are centrepieces of spectrum man-
agement. Spectrum users need assurance about the conditions under which spectrum is
used; such conditions are paramount to achieving technical efficiency and minimization
of interference. Long-term licenses provide the stability users seek and allow a SA to
achieve other goals: conditions on service availability and coverage requirements
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imposed on the licensees. In a few cases SAs have decided specific bands do not
require licensing but only the adherence to some basic technical requirements, typically
enforced to minimize interference. The utilization of this type of unlicensed bands may
be rather uncoordinated.

Technological innovation in wireless transmission is proving the static features of
spectrum management need to be thought over. Policy decisions that respond to
increasing pressure for competition in leading communication sectors such as cellular
telephony and wireless broadband services are also causing spectrum management to
evolve. When static features of spectrum management are changed or disrupted by
technological innovations and policy changes, it is clear that managing the spectrum
needs to cater for new challenges.

Technology changes and market interests exert pressure on SAs, demanding more
spectrum and a more diverse approach to allocation and assignment. Leading SAs
across the world have started a shift towards the inclusion of new elements and tools
that promise to provide spectrum management with the ability to respond more
dynamically to the changes technology brings in and users demand.

One of the techniques that spite being already allowed for quite a long time is
retaking a central stage in spectrum management considerations is Spectrum Sharing
(SS). A spectrum utilization scheme that allows two or more parties to utilize the same
range of frequencies while no exclusivity is granted to any of them, SS is also a
renewed tool for spectrum management. Techniques that facilitate spectrum sharing are
divided into uncoordinated – radio systems adjust their operation to coexist with other
radio systems with little information to share, and coordinated – techniques that require
coexisting radio-frequency (RF) systems to exchange information to share the same
frequency band. Examples of the former are dynamic channel selection and adaptive
frequency hop to listen-before-talk, whereas examples of the latter include multiplexing
techniques such as FDMA, TDMA or CDMA or channel-based control methods, such
as CSMA/CA.

Thus, a renewed approach to spectrum management must acknowledge the most
important changes in technology and policy, the economic importance of spectrum
(value), changes in its utilization (innovation), and the need for efficient utilization in a
market-driven way, all of which must be considered while managing the social role of
spectrum. Allowing spectrum-sharing arrangements challenges the conventional reg-
ulatory approach to commercial use of the spectrum in particular for mobile
telecommunications services.

Although spectrum sharing is favoured by many observers and seems to be finding
a clear way as a policy tool of SAs, not all bands can or should be potential sources of
sharing. The SCF Report [3] indicates that in Europe bands for distress calls, maritime
navigation, and air traffic control must remain exclusive, deeming these bands as
non-shareable. In spite those pockets, SCF concludes that “it is possible in many areas
of the spectrum currently under commercial or administrative licensing regimes to use a
shared regime without endangering those other services vital to safety of life”.

The natural progression of spectrum management that aims to account for the
features described and discussed above is called Dynamic Spectrum Management,
DSM. The ultimate purpose of DSM is to improve spectrum usage efficiency by fully
exploiting spectrum sharing while assuring minimum undesired interference. A number
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of current issues that demand spectrum management to be modified, changed or
adapted for future 5G networks will next be discussed. In all cases the characteristics of
those technology breakthroughs challenge aspects of the conventional approach to
spectrum management, demanding a decidedly DSM-oriented context.

3 LTE vs WiFi in Unlicensed Spectrum

Telecommunications vendors and the cellular networks operators championing LTE
are targeting the unlicensed 5 GHz bands, currently being used by Wi-Fi, Zigbee and
few other communication systems, to expand the LTE capacity and meet traffic growth.
Here we briefly discuss some relevant aspects of LTE’s history in the unlicensed
spectrum. In 2013 Qualcomm proposed the idea of deploying LTE in the unlicensed
spectrum [4]. Two versions, LTE-U, which is the pre-standard proprietary version
backed by the LTE-U Forum, and Licensed Assisted Access (LAA), which was
developed by 3GPP, are the contenders.

Initial deployment of these LTE versions in the unlicensed bands is expected
through small cells for DL only and then slowly for UL as well. Both LTE-U and LAA
utilize carrier aggregation functionality using both the unlicensed bands and the
licensed spectrum. While LAA complies with the different regulatory requirements for
the usage of the unlicensed spectrum, LTE-U does not and instead uses the duty
cycling-based system called Carrier Sensing Adaptive Transmission (CSAT). An
LTE-U cell using CSAT does not sense the occupancy of a channel before transmitting
and instead turns its signal on and off over small periods of time to, respectively,
occupy the channel to transmit and vacate the channel for other technologies like
Wi-Fi. LTE-U’s focused deployment options are only in the non-LBT
(Listen-Before-Talk) required regions in the world [5, 6].

The LTE-U Forum is progressing with developing the protocols for LTE-U oper-
ations in the 3.5 GHz band, while T-Mobile (US) is looking to adopt LAA for that
same band. However, efficient operation in the 3.5 GHz band will set a strong
requirement for low power RF equipment, e.g., low power small cell technologies for
both LTE-U and LAA.

Additionally, improvements to the LTE standards, in Release 14, include enhanced
LAA (eLAA), which among other functions provides full support for UL transmissions
in the unlicensed spectrum. The issue becomes the potential overutilization of
offloading and hence its impact on many Wi-Fi services. LTE-based networks can
easily switch from unlicensed to licensed use, an ability that is not available to Wi-Fi
networks and its many users.

The advances discussed above point towards mechanisms to enable the coexistence
of LTE and Wi-Fi networks with convergence on both scheduled and ad-hoc wireless
configurations. Regardless of the techniques available, the SAs need to address the
issue of whether the co-existence scenario delivers more value than the existing unli-
censed Wi-Fi scenario or not.
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4 Internet of Things

The Internet of Things (IoT) refers to the widespread use of systems, heterogeneous
technologies and the evolving paradigm of the interconnectedness of devices, using
TCP/IP protocols, around our physical environments. IoT includes a new wave of
sensor devices and interoperates with the growing cloud network infrastructure. On the
long run it is envisioned that an IoT ecosystem will facilitate the interaction of devices
(mobile or fixed), smart objects and other real world devices just as humans interact
nowadays using internet-based applications. The IEEE is currently working on a ref-
erence architecture, which will define the basic IoT architectural building blocks and
how they could be seamlessly combined into multi-tiered systems [7].

Currently spectrum allocations tend to be IoT application-specific and must satisfy
the service requirements of individual applications. IoT allocations are particularly
active in the Sub-6 GHz spectrum. Generally speaking, service requirements range
from excellent and ubiquitous coverage, ultra-low power operations, provision of
adequate bandwidth, to secured and low cost communication and guaranteed message
delivery. While, from a spectrum allocation perspective, it is a challenge to meet these
varied requirements, an initial step is making available globally harmonized
low-frequency spectrum in the unlicensed bands, e.g., bands below 1 GHz like 870–
876 MHz and 915–921 MHz along with the TV white spaces [8, 9]. In future,
700 MHz bands may also become available. All these bands allow extended coverage
and support interconnection of a higher number of less complex and low-powered IoT
devices. These are also beneficial to run IoT applications, which require in-building
penetration. SigFox, LoRa (Long Range) and NB-IoT (Narrowband IoT) are examples
of notable narrowband Low-power WAN (LPWAN) technologies operating in unli-
censed spectrum. Low frequency bands are, however, scarce and high in demand, so
there should be ways to find and free more such globally harmonized bands that can be
made available for IoT applications. Another notable example is the Wi-SUN (Wireless
Smart Ubiquitous Network) technology, which is based on the IEEE 802.15.4g stan-
dard. Traditionally SA’s allocation and assignment processes have favoured exclusiv-
ity. With an inability to foresee the pathways of technological innovation a SA needs to
reassess the importance of modifying the assignment stage to favour unlicensed or
shared bands and hence alleviate scarcity.

Apart from these, some interests on shared bands over 2 GHz are also there,
particularly for applications with higher bandwidth requirements, like video monitor-
ing. Such bands include 2.3 GHz, 2.4 GHz, 2.6 GHz, 3.4–3.8 GHz, and 5 GHz.
However, with multiple wide-ranged IoT technologies flocking the unlicensed spec-
trum, interference may always be an issue with the increase in the number of IoT
devices even if the devices are low-powered. Recent research indicates that a
license-exempt model, in fact a way of skipping the assignment phase in spectrum
management, facilitates the rapid development of IoT devices as it eliminates the need
for time-consuming negotiations about the spectra to be used. This could directly result
in cheaper IoT nodes [10]. Another possibility could be setting a worldwide default
frequency in the range of 915–928 MHz for IoT devices to facilitate compliancy and
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deployment. Other opinions have voiced the requirements for making the IoT devices
themselves understand which country they are operating in and what are the available
spectrum bands there and operate accordingly [11].

5 TV White Spaces

TVWS refers to frequencies allocated to licensed Digital Terrestrial TV (DTT) broad-
casting services that are unused and freed up for unlicensed radio devices known as
White Space Devices (WSD). These devices can dynamically share and opportunisti-
cally use TVWS on a secondary basis without interfering with each other or with the
primary licensed service providers (digital TV broadcasters and wireless microphone
users). TVWS, an important cognitive radio application, enables long-range services in
broadband speeds. The first major implementation of the concept of Dynamic Spectrum
Access (DSA) has been in the TVWS spectrum bands [12]. DTT broadcasting uses the
VHF band (30 MHz to 300 MHz) and lower part of UHF spectrum bands (300 MHz to
1000 MHz) [13]. Table 1 lists some of the countries that have TVWS regulations in
place [12, 13]. The TVWS spectrum market will experience the coexistence of WSDs
and services of the different unlicensed technologies, including the IEEE 802.22
Wireless Regional Area Network (WRAN), IEEE 802.11af, IEEE 802.15.4m,
ECMA-392 and Weightless, through dynamic sharing of the available spectrum bands.
Trials and deployments of these are underway in multiple countries.

Primarily, TVWS usage aims to enable secondary users using the bands without
interfering with the primary incumbent users. Unlicensed Shared Access of spectrum is
the possible approach to follow for DSM in this case. A strong need is there to protect
the existing investments and users in the TV bands and calls for a globally coordinated
and holistic approach to deal with key issues, like, identifying TVWS spectrum in
different regions and countries, non-harmonized specifications for WSDs and lack of
global standards or regulatory frameworks for TVWS usage. Geolocation databases are
globally accepted as the most promising solution to identify and use TVWS spectrum
for a variety of services. They store information regarding operating frequencies,
schedules and locations of the licensed DTT providers and other users and devices

Table 1. Some of the countries with TVWS usage regulations.

Countries Usage bands Regulatory body

USA VHF: 54–88 MHz and
174–216 MHz
UHF: 470–698 MHz

Federal Communications Commission
(FCC)

UK UHF: 470–790 MHz Ofcom
Singapore VHF: 174–230 MHz

UHF: 470–806 MHz
Info Communications Development
Authority (IDA)

Canada UHF: 470–698 MHz Industry Canada
Europe UHF: 470–790 MHz European Communications Commission
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sharing the TV bands. The WSDs can access the list of currently available TVWS
channels in a region by providing their own geolocations to the geolocation databases
in that region. Not having globally harmonized TVWS regulation for geolocation
databases and WSDs, however, pose few challenges. It will not be possible to readily
use an auto-configurable WSD from one region to work in another. For example, a
WSD from UK (supporting only UHF TVWS bands) will not readily work everywhere
in US, which supports both VHF and UHF bands. In addition, types of supported
WSDs vary between countries. While US supports sensing-only WSDs, other countries
do not support them. Moreover, to introduce new TVWS technologies or services that
will not interfere with primary services or other coexisting services in a region, the
databases used need to have common technical standards to identify and accommodate
the new TVWS technologies or services and related WSDs introduced. Thus, for
efficient DSM of TVWS bands in unlicensed bands, there needs to be standardised
policies and regulations enabling the harmonization of geolocation databases and use of
WSDs worldwide. Although there exists the European harmonized standard (ETSI
Harmonized Standard) for WSDs, it is only a voluntary scheme [13].

6 Millimeter Wave (mmWave)

The millimetre wave (mmWave) refers to frequency spectrum above the 24 GHz bands
that may range up to 300 GHz. It can cater for high broadband capacity and is
emerging as one of the promising technologies for 5G communication offering a large
pool of available spectrum for mobile users, satellite users, and other commercial users
to share and coexist. The recent FCC mandate has opened up nearly 11 GHz of high
frequency spectrum in the mmWave bands for fixed and mobile broadband usage of
which 3.85 GHz is licensed and 7 GHz is unlicensed spectrum [14]. These 7 GHz of
unlicensed bands combined with the already existing 57–64 GHz of unlicensed
spectrum, will provide 14 GHz of contiguous spectrum for unlicensed usage in the
mmWave bands, which will be nearly 15 times more than the WiFi unlicensed spec-
trum in lower bands. Moreover, in the US, there will be 600 MHz of spectrum for
dynamic shared access in the 37–37.6 GHz bands for commercial and federal users
[14]. The UK has made available 18.3 GHz of unlicensed spectrum in the 60–80 GHz
bands, while in Europe the 57–64 GHz band is for licensed-exempt usage.

Harmonization of the mmWave bands worldwide in regards to usage models is
crucial as opportunities exist for coexistence of different types of technologies sharing
the bands. Sharing of the unlicensed spectrum in the mmWave bands should be done in
a way to allow for substantial spectrum reuse while still keeping the interference to the
lowest. Recent research on spectrum sharing in the mmWave bands has reported
considerable performance enhancement utilizing concepts like uncoordinated spectrum
sharing and hybrid spectrum access [15]. However, a consensus has neither been
reached as of yet on a globally accepted coexistence model in the mmWave bands nor
been reached on global usage policies in these bands. In addition, regulatory frame-
works in the mmWave bands vary between regions and this may hinder spectrum
sharing. For example, technical implementation specifications for antenna arrays can
hugely vary between bands that are gigahertz apart and this will require user devices to
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not only just operate in multiple bands but also to self-identify the underlying opera-
tional band and to customize its configuration accordingly. This would require a global
harmony or standardization of the technical specifications of the equipment and devices
operating in the unlicensed parts of the mmWave bands.

Efficient utilization of available unlicensed spectrum in mmWave bands can enable
the coexistence of heterogeneous deployments. Dynamic spectrum sharing will be
important in such scenarios. It may be possible to adjust the amount of utilized
spectrum in real-time depending on the service demand at any given moment, while
still considering the geographical characteristics [14]. Thus, to enable coexistence of
different technologies and services in the unlicensed mmWave bands, dynamic spec-
trum sharing is important and global harmony needs to be reached in terms of usage
models, technical specifications of equipment, operational regulations, dynamic spec-
trum sharing mechanisms, and allocating priority access to services/operators
depending on demand etc., before mmWave in the unlicensed bands can be success-
fully commercialized for future 5G networks.

7 Moving Towards DSM

The above sections discussed the different technological breakthroughs in spectrum
access technologies in the unlicensed spectrum. Quite a number of issues associated
with the increasing need to improve the utilization of the unlicensed spectrum are
highlighted for regulators and policy-makers to consider when adopting practices to
implement Dynamic Spectrum Management for future 5G networks.

As LTE-U and LAA seek to be deployed on the 5 GHz band, either as a mixed U/L
implementation or fully unlicensed, such as eLAA, the question of fairness arises as the
most critical coexistence issue for SAs. With 5 GHz not being a greenfield spectrum,
its management needs to answer what policies are there to govern such fair sharing of
spectrum. Clearly the initial allocation of the band is now being questioned, somehow,
as new technology and commercial interests are pushing its way into the band. This
situation exemplifies the threat that unlicensed bands face as the assignment problem
was never really solved in terms of the definition of property rights; after all, 5 GHz as
well as 2.4 GHz are conspicuous examples of spectrum commons, which foresees the
high possibility of overuse in the unlicensed bands. Although preliminary research
results have shown that Wi-Fi performance is not degraded in the presence of LTE-U
and LAA, there are still some concerns about the potential dominance of LTE and
Wi-Fi in the unlicensed bands.

One of the main concerns about the expansion of IoT technologies is how to
effectively achieve worldwide default (preferably) unlicensed spectrum allocation for
their operation. A rising challenge for SAs is the identification of internationally
accepted mechanisms that allow IoT devices to understand which country they are
operating in and self-switch to allocated (legal) IoT spectrum bands. The most likely
scenario for a world of IoT is one in which multiple technologies use unlicensed
spectrum in an uncoordinated manner. Assuming that the rise of universally accepted
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LPWAN standard will include evolving into a support for M2M/IoT connections
worldwide, any SA would need to be concerned with how interference between dif-
ferent wide-ranged LPWAN technologies will be handled. Foreseeing the complexity
of yet another spectrum commons scenario, which might include default IoT fre-
quencies allocated worldwide to facilitate global roaming and seamless connectivity
on, for instance, the 915–928 MHz band, ‘fair sharing’ of such unlicensed spectrum
among IoT technologies erects itself as a critical issue.

TVWS is intended to mitigate spectrum-sharing challenges. International experi-
ence indicates different countries maintain different compliancy regulations to assess
the suitability and functioning of geolocation databases, which are regulated by
national SAs but mostly provided and maintained by private providers. In such cases,
DSA for TVWS bands would raise concerns that mostly deal with the provider, such as
its suitability, the criteria it should fulfill, and the verification of its fair access and
opportunity policies to use white bands on a temporary basis by opportunistic,
second-tier operators. Also, when bands of choice in a region are not available to
WSDs, band diversity may be a potential solution where the network and its WSDs are
able to operate across multiple bands so that there are always bands available. This
requires the geolocation database operators across regions to update their respective
databases periodically with appropriate information and to share the updates amongst
each other.

Additionally, the challenges associated with mmWave are characterized by the
uncertainties linked to this newer technology. There are areas in common with the
technologies discussed above: the global harmonization of bands, the search for an
agreement on a coexistence model for the future use of these unlicensed bands by
different technologies, and the appropriate role for the SAs. mmWave has some other
concerns that are associated to its incipient nature, i.e., technical specifications of
equipment, operational regulations, dynamic spectrum sharing mechanisms, and allo-
cating priority access to services in the unlicensed spectrum depending on demand.

Finally, a preliminary proposal is to use some of the principles that have been
successful in the provision of network management facilities using software defined
networking [16]. As mentioned before one of the key areas in common is the search for
an agreement on the use of the unlicensed bands (UB) by the different technologies
surveyed. We propose a Spectrum Controller mechanism, akin to the Software
Controller in software-defined networks (SDNs), which will coordinate UB requests
within a given autonomous system (AS). Following the principles of SDNs, the
requests are made via a control plane (or channel) and the associated allocation takes
place in the assigned data channel. Upon termination of the connection, the SC will
update the register of shared resources available for future requests. The SC is therefore
the entity, which keeps track of the resources shared within an AS by a number of
significantly different technologies which have in common a need to dynamically
shared unlicensed spectrum. An area of future research is to work on the coordination
of spectrum usage among cooperating autonomous systems.
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Abstract. In this paper, a dual sensing scheduling algorithm is proposed which
is a modified version of VISA technique for sensing scheduling in road net-
works where targets can enter from both sides of the road. VISA and similar
algorithms are based on the idea of designated entrance points and protection
points and are very suitable for military scenarios. In comparison, civilian
applications mostly use two-way roads and dual carriageways with entrance
points on both ends of the roads calling for a modification of the VISA tech-
nique to make it suitable for two-way detection. The proposed algorithm
achieves detection on a two-way road by using two parallel scan waves origi-
nating from the midpoint sensor on the road segment but in opposite directions.
The proposed modification of the VISA algorithm improves the detection time
by reducing it to half as compared to VISA but at the cost of decreased network
lifetime. The proposed algorithm is also compared to Duty Cycling and
Always-Awake schemes.

Keywords: Sensing scheduling � Virtual Scanning � Duty Cycling

1 Introduction

Wireless sensor network based road segment surveillance is one of the key operations
in military applications and with the rise of road traffic monitoring applications in
civilian contexts, there is a renewed interest in this application area [1].

Traditional methods have mostly focused on full coverage, Always-Awake based
techniques [2–5]. Always-awake techniques generally have very limited network
lifetime because the sensors do not sleep during network operation, but they provide
the smallest average detection time usually denoted by zero in literature. In order to
increase network lifetime, the Duty Cycling based approaches allow all sensor nodes to
start their sensing operation simultaneously for w seconds and after that the whole
network goes to sleep for T seconds [6–9].

One of the earliest and state-of the-art work which utilized scan waves for detection
of intruding vehicles was proposed by Jeong et al. and is known as Virtual Scanning
Algorithm (VISA) [15, 16]. The work proposed in this paper is based on a modification
of VISA. VISA uses the concepts of entrance points and protection points in a road
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network and sends waves of scan to detect vehicles as shown in Fig. 1. In Fig. 1, the left
end of the road segment is the entrance point where the vehicle can get into the road
network and the right end of the road segment is protection point which needs to be
protected from intruding vehicles. In VISA design, all sensors are waked up one by one
for a certain working time w from the direction of protection point towards entrance
point after a network-wide silent time. This wave of sensing activities guarantees the
detection of target and allows additional sleeping time for individual sensors. Jeong et al.
also argue that the virtual scan of the opposite direction i.e., from the entrance point to
the protection point cannot guarantee target detection if a very fast target enters just after
the start of the network-wide silent time. VISA is very suitable and appropriate for
military applications where there is a concept of designated entrance points and des-
ignated protection points, but the design of VISA does not consider detection in the case
of two-way roads which is the most common type of roads in civilian applications.

This paper proposes a dual sensing scheduling algorithm. The basic idea of dual
sensing scheduling algorithm is to ensure detection of vehicles on two-way roads by
using two scan-waves in opposite directions initiating from the midpoint sensor of a
road segment. In simplest terms, dual sensing scheduling can be thought of as two
parallel VISA scan waves but in opposite directions with midpoint sensor as the starting
point of both of the scans or in terms of VISA terminology, midpoint sensor can be
thought of as a protection point for both of the scans. This is illustrated in Figs. 2 and 3
for the same road segment of length d which is shown in two sub-segments of length d/2
each. This type of parallel dual sensing puts quite a stringent demand on network
lifetime but greatly reduces the average detection time.

Fig. 1. Basic operation of VISA illustrated for a road segment of length d with entrance point on
the left and protection point on the right [15, 16].
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The rest of the paper is organized as follows: Sect. 2 briefly discusses related work
followed by problem formulation in Sect. 3. In Sect. 4, comparison of analytical net-
work lifetime and average detection time is described, and the paper is concluded in
Sect. 5.

Fig. 2. Basic operation of Dual Sensing Scheduling illustrated for a road segment of length d/2
and the midpoint at sensor Sn/2 for vehicles entering from left side of the road.

Fig. 3. Basic operation of Dual Sensing Scheduling illustrated for a road segment of length d/2
and the midpoint at sensor Sn/2 for vehicles entering from right side of the road.
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2 Related Work

WSN based surveillance algorithms for infrastructure monitoring have mostly paid
attention to full-coverage in two-dimensional open spaces [2–5]. In [3], Cardei et al.
proposed a method to extend the sensor network life time by organizing the sensors
into a maximal number of set covers that are activated successively. Only the sensors
from the current active set are responsible for monitoring all targets and for transmitting
the collected data, while all other nodes are in a low-energy sleep mode. They modeled
the solution as the maximum set covers problem and designed two heuristics that
efficiently compute the sets, using linear programming and greedy approach to monitor
a set of static targets at known locations. In [10], Rabbat and Nowak presented an
approach to source localization and tracking using received signal strength measure-
ments. Based on incremental gradient descent-like optimization methods, their algo-
rithm required small amounts of data to be communicated over short distances. In [11],
Chen et al. proposed a fully decentralized, light-weight, dynamic clustering algorithm
for target tracking. Instead of assuming the same role for all the sensors, they envi-
sioned a hierarchical sensor network that is composed of two main items: a static
backbone of sparsely placed high-capability sensors which will assume the role of a
cluster head upon triggered by certain signal events; and low-end sensors whose
function is to provide sensor information to cluster heads upon request. A cluster is
formed, and a cluster head becomes active, when the acoustic signal strength detected
by the cluster head exceeds a pre-determined threshold. The active cluster head then
broadcasts an information solicitation packet, asking sensors in its vicinity to join the
cluster and provide their sensing information. In [12], Yao et al. presented a local-
ization algorithm based on the observation that signals from different nodes arrive at
the target at different times. In [13], Gui et al. proposed a patrolling surveillance
algorithm that allows a virtual patrol to move along a predefined path waking up
sensors adjacent to the patrol’s path according to a schedule in order to track the target.
In [14], He et al. proposed a target detection system that allows a group of cooperating
sensor devices to detect and track the positions of moving vehicles in an
energy-efficient and stealthy manner. They traded off energy-awareness and surveil-
lance performance by adaptively adjusting the sensitivity of the system. In [15, 16],
Jeong et al. noted that as compared to two-dimensional open space surveillance, the
road network surveillance is different due to two reasons: the first is that the movement
of target vehicles is confined within road segments, the second is that the road network
maps are normally known in advance. They proposed Virtual Scanning Algorithm
(VISA) which has already been discussed in the previous section. They also proposed a
hole-handling mechanism within the same work. In [1], Chen et al. proposed a twice
deployment node balance (TDNB) algorithm which provides better performance than
VISA in terms of network lifetime by dividing the deployment of the sensor nodes into
two phases instead of deploying all the sensor nodes at one time.
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3 Problem Formulation

The problem is to ensure that all intruding targets from both sides of the road on a
two-way road segment are detected before they reach midpoint of the road segment
keeping in mind to achieve a suitable lifetime for the sensor network. The next section
describes the dual sensing scheduling algorithm along with performance comparison
with other techniques.

4 Dual Sensing Scheduling Algorithm for Road Segment
Surveillance

The assumption is that n sensors are placed on a road segment of length d. Each sensor
has a sensing radius of r which is sufficient to scan width of the road. Let w be the
minimum working time needed by a sensor in order that the sensor can reliably detect a
target. Let v be the maximum target speed. The targets can enter from both sides of the
road segment. The traditional full coverage algorithms where sensors remain turned on
all the time are called Always-Awake. A better design can be built based on the
observation that it takes at least d/v seconds for a target to pass a road segment of length
d at a maximum speed v. Therefore, all sensors in the road segment can sleep together
for d/v seconds, which is defined as the silent time of the road network. After this silent
time, all nodes wake up simultaneously for detection. This technique is called Duty
Cycling. The VISA technique is shown in Fig. 1. After all sensors sleep for d/v sec-
onds, sensors are waked up one by one for working time w from the rightmost sensor Sn
toward the leftmost sensor S1. This scan-wave of sensing activities guarantees the
detection [15, 16] as shown in Fig. 1.

The dual sensing scheduling algorithm as shown in Figs. 2 and 3 initiates two
parallel scan-waves from the midpoint of the road segment d approximately designated
by sensor position Sn/2. The objective of dual sensing algorithm is to ensure detection
of vehicles entering from both sides of the road segment. This feature of dual sensing
algorithm provides detection of target vehicle in half of the time as compared to VISA.
This is discussed in next two subsections.

4.1 Analytical Network Lifetime Comparison

In order to compare the sensor network lifetime, the parameters used by Jeong et al. in
[15, 16] are being used as it is. These parameters are shown in Table 1. In Table 2,
overall analytical results for all the four techniques are presented.

Figure 4 shows the comparison of lifetime among the four techniques. The road
segment considered in this figure is a 1000 m in length with 300 sensors deployed on
the road side for detecting vehicles coming from both direction. The assumed vehicle
speed is 64 km/h (40 miles/h). For example, for w = 5 s, VISA has a lifetime of
43.57 h, Dual Sensing 11.28 h, Duty Cycling 1.71 h and Always-Awake 0.14 h.
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Table 1. Parameters for analysis [15, 16].

Parameter Definition

Tlife Lifetime that a sensor can work continuously corresponding to its energy budget
Tnet Sensor network lifetime
Twork Working time that a sensor needs to work for reliable detection. Normally

Twork = w
Tsleep Sleeping time of each sensor
Tscan Scan time that a virtual scan wave moves along the road segment. Tscan = nw
Tsilent Silent time that the whole sensor network remains silent; that is, time that a

target passes through the road segment of length d. Tsilent = d/v
Tperiod Schedule period of the sensor network. Tperiod = Tscan + Tsilent

Table 2. Performance analysis of four techniques.

Technique Sleeping (Tsleep) Working
(Twork)

Network lifetime (Tnet) Avg. detection
time

Always-Awake 0 Tlife Tlife 0
Duty Cycling d/v w (Tlife/w) (w + d/v) d2/(2v(wv + d))
VISA (n − 1)w + d/v w (Tlife/w) (nw + d/v) d/2v
Dual Sensing ((n/2) − 1)w + d/v w (Tlife/2w) ((n/2)w + d/v) d/4v
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Fig. 4. Comparison of network lifetime according to working time w.
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4.2 Analytical Detection Time Comparison

Figure 5 compares the average detection time after a target enters a road segment
among the four techniques. VISA detects with a constant delay d/2v as proved in
Appendix A of [16] and Dual Sensing with a constant delay of d/4v regardless of the
working time w. For example, for w = 5 s, VISA detects target within 28.12 s, Dual
Sensing does within 14.06 s, Duty Cycling does within 25.82 s and Always-Awake
does without any delay. Therefore, Dual Sensing outperforms Duty Cycling as well as
VISA in terms of average detection time.

5 Conclusion

This work has presented a Dual Sensing Scheduling algorithm which is a modified
version of state-of-the-art VISA technique. Using the concepts mainly derived from the
VISA technique, the distinct feature of the proposed algorithm is that it provides target
detection for two-way road segments with constant delay. Application of Dual Sensing
on a larger size road network will be studied in a future work.
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Abstract. Cognitive Radio (CR) is a promising technique to enhance
the spectrum utilisation by enabling the CR users to opportunistic access
the spectrum holes or channels. To exchange spectrum information most
of the existing research have utilised a Common Control Channel (CCC).
This results channel saturation, extreme transmission overhead of con-
trol information, and a point of vulnerability. To address this problem,
Channel Hopping (CH) protocols have proposed for enabling Rendezvous
(RDV). This paper presents a CH protocol based on clique system, called
clique based channel hopping (CCH) for the purpose of RDV establish-
ment. The proposed CCH is a role based blind RDV CH system where
sender and receiver generates CH sequence based on h-clique and v-clique
respectively. The CCH protocol satisfies the following requirements: (i)
guaranteed RDV; (ii) no synchronisation; and (iii) symmetric and asym-
metric channel model. Simulation results show that the proposed clique
based channel hopping (CCH) scheme outperforms similar CH schemes
in terms of average time-to-rendezvous (ATTR) and the degree of overlap
in both symmetric and asymmetric channel scenario.

Keywords: Cognitive radio · Channel hopping · Rendezvous · Clique

1 Introduction

Cognitive radio ad-hoc networks (CRAHNs) is a dynamic multichannel environ-
ment whereby the channel status changes over time depending on surrounding
radio users’ activities. Hence, it is essential for a CR node to detect and iden-
tify its neighbours to initiate communication in CRAHNs, which corresponds to
RDV. In a multi-channel wireless ad-hoc environment, RDV is the first key step
for CR users to be able to communicate with each other. To achieve rendezvous,
a CCC is often used as a common platform to exchange control information [1,2].
In CCC based protocol, two users tune the radio in the network wide or local
common channel to exchange the control information. This common channel can
be selected from unlicensed band or licensed band [3,4]. It is obvious that CCC
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based RDV schemes are very easy to deploy and efficient in centralized or coor-
dinated network. Hence, in purely distributed ad-hoc networks (no coordination
and no prior agreement), the performance of CCC based RDV protocols is lim-
ited to the factors; (i) single point failure, (ii) vulnerable to Primary User (PU)
activity, (iii) channel saturation, and (iv) control channel jamming.

To overcome these performance instability, a channel hopping (CH) or par-
allel RDV is proposed in [5–7]. When a CR node wants to transmit a packet to
its peer’s, it switches from one channel to another by following a pre-defined [8]
or random hopping sequence [9]. A desirable property of CH sequence scheme
can guide any two users in the network to hop on the same channel in the same
timeslot as soon as possible. Moreover, it should able to explore the temporal
and spatial distribution of control channel in order to minimise the interference
with license users. The authors in [10] proposed jump-stay based CH algorithm
for both symmetric and asymmetric models without exploiting the time syn-
chronization. However, ATTR in this case grows dramatically with the number
of available channels as it does not have any preference to achieve rendezvous on
a particular channel. Hence, the timeslots assignment on a given channel is not
uniform and is a function of the LUs’ activity [9]. The robustness against LUs’
activity can be achieved by profiling (ranking) the available channels based on
local channel sensing information. Only two CH sequences; AMRCC [9] and gQ-
RDV [11] can be found in the existing literatures that consider channel quality
to design CH sequence. Both of these protocols can guarantee rendezvous with
symmetric channel information. However, there is no guarantee that they can
achieve rendezvous on each available common channel with asymmetric channel
information.

In this paper, we propose an asymmetric asynchronous channel hopping
scheme by utilizing the clique system called clique based channel hopping (CCH).
Our approach utilizes the mathematical concept of clique systems with rotation
closure property to generate CH sequences that enable RDV on multiple chan-
nels. Moreover, the CCH scheme integrates the channel sensing information to
assign the timeslots.

The rest of the paper is organized as follows: In Sect. 2, we presented the
system model, channel activity model and followed by the RDV problem in
CRAHNs. In Sect. 3, A detail description of channel hopping sequence generation
is presented which includes grid formation, channel mapping and algorithmic
analysis. In Sect. 4, simulation is performed to measure the performance of CCH
protocol. Results show that, clique based CH sequence can guarantee to achieve
RDV on number of available channels. We conclude our work in Sect. 5.

2 Preliminaries

2.1 System Model

We assume that there are N CR users in a single hoop CRAHNs that coexists
with a number if PUs. Based on the time and space, CRs may observe same
or different same of set of channels. It is considered that there are two types of
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channels available in the system; (i) licensed channel which is licensed to PUs and
(ii) unlicensed channel which is open to all. A CR can operate in both linseed and
unlicensed band. The available channels are indicated as C = C1, C2, . . . , CM .
We also consider that each CR is capable to detect the spectrum hole and can
operate on these channels. THe channel set of ith and jth CRs can be expressed
as CRi and CRj respectively. The common channel set between user i and j
can be represented as, Gi,j = CRi

⋂
CRj .

2.2 Channel Activity Model

A channel activity can be modeled as continuous time Markov chain (CTMC)
where a channel can be any of these states (i) idle state (ii) PU state and (iii)
CR state. A channel state can move from idle to PU or CR state if it is used by
PU or CR respectively. The channel state can move form CR to PU if the PU
reappear on the channel used by CR, however the channel state cannot move
from PU to CR. The transition diagram is shown in Fig. 1.

Fig. 1. Channel state transition diagram

Here the service request of both PUs and CR users modeled as a Poisson
process with rate λP and λCR and is terminated with rate μp and μCR. Hence
the transition matrix A can be written as:

A =

⎡

⎣
−(λp + λCR) λp λCR

μp −μp 0
μCR λP −(λP + μCR)

⎤

⎦ (1)

2.3 Problem Definition

In a multi-channel environment, the RDV problem can be described as a coor-
dination problem where two suers have a set of channels to established com-
munication with each other. However, RDV only achieved if both of the users
are one the same channel at the same time. We assume that there are P ≥ 2
CR users in the network, who share a set of available licensed channels, such
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as Xi ⊆ X; (C ∈ X0,X1,X2, . . . , XN−1) (N is the number of available licensed
channels and have labels that are the same for all CRs) that can be used for
both control and data information exchange. Before initiating any data trans-
mission, the intended nodes should first exchange control information between
them to select common data channels. According to [10], nodes could have iden-
tical (i.e. Ci = Cj) or different available channel lists with at least one com-
mon channel, known as symmetric and asymmetric channel lists respectively.
In CH-based solutions, the RDV process can be described as pairwise control
channel establishment using sequences X and Y where X and Y are two CH
sequences with period T , such as (0,X[0]), (1,X[1]), . . . , (T − 1,X[T − 1]) and
(0, Y [0]), (1, Y [1]), . . . , (T − 1, Y [T − 1]). Hence, RDV sequences must have over-
lapped property in order to ensure any pair of nodes can establish communica-
tion, i.e. ∀X,Y ; | X

⋂
Y |�= 0.

3 Channel Hopping Sequence Design

The basic concept of this paper is inspired by the concept of clique. The clique
is used in a social networks to identify the subset of people who all know each
other. In this work, we use clique so that two users choose a set of channels from
available channel list and jumps over the channel to achieve RDV. The size of
the clique depends on the remaining energy of a CR node. In this section, we
first provide a brief introduction of clique followed by CH sequence generation
using clique.

Definition 1. Clique: Let us assume a finite universal set U = {0, 1, . . . n − 1}
of n elements, where n represents the cycle length. A clique C under universal
set U is a collection of non-empty subsets of U , provided that it satisfies the
intersection property: ∀A,B ∈ Q : A

⋂
B �= 0.

For example C = {{a, b}, {a, c}, {b, c}} is a clique under U = {a, b, c}. The
basic idea of the CH scheme in CRAHNs is design hopping sequences so that
two CRs can achieve rendezvous which is analogous to clique where two subsets
have at least one intersection.

Definition 2. h-Clique: Given a finite universal set U = {0, 1, . . . n − 1} of n
elements, where n represents the cycle length. Let l, 1 ≤ l ≤ √

(n) and m, 0 ≤
m ≤ n − 1 be two integers. An h-clique of l and m can be defined as follows:

h(m, l) =
{(⌊√

n

l
i
⌋√

n + m + j

)
(
modn

)
,

i = 0, . . . ,m − 1; j = 0, . . . ,
√

n − 1
} (2)

For instance, when n = 25, for m = 3 and l = 2, the h(3, 2) =
{3, 4, 5, 6, 7, 13, 14, 15, 16, 17}. Here m defines the starting position of the
sequence such as m = 3 thus the sequence starts from 3. The purpose of l
is to define the size of the sequence which is l

√
n. Figure 2(a) Shows an example

of h-clique of h(3, 2).
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Definition 3. v-Clique: Given a finite universal set U = {0, 1, . . . n − 1} of n
elements, where n represents the cycle length. Let l, 1 ≤ l ≤ √

(n) and p, 0 ≤
p ≤ n − 1 be two integers. An v-clique of l and m can be defined as follows:

v(p, l) =
{(⌊√

n

l
i
⌋

+ p + j
√

n

)
(
modn

)
,

i = 0, . . . ,m − 1; j = 0, . . . ,
√

n − 1
} (3)

For example, n = 25, for p = 5 and l = 2, the v(5, 2) =
{0, 2, 5, 7, 10, 12, 15, 17, 20, 22}. Here p defines the starting portion of the ele-
ment modulus n, such as p = 5(modn) = 0 and l defines the number of columns
as shown in Fig. 2(b).

Fig. 2. CH sequence is generated by (a) h-clique and (b) v-clique for n= 25.

Upon joining in the network, a CR node will perform periodic sensing and
ranked the available channel based on PU activity. Therefore, if a CR user has
data to transmit it will construct a CH sequence based on h-clique and stay on
each channel for T duration where T is the time required to exchange control
information. The receiver is follow a CH sequence based on v-clique and visits
the channel accordingly. The timeslot assignment for each channel is presented
in Algorithm 1.

Theorem 1. Given two integers l1 and l2, 1 ≤ (l1, l2) ≤ √
n and two random

numbers m and p, 0 ≤ (m, p) ≤ n − 1. The two users can achieve RDV within
√

n

(⌈√
n

l1

⌉
− 1

)

+
⌈√

n
l2

⌉
.

Proof: A sender generates a CH sequence based on h-clique which has l1 × √
n

elements where the maximum distance between two successive elements can be

written as
√

n

(⌈√
n

l1

⌉
− 1

)

+ 1. Same as the receiver generates a CH sequence

based on v-clique with l2 × √
n elements. The maximum distance between two

CH sequences is the sum of the distance of sender and receiver CH sequence. We
should subtract 1 from the summation to avoid a double count of the common
element.
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Algorithm 1. CCH Algorithm
Input: (i) Number of available channels, m;

(ii) Transmission flag, FlagTx;
(iii) Channel rank;
(iv) Rescan period, Tout;

Output: (i) Channel map CHmap;
(ii) Channel timeslots CHt slots;

Begin

1: while mod(t, Tout) = 0 do
2: [AvailCH ]; {Available channel set}
3: Rank([AvailCH ]) = [CHList]
4: n =| AvailCH |
5: Tslots = n × nn{Grid formation}
6: end while
7: while packets arrive do
8: q ← q + 1
9: for i = 1 : n do

10: m = randperm[0,n-1]
11: construct h-clique h(m(i), l1) {Sender

CH sequence generation}
12: Tslots

(
h(m(i), l1

)
= CHlist(i)

13: D = setdiff(Tslots, h(m, l1))
14: Tnew slots = (n − 1) × (n − 1)

15: if Tnew slots < D then
16: Tnew slots = [D, d] {d is dummy

variable to construct the grid}
17: else
18: Tnew slots = D
19: end if
20: end for
21: end while
22: for j = 1 : n do
23: p = randperm[0,n-1]
24: construct v(p(j), l2) {Receiver CH

sequence generation}
25: Tslots

(
v(p(j), l2

)
= CHlist(:, i)

26: end for

End

A CH sequence in a time slotted architecture indicates the timeslots on which
a node transmit or receive data to or from neighbors. Two CH sequence is called
time synchronised if they start channel hopping at the same time as illustrated
in Fig. 3, when K = 0. The value of K indicates the time lag between two CH
sequence. K can be integer or fraction. If K is integer, we called it slot asynchro-
nised otherwise it is fractional asynchronised. Both slot and fractional asynchro-
nised scenarios are depict in Fig. 3. In fractional asynchronised case, rendezvous
may not be achieved if the overlap duration is smaller than the time required
to exchange control information. The performance of CH sequence depends on
time synchronisation. Figure 3 shows that the degree of overlap between two
CH sequences is significantly changes with time asynchronisation for different
value of K. Consequently ATTR will also fluctuate due to the same. Hence, CH
sequence that designed for time synchronize environment may not suit for time
asynchronise environment.

Definition 4. Rotation: For a non-empty set X in a clique C under U =
{0, . . . , n − 1} and a non-negative integer i ∈ {1, 2, . . . , n − 1}, we define
rotate(x, i) or R(X, i) = {(j + i) mod n | j ∈ x}. A clique C is said to have the
rotation closure property if ∀X,X ′ ∈ C, i ∈ {1, 2, . . . n − 1} : X

⋂
X ′ �= 0.

For instance, the clique C = {{a, b}, {a, c}, {b, c}} under U = {a, b, c} satisfies
rotation closure property. Thus, X and X ′ can still meet each other even though
their clocks drifted. Thus, the rotation closure property holds for C. Two CR
nodes adopting clique in C to denote their h-clique and v-clique can meet at the
same time even if their clocks drifted.
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Fig. 3. Variation of degree of overlap in accordance with time synchronisation.

Theorem 2. Given two integers l1 and l2, 1 ≤ (l1, l2) ≤ √
n and two random

numbers m and p, 0 ≤ (m, p) ≤ n − 1, then R(h(m, l1))
⋂

R(v(p, l2)) �= 0.

Proof: According to Definition 2 of h-clique, R(h) has at least
√

n elements
and any two successive elements must have distance either 1 of n − √

n + 1.
Same as Definition 3 of v-clique, R(v) has at least

√
n elements and any two

successive elements must have distance
√

n. Let yi for i = 0, . . . ,
√

n − 1, be√
n elements of R(v), then we can write yi−1 ≤ yi ≤ yi−1 +

√
n + 1. Thus in

order to proof the theorem we need to show that yi is an element of R(h). Let
consider the smallest element of x in R(h) which is larger than y′ ∈ R(v), then
y′ + 1 ≤ x ≤ y′ + n − √

n + 2 as any two elements in R(h) must have less than
or equal to n − √

n + 1. Thus y′ ∈ R(v), x ≤ y′ ≤ x +
√

n − 1 which implies that
y′ is contained in R(h).

Theorem 3. Given two integers l1 and l2, 1 ≤ (l1, l2) ≤ √
n and two random

numbers m and p, 0 ≤ (m, p) ≤ n−1, then we have | R(h(m, l1))
⋂

R(v(p, l2)) |=
l1 × l2.

Proof: From the Definition 2, h(m, l1) has a sequence of
√

n contiguous
and ascending elements and has at least one intersection with v(p, 1) i.e.
|R(h(m, 1))

⋂
R(v(p, 1))| = 1. Now h(m, l1) has l1 sequence which are disjoint

and will have l1 intersection with v(p, 1). Same as v(p, l2) will have l2 intersection
with h(m, 1). From this we can proved that |R(h(m, l1))

⋂
R(v(p, l2))| = l1 × l2.

Figure 4 shows the graphical illustration of the Theorem 3. The first and sec-
ond block of the Fig. 4, show the selection of timeslots according to h(3, 2), and
v(5, 2), where l1 = 2 and l2 = 2. The third block of the Fig. 4 represents the
timeslots where RDV is achieved. The no. of RDV is l1 × l2 = 2 × 2 = 4.

Fig. 4. Illustration of degree of overlap using clique channel hopping sequence.
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4 Performance Evaluation

A MATLAB based simulation is used to evaluate the performance of the CCH
protocol. A network with varying CR nodes is considered with the number of
available channels ranging from 2 to 50 in a 800m × 800m area, where each of
the nodes had an equal transmission radius of 100m. In this work both licensed
and unlicensed channels were considered with equal priority. CR nodes were
considered asynchronous, which was implemented by imposing a random delay
at network initialization. During the simulation, the CR nodes may synchronise
themselves after achieving RDV. Each CR node starts with spectrum sensing.
The sensing duration was set at 25ms/channel and ≤1ms/channel for fine and
fast sensing respectively [12]. Fast sensing is performed by selecting samples of
the PU Poisson traffic within its sensing period and later on performing fine
sensing before jumping into a channel. The ranking table of CR nodes is based
on channel availability and channel activity observed locally by a CR user. It is
assumed that, if a packet arrives during the spectrum sensing or handshaking
process, it is enqueued and remains in the queue till RDV is achieved. In this
chapter, collision among control or handshake packets is not considered; however,
in case of collision between a CR user packet and a PU packet, the CR user packet
is dropped instead of being retransmitted after a backoff.

All the results presented in this chapter are averaged over 10000 iterations
[13]. Each PU is randomly assigned a channel when a new packet needs to be
transmitted and packet arrivals follow the Poisson distribution with exponen-
tially distributed inter-arrival times.

4.1 Impact of Number of Channels

Figure 5 shows the impact of number of channels on the network performance
which includes ATTR and RDV success rate. We have considered maximum 50
channels that are available for CR users to achieve RDV. Figure 5(a) shows that
the ATTR is increasing with number of channels for all protocols including our
proposed CCH as the CH sequence length is proportional to number of channels
in the available channel set. However, the prosed CCH protocol exhibits superior
performance compare to other protocols as it facilitates higher number of RDV
in each CH sequence cycle. For gQ-RDV, the number of RDV on each cycle is
fixed i.e. 2. In JS, the ATTR is at least three (3) times of the number of available
channels. The ATTR of CCH is 20 for 30 channels, while it is 38, 70, and 117 for
JS, gQ-RDV and basic AMRCC respectively. The higher the ATTR, the lower
the RDV success rate which is shown in Fig. 5(b). RDV success rate is a design
issue of the CH sequence design. In CCH, we have a very clear control by setting
the two parameters l1 and l2. In JS, CR users have a guaranteed RDV on each
channel however there is no control how many RDV can be achieved in each CH
cycle. For instance, when there are 25 channels in the available channel set, the
RDV success rate is 87% for CCH and 73%, 28%, and 3.5% for JS, gQ-RDV,
and basic AMRCC.
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4.2 Impact of Asymmetry

Due to temporal and spatial changes in radio environment, CR users may observe
different set of channels and have different cardinality of the available channel
set. The degree os asymmetry can be defined as α = |Cx|

|Cy| , where |Cx| and |Cy|
are the cardinality of the available channel set of user x and y. As basic AMRCC
doesn’t support the asymmetric channel, we have excluded it from this analysis.
We have considered two values for α and Fig. 6(a) illustrate the ATTR of CCH,
JS, and gQ-RDV for α = 0.4 and α = 0.8. For simplicity we considered a fixed
number of common channels between users. At each run, the common channels
are selected randomly from the available channel set. A similar trend of ATTR is
observed for all the protocols. The CCH outperforms than other two protocols.
For instance, when the number of channel is 35 with degree of asymmetry is 0.8,
the ATTR for JS and gQ-RDV is 14.44% and 131% higher than that of CCH.
Interestingly, the performance gap between different protocols is increased with
the degree of asymmetry. The same behaviour can also be observed for RDV
success which is shown in Fig. 6(b).

Fig. 5. Comparison of ATTR and degree of overlap with increasing number of available
channels: (a) ATTR (b) Rendezvous success.

Fig. 6. Comparison of ATTR and degree of overlap when two users experience asym-
metric set of channels: (a) ATTR (b) Rendezvous success

5 Conclusion

In this paper, a clique based asymmetric CH sequence is proposed to solve the
RDV problem. Using a clique based system grantees that the nodes would meet
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within a bounded time. This method satisfies the both asynchornous and asym-
metric blind RDV. We have performed algorithmic analysis in terms of ATTR
and RDV success rate. Simulation results have shown that our CH scheme is
highly resilient to dynamic spectrum allocation in CRAHNs. The extension of
CCH for multiuser multihop communication would consider as our future works.
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Abstract. This paper tackles today’s unprecedented challenges of enabling and
stimulating multiple energy stakeholders to have a more active participation in
the smart grid electricity market. The research extends the existing four arche-
types of orchestrator-driven business models for the electricity market and
proposes a fifth type of electricity market, the Blockchain Marketplace. The key
novelty of the paper is to expand the electricity market architecture and design
from centralization and pseudo-decentralization to full decentralization, enabled
by the blockchain. The study not only broadens the smart grid and electricity
market literature but also contributes to the theoretical development of the
business model and organization study domains with a systemic approach.

Keywords: Electricity market � Blockchain � Business model
Smart grid

1 Introduction

The energy industry used to have a simple business model. Fully integrated electric
companies used to be the center of the industry, building transmission and distribution
networks for the constantly growing demand. Energy utilities decided when and where
to invest and build generation capacities; they decided how to maintain the system in
balance, acting as a centralized controlling entity.

However, the world is changing and electric systems have been undergoing sig-
nificant changes [1]. The current electrification state of the world is at 85.3% [2]. The
growing energy demand and dependence on fossil fuel has become a global issue [3].
Simultaneously, the integration of large volumes of distributed energy resources
(DERs) has posed unprecedented challenges to maintaining the balance of generation
and demand as well as planning and operations of concurrent electric infrastructure [4].

It is urged by [5] that a global technological revolution is changing the power
balance between consumers and centralized utilities. The increasing growth in DER is
moving the power balance from integrated utilities to the demand side, where con-
sumers have control over a more sustainable, more local, and more resilient energy
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P. H. J. Chong et al. (Eds.): SmartGIFT 2018, LNICST 245, pp. 278–288, 2018.
https://doi.org/10.1007/978-3-319-94965-9_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94965-9_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94965-9_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94965-9_28&amp;domain=pdf


system. Numerous studies address the need to move this revolution into the mainstream
and create a new model or design for the energy market that puts consumers in charge
of a co-created energy future [6, 7].

The European Union (EU) just announced the ambitious “Clean Energy for All
Europeans” package [8], demanding “an increase in the energy efficiency target from
27% to 30%, a cut in emissions by 40%, and a goal of 27% renewables in final
consumption, all by 2030”. Thus, a key question is how to enable energy stakeholders
(e.g., consumers, prosumers, DERs, utilities) to have more active participation in the
energy market, facilitating the evolution of energy system to save the planet while
creating more value for the market participants.

The blockchain, developed first for the Bitcoin cryptocurrency [9], is a decentral-
ized transaction and data management technology and a distributed database solution
maintaining growing data records that are confirmed by the nodes participating in it
[10]. Industry-specific blockchain use cases are being identified in different fields, such
as finance [5], telecommunication and spectrum sharing [11], and the Internet of Things
(IoT) [12]. The research of [13] focuses on the blockchain’s application in energy,
identifying use cases like solar trading in the US, energy exchange in Austria, and the
billing process for autonomous electric vehicle charging stations in Germany.

This paper aims at contributing to the research on new electricity market design and
business models as follows: (1) the paper studies the most recent theoretical devel-
opment of the business model, resource configuration, and organization design litera-
ture for the systemic design of the electricity market in the digital age; (2) the research
elevates the extant four archetypes of resource configurations (orchestrator-driven,
from centralization to pseudo-decentralization) to a systemic logic (system-driven, full
decentralization) that was not there in the previous literature; (3) from the business
model perspective, the study proposes a fully decentralized electricity market design
enabled by the blockchain or the so-called “Blockchain Marketplace” as opposed to the
centralized and pseudo-decentralized electricity market design in the existing literature.

The paper is composed as follows: In Sect. 2, the paper provides a characterization
of the four established resource configuration business model archetypes. Section 3
provides a concise description of the blockchain technology. Section 4 describes the
research methodology and data collection. Section 5 constructs a blockchain-based
business model archetype for the future energy market by first discussing the identi-
fiable applications of the four archetypes in the energy market as the context and then
proposing the concept of a fifth electricity marketplace. Section 6 provides a con-
cluding discussion on implications and limitations and a recommendation for future
studies.

2 The Four Archetypes of the Business Model

Business model research has expanded during the last decades [14]. The business
model has been studied as a system/collection of interdependent components such as
resources and competence, internal and external organizational structures [15], cus-
tomer value proposition [16], and cost and revenue structure [17]. Only recently, a
converging conceptualization, incorporating three key processes for business models
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that connect them to the context, opportunity processes (exploration, exploitation) [18],
value processes (creation, capture) [19], and advantage processes [7], has emerged in
the scientific community.

Other business model discussion streams have focused on the discovery or design
of successful business models. The literature shows that viability (robust performance
[20]), sustainability (technical-, social- and environmental-oriented [21]), and scala-
bility (scalable deployment capability [22] and profitable growth [23]) are essential to
business model success as “a better way than the existing alternatives” [24].

In the pervasive digital age, the scope of resources that a company can utilize and
access has expanded. A holistic approach is required to enhance value creation and
capture from [25]’s “added-value” strategy to the latest business model discussions on
value centricity [26] and systemic value [7] for digital business models. Building on
these latest approaches and resource orchestration [27], this paper first opens up the
four archetypes of orchestrator-driven business models before diving into the fifth
archetype in Sect. 4:

• The first archetype—“company as an integrator”: The focal orchestrating firm
(O) transforms resources to create value for customers. This has been the pre-
dominant type of resource configuration for traditional companies like manufac-
turers, studied in the light of established theories [27].

• The second archetype—“company as a collaborator”: The orchestrating firm
(O) collaborates with partners who have complementary resources as a
value-creating resource configuration. This archetype is recognized in strategic
alliance [28] and ecosystem studies [29].

• The third archetype—“company as a transaction enabler”: This is associated
with the platform business model, meaning that broader and easier access to
resources allows the orchestrating firm (O) to build two or multi-sided markets to
match resources and needs.

• The last archetype—“company as a bridge”: This shows that the proliferation of
virtual resources (such as data) creates the opportunity for an orchestrating firm
(O) to bridge certain groups of market participants that have not been previously
connected, based on the data and benefiting from bridging unconnected needs, such
as Google’s advertising model [26].

3 Blockchain and Smart Contract

According to [30], the idea to collaboratively consume, share, and decentralize
resources or assets among different peers can be seen in various concepts such as the
Sharing Economy [31], Collaborative Consumption [32], and the Peer-to-Peer (P2P)
Economy [33]. Blockchain technology is identified as the enabler for such a fully
decentralized system [30].

Blockchain is a general-purpose decentralized transaction and data management
technology, developed first for the Bitcoin cryptocurrency [9], with the ability to track
transactions, settle trade deals, and enforce contracts across a wide range of digital
assets which in turn can represent currency, IP, data, contracts or physical assets [34].
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In practice, a blockchain is a distributed database solution maintaining a continuously
growing list of data records that are confirmed by the nodes participating in it. The data
is recorded in a public ledger, including information about every transaction completed.
A blockchain network is a peer-to-peer (P2P) network that does not require a
third-party organization in the middle. As no central server or intermediary is in place,
a consensus mechanism is needed for ensuring the coherency of data between the
nodes. There are several consensus mechanisms under discussion, e.g., [35, 36]. Fur-
thermore, in the blockchain, the utilization of cryptography enables authoritativeness
behind all interactions [37]. Information about every completed transaction is shared
and available to all nodes, which makes the system more transparent than centralized
solutions [38]. The extant literature claims that the blockchain is embodied in a
combination of existing technologies, including peer-to-peer networks, cryptographic
algorithms, distributed data storage, and decentralized consensus mechanisms [30].

Smart contracts (SC) operate as autonomous actors with self-executing scripts that
reside on the blockchain, enabling general-purpose computations occurring on the
chain to be fully predictable [37]. The SC concept was introduced in 1994 [39], defined
as a computerized transaction protocol that executes the terms of a contract. The SC
code and the cryptographically verifiable trace of the SC’s operations can be inspected
by all the network participants. SC enables the automation of complex multi-step
processes and proper, distributed, heavily automated workflows [37]. They have many
applications in different domains, enabling, e.g., decentralized applications like voting,
auctions, lottery, escrow systems, crowdfunding, and micropayments [40].

It is suggested by [41] that the blockchain technology is poised to improve the
smart grids that incorporate communication technology and sensors. This can range
from super grids that connect large-scale energy systems (e.g., storage) to microgrids
that are designed for connecting DERs. In fact, a number of blockchain energy ini-
tiatives are emerging globally, such as the Brooklyn Microgrid [42].

The antecedents of blockchain-enabled electricity trading and marketplace can be
found in both the conceptual and empirical realms. For instance, peer energy trading is
one of the highly promising areas for the Blockchain Marketplace [42]. Conceptually, a
case of decentralized sharing in photovoltaic (PV) generation is proposed by [41]. The
conceptual use case investigates the autonomous optimization and energy trading
among different systems (including heating, cooling, hot water storage, and energy
storage), which resembles a localized machine-to-machine electricity market.

The Brooklyn Microgrid is an empirical example where household residents trade
energy among themselves. This blockchain platform provides the technical infras-
tructure for the local electricity market. Prosumers and consumers can submit, buy, or
sell electricity orders to the market through the pre-defined market mechanism [42].

GrünStromJeton is another case studied in the European Commission’s report [43].
GrünStromJeton provides an index that indicates the relative production of energy from
alternative renewables during the next 36 h. The system monitors and records the
energy consumption of the customers and rewards consumers when they use renewable
energy sources. This is a trading mechanism between GrünStromJeton’s digital system
and the actual consumers.
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4 Research Methodology and Data Collection

This study adopts the action research methodology within techno-social innovation
research as part of a major EU energy innovation project on a P2P trading platform that
enables and supports a decentralized energy market design and the P2P energy
exchange of smart grids. According to [44], the action research methodology leads to
producing scientific knowledge that can serve the actions, which enables the formal-
ization and contextualization of models and tools, facilitating the production of new
knowledge and enabling organization change.

The research was conducted in two steps: First, the study embarks on a systematic
analysis of 50 innovative business cases with various types of business models in the
energy and smart grid industry. The data was collected from the European Commis-
sion’s BRIDGE initiative, uniting 31 major European smart grid and energy storage
projects. The collected data is in the form of business model examples, which are
contributed by international energy experts, energy companies, regulators, and research
organizations. The comprehensive collection of business model data enables a thor-
ough analysis of business model archetypes in the energy industry, avoiding common
selection bias [45].

The second step utilized the business model design framework used by [26] on
resource configurations for digital business. This study adopted a systemic and value
co-creation centric perspective that considered the needs (N), the resources (R), and the
created value (V-C) of all value co-creators in the energy industry. Such an approach is
grounded in the literature of resource orchestration [27] and business model design [20].

5 The Fifth Archetype of the BusinessModel for the Electricity
Market

In this section, the four archetypes of orchestrator-driven business models in the
electricity market are first presented as four prototypes (Fig. 1).

Prototype A: The Centralized Utility Model. This is the traditional utility business
model which assembles a “company as an integrator”. It has the simplest resource
configuration, where a traditional integrated utility (orchestrator) converts the genera-
tion fuel (e.g., coal, natural gas) as resources (RCU) to address the consumer’s elec-
tricity consumption as demand (N1). Consumers contribute to the business need utilities
(NCU) as revenue with financial resources (payment for an electricity bill) (R1). It is
argued by [6] that this prototype makes very little space for the growth of DERs and
local demand services and gives poor support for energy efficiency.

Prototype B: The Disintegrated Retailer Model. A disintegrated retailer model is
defined by [6] as an organization that does not own generation assets (such as power
plants), instead partnering with one or more generators and using its own brand. It is a
common business model for electricity retailers in liberalized markets. As a Proto-
type B utility, the orchestrating retailer company collaborates with a partner with
generation assets (V-C2) to supply and service the needs of consumers (N1). The
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resources to meet the consumption (RDR and R2) are not solely from the disintegrated
retailer but are contributed by its partners. Thus, the role of a Prototype B company is
not a resource transformer as in Prototype A, but a collaborator who engages another
“complementor” (V-C2) [29] to create value for energy consumers (V-C1).

Prototype C: The Platform Model. The platform research was pioneered by [46].
Cambridge researchers [47] initiated the discussion of the platform business model in
the energy market. A platform operator brings together groups of users and providers of
products and services, mediating their interaction and matching needs. A key feature of
the platform market is the existence of the network effect: the value of the platform
changes with respect to the participation rates on the same side and the cross side [47].
In the energy market, the platform operator (orchestrator) contributes resources (RP) to
enable interactions and matchmaking between two groups of value co-creators (such as
consumer and prosumer) whose needs (N1 and N2) can be matched by each other’s
resources (R2 and R1). Thus, the platform operator facilitates energy trading between
consumers and prosumers as well as among several prosumer groups.

Prototype D: The Balancing Service Provider Model. Balancing market is defined
by [48] as the institutional arrangement that establishes market-based balance man-
agement in an unbundled electricity market. The business model for the balancing
service operator can be a virtual power plant (VPP) [44] or a local balancing unit [6].
A balancing service provider adopts a Prototype D business model, using its resources
(RBSP) such as a digital solution to provide energy efficiency services for the needs of
consumers (N1). As an orchestrating entity, the balancing service provider utilizes
consumption data and patterns collected from the consumer (R1) to address the needs of
another group (N2), such as the distribution network operators (DSOs). Thus, the
balancing service provider enables DSOs to leverage the consumption data and
behaviors controlled by the consumers to balance the electricity network.

Fig. 1. The four archetypes/prototypes of business models in the energy market.
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5.1 The Fifth Type of Electricity Market, the Blockchain Marketplace

In a blockchain-enabled market, the blockchain operates as a chronological, immutable,
and trusted data storage. The smart contracts generated by the blockchain can automate
offer testing and modification based on the parameters tuned in the feedback loop.

Based on the above discussion, Fig. 2 shows the simplest form of the
blockchain-enabled marketplace without the need of an orchestrator. The existence of
the blockchain and smart contract allows any participant in the energy market, such as
participant 1, to match its N1 with the R2 of participant 2 (such as the case of energy
and flexibility trading), while the R1 (e.g., the financial payment) is directed to N2

without an orchestrator standing between the direct value co-creation and co-capture. In
contrast, with the orchestrator-driven models (Fig. 3), a portion of the value flows out
of the direct value co-creation and is captured by the orchestrator. Theoretically, in the
Blockchain Marketplace, there is no value flowing out of the direct value co-creation
and market participants are better off with more value accrued and shared.

According to [49], transaction costs are fundamentally interrelated with distrust. As
a micro process of the business model [26], trust as one of the key characteristics of the
blockchain facilitates the resource crowdsourcing process by providing lower trans-
action costs. The costs of verification and networking can be radically reduced through
the blockchain [34], while the parts of the transaction that concern negotiating,
establishing, and enforcing the transaction may be automated as smart contracts
operating on behalf of value co-creators, making and accepting tenders, matching needs
and resources. Instead of a centralized orchestrator, the Blockchain Marketplace can
automate large amounts of decentralized transactions, reducing transaction costs,
increasing direct value co-creation flows, and improving efficiency and scalability with
no need for a third-party intermediary, as shown in Fig. 3.

Based on a trusted data set provided by the blockchain, prospecting and sorting
algorithms can be used for further tuning the business processes in a Blockchain
Marketplace for the energy industry. To mitigate general privacy risk of the blockchain

Fig. 2. The simplest form of a blockchain-enabled marketplace.
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technology related to gathering extensive data sets, new secure privacy-preserving
encryption methods are being developed, such as [50, 51].

As part of the process, the blockchain can also facilitate the novel grafting of
resource combinations and configurations, streamlining and fine-tuning the smart
contract parameters controlling the relationship between energy market participants,
and combining data analysis tools with the digital blockchain platform to enrich novel
complementarity created in the grafting process.

6 Concluding Remarks

This paper uses the resource configuration approach to propose the fully decentralized
business model archetype for a blockchain-enabled electricity market, pointing out that
despite the continuous liberalization effort of the regulation, the electricity market
design and business model remains a centralized scheme or a pseudo-decentralization
at its best. It identifies how the blockchain as a new technology or technical devel-
opment can affect the market design of electricity, contributing the business model
perspective to the extant energy and electricity market literature.

The theoretical contributions of the study are as follow: The resource configu-
ration approach explains how a company can create and capture value through
strategically configuring the resource [27, 52], which is further embodied in business
model studies with the latest classification of four business model archetypes [26]. This
study identifies that the four archetypes are only sufficient to depict orchestrator-driven
business models, since all the archetypes require an orchestrating entity to enable or
facilitate the value co-creation while extracting part of the value to meet its own needs
(such as revenue and profit).

To tackle the aforementioned (research) gap, this study looks into the fully
decentralized business model concepts and proposes the Blockchain Marketplace as a
fifth business model archetype for the energy market, and the only archetype that is not

Fig. 3. Comparing the orchestrator-driven energy market and the blockchain marketplace.
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orchestrator-driven and promising full autonomy for the market participants. The
theoretical contribution of the paper is not limited to energy market design; it also
contributes to management and organization studies in general through systemic
thinking about how resources are configured, how value is created, and how market
participants’ needs are met, regardless of the existence of a resource-orchestrating
entity. An industry or ecosystem can be formulated from pseudo-decentralization (as
managed by an orchestrating entity) to full decentralization (as enabled by the
blockchain).

Regarding the empirical contributions, the blockchain is expected to change and
affect the centralized legacy systems with full decentralization, enabling microgrids,
DERs, renewable integration, P2P energy trading and higher consumer/prosumer
engagement, managing less predictable and more volatile renewable power sources in
the future. The empirical goal is to help the energy industry to re-think value creation,
breaking the boundaries and constraints of contemporary energy market design logic,
enabling the discovery of new design patterns for innovative resource configuration for
a future-oriented electricity market.

This study is limited and focused on the conceptualization of the Blockchain
Marketplace. The micro processes of the business model development are only briefly
touched upon in the paper. In the future, the micro processes for the development of
this new business model archetype need to be further studied and discussed to shed
light on how the fifth type of electricity market, the Blockchain Marketplace, functions.
The further development of this new archetype through simulation and quantitative
methods is recommended for future research.

It is noteworthy that this study does not suggest that the blockchain technology can
tackle all the issues of today’s energy system, but rather it facilitates and enhances a
more meaningful archetypical design for the energy industry in the digital era.
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