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Preface

The four chapters of this book collect the main topics that have been lectured at the
C.ILM.E. summer school “Splines and PDEs: Recent Advances from Approximation
Theory to Structured Numerical Linear Algebra” held in Cetraro, July 2-7, 2017.
The aim of the summer school has been to give an introduction to the most advanced
mathematical developments and numerical methods originating in the numerical
treatment of PDEs based on spline functions.

A renewed interest in spline methods has been stimulated in the last decade by the
success of isogeometric analysis. The large research activity around isogeometric
methods shows that splines yield a powerful tool to PDE discretizations. In this
general perspective, the progress of isogeometric analysis went hand in hand with
the formulation of new problems requiring new techniques to address them properly.
This gave rise to novel (spline) results in different areas of classical numerical
analysis, ranging from approximation theory to structured numerical linear algebra.
These developments motivated the topics of the summer school.

The first chapter “Foundations of Spline Theory: B-Splines, Spline Approxima-
tion, and Hierarchical Refinement” is written by us. It provides a comprehensive
and self-contained introduction to B-splines and their properties, discusses the
approximation power of spline spaces, and gives a review on hierarchical spline
bases.

The second chapter “Adaptive Multiscale Methods for the Numerical Treatment
of Systems of PDEs” by Angela Kunoth is devoted to numerical schemes based on
B-splines and B-spline-type wavelets as a particular multiresolution discretization
methodology, in the context of control problems.

The third chapter “Generalized Locally Toeplitz Sequences: A Spectral Anal-
ysis Tool for Discretized Differential Equations” by Carlo Garoni and Stefano
Serra-Capizzano presents the theory of generalized locally Toeplitz sequences, a
framework for computing and analyzing the spectral distribution of matrices arising
from the numerical discretization of differential equations.

The last chapter “Isogeometric Analysis: Mathematical and Implementational
Aspects, with Applications” by Thomas J.R. Hughes, Giancarlo Sangalli, and Mattia
Tani provides an overview of the mathematical properties of isogeometric analysis,

v



vi Preface

discusses computationally efficient isogeometric algorithms, and presents some
isogeometric benchmark applications.

We express our deepest gratitude to all the people who have contributed to the
success of this C.ILM.E. summer school: the invited lecturers, the seminar and
contributed talk speakers, and the authors who have contributed to this C.I.M.E.
Foundation Subseries book. In addition, we thank all the participants, from 11
countries, that enthusiastically contributed to the success of the school. Last but not
least, we also thank C.I.LM.E., in particular Elvira Mascolo (the C.I.LM.E. director)
and Paolo Salani (the C.I.M.E. scientific secretary) for their continuous support in
the organization of the school.

Oslo, Norway Tom Lyche
Rome, Italy Carla Manni
Rome, Italy Hendrik Speleers
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Chapter 1 )
Foundations of Spline Theory: B-Splines, <o
Spline Approximation, and Hierarchical
Refinement

Tom Lyche, Carla Manni, and Hendrik Speleers

Abstract This chapter presents an overview of polynomial spline theory, with spe-
cial emphasis on the B-spline representation, spline approximation properties, and
hierarchical spline refinement. We start with the definition of B-splines by means
of a recurrence relation, and derive several of their most important properties. In
particular, we analyze the piecewise polynomial space they span. Then, we present
the construction of a suitable spline quasi-interpolant based on local integrals, in
order to show how well any function and its derivatives can be approximated in
a given spline space. Finally, we provide a unified treatment of recent results on
hierarchical splines. We especially focus on the so-called truncated hierarchical
B-splines and their main properties. Our presentation is mainly confined to the
univariate spline setting, but we also briefly address the multivariate setting via
the tensor-product construction and the multivariate extension of the hierarchical
approach.

1.1 Introduction

Splines, in the broad sense of the term, are functions consisting of pieces of smooth
functions glued together in a certain smooth way. Besides their theoretical interest,
they have application in several branches of the sciences including geometric
modeling, signal processing, data analysis, visualization, numerical simulation, and
probability, just to mention a few. There is a large variety of spline species, often
referred to as the zoo of splines. The most popular species is the one where the pieces
are algebraic polynomials and inter-smoothness is imposed by means of equality of
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derivatives up to a given order. This species will be the topic of the chapter. Several
other species can be found in [35, 45] and references therein.

To efficiently deal with splines, one needs a suitable basis for their representation.
B-splines turn out to be the most useful spline basis functions because they possess
several properties that are important from both theoretical and computational point
of view. The construction of B-splines is not confined to the algebraic polynomial
case but can be done for many species in the zoo of splines. As it is often the case
for important tools or concepts, B-splines have a long history in the sciences. They
were already used by Laplace in the early nineteenth century [33], and many of
their relevant properties were derived by Chakalov and Popoviciu in the 1930s; see
[10] and [37]. However, the modern B-spline theory roots in the seminal works
by Schoenberg; see [41, 42] and [15, 16]. There are several ways to define B-
splines, based on recurrence, differentiation, divided differences, etc. Each of those
definitions has certain advantages according to the problem one has to face. It
is impossible to trace all modern works on B-splines, but we refer the reader to
Schumaker’s book [45] for an extended bibliography on the topic also beyond the
polynomial setting.

This chapter provides an introduction to (polynomial) B-splines, starting from
their definition via a recurrence relation. Furthermore, we establish some spline
results of interest within the isogeometric analysis (IgA) paradigm. More precisely,
the chapter contains

— a self-contained overview of splines and B-splines;
— aconstructive exploration of approximation properties of spline spaces;
— adiscussion on adaptive spline representations based on hierarchical refinement.

There exists a huge amount of literature about the first two items including some
well-established books; see, e.g., [6, 26, 45] and references therein. The hierarchical
spline setting received only recently a lot of attention; see, e.g., [22, 51, 53]. The
novelties of the chapter can be essentially summarized as follows.

— Our introduction to B-splines differs somewhat from the standard presentations
of the topic. It is mainly based on properties of the dual polynomial functions in
the local Marsden identity.

— Our proof of the approximation properties of a given spline space relies on the
explicit construction of a spline quasi-interpolant based on local integrals. For
this quasi-interpolant we show error estimates of optimal order to any smooth
function and its derivatives.

— Our presentation of the hierarchical spline setting provides a rather complete and
unified treatment of the main properties of both the hierarchical and the truncated
hierarchical B-spline basis.

The chapter does not address the geometric modeling aspects of B-splines, explain-
ing why they form the mathematical core of current computer aided design (CAD)
systems. For this we refer the reader to the books [13, 27, 38].
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Our presentation is mainly confined to the univariate spline setting. Nevertheless,
this is the building block of the multivariate setting via the tensor-product construc-
tion. Tensor-product B-splines are currently the most common tool in CAD systems
and IgA. It is worth mentioning that there are also many other important extensions
of the univariate B-spline concepts to the multivariate setting, not restricted to a
tensor-product grid; see, for example, [31, 35] and references therein.

The remaining part of the chapter is divided into six sections. The next section
is devoted to the definition of B-splines and their main properties, including
differentiation and integration formulas, local representation of polynomials, and
local linear independence. In Sect. 1.3 we analyze the space spanned by a set of B-
splines, and we consider the representation of its elements, knot insertion, and the
stability of the B-spline basis. Cardinal B-splines, i.e., B-splines with uniform knots,
are of prominent interest in practical applications. They are addressed in Sect. 1.4
where, in particular, the evaluation of their inner products and uniform knot insertion
are discussed. In Sect. 1.5, after a general discussion about quasi-interpolants, we
present the construction of a new spline quasi-interpolant based on local integrals
and we use it to show the approximation properties of the considered spline space.
The hierarchical spline approach is the topic of Sect. 1.6, which is mainly devoted
to the construction of the truncated hierarchical B-spline basis and the derivation
of its main properties, including the so-called preservation of coefficients and the
construction of hierarchical quasi-interpolants. Finally, tensor-product B-splines
and their hierarchical extension are briefly discussed in Sect. 1.7.

1.2 B-Splines

In this section we introduce one of the most powerful tools in computer-aided
geometric design and approximation theory: B-spline functions (in short, B-
splines).! They are piecewise polynomials with a certain global smoothness. The
positions where the pieces meet are known as knots.

1.2.1 Definition and Basic Properties

In order to define B-splines we need the concept of knot sequences.

Definition 1 A knot sequence & is a nondecreasing sequence of real numbers,
=L =6 <6< <&} melN

The elements &; are called knots.

IThe original meaning of the word “spline” is a flexible ruler used to draw curves, mainly in the
aircraft and shipbuilding industries. The “B” in B-splines stands for basis or basic.
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Provided that m > p + 2 we can define B-splines of degree p over the knot-
sequence &.

Definition 2 Suppose for a nonnegative integer p and some integer j that §; <
£iy1 < -+ < &jyp1 are p + 2 real numbers taken from a knot sequence §. The
Jj-th B-spline B; , ¢ : R — R of degree p is identically zero if §j4 11 = &; and
otherwise defined recursively by?

x—§; Ejtpt1 — X
Bj pg(x) = ! Bjpg+ T Bit1p-16(), (LD
Ejvp —§j Ejvpr1 —&j+1
starting with
1, ifx el&, &41),
B;og(x) = o

0, otherwise.

Here we used the convention that fractions with zero denominator have value zero.
We start with some preliminary remarks.

* For degree 0, the B-spline Bj ¢ is simply the characteristic function of the
half open interval [}, &;41). This implies that a B-spline is continuous except
possibly at a knot §. We have B; ,, ¢(§) = Bj , ¢(§+), where

Xt :=1lim¢t, x_:=1lm¢ xek
1—x —Xx
t>x r<x

Thus a B-spline is right continuous, i.e., the value at a point x is obtained by
taking the limit from the right.

¢ We also use the notation

Bl§j,....&j+p+11:=Bj ps.

showing explicitly on which knots the B-spline depends.

* We say that a knot has multiplicity u if it occurs exactly p times in the knot
sequence. A knot is called simple, double, triple, ... if its multiplicity is equal
to 1, 2, 3, ..., and a multiple knot in general.

2The recurrence relation is due to de Boor, Cox and Mansfield [4, 14]. However, it appears
already in works by Popoviciu and Chakalov in the 1930s; see [8] for an account of the early
history of splines. For the modern theory of splines we refer the reader to the seminal papers by
Schoenberg [41-43] and Curry/Schoenberg [15, 16]. In their works, B-splines were defined by
divided differences of truncated power functions.
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Example 1 A B-spline of degree 1 is also called a linear B-spline or a hat function.
The recurrence relation (1.1) takes the form

x —§j §j42—x
Bj1g(x) = J .Bj’()’}’:(x) + It

Bji1.0.0x),
Eip1 — & Ejpo—Ejp MO8

resulting in

TE O itxelgn g,
Ejv1—§j
Bjig(x) = Ejrr —x , ifx e [§41,&j42), (1.2)
Eiv2— &1
0, otherwise.

A linear B-spline is discontinuous at a double knot and continuous at a simple knot.

Example 2 A B-spline of degree 2 is also called a quadratic B-spline. Using
the recurrence relation (1.1), the three pieces of the quadratic B-spline B; ; ;s are
given by

(x — &))?
Ejr2 —EDEj1 — &)
(x = &) Ejr2 —x)
Ejr2 —&))Ej+2 —§j+1)

itx €[§,&+1),

Bjoe(x)=14 FT8+D6E3 - X) i e w3
Jz Ejr2 =&+ Ejr3 — &jv1) ifx €[§j11,€j42)
(j43 — x)? .
. if o Eiia),
Ej+3 =&+ Ej43 — §jv2) ifx € [§;42,§/+3)
0, otherwise.

Example 3 Figure 1.1 illustrates several sets of B-splines of degree p = 1,2, 3.
The same knot sequence is chosen for the different degrees, with only simple knots.

(a) (d) (0)

Fig. 1.1 Several sets of B-splines of degree p = 1,2, 3. The knot positions are visualized by
vertical dotted lines. (a) p=1.(b) p=2.(¢c) p=3
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The general explicit expression for a B-spline quickly becomes complicated.
Applying the recurrence relation repeatedly we find

jtr
Bjps() =Y BY) ()Biogx), p=0, (1.4)
i=j

where each B! | is a polynomial of degree p, assumed to be zero if & = & 1.

. i€ . h . .
Note that if §; = &1 then B; o ¢ = 0 and the corresponding polynomial piece is
not used. In particular, for the nontrivial cases we have

) () x =& {+1) §j+2—x
B. (_x):l, B ()C): . B (_x): .
J,0.€ AR Eip1 — &) AR Ejy2 —Ejp

Furthermore, for the nontrivial cases it follows from Definition 2 that the first and
last polynomial pieces in (1.4) are given by

. p
B o) = =) [ [T — .
- , (1.5)
B/{'{;g}(x) = Ejapti ‘x)p/l_[@HpH = &jt+i)

i=1

Using induction on the recurrence relation (1.1), we deduce immediately the
following basic properties of a B-spline.

* Local Support. A B-spline is locally supported on the interval given by the
extreme knots used in its definition. More precisely,

Bipe(x)=0, x¢I[&, &+pt1)- (1.6)

* Nonnegativity. A B-spline is nonnegative everywhere, and positive inside its
support, i.e.,

Bjpe(x) >0, xeR, and Bj,:(x)>0, xe€¢;&+p+r). (1.7
* Piecewise Structure. A B-spline has a piecewise polynomial structure, i.e.,

B

i €Pp i=J it p, (1.8)

where P, denotes the space of algebraic polynomials of degree less than or equal
to p.
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* Translation and Scaling Invariance. A B-spline is invariant under a translation
and/or scaling transformation of its knot sequence, i.e.,

Bj,p,ot§+/3(ax + ﬁ) = Bj,p,s (x)v as ,3 € Rs (24 ;é Os (19)

where & + 8 := {a&; + B}i-

Further properties will be considered in the next sections.

1.2.2 Dual Polynomials

To each B-spline B; ,¢ of degree p, there corresponds a polynomial v; , ¢ of
degree p with roots at the interior knots of the B-spline. We define ¥ 9¢ = 1
and

Vips) =0 =&+ (y=§j4p), yeR, pel (1.10)

This polynomial is called dual polynomial. Many of the B-spline properties can
be proved in an elegant way by exploiting a recurrence relation for these dual
polynomials.

Theorem1 For p € N, x,y € Rand &, > &;, we have the dual recurrence
relation

Ejvp —

V=)V p-10) = 5 Vipe(y) + % Lpe(y), (11D
j

S —§&j

Ejvp —§j
and the dual difference formula

Vi-1ps()  Vipe(y)

. (1.12)
Ejvp =& Ejtp 5

Yip-1,6(y) =

Proof For fixed y € R let us define the function £, : R — R given by £,(x) :=
y — x. By linear interpolation, we have

—§&; Ejvp —

ly(x) = Ly(Ejyp) + Zy@/)

Ejvp —§j Ejvp —&j

By multiplying both sides with v; , 1 ¢(y) we obtain (1.11). Moreover, (1.12)
follows from (1.11) by differentiating with respect to x. O

Proposition 1 The r-th derivative of the dual polynomial s , ¢ for 0 <r < p can
be bounded as follows:

ID" Y pe(M| < . Ejapr1 —ENPT", & <y =<E&jipr1. (1.13)

)V
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Moreover,
r p! p—r
D Vjpe| < (p_r),(§j+p—-’3j+1) s & <y <&i4p. (1.14)

Here we define 0° := 1 ifr = p and&jyp =&j11.

Proof Clearly (1.13) holds for all p € Ny if r = 0. Using induction on r, p and the
product rule for differentiation, we get

D"V e =D (Wi p1.60DNG = Ejrp))
= (D" V) p1.6ONG —Ejp) +rD Y5 1 (V)]

<( (=D (=1
r
“\op-1-nt" -

and (1.13) follows. The proof of (1.14) is similar. |

>(§j+p+1 —EprTT,

1.2.3 Local Marsden Identity and Linear Independence

In this and the following sections (unless specified otherwise) we will extend the
knots §; < .-+ < §j4p41 of Bj ;¢ by defining p extra knots at each end, and we
will assume

E={§ p=<- <& <& < =€ p <Ejrpra << Ejrapi).

(1.15)
These extra knots can be defined in any way we like. One possibility is
§jp=-=§j1=§ -1 §ppr+tl=§p2=""=§j12p41.
(1.16)
On such a knot sequence 2p + 1 B-splines B; , ¢ = Bl[&;,....&§i+p+1], i = j —

p, ..., Jj+ p are well defined.
The following identity was first proved by Marsden [36] and simplifies many
dealings with B-splines.

Theorem 2 (Local Marsden Identity) For j <m < j+ p and &, < &u+1, we
have

G=xP= > YipsMBipe®), x€lEm bnr1), yeR (1.17)

i=m—p

IfBi{,’Z%E is the polynomial which is equal to B; , ¢ (x) for x € [&n, Emy1) then

== Y YipsMB ), x,yeR (1.18)

i=m—p
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Proof Suppose x € [&y, En+1)- The equality (1.17) can be proved by induction. It
is clearly true for p = 0. Let us now assume it holds for degree p — 1. Then, by
means of the dual recurrence (1.11) and the B-spline recurrence relation we obtain

G- =G-00-0""=0-x Y Vi, 1By 150

i=m—p+1
m
x—5§& Eiyp—x
= > ( : _’g, Vips(y) + 5?*” G wil,p,;(w)B,»,pl,;(x)
i=m—p+1 NP i i+p i
m
x =& Sitpt1 — X
> ( CBipoig)+ T B,-H,pl,;(x))
= \&itp =i Sitp+1 —&it1
=m—p
X wi,p,E (y)
m
= Y Yips(Bipe).
i=m—p
Here we used that Sii;iiéi Bip—1e(x)=0fori =m—p,m+1. |

The local Marsden identity immediately leads to the following properties, where
we suppose &, < &n41 forsome j <m < j + p.

¢ Local Representation of Monomials. We have for p > k,

= k!
=y ((—ka,Dl’—kwi,,,,g(0>)3,~,,,,g(x), X € [Em bmrn).  (L19)

! p

Proof Fix x € [&,, &n+1). Differentiating p —k times with respect to y in (1.18)
results in

G=0F (1
b= 2 | PP e ) ) Bipe(o, yER (1.20)
! e p p!
fork=0,1,..., p. Setting y = 0 in (1.20) results in (1.19). |

* Local Partition of Unity. Taking k = 0 in (1.19) gives

1

D Bips) =1, x €& Ent) (1.21)

p
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* Local Linear Independence. The two sets {B; , ¢}/" » and {v; pelit, _ »
form both a basis for the polynomial space P, on any subset of [&, &ni1)

containing at least p + 1 distinct points.

Proof Let A be a subset of [§,, &,+1) containing at least p 4 1 distinct points.
From (1.20) we see that on A every polynomial of degree at most p can be written
as a linear combination of the p 41 polynomials Bi{’m% ,i=m—p,...,m.Since
the dimension of the space P, on A is p + 1, these polynomials must be linearly
independent and a basis. The result for {v; j, &} follows by symmetry. O

m
i=m—p

1.2.4 Smoothness, Differentiation and Integration

The derivative of a B-spline can be expressed by means of a simple difference
formula. In the following, we denote the right derivative by Dy and the left
derivative by D_.

Theorem 3 (Differentiation) We have

B, 1ex B; _1e(x
D+Bj,p,§(x)=l7< 5180 Bietpora )), p>1, (1.22)
S§ivp =& Ejtp+1 —&j+1
where fractions with zero denominator have value zero.
Proof If &, ,+1 = &; then both sides of (1.22) are zero, so we can assume

&j+p+1 > &;. We continue to use the extra knots (1.15). If x < & orx > &4 41
then both sides of (1.22) are zero. Otherwise x € [&;, &n+1) for some m with
Jj <m < j+ p and it is enough to prove (1.22) for such an interval. Differentiating
both sides of (1.17) with respect to x gives

—p =" = Y DBV, x € lEm bmr).  (1.23)

i=m—p

On the other hand, using the local Marsden identity (1.17) for degree p — 1 and the
difference formula for dual polynomials (1.12) results in

m
—pG =0 ==p D Yip 1B 1)
i=m—p+1

= m Vip(y) wi_l’p(y)>B.
" Z <§i+p —&  Eiyp—& i.p—1,&(x)

i Bi ,— Biil p—
Z p( 160 Biyip 1,5()6))%[)@).

i p Sivp— &  Eixp+1 — it
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When comparing this with (1.23) and using the linear independence of the dual
polynomials, it follows that (1.22) holds fori = m — p, ..., m. In particular, since
m—p <j<m,(1.22)holds fori = j. m]

Example 4 The differentiation formula (1.22) for p = 2 together with the
expression (1.2) immediately gives the piecewise form of the derivative of the
quadratic B-spline B; 7 ¢:

: fx €&, Es),
(€42 = £ (&)1 — &) relsi v
2(&j42 — x)
(€j+2 — 5/2)((5j+2 - S)j+1)
DyBjss(x) =1 — X —§j+1 i .
o s —EaDEaa — 4D’ [&j+1, §j+2)
2(&j43 — x) _
_ o e,
Ej43 — &+ Ejp3 — Ej32) if x € [§j42,§j+3)
0, otherwise.

This is in agreement with taking the derivative of the piecewise expression (1.3) of
Bj 2 ¢ given in Example 2.

Proposition 2 The r-th derivative of the B-spline Bj ¢ for 0 < r < p can be
bounded as follows. For any x € [&y, §n41) With j < m < j 4+ p we have

P
p! 1
|ID"Bj ,e(x)| <2" | | , (1.24)
(p o r)' k:p—r+1 Am’k

where

App= min  hig, hig:=&u—&, k=1,...,p. (1.25)

m—k+1<i<m

Proof This holds for r = 0 because of the nonnegativity of B; , ¢ and the partition
of unity property (1.21). By the differentiation formula (1.22) and the local support
property (1.6) we have

DrBj,p,g(x)

—D" "Byt po16(0)/ s, p, ifm=j+ p,
=p\D"'Bj ,_16(xX)/hj =D "Bt po1£(X)/hjr1,p, ifj<m<j+p,
D' 'Bj ,_15(x)/hjp, ifm = j.
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It follows that

|D"Bjpe()| <2p max  [D"'Bi 1 £(0)|/Amp,

m—p+1<i<m

and by induction on r we obtain (1.24). |
Note that the upper bound in (1.24) is well defined since A, x > &pt1 —&n > 0.
Theorem 4 (Smoothness) If& is a knot of B}, ¢ of multiplicity u < p + 1, then

Bj g € CP7H(E), (1.26)

i.e., its derivatives of order 0, 1, ..., p — u are continuous at §.

Proof Suppose & is a knot of Bj ,¢ of multiplicity u. We first consider the
smoothness property when . = p+ 1. For x € [§;, &4 p41) it follows immediately
from (1.4) and (1.5) that

(x —&,)F
Ejrpr1 — &P’

Ejrpr1 —x)P
Ejrpr1 —E)HP’

Bj pg(x) = §j <&jr1 =" =&j1p+1, (1.27)

Bjpg(x) = Ej = =Eisp <Ejpptl. (1.28)

These two B-splines are discontinuous with a jump of absolute size one at the
multiple knot showing the smoothness property for u = p + 1.

Let us now consider the case where B; , ¢ has an interior knot of multiplicity
equal to = p,ie,§; <§jp1 = =§&j1p < Ejpy1. Forx € [§, 4 p11) it
follows from (1.4) and (1.5) that

(x —&)P Ejrpr1 —x)?P

B; = Bjog(n)+
i) Ejap = EP 040) Ejrpt1 = &jr1)P

Bjipog(x).  (1.29)

The two nontrivial pieces have both value one at the center knot §;41 = &, and
Bj p.¢ is continuous on R. Moreover, the first derivative has a nonzero jump at the
center knot.

For the remaining cases we use induction on p to show that B; , ¢ € CP7H(§).
The case p = 1 follows from Example 1. Suppose for some p > 2 that B; , 1 ¢ €
CP~1=1(&) at aknot £ of multiplicity 1. For the multiplicity p case & = Ej=-=
Ejrp—1 < &j1p < &j4p+1 we use the recurrence relation

x—§

| Ejvpr1 — X
Ejrp —§j

Bjpe(x) = Bj,_16(x)+ Bjy1,p-1,8(x).

Ejvpr1 —&j11

The first term vanishes at x = & = &;. Since B ,_1.¢ has a knot of multiplicity
p — 1 at &, it follows from the induction hypothesis that it is continuous there.
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We conclude that B; , ¢ is continuous at &. The case where the right end knot of
B; , ¢ has multiplicity p is handled similarly. Finally, if u < p — 1 then both terms
in the differentiation formula (1.22) have a knot of multiplicity at most x at & and
by the induction hypothesis we obtain Dy B; , ¢ € C? ~1=1(&). Moreover, by the
recurrence relation and the induction hypothesis it follows that B; , ¢ is continuous
at &, and so we also conclude that B; , ¢ € CP7#(§) if u < p — 1. This completes
the proof. O

The B-spline B; , ¢ is supported on the interval [§;, ;1 »+1]. Hence, Theorem 4
implies that B , ¢ is continuous on R whenever &;4, > &; and & p41 > &j11.
Similarly, B; , ¢ is C"-continuous on R whenever &4, ,4; > &;1; foreachi =
0,....,r+1land -1 <r < p.

Theorem 5 (Integration) We have

Eepe Eprt — &)
Yip. :=./‘ Bj ,e(x)dx="""" 1 (1.30)
j.p:§ E; J.p:§ PR
Proof This time we define p + 1 extra knots at each end, and we assume
E=¢ p1==8 1< < ZEip <Ejipr2=--=&j2p12)
On this knot sequence we consider p+1 B-splines B; 41 ¢,i = j—p—1,...,j—1

of degree p + 1. From Theorem 4 we know that these B-splines are continuous on
R. Therefore, we getfori = j —p—1,...,j — 1,

Eitpt2
0=Bipr1,6Gi+p+2) — Bipr1£6i) = / Dy Bipy1(x)dx = E; — Ejyq,
&i

where by the local support and the differentiation formula (1.22),

p+1 §itpt o )
Ei:=€'+ +1—§'/g Bipg(x)dx, i=j—p—1,...,].
i+p i i
This means that £; = E; | = --- = E;_, 1. Moreover, since §;_,_1 = --- =

&j_1, we obtain from (1.28) that

p+1 /sf' & —x)P

E: ., 1=
T T gt Sy, 65— Ej—p)?

and the integration formula (1.30) follows. |



14 T. Lyche et al.
1.3 Splines

A spline function (in short, spline) is a linear combination of B-splines defined on
a given knot sequence with a fixed degree. In this section we analyze the space of
splines and discuss several of their properties.

1.3.1 The Spline Space S, ¢ and Some Spline Properties

Suppose for integers n > p > 0 that a knot sequence

E= ()M = <6< <Eipn), neN, peN,

is given. This knot sequence allows us to define a set of n B-splines of degree p,
namely

{Bi,pg,---» Buptl (1.31)
We consider the space
n
Sp,g = {s Epr1 il > Ris = ZCij,p,g, cj € R}. (1.32)
j=1

This is the space of splines spanned by the B-splines in (1.31) over the interval
[£p+1, €ng1], which is called the basic interval.

We now introduce some terminology to identify certain properties of knot
sequences which are crucial in the study of the space (1.32).

* A knot sequence £ is called (p + 1)-regularif §; < &; 4,y forj =1,...,n.
By the local support (1.6) such a knot sequence ensures that all the B-splines in
(1.31) are not identically zero.

* Aknotsequence § is called (p+1)-basicifitis (p+1)-regularwith &, 1 < &,42
and &, < &,4+1. As we will show later, the B-splines in (1.31) defined on a (p+1)-
basic knot sequence are linearly independent on the basic interval [§,41, &:41].

* A knot sequence £ is called (p + 1)-open on an interval [a, b] if it is (p + 1)-
regular and it has end knots of multiplicity p + 1, i.e.,

a:=§ ==& <bpp2 ==& <Ep1 = =&uqpr1 =1 b.
(1.33)

This sequence is often used in practice. In particular, it turns out to be natural
to construct open curves, clamped at two given points. Note that (p + 1)-open
implies (p + 1)-basic.

Some further preliminary remarks are in order here.



1 Foundations of Spline Theory 15

* We consider B-splines on a closed basic interval [§,41, §;41]. In order to avoid
the asymmetry at the right endpoint we define the B-splines to be left continuous
at the right endpoint, i.e., their value at &,y is obtained by taking the limit from
the left:

B psEnr) = lim Bj,e(x). j=1.....n. (1.34)
X—>&p41

x<€py1

Note that for a (p + 1)-open knot sequence the end condition (1.34) means that
B, p&(ntp+1) = 1 and (1.6) has to be modified for this B-spline.

* We define a multiplicity function pg : R — No given by pg (&) = p; if & € §
occurs exactly u; > 1 times in &, and ug(x) = 0if x ¢ &. If § and é are two
knot sequences we say that § C é if pg(x) < Mg (x) forall x € R.

* Without loss of generality, we can always assume that the end knots have
multiplicity p + 1. If this is not the case, then we can add extra knots at the
ends and assume the extra B-splines to have coefficients zero. This observation
simplifies many proofs.

Example 5 Figure 1.2 illustrates all the B-splines of degree p = 3 ona (p+1)-open
knot sequence, where the interior knots are simple.

From the properties of B-splines, we immediately conclude the following
properties of the spline representation in (1.32).

* Smoothness. If £ is a knot of multiplicity 4 then s € C"(§) forany s € S, ¢,
where r + = p. This follows from the smoothness property of the B-splines
(Theorem 4). The relation between smoothness, multiplicity and degree is as
follows:

“smoothness + multiplicity = degree”. (1.35)

Fig. 1.2 The B-spline basis of degree p = 3 on a (p + 1)-open knot sequence. The knot positions
are visualized by vertical dotted lines
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* Local Support. The local support (1.6) of the B-splines implies

n m
D iBipe)= Y ¢jBjpe(). x € [Em Em1). pH1<m<n,
j=1 j=m—p

(1.36)

and if &, < &, then

n m—1
D ¢jBjpsEn)= > ¢jBjyeE). pHl<m<n+1. (137
j=1 j=m—p

e Minimal Support. From the smoothness properties it can be proved that if the
support of s € S, ¢ is a proper subset of [£;, &4 1] for some j then s = 0.
Therefore, the B-splines have minimal support.

* Coefficient Recurrence. For x € [£,1,£,11], by the recurrence relation (1.1)
we have

n n
D cjBjpe(x) =Y &i(0)Bj 1), (1.38)
j=1 j=2
where
v X — éfj §j+p —X
ci(x) = ci+ ci_1, (1.39)
! Eap—& | Erp—&

and 5j(x)Bj,,,_115(x) =0if &4, =§;.

* Differentiation. For x € [§,,1,&,1], by the differentiation formula (1.22) we

have
n n
D, (chBj,p,g(x)) = chl)Bj,p,Lg(x), p>1, (1.40)
j=1 j=2
where
. Q—W4>
c;’':=p , (1.41)
/ (§j+p - éfj

and fractions with zero denominator have value zero.

¢ Linear Independence. If £ is (p + 1)-basic, then the B-splines in (1.31) are
linearly independent on the basic interval. Thus, the spline space S, ¢ is a vector
space of dimension n.
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Proof We must show thatif s(x) = Z?:l ¢cjBjpe(x) =0forx € [§pt1, &n+t1]
then c; = O forall j. Letus fix 1 < j < n. Since & is (p + 1)-regular, there
is an integer m; with j < m; < j + p such that Emj < 5m,-+1~ Moreover, the
assumptions §,41 < &p42 and &, < &,41 guarantee that [Smj,émjﬂ) can be
chosen in the basic interval. From the local support property (1.36) we know

mj

s@)= Y iBipg(x)=0, x €& Em;t1)-

i=mj—p

The local linear independence property (see Sect. 1.2.3) implies ¢y;—p = -+ =
Cmj = 0, and in particular c; = 0. m]

1.3.2  The Piecewise Polynomial Space S',(A)

We now prove that the spline space S, ¢ is nothing else than a space of piecewise
polynomials of degree p defined by a given sequence of break points and by some
prescribed smoothness. The set of knots & must be suitably selected according to
the break points and the smoothness conditions. Therefore, the B-splines are a basis
of such a space of piecewise polynomials.

Let A be a sequence of distinct real numbers,

Ai={no<n <--- <Ny}

The elements in A are called break points. Moreover, let r := (r1,...,7¢) be a
vector of integers such that —1 < r; < p fori = 1,...,£. The space S; (A)
of piecewise polynomials of degree p with smoothness r over the partition A is
defined by

S5,(A) == {s : [no,ne+1] = R : s € Pp([mi, nig1)), i =0,..., €1,

s € Pp([ne, ne+11), s€Ci(m), i=1,...,¢

(1.42)

Suppose that st} e P, is the polynomial equal to the restriction of a given

function s € S;,(A) to the interval [n;, ni+1), i = 0,..., €. Since s € C"i(n;),
we have
s sy = > aj—m),
Jj=ri+l

for some coefficients ¢; ;. It follows that S;, (A) is spanned by the set of functions

1 1
L, x? =) o a=—nf =) =m0t

(1.43)
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where the truncated power function (~)f’1r is defined by

xP, x>0,
(x)i = (1.44)
0, x <0,

and the value at zero is defined by taking the right limit.
It is easy to see that the functions in (1.43) are linearly independent. Indeed, let

P ¢t p
s(x) == ZCO,/' x! + Z Z ci,j(x —mi)y =0, x €l[no,nes1l.
j=0 i=1 j=ri+1
On [1o, 1) we have s(x) = 3-"_; co,j x/ and it follows that co,0 = - - - = co,p = 0.

Suppose for some 1 < k < ¢ phat ¢i,j = 0fori < k. Then, on [0, ni+1) we have
s() =20, 1y ckj(x — mk)! = 0 showing that all ¢, ; = 0.

This implies that the set of functions in (1.43) is a basis for SZ (A), the so-called
truncated power basis. As a consequence,

12
dim(S)(A) =p+1+ Y (p—r).

i=1

The next theorem shows that the set of B-splines in (1.31) defined over a specific
knot sequence & forms an alternative basis for S; (A). This was first proved by Curry
and Schoenberg in [16].

Theorem 6 (Characterization of Spline Space) The piecewise polynomial space
S;, (Q) is characterized in terms of B-splines by

S;(A) =S,¢,

where the knot sequence & .= {&; }lr.l:lp N ithn = dim(S;, (AQ)) is constructed such

that

&1 =& =m0, M1 = &1 <o < Epgpts

and

p—ri p—re

-~

S[J+2a---7§n :=771,---a77T,---a772a---a77£-

Proof From the piecewise polynomial and smoothness properties of B-splines
it follows that the B-spline space S, ¢ is a subspace of S;(A). Moreover, the
constructed knot sequence § is (p + 1)-basic, so dim(S,¢) = n by the linear
independence property of B-splines. This implies that S;, (A) =Spe. O
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Example 6 Consider A := {no < n1 < n2 < 13} and the space S5(A) with r =
(r1,r2) = (2, 1). It follows from Theorem 6 that S5(A) = S3 ¢, where

E={&) T =o=no=no=no<m<m=m<n=mnm=n=n.

This knot sequence is 4-open.

Finally, we give a characterization for the space spanned by the r-th derivatives
of B-splines for 0 <r < p,i.e.,

n
D.S,¢ = {s [EpitsEnp1] —> Ris =D (chBj,,,g), cj € R}.
=1

Theorem 7 (Characterization of Derivative Spline Space) Given a knot

sequence & := {&; };::pﬂ’ we have for 0 <r < p,

DiSpqE = Sp—héw

n+p+l-r
where §, = {&}, | .

Proof The result is obvious for r = 0. Let us now consider the case r = 1, for
which we note that

{Bi,p—1.6,> -+ Bu—1,p—1.6,} = {B2.p—1.6» - - -» Bu,p—1.¢}-

By the differentiation formula (1.40) it is clear that

n
C/ 1
Dy (Z Cij,p,as) Z(S ) Bjp-1& €Sp1g-
j=1 J+p

On the other hand, suppose s € S,_1¢,, represented as s = 27:2 diBjp 1.

Then, by using again the differentiation formula, we can write s = D+( Z'}Zl Cj

B; p.¢), where c| can be any real number and

Cj:Cj_1~|—€]+pp_§jdj, j=2,...,n.

For r > 1 we use the relation D', = D Dﬂr_l. O
By combining Theorems 6 and 7 it follows that for 0 < r < p,
ST(A) = DSy,

where r —r = (max(m —r,—1),...,max(rp —r, —1)) and the knot sequence &
is constructed as in Theorem 6.
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1.3.3 B-Spline Representation of Polynomials

Polynomials can be represented in terms of B-splines of at least the same degree.
We now derive an explicit expression for their B-spline coefficients by using the
dual polynomials and the (local) Marsden identity.

Theorem 8 (Marsden Identity) We have

(y—x)r= Z% pEWBjpe(x), x €&pt1,6n+1], yER, (1.45)
j=1

where Yrj p e (y) := (y —&j11) - - - (y — &j1p) is the polynomial of degree p that is
dualto Bj , ¢.

Proof This follows immediately from the local version (1.17). Indeed, if x €
[Ep+1,Enq1) then x € [€y,Ep11) for some p +1 < m < n, and by the local
support property (1.36) we get

G=0P= D YjpsMBjpe) = Vi pe()Bjpe).

j=m—p Jj=1

Taking into account the left continuity of B-splines at the endpoint &, 1, see (1.34),
we arrive at the Marsden identity (1.45). O

Differentiating p — k times with respect to y in (1.45) results in the following
formula.

Corollary 1 Fork =0,1,..., p we have

(y _x)k N . 1 p—k
=y oD Vi 0) |Bipe @), x €6 bl yER
j=1
(1.46)
Corollary 1 immediately leads to the following properties.
* Representation of Monomials. For k =0, 1, ..., p we have
x —Zs,pg Bjpe(x), x €[&pi1.Enpil, (1.47)
where
£ e == 1)" DP*"w,-,p,;(O). (1.48)

This follows from (1.46) with y = 0.
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» Partition of Unity. Taking k = 0 in (1.47) gives
n
D Bipe) =1, xel&pr1énl (1.49)
j=1

Since the B-splines are nonnegative it follows that they form a nonnegative
partition of unity on [£,1, §,11].

* Greville Points. Taking k = 1 in (1.47) gives for p > 1,

n
x=) &, eBipe), x€lEpr1burtl, (1.50)
j=1
where
Ejr1+ 45§
Epe =6 = » . (1.51)

The number S;‘ iy is called Greville point.> It is also known as knot average or
node.

Example 7 For p = 3 Eq. (1.47) gives

n
1= B3¢,
j=1

n

‘- Z Eir1+&i12+&13

3 Bj3.6(x),

j=1

n

2 Z Ejir1&j+2 +&j+16j43 + &2 43
B 3

X Bj35(x),

j=1

n
X = Z§j+1$j+2$j+3 Bj3.¢(x).

j=1

We finally present an expression for the B-spline coefficients of a general
polynomial.

3 An explicit expression of (1.51) was given by Greville in [24]. According to Schoenberg [43],
Greville reviewed the paper [43] introducing some elegant simplifications.
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Proposition 3 (Representation of Polynomials) Any polynomial g of degree p
can be represented as

n
g) =Y Ajpe(@Bjps(). x€lEpp1.Enril, (1.52)
j=1
where
p
1 p—r r p—r
Ajpe(g) = ) Z(—l) D" pe(rj) DP " g(zj), 77 € R (1.53)
T r=0

Proof The polynomial g can be represented in Taylor form (1.95) as

p _ . [)—r
g(x) = Z (x( T’)), DP"g(tj), 7tj€eR.
- P=n

The result follows when we apply (1.46) withk = p —r. O

Note that, if 7; is a root of v; of multiplicity u; then D"v;(r;) = 0, r =
0,1,..., u; — I and (1.53) becomes

1 2 —r r —r
Aipe®@= ) 2D D@ D g, TR (1S4)

. r=p,

Example 8 The polynomial g(x) = ax? + bx + c can be represented in terms of
quadratic B-splines:

n
ax>+bx+c= ch Bjog(x).
Jj=1

From (1.52)-(1.53) with ¥ 5 ¢ (y) := (y — &;+1)(y — &j+2), we obtain that

1

cj=4Aj258) =, [(tj = &) () — §j12)2a
— 2t —&j41 —&j42)Q2at; +b)
+ 20t} + bty + c)]

Eir1+&i12 te

=aéjt1j2+b )
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1.3.4 B-Spline Representation of Splines

In the previous section we have derived an explicit expression for the B-spline
coefficients of polynomials; see (1.52). The next theorem extends this result by
providing an explicit expression for the B-spline coefficients of any splinein S, ¢.

Theorem 9 (Representation of B-Spline Coefficients) Any element s in the space
Sp.¢ can be represented as*

n
s(x) = ZAj,p,E(s)Bj,p,E(x)a x € [Ept1, Ent1l, (1.55)
j=1
where
o, (CDPTTD Y e (1) DY s (), if T = &
1
A @ i= AT CDPT DY () DY), i8] < 1) < Erapn.
fzuj (=D)P™" D" pe(zj) DX s (1)), if 15 = &jgpt1,
(1.56)
and where 1 > 0 is the number of times t; appearsin &1, ..., &4 p.
Proof Suppose §j < 1; < &jyp41 and let I; := [§y;, &m;+1) be the interval

containing 7;. The restriction of s to /; is a polynomial and so by Proposition 3
we find

m;j 12 B .
s = Y (p, Y (=P D" pg(x)) DY, s(r,-))B,-,p,;oc), xel;.
i=mj—p T r=0

(1.57)

Note that since §; < t; < &j4,41 we have j < m; < j + p which implies
mj—p < j <mj. Bytakingi = jin (1.57) and using the local linear independence
of the B-splines, we obtain

1 < _ _
Ajpg(s) = o > (=P D () DL s (1)),
T r=0

Since D" pe(t;) = 0 forr < p; we obtain the top term in (1.56). In the middle
term we can replace Dfr_rs(rj) by DP™"s(t;) since s € CP7Hi(t;). The proof of
the last term is similar using D_ instead of D. O

4The value A j.p.£(s) is known as the de Boor-Fix functional [7] applied to s.
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Note that the operator A; , ¢ in (1.54) is identical to A; , ¢ in (1.56). However,
in the spline case we need the restriction t; € [£;, &1 p11].

Because the set of B-splines {Bj,,¢};_; is a basis for the space S, the
coefficients A; , ¢(s) are uniquely determined for any s € S, ;. Thus, the right-
hand side in (1.56) does not depend on the choice of 7;. This is an astonishing
property considering the complexity of the expression. For example, one could take
the Greville point éj." Dk defined in (1.51) as a valid choice for the point 7;. Itis easy
to verify that g}k,p,g € [, &+ p+1], and moreover, "37,19,5 € (&j,&j4pr1) if Bj p g is
a continuous function.

Example 9 We consider the quadratic spline

n

s() =) ¢;jBjag(x),

j=1

and we illustrate that some derivative terms in the expression (1.56) can be canceled
by specific choices of 7;. Assume for simplicity §; < &;11 < &j412 < &j43.

— If 7; is the Greville point E;‘ 26 = (§j+1+&j42)/2, then there is no first derivative
term. Indeed, we have

Ejy2 —&j41)?

o D?s(€f, )

cj=Aj25(s) =5 ) —
Moreover, since s € P, on [§;41,&42], we can replace D%(gjzg) by a
difference quotient

g \2
D2s(§}k,2,§) = (s(€j+2) — 25(572¢) +S($j+1))/<§/+2 ) §/+1) ’

to obtain

1 1
¢ = =€) + 2500 = ,5E42): (1.58)

— Ifrjisequalto &1 or §;7, then there is no second derivative term. Indeed, we
have

* —_
§jag T

5 / Ds(tj),  tj € {§j4+1.§j+2}

¢j=Aj20)=s(1j)+
A similar property holds for any p: if 7; is chosen as one of the interior
knots &;11, ..., &j+p, then there is no p-th derivative term in the expression of

Aj,p,E(s)'
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1.3.5 Knot Insertion

In this section we are addressing the problem of representing a given spline on
a refined knot sequence. In particular, we focus on the special case where only a
single knot is inserted. Since any refined knot sequence can be reached by repeatedly
inserting one knot at a time, it suffices to deal with this case.
Without loss of generality, we assume that the spline s = )

Jj=1
on a (p + 1)-basic knot sequence & := {§; }n+p+l We want to insert a knot & in

some subinterval [&,, §,41) of [Ep41, &n11), resulting in a new (p + 1)-basic knot
sequence & := {§; }"+p 2 defined by

¢jBj pg 1s given

&, ifl <i <m,
=& ifi=m+1, (1.59)
&1, ifm+2<i<n+4+p+2

The B-spline form of s on the new knot sequence can be computed with the aid of
the following procedure introduced by Béhm [3].

Theorem 10 (Knot Insertion) Let the (p+1)-basic knot sequence & := (£}~ "+p +2

be obtained from the (p + 1)-basic knot sequence § := {&;},_ "+p+ by inserting Just
one knot &, such that &, < & < &4 as in (1.59). Then,

n n+1
s() =D ¢iBjps(¥) =) &B;  5(x), x €lEp1,Eur1l, (1.60)
j=1 i=1
where
ci, ifi <m—p,
~ é _éi éfi+p _éf . .
G = ¢ + ci—1, ifm—p<i<m, (1.61
' Eivp—&  Eiyp—&i )
Ci—1, ifi > m.

Proof From Theorem 6 it follows that S, ¢ is a subspace of S ;, since we have
reduced the continuity requirement at &, 1f & = &, or introduced another segment
otherwise. Hence, the B-splines in S, ¢ belong to Sp g and we can write

n+1
Bjpg= Zai,j,pBi’p’g, j=1...,n,
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for some real numbers «;, ;,,. Suppose s € S, ¢ is given by (1.60). Then,

n+l , n

n
Y esBns = 2 Leises ) B
j=1 i=1 Nj=1
By linear independence of the B-splines in Sp g we obtain
&= aijpci, i=1....n+1L (1.62)

Note that each «; j,, is independent of the ¢’s.
Now, consider the function fy(x) := (y — x)” for fixed y € R. By the Marsden
identity (1.45) we have

n+1
0 —xF= ZCJ Bjpgx) = ch B, ,i(¥), x€lfpt1, 61l yeER,
j=1
where
i =Yjpe) ==&+ —Ep),
and

G=, i) =0 =&w) (= Eigp)-
Hence, for the function f (x), the identity (1.62) takes the form
n
Vi g =D i pVipe(, i=1...n+1 (1.63)
j=1
From the relation (1.59) between the knot sequences é and &, we deduce that

1//‘ip§ 1//,,,Ef0rz<m—p,and1/fps Yi—1,pe fori > m, and using
the dual recurrence relation (1.11) that form — p <i < m,

§—& itp—§
. o = —_ l _ = l —"— 17 .
Vi i) =0 = HVip-1£() P Vip.g P Vi-1,p.
Then, (1.61) follows from (1.62) and (1.63). |

When several knots have to be inserted simultaneously, alternative algorithms
can be used instead of repeating the single knot insertion procedure given in
Theorem 10. In Sect. 1.4.3 we provide such a simultaneous knot insertion algorithm
in case of uniform knot sequences. A more general (but also more complex) knot
insertion algorithm is known as the Oslo algorithm [11].
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¢ Convex Combination. From relation (1.61) we see that the coefficients ¢; are
a convex combination of the coefficients ¢;. In general, the coefficients obtained
after repeated knot insertion are a convex combination of the original coefficients.

» Evaluation. Repeated knot insertion gives rise to an evaluation process for spline
functions in B-spline form. Indeed, the evaluation of a spline s at the point x can
be achieved by the repeated insertion of x as a knot till it has multiplicity p.
Then, assuming that for some m,

Em <X =&mt1 =" =Entp < Emtp+1,

we can conclude from (1.29) and (1.49) that

1, ifj=m,
Bj pe(x) =
ipk 0, otherwise,

and

n

s(x) = ZCij,p,E(x) = i B, p g (x) = cm.
j=1

When comparing (1.61) with (1.39), we observe that single knot insertion is
nothing else than applying once the B-spline coefficient recurrence relation. This
evaluation procedure is a fast and numerically stable algorithm introduced by de
Boor [4].

1.3.6 Condition Number

A basis {B;} of a normed space is said to be stable with respect to a vector norm if
there are positive constants Ky and Ky such that

ZC/B/

J

K el < < Kylel, (1.64)

for all coefficient vectors ¢ := (c;). For simplicity we use the same symbol || - || for
the norm in the space and the vector norm. The number

k :=inf{K; Ky : Kpand Ky satisty (1.64)} (1.65)
is called the condition number of the basis {B;} with respectto || - ||.

Such condition numbers give an upper bound for how much an error in
coefficients can be magnified in function values and vice versa. Indeed, if
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f =2 ;¢jBj # 0and g := }_;d;B; then it follows immediately from (1.64)
that

Lle—dl _1lf —gll _ lce—dl
ko lel T T el

where ¢ := (c;) and d := (d;). Many other applications are given in [5] and it is
interesting to have estimates for the size of k.

We consider the L,-norm for functions and the g-norm for vectors with 1 < g <
00. We focus on a scaled version of the B-spline basis defined on [&1, &4 p+1],

-1
{Njpageljzi = {Vj,p,/gq Bjpelizt (1.66)

where y; p e = (§j+p+1 — &j)/(p + 1); see also (1.30). The knot sequence & is
assumed to be (p + 1)-basic in order to have linearly independent B-splines. This
also ensures that y; , ¢ > 0. The g-norm condition number of the basis in (1.66)
will be denoted by «p, 4 ¢, i.€.,

n
HZ/:I ¢j Njpgs| Lg([E1.Enspt1])
Kp,q’g ‘= Sup
¢£0 llclly

X Sup lelly (1.67)

20 [ X521 ¢j Nipa.s ||Lq(lsl,sn+pm>

The next theorem shows that the scaled B-spline basis above is stable in any L,-
norm independently of the knot sequence &. It also provides an upper bound for the
g-norm condition number which does not depend on &. To this end, we first state
the Holder inequality for sums:

n
D o lxjyil < lxllg 1yllg- (1.68)
j=1

where ¢, ¢’ are integers so that

In particular, ¢’ = ocoifg =landg’ =2if g = 2.

Theorem 11 For any p > 0 there exists a positive constant K, depending only on
p, such that for any vector ¢ .= (c1, ..., cp) and for any 1 < g < oo we have

n
K Mellg <[> ¢jNjpags < lelly- (1.70)
j=1

Lq([él;§n+p+1])
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Proof We first prove the upper inequality. By using the nonnegative partition of
unity property of B-splines, the upper bound for ¢ = o0 is straightforward. For
g = 1, we have

/$n+p+1
&

Finally, we consider 1 < g < oo. By applying the Holder inequality (1.68) and
again the nonnegative partition of unity property of B-splines, we obtain for x €

(51 &ntpr1ls

n

ZCJ Nj p.g.s(x)

j=1

Sj+p+l

n
de <) ey /S B ps(x)dx = e
j=1 :

j

n n
ch Njpge()| = Z |Cj V,T,i,/gq (Bj,p,é(x))l/q | |Bj,p,§(x)|171/q
j=1 j=1

n /g , 1 1-1/q
< (Z i1 e Bj,p,g<x)) (Z Bj,p,g<x))
j=1 j=1
n 1/q
< (Z lejl? 7//7,1,5 Bj,pyé(x)> :

j=1

Raising both sides of this inequality to the g-th power and integrating gives the
inequality

\/$n+p+l
31

Taking the g-th roots on both sides proves the upper inequality in (1.70).
We now focus on the lower inequality. We extend & to a (p + 1)-open knot
sequence & by possibly increasing the multiplicity of & and &, ;41 to p + 1.

n

ZCJ Nj.p.g.s(x)

j=1

q n Ejtp+i
dx <) lejly; ), /g Bj p(x)dx = [c]|§.
Jj=1 /

J

Clearly, the set of B-splines on & is a subset of the set of B-splines on é, and any
linear combination of the B-splines on & is a linear combination of the B-splines
on é where the extra B-splines have coefficients zero. Therefore, without loss of
generality, we can assume that the knot sequence is open with the basic interval
[1, &u4-p+1]. The lower bound then follows from Lemma 5; see Sect. 1.5.3.1. O

Finally, we define a condition number that is independent of the knot sequence,

Kpg = SIEJpr,q,E. (1.71)

Theorem 11 shows that

Kpg < Kp < o0.
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It is known that kp, 4 grows like 27 for all 1 < g < oo; see [34, 40] where it has
been proved that

1

ot 121’—1/2 <kpg <(p+ 12T 1<g<o0. (1.72)

1.4 Cardinal B-Splines

A particularly interesting case of B-spline functions is obtained when the knot
sequence is uniformly spaced. Without loss of generality, we can assume that the
knot sequence is given by the set of integers Z. It is natural to index the knots as
&j = J, j € Z.Due to the translation invariance property (1.9) we have

Bjyz(x)=Bopz(x—j), Jj€Z xeR. (1.73)

Therefore, all the B-splines on the knot sequence Z are integer translates of a single
function. This motivates the following definition.

Definition 3 The function M, := B[0, 1, ..., p + 1] is the cardinal B-spline of
degree p.

Example 10 Figure 1.3 illustrates the cardinal B-splines M), for p =1, ...,5.

1.4.1 Main Properties

Cardinal B-splines possess several interesting features. Of course, they inherit all
the properties of general B-splines, and in particular the following ones.

Fig. 1.3 The cardinal B-splines M, for p =1, ..., 5. The uniform knot positions are visualized
by vertical dotted lines
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* Local Support. From (1.6) it follows that the cardinal B-spline M, is locally
supported on the interval [0, p + 1].

* Nonnegativity, Piecewise Structure and Smoothness. From (1.7), (1.8) and
(1.26) it follows that the cardinal B-spline M, is a nonnegative, piecewise
polynomial of degree p belonging to the class C?~!(R).

» Differentiation and Integration. The formulas (1.22) and (1.30) simplify in the
case of cardinal B-splines to

DiMy@) =My 1(x) = Mp_i(x = 1), p=1, (1.74)

and
/ Mpy(x)dx = 1. (1.75)
R

* Recurrence Relation. From Definition 2 we obtain the following recurrence
relation for cardinal B-splines,

1, if 0,1),
Mo(x) = itx e 0. 1) (1.76)
0, otherwise,
X p+1—x
Mp) =" Mpr(o+ 77 T My =1, p 2. (1.77)

The uniformity of the knot sequence endows the cardinal B-splines with several
additional properties. A key feature is based on convolution.

* Convolution. The convolution of two functions f and g is defined by

(f*g)x) = /Rf(x —y)g(y)dy.

The cardinal B-spline M, can be characterized using convolution by

1
Mp(x) = (Mp—1 * Mo)(x) = /O Mp_1(x —y)dy, p=1, (1.78)

and

p+1
-

Mp(x) = (Mo % -+ % Mo) (x). (1.79)
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Proof From (1.74) we deduce

MAm=AM@4w—%H@—m®
x x—1
=/0 Mp,l(y)dy—/l My_1(») dy

x 1
=/ 1Mp_l(y)dy=/0 Mp_1(x —y)dy.
.

Applying recursively (1.78) immediately gives (1.79). O
* Fourier Transform. The Fourier transform of a function f € L,(R) is defined

by

76) = / fye P dx,

R

where i := +/—1 denotes the imaginary unit. The Fourier transform of the
cardinal B-spline M, is given by

- 1— efiG p+1

M,,(O):( 0 ) : (1.80)

i

Proof From (1.76), a direct computation gives
- 1— e—ie

My(0) =
0(0) »

An interesting property of the Fourier transform of a convolution is

(F*8)0) = FO)20). Vf.geLyR); (1.81)
see, e.g., [39]. Hence, by combining (1.81) with (1.79) we deduce that @(9) =
(M\O(O))pﬂ, which implies (1.80). |

* Symmetry. The cardinal B-spline M, is symmetric with respect to the midpoint
of its support, namely (p + 1)/2. More generally,

1 1
DrMp<p'2" +x>=(—1)rDrMp(P+ _x>, r=0,....,p—1,

2
(1.82)

and

+1 +1
DfMp<p2 +x>:(—1)PDiM,,<p2 —x). (1.83)
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Proof It suffices to prove that M,(p + 1 — x) = Mp(x). The general result
then follows from repeated differentiations. We proceed by induction. It is easy
to check that it is true for p = 0. Assuming the symmetry property holds for
degree p — 1 and using (1.78), we get

1 1
M,;(P—I—l—x)z/ M,,_l(p—l—l—x—t)dtzf M, 1(x —141t)ds
0 0

0 1
= —/ Mp_1(x —t)dt = / My 1(x —t)ydt = Mpy(x). O
1 0
We now focus on the set of integer translates of the cardinal B-spline M, i.e.,

[M,(-— j), j e}, (1.84)

They have the following properties.

e Linear Independence. From (1.73) it follows that the integer translates
My(- — j), j € Z, are (locally) linearly independent on R. They span the
space of piecewise polynomials of degree p and smoothness p — 1 with integer
break points; see (1.42).

» Partition of Unity. From (1.49) and (1.73) we get

ZM,,(x—j): 1, xekR.
JEZL

Due to the local support of cardinal B-splines, the above series reduces to a finite
sum for any x. More precisely, referring to (1.21), we have

m
Z My(x —j)=1, xe[mm+1).
j=m—

p
¢ Greyville Points. From (1.50)—(1.51) and (1.73) we have
x = Z;;pMp(x -7, xeR,
JEZ
with

e _ ANttt _pl

* . . 1.85
Sip » , T (1.85)
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1.4.2 Inner Products

Inner products of cardinal B-splines and their translates can be interpreted as
evaluations of higher-degree cardinal B-splines; similar results also hold for their
derivatives.’

Theorem 12 (Inner Product) Given pi, p» > 0, we have

fR My, (9)Mpy (3 + ) dy = Mp, iy 1(p1 + 1+ %) = My pyi1(p2 + 1 = ).

Proof From the symmetry property (1.82)—(1.83) and the convolution relation
(1.78) of cardinal B-splines, we get

/RMpl(y)Mpz(y +X)dy=/RMpl(y)Mp2(p2+l—y—X)dy

= (Mpl *M,,z)(pz—l— 1—x)

pi+1 pa+l
-

S~

= (7\40*-~-*M-(;*7\40*-~-*M-(;)(p2—|—1—x)
=Mp +py+1(p2+1—x).
Finally, again by symmetry of cardinal B-splines, we have
Mp4p+1(p1+1+x) = Mp 4 py+1(p2 + 1 —x),
which completes the proof. O

Theorem 13 (Inner Product of Derivatives) Given p; >r1 > 0and p» > r, >
0, we have

/R DMy, (y) DMy, (y + x)dy = (=1)"" D" My, 1y 11 (p1 + 1 4 1)
= (=D D" My 4 pr1(p2 +1 = ).

Proof Because of the (anti-)symmetry of higher order derivatives of cardinal B-
splines given in (1.82), we have

(=D DMy s (P14 1+ x)
= (D" (=) DM, i (pr+ p2+2 = (pr+ 1+ X))
=(=D"2D""Mp 1 pyr1(p2+1—x).

5The inner product formula for cardinal B-splines traces back to [44]. The formula for derivatives
of cardinal B-splines can be found in [21] and a generalization for multivariate box splines in [48].
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So, we only have to show one of both equalities in the theorem. This can be proved
by induction on the order of derivatives. The base case (r; = r, = 0) simply follows
from Theorem 12. We consider two inductive steps: in the first inductive step we
increase the order of derivative of M), by one, i.e., 71 — r1 + 1, and in the second
inductive step we increase the order of derivative of M, by one,i.e.,72 — r2+1.

1. (r1 = r1 + 1). Using (1.74) and the induction hypothesis, we have
/RDQ“M,,l (y) D2 M, (y 4 x) dy
_ /R(Dfr'Mplq(y) — D} Mp—1(y = D) DM, (v + x) dy
= fRDi‘Mplq(y)DfMpz(y"‘x)dy

- fRDQ Mp,—1(y — DD M, (y + x) dy

= (=D (D" My, 4, (P14 X) = DM, (1 4 1))

— (_1)r1+1 Drl+r2+1Mp1+p2+l(pl + 1 +X)

2. (ro — r2 4+ 1). This inductive step can be proved in a completely analogous way
as the first inductive step. O

Due to the relevance of the set (1.84), the results in Theorems 12 and 13 are of
particular interest when we consider integer shifts, i.e., x € Z. In this case, the above
inner products reduce to evaluations of cardinal B-splines and their derivatives at
either integer or half-integer points. Moreover, there is a relation with the Greville
points (1.85). Indeed, if p; = p» = p and x =i in Theorem 12, then

/RM[J(X)Mp(x +i)dx = M2p+1(p +1+i)= M2p+1(§:2p+1)-

A similar relation holds for the inner products of derivatives in Theorem 13. Thanks
to the recurrence relation for derivatives (1.74), the inner products of derivatives
of cardinal B-splines and its integer translates reduce to evaluations of cardinal B-
splines at either integer or half-integer points.

1.4.3 Uniform Knot Insertion

In Sect.1.3.5 we have seen how to insert a (single) knot into an existing knot
sequence without changing the shape of a given spline function defined on that
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knot sequence. For uniform knot sequences, we can provide a simple alternative
algorithm for inserting simultaneously a knot in each knot interval.

Let us consider the B-splines of degree p over the uniform knot sequence given
by Z/2. In this case, it is natural to index the knots as

k, if i = 2k, .
& = n i €.
k+1/2, ifi =2k+1,

From the definition we have B; ,, 7/2(x) = M,(2x — i) fori € Z. Since S, 7 C
S,,z/2, the cardinal B-spline M), is a refinable function, i.e., it can be written as a
linear combination of translated and dilated versions of itself:

p+1

Mp(x) =Y aip Mp(2x —i). (1.86)
i=0

We are now looking for a relation between the coefficients of a given spline
function corresponding to knots in Z and the coefficients of the same function
corresponding to knots in Z/2. The following simultaneous knot insertion procedure
was introduced by Lane and Riesenfeld [32].

Theorem 14 (Uniform Knot Insertion) Consider the uniform knot sequences 7
and 7./2. Then,

s@) =Y i My(x = j) =Y & M,Q2x —i), (1.87)

JEZ i€Z
with ¢; = 5}19] defined recursively by

~[p—1] | ~[p—1]
C; +c;
art.= ) = (1.88)

starting from

R
gor._ i ¥i=2j, (1.89)
cjo ifi=2j+1.

Proof For p = 0 we can directly check that

Mo(x) = Mo(2x) + Mo(2x — 1),
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leading to (1.87) with (1.89). We proceed by induction on p. Assume the relation
(1.87) with (1.88) holds for cardinal B-splines of degree p — 1. Then, by using the
convolution property (1.78) we get

1
chMp(x—j)z/o ZCjMpfl(-x_y_j)dy

JEZ JEZ
! 1
Z/ Za}l’* M, 12x —2y —i)dy
0 i€Z
| 172
=Y & ]</ M, 1(2x — 2y —i)dy
i€Z 0

1
+/ M,,_1<2x—2y—i>dy)
1/2

5[17—1]
:Z 12 (Mp2x — i)+ M,Q2x —i — 1))
i€Z
ap=11 4 alp=1l
=3 ) oM, x i),

i€Z
which concludes the proof. O

The knot insertion procedure in Theorem 14 can be geometrically described
as follows. First, every coefficient is doubled. Second, a sequence of p sets of
coefficients is constructed by taking averages of the previous set of coefficients.

The coefficients {«;, ,} in (1.86) can be directly computed from Theorem 14, and
we obtain the explicit expression

1 (p+1 ,
Oli,p=2p(pi ) i=0,....,p+ 1L (1.90)

They are called the subdivision mask of the (uniform) B-spline refinement scheme
of degree p.

1.5 Spline Approximation

In this section we discuss how well a sufficiently smooth function can be approx-
imated in the spline space spanned by a given set of B-splines. Exploiting the
properties of the B-spline basis presented in the previous sections, we explicitly
construct a spline which achieves optimal approximation accuracy for the function
and its derivatives, and we determine the corresponding error estimates. The
construction method we are going to present is local and linear.
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1.5.1 Preliminaries

Let I be a finite interval of the real line. A function f : I — R is a piecewise
continuous function on / if it is bounded and continuous except at a finite number
of points, where the value is obtained by taking the limit either from the left or the
right. We denote the space of these functions by C~!(I).

Forr € Nypand 1 < g < oo the one-dimensional Sobolev spaces are defined by

W§(1):={f:1—>R:D/feLq(l),j=0,...,r}. (1.91)

They are normed spaces with norm
,
1 Wy = D 1D FIIZ, 1y (1.92)
Jj=0
called Sobolev norm. It can be shown that forr € Nand 1 < g < oo,
C'(I) cWi()C W,;(I) cwid) c crlu). (1.93)

The Holder inequality for integrals is given by

b
f lf)g)ldx < I fllz,nllgliz, - (1.94)

where I := [a, b] and ¢, ¢’ are integers satisfying (1.69).
The Taylor polynomial of degree p at the point a to a function f € Wf’ i ([a, b))
is defined by

P —a) .
Topf )= 3 j,“) Dl f(@), (1.95)

j=0

and its approximation error can be expressed in integral form for x € [a, b] as

1 b
0 =Tt = [ = ntpr o, (196)

Every polynomial g € P, can be written in Taylor form as ¢ = .7 ,g.

Theorem 15 (Taylor Interpolation Error) Ler f € W,f H([a, b)withl < g <
oo, and let T p f be the Taylor polynomial of degree p to f at the point a. Then,
forany x € [a,bland 0 <r < p,

b — a)p+l—r—l/q

D" = Zap @I 7T T

IDPH £l qa.b)- (1.97)
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and

b — a)erlfr

(p—r)! IDP £l (fa.b- (1.98)

ID"(f = Ta,p Ly a.pn <

Proof By differentiating the integral form of the Taylor approximation error (1.96)
and using the Holder inequality (1.94), we obtain

1t .,
D= Tl = L[t o e

1 b ( v 1/q' .
< - d DPt
= (p-r! [/a (x=yy )’} l Sy qa.by)

(b —a)P~—r+1/d

+1
= (=P p = gt + v 127 haten

Since 1/q + 1/¢’ = 1 and (p — r)q’ > 0, we obtain (1.97). Finally, taking the
L 4-norm shows (1.98). |

For the sake of simplicity one can use the following weaker, but simpler upper
bound,

ID"(f = Zap Hllz, sy < b= )P IDP flIL, (1a.6)- (1.99)

1.5.2 Spline Quasi-Interpolation

In general, a spline approximating a function f can be written in terms of B-splines
as

2f(x) =Y Aj(f)Bjpe(x) (1.100)

j=1

for suitable coefficients A ; (f). The spline in (1.100) will be referred to as a quasi-
interpolant to f whenever it provides a “reasonable” approximation to f.

Both interpolation and least squares are examples of quasi-interpolation methods.
They are global methods since we have to solve an zn by n system of linear equations
to find their coefficients A ; (). It follows that the value of the spline (1.100) at a
point depends on all the data.

In this section we focus on local linear methods, i.e., methods where each
is a linear functional only depending on the values of f in the support of B; , ¢.
In principle, it suffices to be “near” the support of B; , ¢, but we want to keep the
presentation as simple as possible. In order to deal with point evaluator functionals
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we assume here that f € C’l([a, b)), where [a, b] is a bounded interval. We
consider a spline space S, ¢, where the knot sequence & is (p + 1)-basic and the
basic interval [§,+1, §:+1] is equal to [a, b].

With the aim of constructing a spline quasi-interpolant with optimal accuracy, we
need to introduce some basic approximation properties of quasi-interpolants of the
form (1.100). Since we are interested in local methods, we start with the following
definition.

Definition 4 We say that a linear functional A : C~!([a, b]) — R is supported on
a nonempty set . C [a, b]if A(f) = 0 for any f € C~'([a, b]) which vanishes
on.”.

Note that the set . in this definition is not uniquely defined and is not necessary
minimal.

To construct our quasi-interpolant, we first require linear functionals that are
supported on intervals consisting of a few knot intervals. This will ensure that
2 f only depends locally on f. To ensure a good approximation power, we also
require polynomial reproduction up to a given degree. Finally, to bound the error,
a boundedness assumption on the linear functionals is needed. This leads to the
following definitions.

Definition 5 The quasi-interpolant 2 given by (1.100) is called a local quasi-
interpolant if

(i) each A; is supported on the interval /;, where

1j =&}, §j+p+11Nla, b], (1.101)

such that /; has nonempty interior;
(i) the A; are chosen so that (1.100) reproduces I, i.e.,

g(x) = g(x) forall x € [a,b]and all g € P, (1.102)

for some [ with 0 <[ < p.

Definition 6 A local quasi-interpolant 2 is called bounded in an L,-norm, 1 <
q < oo, if there is a constant C ¢ such that for each A; we have

-1 —
(N < Coh Y4 f iy forall £ e (T, (1.103)

where

h; = max — &. 1.104
ppk m‘dX(/lP+1)§k§min(j+p,n)€k+1 S ( )

Note that /1 , ¢ is the largest length of a knot interval in the intersection of the
basic interval with the support of B; , ¢. The requirement (1.101) ensures that the
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spline in (1.100) provides a local approximation to f. The polynomial reproduction
as stated in (1.102) coupled with the boundedness of the linear functionals are the
main ingredients to prove the approximation power of any bounded local quasi-
interpolant.

We now give both a local and a global version of the approximation power of
bounded local quasi-interpolants. To turn a local bound into a global bound we first
state the following lemma.

Lemma 1 Suppose that f € Ly([§py1,8n+1]) for some q, 1 < g < oo, and that
Mmjy, ..., M, are integers with m;; < --- < mj,, py1 < éml.l and 5mi2+k < &41
for some positive integer k and integers i1 < ip. Then,

2 1/q
1
<Z ”f'l‘ll‘q([gmj’gmﬁrk])) =k /q”f||Lq(|$p+lv$n+1])‘ (1.105)

J=i

Proof Under the stated assumptions, each knot interval in [§,1, §,41] is counted
at most k times and moreover all the local intervals [&,, D Em j+k] are contained in
[6p+1, Eng1]. The definition of the L,-norm gives immediately (1.105). O

Theorem 16 (Quasi-Interpolation Error) Let 2 be a bounded local quasi-
interpolant in an Ly-norm, 1 < q < oo, as in Definitions 5 and 6. Let I, p be
integers with 0 < I < p. Suppose &, < &n+1 for some p +1 < m < n, and let
[ e Wi (Jy,) with

I = [%'m—pa §m+p+1] N [a, b].
Then,

(2]7 + 1)l+1

If = 2F L, (embmin = T

(1 + CR D™ flly s, (1.106)

where h,, ¢ is the largest length of a knot interval in Jy. Moreover, if f €
W) ([a, b]) then

(2]7 4 1)l+1+1/q

1f =2 f Ly ta.b)) < I

A+Ch D™ fllLyapy,  (1.107)
where

hg == max il —&;.
§ p+15j5n$/+ i

Proof Note that f is continuous since [ > 0. Suppose x € [§,,, &n+1)- By the local
partition of unity (1.21) and by (1.103) we have

9 —1/q
< m i < m . ).
|2f )] < o max_ 12 (Nl =Ca o hj el f Ly
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Since &1 — & < Miny—p<j<m hj p g and Jy = Uy p<j<ml; we find

12 fLy(Ememiid < C2l Ly (- (1.108)

From (1.102) we know that 2 reproduces any polynomial g € [P;, and so the triangle
inequality gives

1 = 2f g (amsned = I = 8llLggmsnen + 120 — O lLy @Em i)

Since [&,, &m+1] C Jin and by (1.108) for any g € PP;, we have

If =2 L,tmend < A+ CDNf —8llLy (- (1.109)

Let a,, := max(§,—p,a), and choose g := 7,1 f, where 7, ; f is the Taylor
polynomial of degree / defined in (1.95) with a = a,,. Then, by (1.98) with r = 0
we have

(2[7 + 1)l+1
!

/ Hy D F Ly - (1.110)

If = gllL,m =<

Combining the inequalities (1.109) and (1.110) gives the local bound.
Since each J,, is contained in the basic interval [a, b] the global bound follows
immediately from the local one and Lemma 1. O

Example 11 Let & be a (p + 1)-open knot sequence for p > 1, and consider the
operator

Vps )= &, )Bjpe(x), (1.111)

j=1

where é}‘ bk is the j-th Greville point of degree p; see (1.51). This operator is known
as the Schoenberg operator, and was introduced in [43, Section 10]. It is a bounded
local quasi-interpolant in the Loo-norm with / = 1 and C9 = 1. Note that 571, £

belongs to [§;41, §j4p]. Therefore, Theorem 16 implies for any f € Wgo([a, b)),

1f = Y flLactaby <22p + D2REID? fllLas(ta)- (1.112)

The next proposition can be used to find the degree / of polynomials reproduced
by a linear quasi-interpolant.

Proposition 4 Let

{pj0,...eju}, j=1....n, 0<l=<p (1.113)
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be n sets of basis functions for P;, and let

n

0ii =Y CjikBips (1.114)
k=1

be their B-spline representations. The linear quasi-interpolant (1.100) reproduces
IP; provided the corresponding linear functionals satisfy

Ajlpji) =cjij, Jj=1,...,n, i=0,...,1. (1.115)

Proof On the basic interval, any g € [P; can be written both in terms of the ¢’s and
the B-splines, say

n
8= bjigji=) biBipg j=1.....n (1.116)

By (1.114)and (1.116)for j = 1,...,n

I n

8= ij,i(ZCj,i,kBk,p,E) Z(Zb/,c/,k>8k,,5 = Zkaka

i=0 k=1 k=1

By linear independence of the B-splines and choosing j = k we obtain

l
= brickik. (1.117)

Similarly, for 2g using (1.116) with j =k,

g = Z)»k(g)kag = ZM(Zlﬁkﬂpk;)kag

k=1 =0

From the linearity of A; and (1.115), (1.117) and finally (1.116) again we obtain

Qg—zzbkz)»k(fﬂkz)kag —ZZbk,ck,kkas _Zkakps =g

k=1 i=0 k=1i=0
O

The next proposition gives a sufficient condition for a quasi-interpolant to
reproduce the whole spline space, i.e., to be a projector onto S, .

Proposition 5 The linear quasi-interpolant (1.100) reproduces the whole spline
space, i.e.,

Ds(x) =s(), s€Spg. x € [Epst.usil, (1.118)
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if 2 reproduces P, and each linear functional A ; is supported on one knot interval®

6, & 1] C 18 8jp1 ], with Em; < Emj1. (1.119)

Proof Let j with 1 < j < n be fixed. By the linearity it suffices to prove that
Ai(Bipe)=26ij, i=1,...,n,

where §; ; stands for the classical Kronecker delta. On the interval (&} o &, ; 411 the
local support property implies that A;(B; , ¢) = 0fori ¢ {m; — p, e m‘j}. This
follows because we use the left limit at &, 11 if necessary. Since B; , ¢ € P, on
this interval, we have

mj

Bipe() =2Bip) ()= Y M(Bipe)Bipe(). x € m; Emr1).
k=m;—p

and by local linear independence of the B-splines we obtain Ax(B; p¢) = 6;x for
k =mj; — p,...,mj. In particular, it holds for k = j since the condition (1.119)
implies thatm; — p < j <m;. m]

Example 12 Let p = 2, and let & be a 3-open knot sequence with at most double
knots in the interior. We consider the operator

n

Qs f(x) =Y (arofEjr) + a1 fE ) +a22f (Ej42)) B (),

j=1

where 5;"2’5 = (§j4+1 + &j42)/2 is the j-th Greville point of degree 2. It can be
checked (see also Example 9) that if we choose az 0 = a2 = —1/2andaz| = 2
then 2; ¢ reproduces [P, i.e., | = 2. Proposition 5 says that it is even a projector on
the spline space S, ¢. Moreover,

1 1
—zf(§j+1) +2fG5 o) — 2f(€j+2) < 3 Lo (it £ 3D

It follows that 25 ¢ is a bounded local quasi-interpolant in the Loo-norm with [ = 2
and C g = 3. In this case, Theorem 16 implies for any f € Wgo([a, b)),

53
If = 226 liotiarn <45, BEID flliqa b,

showing that the error is O (hg).

%This notation means that if A j(f) uses the value of f or one of its derivatives at Em; (o1 &mjt1)
then this value is obtained by taking the one sided limit from the right (or the left).
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1.5.3 Approximation Power of Splines

In this section we want to understand how well a function can be approximated by
a spline. In order words, we want to investigate the distance between a general
function f and the piecewise polynomial space S; (A) defined in (1.42). From
Theorem 6 we know that S; (A) = S ¢ for a suitable choice of the knot sequence

& =1{§ }7:1” 1 n particular, & can be chosen to be (p+ 1)-open. Therefore, without
loss of generality, we consider the distance between a general function f and the
spline space S ¢ of degree p over the (p + 1)-open knot sequence §. For a given
f e Ly([&ps1, Enq1]) with 1 < g < oo, we define

disty (f.Sp.g) = inf |1f = sllLy(igpar gri)- (1.120)
SEOp.&

We are also interested in estimates for the distance between derivatives of f and
derivative spline spaces. To this end, in this section we use the simplified notation
D"s := D' s for the derivatives of a spline s € S, ¢ with the usual convention
of left continuity at the right endpoint of the basic interval. Note that with such a
notation we ensure that D" s (x) exists for all x. In the same spirit, we use the notation
DSy ¢ := D! S, ¢ for the r-th derivative spline space. We recall from Sect. 1.3.2
that this derivative space is a piecewise polynomial space of degree p — r with a
certain smoothness, i.e.,

ShTh(A) = D'Spg.

where the partition A consists of the distinct break points in the knot sequence & and
the smoothness r is related to the multiplicity of the knots, according to the rule in
(1.35). This leads to the following more general definition of distance. For a given
fe W;([Epﬂ, Err1]) withl < g <ococand 0 <r < p, we define

distg(D" . D'Spg) 1= inf [ID"(f = )llLyps1.6001)- (L.121)
SEOp.§

We will derive the following upper bound for dist, (D" f, D"S, ¢).

Theorem 17 (Distance to a Function) For any 0 < r <[ < pand f €
Wé+1([§p+1, Er1]) with 1 < g < oo we have

distg(D" £, D"Sp¢) < K (he) ™ IID"™ L, (6pi1.60i1)-

where hg := maxpi1<j<n(&j+1 — &) and K is a constant depending only on p.

The distance result will be shown by explicitly constructing a suitable spline
quasi-interpolant which achieves this order of approximation; see Theorem 18. For
sufficiently smooth f, the upper bound behaves like (hg)”“”.
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1.5.3.1 A Spline Quasi-Interpolant

Given an integer p > 0 and a (p + 1)-open knot sequence &, we define a specific
spline approximant of degree p over § to a given function f. Let [§m; ,, &m; ,+1] be
a knot interval of largest lengthin [§;, &4 py1] forany j =1,...,nand h; ;¢ :=
€m; ,+1 — &m; , > 0. The spline approximant to f is constructed as

n
2ps f(x) =Y L pe(f)B) pe(x), (1.122)
j=1
where
1 Sm iptl 4 X — g . i
Lipehri=, [ (Zcm( L ) )f(x)dx, (1.123)
j.p.§ &Uw i=0 j.p.§
and the coefficients a;;, i =0, ..., p are such that
y— £\
z,-,,,,;(( é’”"") ) =cjij, i=0,...,p, (1.124)
hjpk
where

x_émj,p i Jot .
< hp )z Y CikBips @) x € ln,, Em ). P=00p.

k=mj ,—p

(1.125)

In the next lemmas we collect some properties for the spline approximation
(1.122).

Lemma 2 The above spline approximation is well defined and reproduces polyno-
mials, i.e., for any polynomial g € ), we have

Ppsg(x) =g(x), x € [Epy1, Ensrl. (1.126)

Moreover, it is a projector onto the spline space Sy g, i.e., for any spline s € Sy ¢
we have

Dpes(x) =s(x),  x € [Epr1.Enr1], (1.127)

and, in particular,

s(x) = ij,p,s(S)Bj,p,g(X), x € [Epr1, Enpl- (1.128)
j=1
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- Sm

. r
Proof By applying .Z; , ¢ to the polynomials (xh “’) ,r = 0,...,p, the

j-p§
coefficients a;; are given by the solution of the linear system

Hpiiaj =c¢j, (1.129)

wherea; := (ajo,...,a; ) ,¢j = (cj0,js---Cjpj)  and Hyppisa (p+1) x
(p 4+ 1) matrix with elements

1 fmj,lﬁrl X — ‘i:m r+i 1
(Hp+1)it+1,r+1 := / ( “’) dx = ,
hjpg Jen, hjp.g i+r+1

fori,r =0, ..., p. This is the well-known Hilbert matrix which is nonsingular and
it follows that the spline approximation (1.122) is well defined. From Proposition 4
we deduce that (1.126) holds.

Since we only integrate over one subinterval when we define . , ¢, we conclude
that it reproduces not only polynomials but also splines, and (1.127) follows from
Proposition 5. O

Lemma 3 For p > 0and 1 < g < oo we have for any f € Ly([§m; , 6m; ,+1]),

—1 .
L s OV Ch SN Ly en, s el = Loom, (1.130)

where C is a constant depending only on p.

Proof By (1.20), (1.10) and (1.13) we have

. g\
< <§j+p+1 gj)
hj.pg

Here we used that [Emm , émj‘p+1] is aknotinterval of largest lengthin [§;, &4 p41].

lcji il = i D" Gy ,)
il = i
p! hj,p,E

(p+Di, i=0,...,p.

IA

Since 0 < xfm;” < lforx € [&m;,.&m; ,+1], we get from (1.123),
J:ps
-1
1. p. (DI < (P + DA, ellajllos 1 ILidEn, 0, D
< (p+ DRy, IH, L lsollejllooll i, 6, 1D

o —1 1
This gives |2} p.& (/)] < Chy NS L1, , 5, 410> Where C = 1H [ lloo(p +

1)7*1 only depends on p. By the Holder inequality (1.94) we arrive at (1.130). O
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We now give a bound for the derivative of "@Pf f. To this end, we recall from
(1.25) that

Api:i= min hig, hip=&u &, k=1,...,p

m—k+1<i<m

and that A, x > O forall k if §,, < &,41.

Lemma 4 Suppose &, < &u41 for some p +1 < m < n, and let f €
Ly((Em—p, Emtp+1]) with 1 < g < 00. Then, we have for 0 < r < p,

p

1
IID’(e@p,sﬁIquusm,smHnSC( [1 A k)||f||Lq<[gmp,gm+,,m>, (1.131)

k=p—r+1 — "

where Ap, i is defined in (1.25) and C is a constant depending only on p.

Proof From the quasi-interpolant definition (1.122), the local support property
(1.36) and Lemma 3, we have for x € [&,, En+1),

Y Zips(HID B pe)

j=m—p

ID"(2pe H(X)] =

m

< max |[D"Bj¢(x)] Z |-Z).p.& ()]

m—p=<j<m

j=m—p

<(p+1) max |D"Bj,¢x)|
m

m—p<j=<

h—l/q

xmax kel P, (e fngpai -

m—p=<j<m

Note that [&y, &na1] C [£j,&j1pr1l for j = m — p,...,m. Since hj , ¢ is the
length of the largest knot interval in [§, &4 p11], we have &1 — &n < hj pe
for j = m — p,...,m. Replacing |D"B; , ¢(x)| by the upper bound given in
Proposition 2 and taking the L,-norm results in (1.131). O

The next lemma will complete the proof of Theorem 11 related to the condition
number. Note that [£,11, &,41] = [£1, &u4 p+1] because the knot sequence & is open.

Lemma 5 For any p > 0, there exists a positive constant K ,, depending only on p,
such that for any vector ¢ := (cy, ..., cp) and for any 1 < g < 0o we have

n

ZC/' Nj.p.a.t

j=1

lelly = Kp

, (1.132)

a1 801D

L

-1
where Nj p g8 '= Vj,p,/quj,p,E and yj pg = Ejtp+1 =)/ (p + 1.
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Proof Lets :=}_, V;;,/gCJ'BJ"P"E' Observe that (1.128) and (1.130) imply

1/‘1 |

—1
Vipeeil =121 p s @) < Ch7 sl e, 6,

Js p+l

Since y; p.e/hj p.e < 1 we obtain
lejl = Clisliz, agn; , 6m; 00 = ClsliLgag g5 p00

Raising both sides to the g-th power and summing over j gives

" ki
D lejlt < ¢ Z/g_ s@)I7dx < (P + DCIUSIT 6,1 60011
j=1 j=175]

When taking the g-th roots on both sides, we arrive at the inequality in (1.132) with
K, :=(p+1)C > (p+ 1H/4C, which only depends on p. O

1.5.3.2 Distance to a Function

The quasi-interpolant 2, ¢ f described in the previous section can be used to obtain
an upper bound for the distance between a given function f and the spline space

Spgforp>0,n>p+land§:= {.SSJ}"JFPJrl see Theorem 18. We recall that the
knot sequence & is (p + 1)-open. We start by giving a local and global upper bound
for (the derivatives of) the difference between f and 2, ¢ f.

Proposition 6 Suppose &, < &n41 for some p+1 < m < n, and let f €
W (Em—p, Em+pr1D) with 0 < | < pand 1 < q < 0o If 2,¢f is defined
as in (1.122), then we have for any 0 <r <,

I+1— )
ID"(f =2y s Ly tnsid < K Gt p1=Em—p) 1D FllLy 6y ns pia))-

Here,

i éererl - é;-mfp
Kn:=1+C ] :
k= Am,k
=p—r+1
Ap i is defined in (1.25) and C is a constant depending only on p.

Proof From Lemma 2 we know that 2, ¢ reproduces any polynomial in I;, and so
the triangle inequality gives

ID"(f = 2p e Lyt i)
< ID"(f = NLyemtnird T I1D"Lp e (f — Ly (&mbmsr))>
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for any g € ;. Let us now set g := %%, f, where .7, ; f is the Taylor polynomial
of degree [ defined in (1.95) with a = &,,, b = &,,+1. Then, Eq. (1.99) implies

ID"(f = )Ly (emtmsrd < Emrt — E) T 1D FllL, (e s

On the other hand, since f — g € L;([§n—p, Em+p+1]), it follows from Lemma 4
that

p

1
ID"2pe(f = &L, (Embnii) = C( ]_[ A, k)llf = 8Ly (Emp Emipsi])s
k=p—r+1 ’

where C is a constant depending only on p. Combining the above three inequalities
gives the result. O

We know that the ratio S’”*"le{sm’” is well defined because A, ; > 0. For a

uniform knot sequence

Sm-i—p-i—l - éfm—p _ 2p+1
Apm ok k-

For a general knot sequence it is related to the “local mesh ratio”, i.e., the ratio
between the lengths of the largest and smallest knot intervals in a neighborhood of

Em.
The local error bound in Proposition 6 can be turned into a global one as in the
following proposition.

Proposition7 Let f € W, ((€p41. &) with0 <1 < pand 1 < q < oo. If
Dp¢ f is defined as in (1.122) then, for any 0 < r <,

ID"(f = 2pg HLygprnn < Khg " ID™ fll,qgprps (1133)

where hE = max,,+15j5,,(éjj+1 — %'j), and

P
K:=Qp+ 1)’+2—f[1 +c max_ ] Smtp1 é’””}
p+l1<m=<n Amk
k=p—r+1 ’
where Ay, i is defined in (1.25) and C is a constant depending only on p.

Proof For g = oo the result follows immediately from Proposition 6 by taking into
account that & is (p + 1)-open. We now assume 1 < g < oo. Since

max _ (Emyp+1 —Em—p) = 2p+ Dhe,

p+1<m=n

the result follows from Lemma 1 and the local error bound in Proposition 6. O
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The expression K in the upper bound in Proposition 7 depends on the position of
the knots for r > 0. However, for any knot sequence &, it is possible to construct a
coarser knot sequence & such that the corresponding K only depends on p. This can
be obtained by a clever thinning process. The idea of thinning out a knot sequence
to get a quasi-uniform sequence is credited to [47]; see [45, Section 6.4] for details.
Since &7 is a subsequence of &, we have that S £ is a subspace of S, ¢. In particular,
forany f € Ly;([§p+1,&nt1]) the spline approximation

Sp = QP,E: f
as defined in (1.122) belongs to the spline space S, ;. This spline quasi-interpolant

leads to the following important result.

Theorem 18 (Approximation Error) Let f € Wé+1([§p+1, Enr1Dwithl <g <
oo and 0 <1 < p. Then, there exists s, € S,,,E such that

D" (f = sp)lLgtEper nern < KB TUDH! fllL, s s 0 <7 <1,
(1.134)

where hg := maxpi1<j<n(&j+1 — &) and K is a constant depending only on p.

The constant K in Theorem 18 grows exponentially with p. However, this
dependency on p can be removed in some cases; see [1, Theorem 2] and [52,
Theorem 7] for details. Theorem 18 immediately leads to the distance result in
Theorem 17.

1.6 Hierarchical Splines and the Truncation Mechanism

The hierarchical spline model is a simple strategy to mix locally spline spaces of
different resolution (different mesh size and/or different degree). Hierarchical spline
representations are defined in terms of a sequence of nested B-spline bases and a
hierarchy of locally refined domains. In this section we define such hierarchical
splines and focus on a set of basis functions with properties similar to B-splines.

1.6.1 Hierarchical B-Splines

Let I be a closed interval of the real line, and consider a sequence of strictly nested
spline spaces defined on I, say

Spi.&; CSpg, € CSprg,- (1.135)
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We assume that each knot sequence involved in (1.135),

o= <6< Z&yip+1e}, €=1,... L,

is (p + 1)-basic with basic interval /. Nestedness of the spaces is ensured if and
only if

0 < per1—pe < pg,,  (§)—pe,(6), §e&nl, £=1,....L-1 (1.136)

Note that (1.136) implies that (§, N 1) € (§,,; N I). The assumption of dealing
with (p + 1)-basic knot sequences ensures that the corresponding 7y B-splines are
linearly independent on /. We denote the B-spline basis of the space S, ¢, by

By = {Bj¢:= Bj,[Jz,Ez’ j=1,...,n¢}. (1.137)
Next, consider a sequence of nested, closed subsets of /,
12821282282, (1.138)

where £2; is the union of some closed knot intervals related to the knot sequence &,.
Note that each £2, may consist of disjoint intervals. We assume that each connected
component of £21 has nonempty interior. The collection of those subsets in (1.138)
is denoted by

2 :={Q1,2,.... 2L}, (1.139)

and will be simply referred to as the domain hierarchy in /. We also set £27 1 := #.
Finally, for a given function f on I, we define its support on 2 as

suppg (f) := supp(f) N £2;.

Given a sequence of spline spaces and bases as in (1.135)—(1.137) and a domain
hierarchy as in (1.138)—(1.139), we construct the corresponding set of hierarchical
B-splines (in short, HB-splines) as follows.’

Definition 7 Given a domain hierarchy 2, the corresponding set of HB-splines is
denoted by 7% and defined recursively as follows:

(i) 74 :={Bj1 € % : suppg(Bj1) # 0};
(i) for =2,...,L:

M = A VAT,
"The HB-splines in Definition 7 were introduced by Kraft [28, 29] and further elaborated in

[53]. However, the concept of hierarchical splines has a long history; for example, it was used
in preconditioning [18, 54], adaptive modeling [19, 20] and adaptive finite elements [25, 30].
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where

A = {Bjx € Hi_1 : suppg(Bjx) L 2},
A" = {Bjy € By :suppg(Bj o) S 2¢);

(i) o = S5

To obtain the set of HB-splines, we first take all the B-splines in %] whose
support overlaps §21. Then, we apply a recursive procedure which selects at each
level £ all the B-splines obtained in the previous step whose support is not entirely
contained in £2, and all the B-splines in %, whose support is entirely contained
in £2¢.

Example 13 An example of the recursive definition of HB-splines is illustrated in
Fig. 1.4. We consider three nested knot sequences, with knots of multiplicity 4 at
the two extrema of the intervals and single knots elsewhere, as in Fig. 1.4a. This

(@) (b)

level 3 2
level 2 Q)

level 1 Q

(©) (d)

(O] (®

(&) (h)

RS
\
XX XY ).!AZQAQQ!“\!‘A;A

%)

Fig. 1.4 An example of cubic HB-splines where the domain hierarchy consists of three levels. The
knot positions are visualized by vertical dotted lines in (¢)—(h). (a) Knot sequences. (b) Domain
hierarchy. (¢) %,. (d) /4. (e) ;. (f) 7. (g) $3. (h) 74 = Hg
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allows us to construct the three sets of cubic B-splines shown in Fig. 1.4c, e, g,
whose dimensions are n; = 10, np = 17 and n3 = 31, respectively. The domain
hierarchy is defined by the subsets §21 = [£4,1, &11,1], §22 = [&5.2, 16,21 and §23 =
[£16.3, £24.3], and is shown in Fig. 1.4b. Obviously, .74 coincides with ;. Further-

more, %ZC is obtained from .74 by removing Bs,1, and jiﬂzF = {Bg>2,..., B12.2}.
Hence, 74 = j@c U %”ZF consists of 9 + 5 = 14 elements. Finally, j@c is
obtained from .74 by removing Bjo,2, and ji”f = {Bi6.3,--., B20.3}. Hence,

G = %@C U %@F consists of 13 + 5 = 18 elements. The sets .77, .7/ and 773 are
shown in Fig. 1.4d, f, h.

For each ¢ € {1,..., L}, let J; ¢ be the set of indices of the B-splines in %,
belonging to 7%, i.e.,

Jog :=1{j : Bj¢ € BN Hg}. (1.140)
From Definition 7 it follows that
Jo.g =1{j : Bje € B, suppg(Bj.o) NIy # 0, suppg(Bje) S 20},  (1.141)
where
Iy =820\ 2¢41. (1.142)
Given this index set, we can reconstruct the set of HB-splines as
g ={Bj¢, je Joo, t=1,...,L}. (1.143)

Since the set of HB-splines is a mixture of standard B-splines, we deduce immedi-
ately the following properties.

* Local Support. An HB-spline is locally supported on an interval that only
depends on the level it was introduced in the hierarchical construction and not
on the choice of subsets in the domain hierarchy.

* Nonnegativity. An HB-spline is nonnegative everywhere, and positive inside its
support.

* Piecewise Structure. An HB-spline is a piecewise polynomial, whose degree
and smoothness depends on the level it was introduced in the hierarchical
construction and the spline space used on that level.

* Linear Independence. The HB-splines in .7 are linearly independent on £2;.

Proof We first note that if J; g is nonempty then I, has nonempty interior for
any ¢; see (1.141) and (1.142). We must prove that if

L

s@) =Y > cjuBji(x) =0, xe, (1.144)

=1 jely o
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then c¢j, = O for all j and £ in (1.144). We know from the local linear
independence property that the B-splines Bj 1, j € Ji g are linearly independent
on I'1. Moreover, from (1.141) it follows that only those functions are nonzero
on I7. Hence, we conclude that c;; = 0 for j € J; g in (1.144). We can
repeat the same argument for the remaining terms in (1.144) going level by level
in the hierarchy. Indeed, for £ = 2, ..., L, the B-splines B¢, j € J @ are
linearly independent on Iy, and only those functions are nonzero on Iy except for
functions already considered before at previous levels. This implies that ¢; ¢ = 0
forjeJpowithe=2,..., L. m]

The space spanned by the HB-splines in /g is called the hierarchical spline
space on £2 and is denoted by

L
Se = {s:91—>R:s=Z > cjuBje c,,geR}. (1.145)

t=1jely @
Such hierarchical space has some interesting properties.

¢ Dimension. By the linear independence of the HB-splines, the space Sg is a
vector space of dimension Zé:l [Je 2l

* Nestedness. Let the domain hierarchy 2 be obtained from another domain
hierarchy $2 such that £2; = £ and 2, € £2, for £ = 2,..., L. Then,
Se C S.Q'

Proof We first note that any B-spline B; 1 € %,_| whose support is entirely
contained in £2; can be represented exactly in terms of B-splines B;y € %,
whose support is also contained in §2. Consider the intermediate spaces 777 and
#¢; arising in Definition 7. From their construction it directly follows

span(##;—1) C span(s;) and span(f%;%_l) C span(f%;%). (1.146)

holds for £ = 1 since §£2; = £2; and hence .7/ = J#. We proceed by induction
on £, and assume that the statement is true for £ — 1. Then, we have

We now show that span(j%)~ - span(f%;i) forall ¢ = 1,..., L. This clearly

span(,°)  span(H#—1) C span(H—1)  span(4),
and
span(%;") C span(,") C span(H4).
This implies
span(#7) = span(,°) U span(.#;" ) € span(J4).

As a consequence, S = span(J#7) C span(jSZL) =Sg. |
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* Polynomial Embedding. The space Sg contains (at least) all polynomials of
degree less than or equal to pj.

Proof Let g be a polynomial in P, . From Sect. 1.3.3 we know that g belongs
to the coarsest spline space S, ¢, in the sequence (1.135). Hence, taking into
account (1.146), we conclude that g € span(.#]) C span(7¢7) = Sg. O

1.6.2 Truncated Hierarchical B-Splines

HB-splines do not satisfy the partition of unity property. In addition, the number
of overlapping basis functions associated with different hierarchical levels easily
increases. This motivates the construction of another basis for the hierarchical spline
space. The construction is based on the following truncation mechanism [22].

Definition 8 Given ¢ € {2,...,L}, lets € S,,M:[ be represented in the B-spline
basis %y, i.e.,

ng
s=Zc,,g Bj.. (1.147)
j=1

The truncation of s at level £ is defined as the sum of the terms appearing in (1.147)
related to the B-splines whose support is not a subset of £2, i.e.,

truncy g (s) == > cje B (1.148)
Jj:suppg (B )L 2

By successively truncating the functions constructed in Definition 7, we obtain
the truncated hierarchical B-splines (in short, THB-splines).®

Definition 9 Given a domain hierarchy $2, the corresponding set of THB-splines
is denoted by Jp and defined recursively as follows:

(i) J1:={Bj1 € % :suppg(Bj1) # 0}
(i) fore=2,...,L:

o= T U T,
where
C . t . pt t
’% = {trunCZ*Q(Bj,k,-Qefl) : Bj,k,-(?efl € Ji-1, Suppﬂ(Bj,k,szl) Z S},
F
Ty = {Bj € By :suppg(Bj o) S 2¢};
8The truncation approach was introduced in [22] for hierarchical tensor-product splines, but was

already developed before in the context of hierarchical Powell-Sabin splines [50]. A generalization
towards a broad class of hierarchical spaces can be found in [23].
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(i) To = ;.

To obtain the THB-splines, we apply a recursive procedure building a set .7 at
level £. This set consists of two subsets, the coarse set %C and the fine set %F .
To construct the elements B’., k.2, of %C, we first express any function B;, k2 €
Ji—1 with respect to the B-spline basis %, and then we apply the truncation as
in (1.148) with s = B;’ 2 The fine set ZF consists of all B-splines in %,
whose support is entirely contained in £2¢, exactly as in the HB-spline case; see
Definition 7.

When comparing Definition 9 with Definition 7, we see that the number of THB-
splines in the set Jg is equal to the number of HB-splines in the set #g. In the
following, the THB-splines in Jg are denoted by B;Z’ g forj € Jygand £ =
1,..., L.

Example 14 When unrolling the recursive definition of THB-splines for L = 3, we
get

T .

Bj,l,.fl = truncs g(truncy @ (B 1)), Jj € Ji, @,
T .

Bj, g =trunc3 @(Bj2), Jj € L0,

T .
Bj’3’_Q=Bj’3, JjEha.

Example 15 Figure 1.5 illustrates the truncation mechanism applied to the set of
HB-splines depicted in Fig. 1.4 (Example 13). Obviously, .77 coincides with 4.

(a) (b)
(©) (d)
(e) ®

Fig. 1.5 HB-splines and THB-splines with respect to the same domain hierarchy as in Fig. 1.4b.
(@) 1. (b) 71.(¢) 5. (d) 7. () 5. () 73
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Furthermore, fzc is obtained from %ZC by applying the truncation mechanism to
its elements; this only results in a modification of the elements By 1, Bs,1, B7,1 and
Bg.1. On the other hand, we have QZF = jiﬂzF . Finally, %C is obtained from %@C by
modifying By 1, Bs,1, B7,1, Bg,1 (truncated at level 2) and Bg 2, B9 2, Bi1,2, B12,2
(truncated at level 3), while %F = ji’ff . It is clear that 9 = %C U %F and
I = %@C U ji’sz have the same number of elements for £ = 2, 3.

The next properties can be easily deduced from the definition of THB-splines.
* Relation to HB-Splines. Each THB-spline in Jg is uniquely related to a single
HB-spline in .7 possibly by successive truncations, i.e.,
BjT,e,sz = Truncy @ (Bj,¢), (1.149)

where for any s € SP&E[ with¢=1,...,L —1,

Truncy @ (s) := truncy @ (truncy 1 @ (- - - (trunce41 2(s)) -+ +)),
and foranys € S, ¢, ,
Truncy, @ (s) :=s.
From (1.149) in combination with (1.147)—(1.148), it is clear that
Bj, o(x) =Bji(x), xe€ll. (1.150)
* Local Support. From (1.149) it follows that a THB-spline has the same or
smaller support than its related HB-spline.

* Nonnegativity. A THB-spline is nonnegative on £21.

Proof Fix 1 < {1 < £, < L. Because of the nestedness of the spaces in (1.135),
we can write the B-spline Bj ¢, € %, in terms of the B-splines in Zy,, i.e.,

ngz

Bjoy(x) =Y I By (n), xe (1.151)
i=1

From Sect. 1.3.5 we know that the coefficients in (1.151) are all nonnegative in
case pg, = pg,. This property holds in general, also when py, < pe,, and we
refer to [12] for its proof. Then, since each THB-spline B 'T,e, o can be deduced
from the B-spline B; ¢ possibly by successive truncations, see (1.149), it follows
from (1.147)—(1.148) that BjTj’ @ can be written as a linear combination of B-
splines of the finest level L with nonnegative coefficients. This implies that
BjTj’ @ 1s nonnegative. O

* Linear Independence. The THB-splines in 7 are linearly independent on §2;.
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Proof We must prove that if

L

s@) =Y > cjuBl,(x)=0, xe, (1.152)

t=1 jely o

then cj ¢ = Oforall j and £ in (1.152). This can be shown using exactly the same
line of arguments as in the case of HB-splines (see (1.144)), taking into account
relation (1.150). |

The next theorem shows that the THB-splines in g form an alternative basis
for the hierarchical spline space Sg in (1.145).

Theorem 19 (Hierarchical Spline Space) The THB-splines in Jg span the same
space as the HB-splines in g, i.e.,

Se = span(J£g) = span(Jg). (1.153)

Proof Consider the intermediate spaces ¢ and .7, in Definitions 7 and 9,
respectively. From their construction it directly follows

span(—1) C span(#) and  span(Zp_1) C span(.Jp).

We now show that span(#;) = span(7;) for all £ = 1, ..., L. This clearly holds
for £ = 1 since 4 = 1. We proceed by induction on ¢, and assume that the
statement is true for £ — 1. Then, we have

span(.#,") C span(#;_1) = span(J—1) < span(.7),
and
span(#") = span(.7;") C span(7).
This implies
span(#) = span(,") U span(.#;") < span(%).

Finally, since both sets 7% and .7; have the same number of elements and these
elements are all linearly independent, it follows that span(.#7) = span(.7;). As a
consequence, span(.7£g) = span(741,) = span(.77) = span(Jg). |

The correspondence in (1.149) between the THB-spline B ¢. and a particular
B-spline Bj ¢ € %, has an important consequence, namely the so-called property
of preservation of coefficients [23]. This means that the THB-spline representation
preserves certain coefficients of functions represented with respect to one of the B-
spline bases %°.
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Theorem 20 (Preservation of Coefficients) Given ¢ € {1,...,L}, let the

restriction of s € Sg to I'y := $2¢ \ 2¢+1 be represented in the bases Jg and
Py, i.e.,

L e
s(x) = Z Z CikBjT,k,sz(x) = ZCI,ZBI,Z(X), x € Iy. (1.154)
k=1 jelre i=1
Then,
Iy=cie, i€dig. (1.155)

Proof We first note that if J, @ is nonempty then Iy has nonempty interior. Assume
now that I; has nonempty interior. Since s € Sg and the spline spaces in (1.135)
are nested, it is clear that the restriction of s to Iy can be expressed as a linear
combination of the B-splines in %, restricted to Iy as in (1.154). Let us focus on
the sum

Z C;kB}:k,Q(x)’ x eIy, (1.156)

J€Jk 2

and consider three cases.

— If k > £, then the sum in (1.156) equals zero. Indeed, Definition 9 and (1.149)
imply that

suppo (B] 1 ) < suppg(Bj i) S 2k S Q¢y1,

and consequently, we have suppg (B].Tk )Nl =0.
— We now consider the case k = £. From (1.150) it immediately follows

Z cfZije,Q(x)= Z cfZBj,@(x), x eI

JEJr@ J€Ji.e

— Finally, let & < £. In view of the truncation mechanism, we prove that THB-
splines introduced at levels less than ¢ in the hierarchy can only contribute
in terms of B-splines B;, with i ¢ J; @. To this end, let us rewrite the
corresponding THB-splines BZ 1. in terms of the B-spline basis B,

ng
T ik
Bjro(x)= ZC,'J,Z Bi¢(x), xelq.
i=1

Due to the definition of B].Tk ¢ and the truncation operation (1.148), we have

ik e
c{*gzo, if i eJg.
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Hence, for k < £ we arrive at

i,k
> Bl o) = > ( > cﬁkcig>3i,g(x), x €Iy

Jj€Jk.2 ig¢Jyo “jEJk.0

By combining the above three cases and taking into account the local linear
independence of B-splines, we obtain the identity (1.154) where

{c,.TZ, ifi € J.0,

Gt = ) et j k

’ T .J» :

Dokmi X jes g CiaCiy» Otherwise,

which in particular gives (1.155). O

Thanks to Theorem 20, many interesting features of B-spline representations can
be transferred to THB-spline representations.

* Representation of Polynomials. Any polynomial g of degree p; can be
represented as

L
g =YY" Ajps (@Bl o). xe, (1.157)
(=1 jely o

where Aj , ¢, is defined in (1.53) with p = p; and § = §,.

Proof Using the nestedness of the spaces (1.135), it is clear that g € S, ¢, for

¢ =1,..., Landalsothat g € Sg. Then, consider its representation with respect
to Jg and % for £ = 1, ..., L. Theorem 20 in combination with Proposition 3
concludes the proof. O

» Partition of Unity. By (1.49) we have

L
Y Y Ble)=1. xeq. (1.158)

=1 jeli o

Since the THB-splines are nonnegative it follows that they form a nonnegative
partition of unity on £2;.

* Greville Points. By (1.50) we have
L
= Z Z é;PZquB}:Z,Q(x)’ X € 82, (1.159)
=1 jely@

where E;‘ pe.g, ATC the Greville points defined in (1.51) with p = p and § = &,.
Note that the Greville points are not necessarily distinct here.
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* Strong Stability. The THB-spline basis is strongly stable with respect to the
supremum norm, under mild assumptions on the underlying knot sequences
required in the hierarchical construction. We refer the reader to [23] for a proof
based on the property of preservation of coefficients. Strong stability in the
hierarchical context means that the constants to be considered in the stability
relation (1.64) of the basis do not depend on the number of hierarchical levels.

Example 16 The polynomial g(x) = ax” + bx + ¢ can be represented in terms of
quadratic THB-splines:

L

ax> +bx+c= Z Z cj,gB;K’Q(x).
t=1 jely o

From Theorem 20 and Example 8 we obtain that

Eivie+&j120

ciu=Aj2¢,(8) =ajr18j+2¢+D 5

1.6.3 Quasi-Interpolation in Hierarchical Spaces

The above properties of THB-splines can be exploited to develop a general and very
simple procedure for the construction of quasi-interpolants in hierarchical spline
spaces [51].

Definition 10 Given for each spline space in (1.135) a quasi-interpolant in B-spline
form, i.e.,

ng
D f(x) = ij,g(f)Bj,g(x), xe, ¢=1,...,L, (1.160)
j=1

the corresponding hierarchical quasi-interpolant in Sg is defined by

L
af(x) =Y > ru(f)Bl, o). xe. (1.161)

(=1 je; @

According to Definition 10, in order to construct a quasi-interpolant in Sg, it
suffices to consider first a quasi-interpolant in each space associated with a particular
level in the hierarchy. Then, the coefficients of the proposed hierarchical quasi-
interpolant are nothing else than a proper subset of the coefficients of the one-level
quasi-interpolants.
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We now show how to build hierarchical quasi-interpolants reproducing poly-
nomials of a certain degree p < pj. As described in Sect. 1.5.2, this is a crucial
property feature to ensure good approximation properties.

Theorem 21 (Polynomial Reproduction) Let 2, be a given sequence of quasi-
interpolants as in (1.160), let 2q be the corresponding hierarchical quasi-
interpolant as in (1.161), and let p < p1. If

Qg=g, VgeP, t=1,... L, (1.162)
then
2og=g. VgeP),

Proof Since the spaces in (1.135) are nested, we have p, > p for all £. Let g €
P, € Pp, € Sp,¢,- Then, this polynomial can be uniquely represented as a linear
combination of the B-splines in %,

ne
gx) = ch,lsz,lz(X),
j=l1
and since Zyg = g we have Aje(g) = cje. On the other hand, g € Sg, so
L
8@ =2 > cjeBjia®.
=1 jeJy @

From Theorem 20 it follows

C}jg =cje=nje(8), Jje€Joo, =1...L,

implying that 2o g = g. ]

In the next theorem we present a sufficient condition for constructing quasi-
interpolants that are projectors onto Sg.

Theorem 22 (Spline Reproduction) Ler 2, be a given sequence of quasi-
interpolants as in (1.160), and let g be the corresponding hierarchical quasi-
interpolant as in (1.161). Assume

s =s, Vs€Spg, €=1,...,L,
and each ) ¢ used in (1.161) is supported on Iy := §2¢ \ $2¢41. Then,

Qos=s, VseSg.
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Proof Due to the linearity of the quasi-interpolant, it suffices to prove that
)‘j,Z(BiTk,.Q) =60k, 1€ e, Jje€Ja, kit=1,...,L, (1.163)

where §, ; stands for the classical Kronecker delta. Let j and ¢ be fixed. To prove
(1.163) we consider three cases.

— If k > £, then ng’g(x) = 0 for x € I7; see Definition 9. Since A ¢ is only
supported on I, it follows from Definition 4 that A ; ¢ (ng, 2)=0.

— We now consider the case k = £. Since 2y is a projector onto Sy, we have that
Aj¢(Big) = 6; j. From (1.150) and the support restriction of A ; ¢, we obtain

Aie(Bl, o) =08, i.j€ g

— Finally, let £k < ¢. Any Bl.Tk o restricted to Iy can then be expressed as a linear

combination of the B-splirieé in %, restricted to Iy, i.e.,

ng
T ik
Bi’k’g(x) = E cquBr,g(x), x € Iy,

r=1
where
ik .
¢l = 0, if reldpe,
as explained in the third case of the proof of Theorem 20. Thus, by the support
restriction of A ¢, we have for j € J; g,

ny ne

T ik ik ik
A.j,[(Bl"k’ﬂ) = Zcr,l)‘jﬁf(B’j) = Zcr,isjs" =Cjy = 0.

r=1 r=1

The above three cases complete the proof. O
Some remarks are in order here.

* Constraints on (1.160). The sequence of quasi-interpolants (1.160) considered
in Theorem 22 needs to satisfy constraints more restrictive than those in Theo-
rem 21: For each level £, 2, must be a projector onto Sm,éz and each Ay, j €
Je @, must be supported on . The former constraint connects the sequence of
quasi-interpolants 21, ..., 2, with the sequence of spaces Sm,éw el SPL"EL
and has a similar counterpart in Theorem 21. The latter constraint links the
same sequence of quasi-interpolants with the domain hierarchy £2. Nevertheless,
once a sequence of quasi-interpolants as in (1.160) satisfying the hypotheses
of Theorem 22 is available, the construction of a hierarchical quasi-interpolant
that is a projector onto Sgp does not require additional efforts compared to a
hierarchical quasi-interpolant that just reproduces polynomials.
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* Dual Basis. Let {A; ¢} be a set of linear functionals as in (1.161) that provides a
projector onto Sg. Then, because of (1.163), it is a dual basis for the THB-spline
basis Jg.

* Approximation Power. Polynomial reproduction is one of the key ingredients
to show the approximation power of spline quasi-interpolants; see Sect. 1.5.2.
Boundedness of a hierarchical quasi-interpolation operator and optimal approx-
imation accuracy can be achieved on domain hierarchies that are nicely graded
(i.e., the boundaries of the different §2, are sufficiently separated). Local error
estimates for hierarchical quasi-interpolants of the form (1.161) can be found in
[51] with respect to the L-norm, and in [49] with respect to the general L,-
norm, 1 < g < oco.

Example 17 Let p, = 2, and let & be a 3-open knot sequence with at most
double knots in the interior for each £ = 1,..., L. Then, we can choose the
quasi-interpolants in (1.160) as in Example 12. This leads to the hierarchical quasi-
interpolant

L
of@X)=Y_ > Xu(f)B],o(x), xe,

(=1 jelo o

where

1 1
M) ==, fEjrro+ 2f (7o) — AR

From Example 12 and Theorem 21 we deduce that this hierarchical quasi-
interpolant reproduces the polynomial space P>. If [§;41.¢,&j42.¢] € I} for each
J € Jeg, then it actually reproduces the entire hierarchical spline space Sg,
according to Theorem 22.

Example 18 Consider the quasi-interpolant constructed in Sect. 1.5.3.1 for each
space S, ¢, of level € =1, ..., L. This leads to the hierarchical quasi-interpolant

L
2of0) =YY" ZLipe (B o), xe,

(=1 je; @

where .Z; ,, ¢, is defined in (1.123) with p = p; and § = §,; it is supported
on a single knot interval [Emj, py ol En it +1,¢]. From Lemma 2 and Theorem 21 we
deduce that this hierarchical quasi-interpolant reproduces the polynomial space P, .
Theorem 22 says that if [gm.f,pM’ émj‘pﬁl,g] C [y for each j € Jy g, then the
hierarchical quasi-interpolant reproduces the entire hierarchical spline space Sg.

The hierarchical quasi-interpolant in Definition 10 can be interpreted as a
telescopic approximant, where for each level an approximant of the residual is
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added.” To show this, we define the following set of indices
Keg:=1{j : Bju € By, suppu(Bj¢) C $2¢}.
Referring to (1.141), it is easy to see that J; o € K; @, and moreover J; o =

K @.

Theorem 23 (Telescopic Representation) Letr 2 be a given sequence of quasi-
interpolants as in (1.160), and let 2g be the corresponding hierarchical quasi-
interpolant as in (1.161). Assume

Dys =, VSGSM,E[, L=1,...,L, (1.164)
then
L
2af=Y ", (1.165)
r=1
where
SO = Z rja(H)Bj1,
JEK1 @
(1.166)
fO= 3" aju(f=fP = = fEMBjp, £=2,... L.
J€Ki @
Proof Each quasi-interpolant 2y, £ = 1, ..., L, is assumed to be a projector onto

the space S, ¢,, and because of the nestedness of the spaces S, ¢, C S
we know that every basis function B; ¢ can be represented as

Pet1,E041°

ne+1

Bje=Y M.or1(Bjo) Bioti, (1.167)
k=1

where Ag ¢1+1(Bj¢) = 0 if the support of By ¢41 is not contained in the support
of Bj ¢. By exploiting the definition of the truncated basis (1.149) and (1.167), we
obtain

fY=3" 2B

Jj€K1 2
= Y rMaHBlg+ Y. m(f)( > Ak,z(B,,l)Bk,z).
j€lie Jj€K1 2 keKs @

9The general telescopic expression for the hierarchical quasi-interpolant was presented in [51].
A special telescopic approximation in the hierarchical setting was already considered in [29].
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Moreover,

fP= 3" raHBja— Y ma(f)Bia

JE€EK2 @ keKr @
= Y Ma(HBja— > ( > )\j,l(f))\k,Z(Bj,l)>Bk,2-
j€Kz 0 keKy @ “jeKi e
Hence,
fO+ D= 3" 2uHB g+ Y Aja(f)B)o. (1.168)
jelig jekr o

We now remark that from the truncation definition (1.148)—(1.149) it follows that
)Lk,_o,(BjTl @) =0foranyk € K3 ¢ and j € J;, @, and so

> 3Bl g)Bi3=0. Vjel g (1.169)

keKs3 o

By using similar arguments as before, we can write (1.168) as

fO+fP =" 00(HBL g+ D 2a2(f)Bl,g

jEJl.SZ jEJz,g
+ Z )»j,z(f)( Z re3(Bj2) Bk,3),
jeKr @ keKs3 o

and by means of (1.168) and (1.169) we obtain

fO= 3 0is(HBia— > ma(fV+ fP)Bis

j€K3 @ keK3 @
= > 2aHBiz— Y. ( > )\j,Z(f))»k,3(Bj,2)>Bk,37
JeK3 0 keK3 o “jeKz 0

resulting in

O 4@ 4 O - Z Aj,l(f)Bf1,9+ Z Aj,Z(f)BjTZ,Q

J€J1e Jj€h e

+ > %ja(f)Bja.

JEK3 0

By iterating over all levels in the hierarchy and repeating the same arguments, we
get the relation (1.165). |
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The telescopic representation in Theorem 23 directly leads to the representation
of the hierarchical quasi-interpolant in terms of the HB-spline basis, instead of
in terms of the THB-spline basis (see Definition 10), under assumption (1.164).
Indeed, as observed in [51], thanks to property (1.167), one can simply replace the
index sets K¢ @ by J¢ @ in (1.166) and the relation (1.165) still remains true. This
implies that (1.165) can be rewritten as

L
2ef = Z Z Mjo(f —Z2e—1.2)Bje, (1.170)
=1 jeli o

where

Do.ef =0, o@r,szfi=z Z rik(f —Zi—1,0f)Bjr, r=1.  (1.171)

k=1 jeJr. o

1.7 Tensor-Product Structures and Adaptive Extensions

The most easy way to extend many of the previous results to the multivariate setting
is to consider a tensor-product structure. For the sake of simplicity, we briefly focus
here on the bivariate setting. The extension to higher dimensions is straightforward;
it only requires a more involved indexing notation.

1.7.1 Tensor-Product B-Splines

Given two knot sequences
& =61k <&r =< - <&uipr1rk), k=12,
we define the basic rectangle as

R :=1[&p 41,1, Eny+1.1] X [Epyr1.2, Enpr1,2].

The tensor-product B-splines can be simply constructed as the product of univari-
ate B-splines in each variable, i.e.,

Bj\ jo.p1.p2.&1.6, (X1, X2) 1= Bji p &, (X1 By p, g, (X2), (1.172)

for jy =1,...,nyandk =1, 2.
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Example 19 Figure 1.6 shows a schematic representation of a tensor-product B-
spline basis of bidegree (p1, p2) = (3, 3). A (px + 1)-open knot sequence is chosen
in each direction xi, where the interior knots are all simple, and the corresponding
univariate B-splines are depicted. Then, the set of tensor-product B-splines is
obtained by computing the tensor product of the sets of univariate B-splines in each
direction. Contour plots of some bicubic tensor-product B-splines are depicted in
Fig.1.7.

It is clear that tensor-product B-splines inherit all the nice features of univariate
B-splines discussed in Sects. 1.2 and 1.3. In particular, they enjoy the following
properties.

%

Fig. 1.6 Schematic representation of the (bivariate) tensor-product B-spline basis of bidegree
(p1, p2) = (3, 3) using a 4-open knot sequence in each direction. The knot lines are visualized
by solid lines in the rectangular domain (this is the basic rectangle), and the sets of univariate
B-splines are depicted for both directions

() (b) (©)

=
(ct

Fig. 1.7 Contour plots of some bicubic tensor-product B-splines B, j, 33¢,.¢, defined on the
tensor-product mesh given in Fig. 1.6. The bounding box of the support of each B-spline is
visualized by solid blue lines. (a) (ji, j2) = (3,3). () (ji, j2) = (5,5).(©) (j1,2) = (7,9
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Local Support. A tensor-product B-spline is locally supported on the rectangle
given by the extreme knots used in the definition of its univariate B-splines in
each direction. More precisely,

Bj, o pi.pakr £, (X1, %2) =0, (x1,x2) ¢ S, (1.173)

where

S:=15j1,1 Eji+pi+1.1) X [§j,,2, 8 jr4pr+1,2)-

Nonnegativity. A tensor-product B-spline is nonnegative everywhere, and posi-
tive inside its support, i.e.,

le,jzypl,Pz,‘El,&z(xl’x2) >0, xp,x R, (1.174)
and

Bji jrprprdr b (X1.X2) > 0, (x1.x2) €S, (1.175)

where

S =115 Eji+pi+1.1) X (Ejp.2, Ejptpr+1.2)-

Piecewise Structure. A tensor-product B-spline has a piecewise tensor-product
polynomial structure, i.e.,

le’ijPI’PZvSI"EZ € ]P)pl ([‘i:ml,ls §m1+1,1)) ® sz([§m2,2v ém2+1,2)). (1176)
Smoothness. If & is a knot of Bj, , ¢ of multiplicity u < pr + 1 then
Bj, j».p1.p2.8, £, Delongs to the class CPH across the line x; = & fork = 1, 2.

Linear Independence. If each &, is (px + 1)-basic for k = 1, 2, then the tensor-
product B-splines {Bj, j, p,p».6,.6, : Jk = 1,...,nk, k = 1,2} are (locally)
linearly independent on R.

Partition of Unity. We have

ni na

SO Bihpimens(x2) =1, (x1.x2) € R. (1.177)
J1=1 jo=1

Since the tensor-product B-splines are nonnegative it follows that they form a
nonnegative partition of unity on R.

Greville Points. For (x1, x) € R and £1, £, € {0, 1}, we have

nj na

JAIR 14 l
X't = Z Z(Sz,pl,él) 1(572,172,52) Bji jp.pi.p2g & (X1, X2), (1.178)
=1 ja=1

where 5;( peoks is the Greville point defined in (1.51) for the knot sequence &,
k=1,2.
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A tensor-product spline function is defined as

ni nja

s(x1, x2) = Z Z it Bt joprpakr £ (X1, X2)s €y jy € R (1.179)
J1=1 jp=1

Since the tensor-product B-splines are linearly independent, the space of spline
functions has dimension nn;.

A main advantage of the representation in (1.179) is that its evaluation can be
reduced to a sequence of evaluations of univariate spline functions:

nj na
s(x1, x2) = Z dji .y Bji.pr g, (x1)s  djyxy = Z Cjr.j2 Bja.prgy (X2), (1.180)
J1=1 J2=1

or, equivalently,

ny ni
s(x1, x2) = Z djy x, sz»Pz»ﬁz(XZ)v djy xy = Z le»j2Bj1»Pl»£1(x1)' (1.181)
=1 ji=l1

Note that (1.180) requires n1 univariate spline evaluations of degree p» and one
univariate spline evaluation of degree p;. On the other hand, (1.181) requires ny
univariate spline evaluations of degree p; and one univariate spline evaluation of
degree p>. Thus, it is better to choose one of the two forms according to the minimal
computational cost.

Other algorithms in the univariate B-spline setting (like knot insertion) can be
extended in a similar way to the tensor-product B-spline setting.

1.7.2 Local Refinement

Despite their simple and elegant formulation, tensor-product B-spline structures
have a main drawback. Any refinement of a knot sequence in one direction has
a global effect in the other direction, and this prevents doing local refinement as
illustrated in Fig. 1.8.

The hierarchical spline model provides a natural strategy to guarantee the locality
of the refinement. As explained in Sect. 1.6, hierarchical spline spaces are a mixture
of spline spaces of different resolution, localized by the domain hierarchy. Even
though the concept of hierarchical splines was detailed in the univariate setting, it
can be straightforwardly extended towards the bivariate (and multivariate) setting.

When selecting a sequence of nested tensor-product spline spaces on a common
basic rectangle R in place of (1.135) and considering the corresponding tensor-
product B-spline bases in place of (1.137), the definitions of tensor-product
HB-splines and THB-splines follow verbatim Definitions 7 and 9, respectively.
The properties (and their proofs) described in Sect. 1.6 also hold in the tensor-
product extension. We refer the reader to [22, 23] for more details on tensor-product
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(a) initial mesh (b) marked regions  (c) global refinement (d) local refinement

Fig. 1.8 Given an initial tensor-product representation (a), an error estimator indicates regions of
the mesh which require further refinement (b). The tensor-product structure necessarily implies a
propagation of the refinement (c). Adaptive splines, instead, should provide a proper local control
of the refinement procedure (d)

(a) (b)

level 3

level 2

level 1

Fig. 1.9 An example of a two-dimensional domain hierarchy consisting of three levels. The knot
lines are visualized by solid lines in the domain. (a) Global meshes. (b) Local meshes. (¢) Domain
hierarchy

THB-splines and their properties. A full treatment of the construction of related
hierarchical quasi-interpolants and their approximation properties can be found in
[49, 51].

Example 20 An example of a two-dimensional domain hierarchy together with its
knot lines is illustrated in Fig. 1.9. We consider a nested sequence of three tensor-
product spline spaces defined on a (uniform) knot mesh with open knots along
the boundary (Fig. 1.9a). Assume the corresponding basic rectangle is denoted by
R. Then, we select the subsets R =: 21 D £ O £23 as a union of mesh
elements at each level (Fig. 1.9b), and together they form the domain hierarchy 2
(Fig. 1.9¢). On such domain hierarchy, we can define the corresponding HB-splines
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(a)

)
[

\
V)

(b)

()

T T

Fig. 1.10 Contour plots of some biquadratic tensor-product THB-splines of different levels
defined on the domain hierarchy given in Fig. 1.9. The bounding box of the support of the
untruncated version of each THB-spline is visualized by solid blue lines. (a) Level 1. (b) Level
2.(c) Level 3

and THB-splines according to Definitions 7 and 9, respectively. Contour plots of
some biquadratic tensor-product THB-splines are depicted in Fig. 1.10. The shape
of THB-splines related to coarser levels adapts nicely to the locally refined regions
in £2, as illustrated in Fig. 1.10a, b. THB-splines related to the finest level are nothing
else than standard tensor-product B-splines, as illustrated in Fig. 1.10c.

Finally, we remark that there exist also other adaptive spline models based on
local tensor-product structures, like (analysis-suitable) T-splines [2, 46] and LR-
splines [9, 17].
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Chapter 2 )
Adaptive Multiscale Methods Shethie
for the Numerical Treatment of Systems

of PDEs

Angela Kunoth

Abstract These notes are concerned with numerical analysis issues arising in the
solution of certain systems involving stationary and instationary linear variational
problems. Standard examples are second order elliptic boundary value problems,
where particular emphasis is placed on the treatment of essential boundary con-
ditions, and linear parabolic equations. These operator equations serve as a core
ingredient for control problems where in addition to the state, the solution of the
PDE, a control is to be determined which together with the state minimizes a certain
tracking-type objective functional. Having assured that the variational problems are
well-posed, we discuss numerical schemes based on B-splines and B-spline-type
wavelets as a particular multiresolution discretization methodology. The guiding
principle is to devise fast and efficient solution schemes which are optimal in the
number of arithmetic unknowns. We discuss optimal conditioning of the system
matrices, numerical stability of discrete formulations, and adaptive approximations.

2.1 Introduction

Multilevel ingredients have for a variety of partial differential equations (PDEs)
proved to achieve more efficient solution schemes than methods based on approx-
imating the solution with respect to a fixed fine grid. The latter simple approach
leads to the problem to solve a large ill-conditioned system of linear equations.
The success of multilevel methods is due to the fact that solutions often exhibit
a multiscale behaviour which one naturally wants to exploit. Among the first
such schemes were multigrid methods. The basic idea of multigrid schemes is to
successively solve smaller versions of the linear system which can be interpreted
as discretizations with respect to coarser grids. Here ‘efficiency of the scheme’
means that one can solve the problem with respect to the finest grid with an amount
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of arithmetic operations which is proportional to the number of unknowns on this
finest grid. Multigrid schemes provide an asymptotically optimal preconditioner for
the original system on the finest grid. The search for such optimal preconditioners
was one of the major topics in the solution of elliptic boundary value problems for
many years. Another multiscale preconditioner which has this property is the BPX-
preconditioner proposed first in [8]. It was proved to be asymptotically optimal with
techniques from Approximation Theory in [27, 61]. In the context of isogeometric
analysis, the BPX-preconditioner was further substantially optimized in [10]; this
will be detailed in Sect. 2.2.

Wavelets as a particular example of a multiscale basis were constructed with
compact support in the 1980s [36]. While mainly used for signal analysis and image
compression, they were discovered to also provide optimal preconditioners in the
above sense for elliptic boundary value problems [27, 47]. It was soon realized that
biorthogonal spline-wavelets are better suited for the numerical solution of elliptic
PDEs since they allow to work with piecewise polynomials instead of the only
implicitly defined original wavelets [36], in addition to the fact that orthogonality
of the Daubechies wavelets with respect to L, cannot really be exploited for elliptic
PDEs. The principal ingredient that allows to prove optimality of the preconditioner
are norm equivalences between Sobolev norms and sequence norms of weighted
wavelet expansion coefficients. Optimal conditioning of the resulting linear system
of equations can be achieved by applying the Fast Wavelet Transform together with
a weighting in terms of an appropriate diagonal matrix. The terminology ‘wavelets’
here and in the sequel is to mean that these are classes of multiscale bases with
three main properties: (R) Riesz basis property for the underlying function spaces,
(L) locality of the basis functions, (CP) cancellation properties, all of which are
detailed in Sect.2.4.1.

After these initial results, research on using wavelets for numerically solving
elliptic PDEs has gone into different directions. The original constructions in
[18, 36] and many others are based on using the Fourier transform. Thus, these
constructions provide bases for function spaces only on all of R or R”. In order
for these tools to be applicable for the solution of PDEs which naturally live on a
bounded domain £2 C R", there arose the need for having available constructions on
bounded intervals without, of course, loosing the above mentioned properties (R),
(L) and (CP). The first such systematic construction of biorthogonal spline-wavelets
on [0, 1] (and, by tensor products, on [0, 1]") was provided in [34].

Aside from the investigations to provide appropriate bases, the built-in potential
of adaptivity for wavelets has played a prominent role when solving PDEs, on
account of the fact that wavelets provide a locally supported Riesz basis for a
whole range of function spaces. The key issue is to approximate the solution
of the variational problem on an infinite-dimensional function space by the least
amount of degrees of freedom up to a certain prescribed accuracy. Many approaches
use wavelet coefficients in a heuristic way, i.e., judging approximation quality
by the size of the wavelet coefficients together with thresholding. In contrast,
convergence of wavelet-based adaptive methods for stationary variational problems
was investigated systematically in [19-21]. These schemes are particularly designed
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to provide optimal complexity of the schemes: they provide the solution in a total
amount of arithmetic operations which is comparable to the wavelet-best N-term
approximation of the solution. This means that, given a prescribed tolerance, to
find a sparse representation of the solution by extracting the N largest expansion
coefficients of the solution during the solution process.

As soon as one aims at numerically solving a variational problem which can no
longer be formulated in terms of a single elliptic operator equation such as a saddle
point problem, one is faced with the problem of numerical stability. This means
that finite approximations of the continuous well-posed problem may be ill-posed,
obstructing its efficient numerical solution. This issue will also be addressed below.

In these notes, I also would like to discuss the potential proposed by wavelet
methods for the following classes of problems. First, we will be concerned with
second order elliptic PDEs with a particular emphasis placed on treating essential
boundary conditions. Another interesting class that will be covered are linear
parabolic PDEs which are formulated in full weak space-time from [66]. Then
PDE-constrained control problems guided by elliptic boundary value problems are
considered, leading to a system of elliptic PDEs. The starting point for designing
efficient solution schemes are wavelet representations of continuous well-posed
problems in their variational form. Viewing the numerical solution of such a
discretized, yet still infinite-dimensional operator equation as an approximation
helps to discover multilevel preconditioners for elliptic PDEs which yield uniformly
bounded condition numbers. Stability issues like the LBB condition for saddle point
problems are also discussed in this context. In addition, the compact support of the
wavelets allows for sparse representations of the implicit information contained in
systems of PDEs, the adaptive approximation of their solution.

More information and extensive literature on applying wavelets for more general
PDEs addressing, among other things, the connection between adaptivity and
nonlinear approximation and the evaluation of nonlinearities may be found in
[16, 24, 25].

These notes are structured as follows. In Sect.2.2, we begin with a simple
elliptic PDE in variational form in the context of isogeometric analysis. For this
problem, we address additive, BPX-type preconditioners and provide the main
ingredients for showing optimality of the scheme with respect to the grid spacing.
In Sect. 2.3, several well-posed variational problem classes are compiled to which
later several aspects of the wavelet methodology are applied. The simplest example
is a linear elliptic boundary value problem for which we derive two forms of an
operator equation, the simplest one consisting just of one equation for homogeneous
boundary conditions and a more complicated one in form of a saddle point problem
where nonhomogeneous boundary conditions are treated by means of Lagrange
multipliers. In Sect.2.3.4, we consider a full weak space-time form of a linear
parabolic PDE. These three formulations are then employed for the following
classes of PDE-constrained control problems. In the distributed control problems
in Sect. 2.3.5 the control is exerted through the right hand side of the PDE, while in
Dirichlet boundary control problems in Sect. 2.3.6 the Dirichlet boundary condition
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serves this purpose. The most potential for adaptive methods to be discussed below
are control problems constrained by parabolic PDEs as formulated in Sect. 2.3.7.

Section 2.4 is devoted to assembling necessary ingredients and basic properties
of wavelets which are required in the sequel. In particular, Sect.2.4.4 collects the
essential construction principles for wavelets on bounded domains which do not
rely on Fourier techniques, namely, multiresolution analyses of function spaces and
the concept of stable completions. In Sect. 2.5 we formulate the problem classes
introduced in Sect. 2.3 in wavelet coordinates and derive in particular for the control
problems the resulting systems of linear equations arising from the optimality
conditions. Section 2.6 is devoted to the iterative solution of these systems. We
investigate fully iterative schemes on uniform grids and show that the resulting
systems can be solved in the wavelet framework together with a nested iteration
strategy with an amount of arithmetic operations which is proportional to the
total number of unknowns on the finest grid. Finally, in Sect.2.6.2 a wavelet-
based adaptive scheme for the distributed control problem constrained by elliptic or
parabolic PDEs as in [29, 44] will be derived together with convergence results and
complexity estimates, relying on techniques from Nonlinear Approximation Theory.

Throughout these notes we will employ the following notational convention: the
relation a ~ b will always stand fora < b and b < a where the latter inequality
means that b can be bounded by some constant times a uniformly in all parameters
on which a and b may depend. Norms and inner products are always indexed by
the corresponding function space. L,(§2) are for 1 < p < oo the usual Lebesgue
spaces on a domain 2, and WI’; (£2) C L,(82) denote for k € N the Sobolev spaces
of functions whose weak derivatives up to order k are boundedin L ,(§2). For p =2,
we write as usual H¥(2) = W5 ().

2.2 BPX Preconditioning for Isogeometric Analysis

For a start, we consider linear elliptic PDEs in the framework of isogeometric
analysis, combining modern techniques from computer aided design with higher
order approximations of the solution. In this context, one exploits that the solution
exhibits a certain smoothness. We treat the physical domain by means of a regular
B-spline mapping from the parametric domain 2 =(0,1)",n > 2, tothe physical
domain £2. The numerical solution of the PDE is computed by means of tensor
product B-splines mapped onto the physical domain. We will construct additive
BPX-type multilevel preconditioners and show that they are asymptotically optimal.
This means that the spectral condition number of the resulting preconditioned
stiffness matrix is independent of the grid spacing /. Together with a nested iteration
scheme, this enables an iterative solution scheme of optimal linear complexity. The
theoretical results are substantiated by numerical examples in two and three space
dimensions. The results of this section are essentially contained in [10].
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We consider linear elliptic partial differential operators of order 2r = 2, 4 on the
domain £2 in variational form: for given f € H™"(£2), find u € Hg($2) such that

a(u,v) = (f,v) forallve Hj(£2) (2.1)

holds. Here the energy space is H;(§2), a subset of the Sobolev space H'(£2),
the space of square integrable functions with square integrable derivatives up to
order r, containing homogeneous Dirichlet boundary conditions for r = 1 and
homogeneous Dirichlet and Neumann derivatives for r = 2. The bilinear form
a(-, -) is derived from the linear elliptic PDE operator in a standard fashion, see,
e.g., [7]. For example, the Laplacian is represented as a(v, w) = fg Vv - Vwdx.
In order for the problem to be well-posed, we require the bilinear form a(-, ) :
Hy(£2) x Hj(§2) — R to be symmetric, continuous and coercive on H (§2). With
(-, -), we denote on the right hand side of (2.1) the dual form between H " (£2)
and H{(£2). Our model problem (2.1) covers the second order Laplacian with
homogeneous boundary conditions

—Au=f onf2, ulse=0, 2.2)

as well as fourth order problems with corresponding homogeneous Dirichlet
boundary conditions,

A’u=7f onf, ulpgo =n- Vulyo =0 (2.3)

where 052 denotes the boundary of £2 and n the outward normal derivative at 052.
These PDEs serve as prototypes for more involved PDEs like Maxwell’s equation
or PDEs for linear and nonlinear elasticity. The reason we formulate these model
problems of order 2r involving the parameter r is that this exhibits more clearly the
order of the operator and the scaling in the subsequently used characterization of
Sobolev spaces H” (§2). Thus, for the remainder of this section, the parameter 2r
denoting the order of the PDE operator is fixed.

The assumptions on the bilinear form a (-, -) entail that there exist constants 0 <
ca < Cq < oo such that the induced self-adjoint operator (Av, w) := a(v, w)
satisfies the isomorphism relation

calvllar @) < NAvllg—r(2) < Callvllar (@), v e Hy(82). (2.4)

If the precise format of the constants in (2.4) does not matter, we abbreviate this
relation as [v|lgr(2) < IlAvlg-r(2) < lvilar (), or shortly as

AVl -2y ~ IVllar (2)- (2.5)
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Under these conditions, Lax-Milgram’s theorem guarantees that, for any given f €
H™"(£2), the operator equation derived from (2.1)

Au=f inH(2) (2.6)

has a unique solution u € H{j(£2), see, e.g., [7].

In order to approximate the solution of (2.1) or (2.6), we choose a finite-
dimensional subspace of Hj (£2). We will construct these approximation spaces by
using tensor products of B-splines as specified next.

2.2.1 B-Spline Discretizations

Our construction of optimal multilevel preconditioners will rely on tensor products
so that principally any space dimension n € N is permissible as long as storage
permits; the examples cover the cases n = 2, 3. As discretization space, we choose
in each spatial direction B-splines of the same degree p on uniform grids and with
maximal smoothness. We begin with the univariate case and define B-splines on the
interval [0, 1] recursively with respect to their degree p. Given this positive integer
p and some m € N, we call & := {&1,...,&,1p+1} a p-open knot vector if the
knots are chosen such that

0=&6=...=6r1 <&pr2<...<én<&pr1=...=&mtp+r1 =1, 2.7

i.e., the boundary knots 0 and 1 have multiplicity p 4+ 1 and the interior knots are
single. For &, B-spline functions of degree p are defined following the well-known
Cox-de Boor recursive formula, see [38]. Starting point are the piecewise constants
for p = 0 (or characteristic functions)

Noo(6) = :1, f0<& <¢ <& <1, 08

0, otherwise,

with the modification that the last B-spline N, ¢ is defined also for { = 1. For p > 1
the B-splines are defined as

¢ =& Sitpt1 — ¢

Nip@ =" 7 Nip1(@)+ Nis1.p-1(0). ¢ €[0,1],
éft+p =&

2.9)

Sitp+1 —&it1

with the same modification for Ny, ,. Alternatively, one can define the B-splines
explicitly by applying divided differences to truncated powers [38]. This gives a
set of m B-splines that form a basis for the space of splines, that is, piecewise
polynomials of degree p with p — 1 continuous derivatives at the internal knots &,
for¢ = p+2,...,m. (Of course, one can also define B-splines on a knot sequence
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with multiple internal knots which entails that the spline space is not of maximal
smoothness.) For p = 1, the B-splines are at least CY([0, 17) which suffices for the
discretization of elliptic PDEs of order 2, and for p = 2 they are cl ([0, 11) which
suffices for r = 2. By construction, the B-spline N; , is supported in the interval
(&, Sivpr1l.

These definitions are valid for an arbitrary spacing of knots in = (2.7). Recall
from standard error estimates in the context of finite elements, see, e.g., [7], that
smooth solutions of elliptic PDEs can be approximated best with discretizations on
a uniform grid. Therefore, in this section, we assume from now on that the grid is
uniform,i.e., &1 — & =hforalé=p+1,...,m.

For n space dimensions, we employ tensor products of the one-dimensional B-
splines. We take in each space dimension a p-open knot vector Z and define on
the closure of the parametric domain £2 = (0, 1)" (which we also denote by $2 for
simplicity of presentation) the spline space

N

n
Sh(Q) ‘= span :Bi(x) = l_[N,-[,p(xg), i=1,...,N:=mn, xe 2
=1

=: span{B,-(x),ieﬂ, xe!}}. (2.10)

In the spirit of isogeometric analysis, we suppose that the computational domain
£2 can also described in terms of B-splines. We assume that the computational
domain 2 is the image of a mapping F : 2 — QwithF := (F|,..., F,)T where
each component F; of F belongs to Sj, (£2) for some given h. In many applications,

the geometry can be described in terms of a very coarse mesh, namely, &7 > h.
Moreover, we suppose that F is invertible and satisfies

ID*F,_ )~ 1 for |a| <r. 2.11)

This assumption on the geometry can be weakened in the sense that the mapping
F can be a piecewise C™ function on the mesh with respect to /, independent of
h, or the domain §2 may have a multi-patch representation. This means that one
can allow £2 also to be the union of domains §2; where each one parametrized by a
spline mapping of the parametric domain 2.

We now define the approximation space for (2.6) as

V] :={vy € H{(2): vy oF € Sp(£2)}. (2.12)

We will formulate three important properties of this approximation space which
will play a crucial role later for the construction of the BPX-type preconditioners.
The first one is that we suppose from now on that the B-spline basis is normalized
with respect to Lo, i.e.,

||B,-||L2(_(A2) ~ 1, and, thus, also || B; o F71||L2(_Q) ~ 1foralli € .7. (2.13)

Then one can derive the following facts [10].
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Theorem 1 Let {B;};c_s be the B-spline basis defined in (2.10) and normalized as
in(2.13), N=#2 and V; asin (2.12). Then we have

(S) Uniform stability with respect to L, (£2)
For any ¢ € £5(.%),

N

ZC,’ B; oF~!

i=1

N
2 2
~ Y lalP=tllelf,  e:=(eiz1..N;
Ly =1

(J) Direct or Jackson estimates

inf |lv—unlr,2) < h lase) foranyve H(§2), 0 <s <r+1,
thV]:

(2.15)

where | - | gs() denotes the Sobolev seminorm of highest weak derivatives s;
(B) Inverse or Bernstein estimates

lonllas2y < A5 vnllL,e) forany vy € Vi, and0 <s <r. (2.16)

In all these estimates, the constants are independent of h but may depend on F, i.e.,
§2, on the polynomial degree p and on the spatial dimension n.

In the next section, we construct BPX-type preconditioners for (2.6) in terms of
approximations with (2.12) and show their optimality.

2.2.2 Additive Multilevel Preconditioners

The construction of optimal preconditioners are based on a multiresolution analysis
of the underlying energy function space Hj(£2). As before, 2r € {2, 4} stands for
the order of the PDEs we are solving and is always kept fixed.

We first describe the necessary ingredients within an abstract basis-free frame-
work, see, e.g., [24]. Afterwards, we specify the realization for the parametrized
tensor product spaces in (2.12).

Let ¥ be a sequence of strictly nested spaces V;, starting with some fixed
coarsest index jo > 0, determined by the polynomial degree p which determines
the support of the basis functions (which also depends on £2), and terminating with
a highest resolution level J,

Viy CVjpt1 C---C Vj C--- C Vy C H}(£2). (2.17)
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The index j denotes the level of resolution defining approximations on a grid with
dyadic grid spacing 7 = 27/, i.e., we use from now on the notation V; instead of Vj,
to indicate different grid spacings. Then, V; will be the space relative to the finest
grid 277, We associate with 7" a sequence of linear projectors & := {Pj}j>j, with
the following properties.

Properties I We assume that

(P1) P; maps Hj(£2) onto V;,

(P2) PjPy= Pjforj<{,

(P3) & is uniformly bounded on L»(£2),i.e., | Pjliz,2) < 1forany j > jo with
a constant independent of j.

These conditions are satisfied, for example, for L,(£2)-orthogonal projectors, or,
in the case of splines, for the quasi-interpolant proposed and analyzed in [65,
Chapter 4]. The second condition (P2) ensures that the differences P; — P;_; are
also projectors for any j > jo. We define next a sequence #' := {W;};>, of
complement spaces

Wj = (Pj+1 — Pj)Vj+1 (2.18)
which then yields the direct (but not necessarily orthogonal) decomposition
Vii=V; & W;. (2.19)

Thus, for the finest level J, we can express Vj in its multilevel decomposition

J-1
vV, = @ W, (2.20)
Jj=Jjo—1
upon setting Wj,_1 := Vj,. Setting also Pj,_; := 0, the corresponding multilevel
representation of any v € V; is then
J
v= > (Pj = Pji_1v. (2.21)

J=Jo

We now have the following result which will be used later for the proof of the
optimality of the multilevel preconditioners.

Theorem 2 Let &2,V be as above where, in addition, we require that for each V;,
Jo=j=Ja Jackson and Bernstein estimate as in Theorem 1 (J) and (B) hold
with h = 277, Then one has the function space characterization

; 1/2

a2y~ | Y 227 1(P; = Pi-)vllf, g foranyv e Vy;.  (222)
J=Jo
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Such a result holds for much larger classes of function spaces, Sobolev or even
Besov spaces which are subsets of L, (§2) for general g, possibly different from 2
and for any function v € H"(£2), then with an infinite sum on the right hand side,
see, e.2., [24]. The proof of Theorem 2 for such cases heavily relies on tools from
approximation theory and can be found in [27, 61].

Next we demonstrate how to exploit the norm equivalence (2.22) in the construc-
tion of an optimal multilevel preconditioner. Define for any v, w € V; the linear
self-adjoint positive-definite operator C; : V; — V; given by

J
(€7 v wiLy2) = Y 277 ((Pj = Pi_)v, (P — PiDw), - (2.23)
J=Jo
which we call a multilevel BPX-type preconditioner. Let Ay : V; — V; be the

finite-dimensional operator defined by (A jv, w) 1, (@) := a(v, w) forallv, w € Vy,
the approximation of A in (2.6) with respect to V.

Theorem 3 With the same prerequisites as in Theorem 2, Cj is an asymptotically
optimal symmetric preconditioner for Ay, i.e., k2(C }/ ZA JC }/ 2) ~ 1 with constants

independent of J.

Proof For the parametric domain £2, the result was proved independently in [27, 61]
and is based on the combination of (2.22) together with the well-posedness of the
continuous problem (2.6). The result on the physical domain follows then together
with (2.11). O

Realizations of the preconditioner defined in (2.23) based on B-splines lead to
representations of the complement spaces W; whose bases are called wavelets.
For these, efficient implementations of optimal linear complexity involving the Fast
Wavelet Transform can be derived explicitly, see Sect. 2.4.

However, since the order of the PDE operator r is positive, one can use here the
argumentation from [8] which will allow to work with the same basis functions as
for the spaces V. The first part of the argument relies on the assumption that the
P; are Ly- orthogonal projectors. For a clear distinction, we shall use the notation
O for L;-orthogonal projectors and reserve the notation P; for the linear projectors
with Properties 1. Then, the BPX-type preconditioner (2.23) (using the same symbol
C for simplicity) reads as

J
c;li=) 2570, - 0j0). (2.24)
j=Jjo
which is by Theorem 3 a BPX-type preconditioner for the self-adjoint positive

definite operator A ;. By the orthogonality of the projectors O, we can immediately
derive from (2.24) that

J
Cr=) 27570 -0;). (2.25)
j=Jjo
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Since r > 0, by rearranging the sum, the exponentially decaying scaling factors
allow one to replace C; by the spectrally equivalent operator

J
C; = Z 27270, (2.26)
Jj=Jjo

(for which we use the same notation Cy). Recall that two linear operators &7 : V; —
Vjand & : Vy — Vj are spectrally equivalent if they satisfy

(T, V)1,2) ~ (Bv,V),2), VeV, (2.27)

with constants independent of J. Thus, the realization of the preconditioner is
reduced to a computation in terms of the bases of the spaces V; instead of W;.
The orthogonal projector O; can, in turn, be replaced by a simpler local operator
which is spectrally equivalent to O}, see [50] and the derivation below.

Up to this point, the introduction to multilevel preconditioners has been basis-
free. We now show how this framework can be used to construct a BPX-precon-
ditioner for the linear system (2.6). Based on the definition (2.12), we construct a
sequence of spaces satisfying (2.17) such that V; = V;'. In fact, we suppose that for
each space dimension we have a sequence of p-open knot vectors Zj, ¢, ..., &y ¢,
£ = 1,...,n, which provide a uniform partition of the interval [0, 1] such that
Eje¢ C Ejpe for j = jo, jo+1,...,J. In particular, we assume that = ¢
is obtained from Z;, by dyadic refinement, i.e., the grid spacing for Z;, is
proportional to 27/ for each £ = 1,...,n. In view of the assumptions on the
parametric mapping F, we assume that 7 = 27/, i.e., F can be represented in
terms of B-splines on the coarsest level jy. By construction, we have now achieved
that

S;p(£2) C Sjy+1(82) C ... C S;(2).

Setting Vj’ ={ve Hj(2): voF e (.Q)}, we arrive at a sequence of nested
spaces

Vi CVig1 C...C V]
Setting .#; = {1,.. .,dimSj(Q)}, we denote by Bl.j, i € ., the set of L,-
normalized B-spline basis functions for the space S; (£2). Define now the positive
definite operator P; : L(£2) — Vj’ as

P = Z(.,B{ oF p,2) Bl oF7\. (2.28)
iEﬂj
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Corollary 1 For the basis {Bij oF ! i€ I}, the operators P; and the Lj-
projectors O are spectrally equivalent for any j.

Proof The assertion follows by combining (2.11), (2.14), with Remark 3.7.1 from
[50], see [8] for the main ingredients. O

Finally, we obtain an explicit representation of the preconditioner C; in terms of
the mapped spline bases for Vj’, j=7Jo....,J,

J
Cc; = Z 27 2ir Z(- B o ¥ 1)1 (2) B/ o F! (2.29)
Jj=Jo e

(denoted again by C,). Note that this preconditioner involves all B-splines from all
levels j with an appropriate scaling, i.e., a properly scaled generating system for
4%

Remark 1 The hierarchical basis (HB) preconditioner introduced for n = 2 in
[71] for piecewise linear B-splines fits into this framework by choosing Lagrangian
interpolants in place of the projectors P; in (2.23). However, since these operators
do not satisfy (P3) in Properties 1, they do not yield an asymptotically optimal
preconditioner for n > 2. For n = 3, this preconditioner does not have an effect
at all.

So far we have not explicitly addressed the dependence of the preconditioned
system on p. Since all estimates in Theorem 1 which enter the proof of optimality
depend on p, it is to be expected that the absolute values of the condition numbers,
i.e., the values of the constants, depend on and increase with p. Indeed, in the
next section, we show some numerical results which also aim at studying this
dependence.

2.2.3 Realization of the BPX Preconditioner

Now we are in the position to describe the concrete implementation of the BPX
preconditioner. Its main ingredient are linear intergrid operators which map vectors
and matrices between different grids. Specifically, we need to define prolongation
and restriction operators.

3 r r
Since Vj C Vj+1,

combination of B-splines B,{ 1 on level j + 1. Arranging the B-splines in the set

each B-spline Bl.j on level j can be represented by a linear

{Bl.] ,i € J;} into a vector B/ in a fixed order, this relation denoted as refinement

relation can be written as

B/ — 1;1“13/“ (2.30)
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with prolongation operator I;H from the trial space Vj’ to the trial space Vj’ Ry

The restriction Ij. 41 is then simply defined as the transposed operator, i.e., Ij. =

(Ifrl )T In case of piecewise linear B-splines, this definition coincides with the well
known prolongation and restriction operators from finite element textbooks obtained
by interpolation, see, e.g., [7].

We will exemplify the construction in case of quadratic and cubic B-splines on
the interval, see, e.g., [38], as follows. We equidistantly subdivide the interval [0, 1]
into 2/ subintervals and obtain 2/ and 27 + 1, respectively, B-splines for p = 2,3
and the corresponding quadratic and cubic spline space Vj’ which is given on this
partition, respectively, see Fig.2.1 for an illustration. Note that the two boundary
functions which do not vanish at the boundary were removed in order to guarantee
that Vj’ C Hj(£2). Moreover, recall that the B-splines are L normalized according

to (2.13) which means that Bl.j is of the form Bl.j (¢) =2/”BQRIc —i)if Bl.j is an
interior function, and correspondingly for the boundary functions.
In case of quadratic B-splines (p = 2), the restriction operator Ij. 4 reads

r1 9 3 ]
2 88
1331
4.4 4 4
) 13 3 1 -
_ Jx2J
I]~ =21/2 4 4 4 4 ERZX
Jj+1 . . :
1 3 31
4 4 44
391
L 8 8 2-

10

0.9

0.8

0.7
0.8

0.6

05 06}

0.4
0.4
0.3 H
0.2
0.2
0.1

0

L " L { ) L L L
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Fig. 2.1 Quadratic (p = 2) (left) and cubic (p = 3) (right) L;-normalized B-splines (see (2.13))
on level j = 3 on the interval [0, 1], yielding basis functions for Vj’ C Hy($2)
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For cubic B-splines (p = 3), it has the form

-1 9 3 =
2 8 8
111 2 1
4123 6
11 3 1 1
8 2 4 2 8
Joo=2712 SRS @D x @1 41)
IjJrl =2 L eR .
1 1 311
8 2 428
12111
6 3 12 4
391
= § 8 24
The normalization factor 2~!/2 stems from the L>-normalization (2.13). The matrix

entries are scaled in the usual fashion such that their rows sum to two. From
these restriction operators for one dimensions, one obtains the related restriction
operators on arbitrary unit cubes [0, 1]” via tensor products. Finally, we set
I]! = 15_115:% . Ifrl and I]J = Ij.HIj.ﬁ .- '15—1 to define prolongations and
restrictions between arbitrary levels j and J.

In order to derive the explicit form of the discretized BPX-preconditioner, for
given functions uy, v; € V; with expansion coefficients u y x and vy ¢, respectively,
we conclude from (2.29) that

(Crug, vy = Z ug vy 0(Cy(Bf oF 1), B o F V),

k,@Eﬂj
J
—-2j J -1 j -1
= Z u‘]ﬁkv‘],gzz ]rZ(Bk oF ,BiJOF )Ly (2)
ke .9 Jj=jo ied;

x (B} o F7' B} o F 1) 1,0).

Next, one can introduce the mass matrix M; = [(B,;’ oF 1, Bé’ o F’l)Lz(g)]k,g and
obtains by the use of restrictions and prolongations

J
—2jr T Iy
(Cruy,vi)L0) = Z 2 f’uJMJIjI’JMJVJ.
J=Jo
The mass matrices which appear in this expression can be further suppressed since

M; is spectrally equivalent to the identity matrix. Finally, the discretized BPX-
preconditioner to be implemented is of the simple form

J
C, = Z 27T, (2.31)
J=jo
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involving only restrictions and prolongations. A further simple improvement can
be obtained by replacing the scaling factor 272/" by diag(A j)’l, where diag(A ;)
denotes the diagonal matrix built from the diagonal entries of the stiffness matrix
A ;. This diagonal scaling has the same effect as the levelwise scaling by 272" but
improves the condition numbers considerably, particularly if parametric mappings
are involved. Thus, the discretized BPX-preconditioner takes on the form

J
C, =) I/diagA)~'Y (2.32)
J=Jo

which we will use in the subsequent computations presented in Tables 2.1 and 2.2.
If the condition number « (A j,) is already high in absolute numbers on the coarsest
level jo, it is worth to use its exact inverse on the coarse grid, i.e., to apply instead
of (2.32) the operator

J
J A—1yJ J q; —1yJ
C,r=LA, I+ E I; diag(A ) I,
j=io 1

see [11, 62]. Another substantial improvement of the BPX-preconditioner can
be achieved by replacing the diagonal scaling on each level by, e.g., a SSOR
preconditioning as follows. We decompose the system matrix as A; = L; +
D; + LJT with the diagonal matrix D, the lower triangular part L, and the upper

triangular part LJT. Then we replace the diagonal scaling on each level of the BPX-
preconditioner (2.32) by the SSOR preconditioner, i.e., instead of (2.32) we apply
the preconditioner

J
C;=) T/D;+L) "D;®; +L) 'L, (2.33)
Jj=Jo

Table 2.1 Condition numbers of the BPX-preconditioned Laplacian on 2 =1 forn =
1,2,3
Interval (n = 1) Square (n = 2) Cube (n = 3)
p=1p=2p=3p=4p=1p=2p=3p=4p=1p=2p=3p=4
743 381 7.03 593 593 731 228 133 349 395 356 5957
8.87 440 947 781 500 9.03 40.2 225 4.85 50.8 624 9478
102 4.67 11.0 936 570 9.72 51.8 293 575 56.6 795 11,887
113 4.87 12.1 107 627 10.1 587 340 640 59.7 895 13,185
122 500 127 11.5 6.74 104 63.1 371 691 61.3 961 13,211
13.0 5.10 130 119 7.14 105 66.0 391 7.34 622 990 13,234
13.7 517 132 121 7.48 106 68.0 403 7.70 62.6 1016 13,255
10 142 522 134 122 777 106 693 411 799 629 1040 -

Level

O 0 9 N bW
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Table 2.2 Condition numbers of the BPX-preconditioned Laplacian on the analytic arc seen on
the right hand side

Level p=1 p=2 p=3 p=4
3 5.04 12.4 31.8 184
(21.8) (8.64) (31.8) (184)
4 11.1 16.3 54.7 291
(90.2) (34.3) (32.9) (173)
5 25.3 19.0 70.1 376
(368) (139) (98.9) (171)
6 31.9 21.4 79.2 436
(1492) (560) (401) (322)
7 37.4 23.1 84.4 471
(6015) (2255) (1620) (1297)
8 42.1 24.3 87.3 490
(241,721)  (9062) (6506) (5217)
9 45.7 25.2 89.0 500
(969,301)  (36,353) (26,121) (20,945)
10 48.8 25.9 90.1 505

(388,690) (145,774)  (104,745)  (83,975)

The bracketed numbers are the related condition numbers without preconditioning

Table 2.3 Condition numbers of the BPX-preconditioned Laplacian for cubic B-splines on
different geometries in case of using a BPX-SSOR preconditioning on each level

Level Square Analyticarc  %-map of the L-shape  Singular ¢! -map of the L-shape

3 3.61 3.65 3.67 3.80
4 6.58 6.97 7.01 7.05
5 8.47 10.2 10.2 14.8
6 9.73 13.1 13.2 322
7 10.5 14.9 15.2 71.7
8 11.0 15.9 16.3 180

9 11.2 16.5 17.0 411

10 11.4 16.9 17.7 933

In doing so, the condition numbers can be improved impressively. In Table 2.3, we
list the £>-condition numbers for the BPX-preconditioned Laplacian in case of cubic
B-splines in two spatial dimensions. By comparing the numbers with those found in
Tables 2.1 and 2.2 one can infer that the related condition numbers are all reduced
by a factor about five. Note that the setup, storage and application of the operator
defined in (2.33) is still of optimal linear complexity.

Finally, we provide numerical results in order to demonstrate the preconditioning
and to specify the dependence on the spatial dimension n and the spline degree
p. We consider an approximation of the homogeneous Dirichlet problem for the
Poisson equation on the n-dimensional unit cube Q= O, D" forn = 1,2, 3.
The mesh on level j is obtained by subdividing the cube j-times dyadically into 2"
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subcubes of mesh size h; = 27, On this subdivision, we consider the B-splines
of degree p = 1,2,3,4 as defined in Sect.2.2.1. The £>-condition numbers of
the related stiffness matrices, preconditioned by the BPX-preconditioner (2.32), are
shown in Table 2.1. The condition numbers seem to be independent of the level j,
but they depend on the spline degree p and the space dimension n for n > 1. For
fourth order problems on the sphere, corresponding results for the bi-Laplacian with
and without BPX preconditioning were presented in [60].

We study next the dependence of the condition numbers on the parametric
mapping F. We consider the case n = 2 in case of a smooth mapping (see the plot
on the right hand side of Table 2.2 for an illustration of the mapping). As one can
see from Table 2.2, the condition numbers are at most about a factor of five higher
than the related values in Table 2.1. Nearly the same observation holds if we replace
the parametric mapping by a ¢°-parametrization which maps the unit square onto
an L-shaped domain, see [10].

If we consider a singular map F, that is, a mapping that does not satisfy (2.11),
the condition numbers grow considerably as expected, see [10]. But even in this
case, the BPX-preconditioner with SSOR acceleration (2.33) is able to drastically
reduce the condition numbers of the system matrix in all examples, see Table 2.3.

For further remarks concerning multiplicative multilevel preconditioners as the
so-called multigrid methods in the context of isogeometric analysis together with
references, one may consult [55].

2.3 Problem Classes

The variational problems to be investigated further will first be formulated in the
following abstract form.

2.3.1 An Abstract Operator Equation

Let 27 be a Hilbert space with norm | - || s and let .5 be the normed dual of .77
endowed with the norm

v, W
lw|l s :== sup ( ) (2.34)

veor Wz

where (-, -) denotes the dual pairing between ¢ and 5¢”'.
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Given F € 2, we seek a solution to the operator equation
ZLU=F (2.35)

where & : J — S is a linear operator which is assumed to be a bounded
bijection, that is,

1L Vilser ~ VI, Ved. (2.36)

We call the operator equation well-posed since (2.35) implies for any given data
F € 2 the existence and uniqueness of the solution U € .5 which depends
continuously on the data.

In the following subsections, we describe some problem classes which can be
placed into this framework. In particular, these examples will have the format that
2 is a product space

H=Hyox---x Hyo (2.37)

where each of the H; o € H; is a Hilbert space (or a closed subspace of a Hilbert
space H; determined, e.g., by homogeneous boundary conditions). The spaces H;
will be Sobolev spaces living on a domain £2 C R” or on (part of) its boundary.
According to the definition of J#, the elements V € ¢ will consist of M
components V = (v1, ..., vy)!, and we define ||V||éf = Zlﬂil lvi ”%'Ii' The dual
space " is then endowed with the norm

(V,w)
Wl e := sup (2.38)
vese IVIw

where (V, W) := Ziﬂil(vi, w;); in terms of the dual pairing (-, -); between H;
and H/.

We next formulate four classes which fit into this format. The first two concern
are elliptic boundary value problems with included essential boundary conditions,
and elliptic boundary value problems formulated as saddle point problem with
boundary conditions treated by means of Lagrange Multipliers. For an introduction
into elliptic boundary value problems and saddle point problems together with
the functional analytic background one can, e.g., resort to [7]. Based on these
formulations, we afterwards introduce certain control problems. A recurring theme
in the derivation of the system of operator equation is the minimization of a
quadratic functional subject to linear constraints.
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2.3.2 Elliptic Boundary Value Problems

Let £2 C R” be a bounded domain with piecewise smooth boundary 082 := I"'UI'y.
We consider the scalar second order boundary value problem
—V-(@Vy)+cy=f 1in£2,
y=g onl, (2.39)
(aVy) - n=0 onlYy,
where n = n(x) is the outward normal at x € I, a = a(x) € R™" is uniformly
positive definite and bounded on £2 and ¢ € L (§2). Moreover, f and g are some

given right hand side and boundary data. With the usual definition of the bilinear
form

a(v,w) := / (aVv - Vw + cvw) dx, (2.40)
2

the weak formulation of (2.39) requires in the case g = 0 to find y € .7 where

H = Hy (2):={ve H(2): v]r =0}, (2.41)
or
={ve H (Q): fg v(x)dx =0} when I" =, (2.42)
such that
a(y,v) = (v, f), ve. (2.43)

The Neumann-type boundary conditions on Iy are implicitly satisfied in the weak
formulation (2.43), therefore called natural boundary conditions. In contrast, the
Dirichlet boundary conditions on I" have to be posed explicitly, for this reason called
essential boundary conditions. The easiest way to achieve this for homogeneous
Dirichlet boundary conditions when g = 0 is to include them into the solution space
as above in (2.41). In the nonhomogeneous case g % 0 on I" in (2.39) and I" # ¢,
one can reduce the problem to a problem with homogeneous boundary conditions
by homogenization as follows. Let w € H'(£2) be such that w = g on I'. Then
y =y — w satisfies a(y, v) = a(y, v) —a(w, v) = (v, f) —a(w, v) =: (v, f) for
all v € S defined in (2.41),and on I" onehas y = g — w = 0, thatis, y € 7.
Thus, it suffices to consider the weak form (2.43) with eventually modified right
hand side. (A second possibility which allows to treat inhomogeneous boundary
conditions explicitly in the context of saddle point problems will be discussed below
in Sect. 2.3.3.)
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The crucial property is that the bilinear form defined in (2.40) is continuous and
elliptic on JZ,

a(v,v) ~ |vl%,  foranyv e 7, (2.44)

see, e.g., [7].
By Riesz’ representation theorem, the bilinear form defines a linear operator A :

I — ' by
(w, Av) :=a(v, w), v, w € I, (2.45)
which is under the above assumptions a bounded linear bijection, that is,
callvlly = llAvle < Callvlly  foranyv e J2. (2.46)

Here we only consider the case where A is symmetric. With corresponding
alterations, the material in the subsequent sections can also be derived for the
nonsymmetric case with corresponding changes with respect to the employed
algorithms.

The relation (2.46) entails that given any f € J#”, there exists a unique y € %
which solves the linear system

Ay=f  inA (2.47)

derived from (2.43). This linear operator equation where the operator defines a
bounded bijection in the sense of (2.46) is the simplest case of a well-posed
variational problem (2.35). Adhering to the notation in Sect.2.3.1, we have here
M =1and Z = A.

2.3.3 Saddle Point Problems Involving Boundary Conditions

A collection of saddle point problems or, more general, multiple field formu-
lations including first order system formulations of the elliptic boundary value
problem (2.39) and the three field formulation of the Stokes problem with inho-
mogeneous boundary conditions have been rephrased as well-posed variational
problems in the above sense in [35], see also further references cited therein.

Here a particular saddle point problem derived from (2.39) shall be considered
which will be recycled later in the context of control problems. In fact, this formu-
lation is particularly appropriate to handle essential Dirichlet boundary conditions.
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Recall from, e.g., [7], that the solution y € 7 of (2.43) is also the unique
minimizer of the minimization problem

. 1 _
Uler?jff/(v), F () = za(v, v) — (v, f). (2.48)

This means that y is a zero for its first order variational derivative of ¢, that is,
8_# (y; v) = 0. We denote here and in the following by SM/(U; wi, ..., wy) the
M-th variation of ¢ at v in directions wy, ..., wy, see e.g., [72]. In particular, for
M=1

Fw+ew)— _7(v)

&

8 7 (v; w) := lim (2.49)
e—0
is the (Gateaux) derivative of ¢ at v in direction w.

In order to generalize (2.48) to the case of nonhomogeneous Dirichlet boundary
conditions g, we formulate this as minimizing J over v € H!(£2) subject to
constraints in form of the essential boundary conditions v = g on I". Using tech-
niques from nonlinear optimization theory, one can employ a Lagrange multiplier
p to append the constraints to the optimization functional J defined in (2.48).
Satisfying the constraint is guaranteed by taking the supremum over all such
Lagrange multipliers before taking the infimum. Thus, minimization subject to a
constraint leads to the problem of finding a saddle point (y, p) of the saddle point
problem

inf sup (W) +(v—g,q9)r. (2.50)
veH! () ge(H\2(M)y

Some comments on the choice of the Lagrange multiplier space and the dual form
(-, -)r in (2.50) are in order. The boundary expression v = g actually means taking
the trace of v € H'(£2) to I' € 32 which we explicitly write from now on yv :=
v|r. Classical trace theorems which may be found in [43] state that for any v €
H'(£2) one looses *, order of smoothness’ when taking traces so that one ends
up with yv € H'/2(I"). Thus, when the data g is also such that g € H/2(I"),
the expression in (2.50) involving the dual form (-, ) := (-, -} g2y 12y 18
well-defined, and so is the selection of the multiplier space (H 172(r))’. In case of
Dirichlet boundary conditions on the whole boundary of £2, i.e., the case I' = 952,
one can identify (H'/2(I")) = H~/2(I").

The above formulation (2.50) was first investigated in [2]. Another standard
technique from optimization to handle minimization problems under constraints is
to append the constraints to J(v) by means of a penalty parameter ¢ as follows,
cf. [3]. For the case of homogeneous Dirichlet boundary conditions, one could

introduce the functional J (v)+ (2¢) !y v ”%11 2(ry (The original formulation in [3]

uses the term ||y v ||%2( F).) Although the linear system derived from this formulation
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is still elliptic—the bilinear form is of the type a(v, v) + ¢~ '(yv, YV E12(r)y—
the spectral condition number of the corresponding operator A, depends on ¢. The
choice of ¢ is typically attached to the discretization of an underlying grid with grid
spacing h for £2 of the form ¢ ~ h* when h — 0 for some exponent ¢ > 0 chosen
such that one retains the optimal approximation order of the underlying scheme.
Thus, the spectral condition number of the operators in such systems depends
polynomially on (at least) #~%. Consequently, iterative solution schemes such as
the conjugate gradient method converge as slow as without preconditioning for A,
and so far no optimal preconditioners for this situation are known.

It should also be mentioned that the way of treating essential boundary conditions
by Lagrange multipliers can be extended to fictitious domain methods which may be
used for problems with changing boundaries such as shape optimization problems
[46, 49]. There one embeds the domain §2 into a larger, simple domain [, and
formulates (2.50) with respect to H'(CJ) and dual form on the changing boundary
I" [52]. One should note, however, that for I" a proper subset of 9£2, there may
occur some ambiguity in the relation between the fictitious domain formulation and
the corresponding strong form (2.39).

In order to bring out the role of the trace operator, we define in addition to (2.40)
a second bilinear form on Hl(.Q) X (H1/2(F))’ by

b(v,q) = /F(yv)(S)q(S) ds (2.51)
so that the saddle point problem (2.50) may be rewritten as

inf sup 7 (v,q), W, q):=Jw) +bv,q) —(g.q9)r.
veH! () ge(H2(I)y

(2.52)

Computing zeroes of the first order variations of _#, now with respect to both v and
q, yields the system of equations that a saddle point (y, p) has to satisfy

a(y,v) + b, p) = (v, ), ve H(R), (2.53)

b(y.q)=(g.q)r. g€ HI)). '
Defining the linear operator B : H (©2) - HYXI) and its adjoint B’
(HVX(IN) — (HY(R)) by (Bv,q)r = (v,B'q)r = b(v,q), this can be
rewritten as the linear operator equation from .7 := H L2) x (HY2(IM) to
as follows: Given (f, g) € 2, find (y, p) € J# that solves

6200

It can be shown that the Lagrange multiplier is given by p = —n-aVy and can here
be interpreted as a stress force on the boundary [2].
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Let us briefly investigate the properties of B representing the trace operator.
Classical trace theorems from, e.g., [43], state that for any f € H*(£2), 1/2 <
s < 3/2, one has

If1rlgs=12¢my < I lEs (92)- (2.55)

Conversely, for every g € H s=1/2(IM), there exists some f € H®(§2) such that
flr =gand

I llEs2y < N8llas—12(ry- (2.56)

Note that the range of s extends accordingly if I" is more regular. Estimate (2.55)
immediately entails for s = 1 that B : H 1(@2) — HY2(I") is continuous.
Moreover, the second property (2.56) means B is surjective, i.e., rangeB =
H'/2(I") and ker B’ = {0}, which yields that the inf-sup condition

Buv,
inf sup (Bv.g)r > 1 (2.57)
qe 2D yemay WIa @) Ng a2y

is satisfied.

At this point it will be more convenient to consider (2.54) as a saddle point
problem in abstract form on s# = Y x Q. Thus, we identify ¥ = H'(£2) and
Q = (H'Y2(I"))’ and linear operators A : Y — Y’ and B: Y — Q.

The abstract theory of saddle point problems states that existence and uniqueness
of a solution pair (y, p) € S holds if A and B are continuous, A is invertible on
ker B C Y and the range of B is closed in Q’, see, e.g., [7, 9, 42]. The properties
for B and the continuity for A have been assured above. In addition, we will always
deal here with operators A which are invertible on ker B, which cover the standard
cases of the Laplacian (a = I and ¢ = 0) and the Helmholtz operator (a = [ and
c=1).

Consequently,

L= AB > A (2.58)
B 0

is linear bijection, and one has the mapping property

@I~ 1GL. -

for any (v, g) € # with constants depending on upper and lower bounds for A, B.
Thus, the operator equation (2.54) is established to be a well-posed variational
problem in the sense of Sect.2.3.1: for given (f, g) € J#’, there exists a unique
solution (y, p) € ## = Y x Q which continuously depends on the data.
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2.3.4 Parabolic Boundary Value Problems

More recently, weak full space-time formulation for one linear parabolic equation
became popular which allow us to consider time just as another space variable as
follows.

Let again £2 C R” be a bounded Lipschitz domain with boundary 9£2, and
denote by 27 := I x §2 with time interval I := (0, T') the time-space cylinder for
functions f = f (¢, x) depending on time ¢ and space x. The parameter 7 < 00
will always denote a fixed final time. Let Y be a dense subspace of H := L,(£2)
which is continuously embedded in L;(§2) and denote by Y’ its topological dual.
The associated dual form is denoted by (-, -)y’xy or, shortly (-, -). Later we will use
(-, -) also for time-space duality with the precise meaning clear from the context.
Norms will be indexed by the corresponding spaces. Following [59], Chapter III,
p. 100, let for a.e. t € I there be bilinear forms a(¢;-,-) : ¥ x ¥ — R so that
t — af(t; -, -) is measurable on [ and that a(¢; -, -) is continuous and elliptic on Y,
i.e., there exists constants 0 < o1 < ap < oo independent of ¢ such that a.e. t € [

a(t;v,w) < azfvllyllwly, v,w €Y,

(2.60)
a(t; v, v) > ailvlly, vevy.
Define accordingly a linear operator A = A(f) : Y — Y’ by
(A()v, w) :==a(t; v, w), v,w €Y. (2.61)

Denoting by .Z(V, W) the set of all bounded linear functions from V to W, we
have by (2.60) A(t) € Z(Y,Y’) for ae. t € I. Typically, A(z) will be a scalar
linear elliptic differential operator of order two on £2 and ¥ = HO1 (£2). We denote
by Ly(I; Z) the space of all functions v = v(, x) for which for a.e. € I one has
v(t, ) € Z. Instead of Ly(1; Z), we will write this space as the tensor product of
the two separable Hilbert spaces, L, (1) ® Z, which, by Theorem 12.6.1 in [1], can
be identified. This fact will be frequently employed also in the sequel.

The standard semi-weak form a linear evolution equation is the following, see
e.g. [40]. Given an initial condition yg € H and right hand side f € L(I; Y"), find
y in some function space on §27 such that

(M) 0y 4 (A@) y(t, ), v) = (f(1,-),v) forallv € ¥ and ae. 1 € (0, T),

(¥(0, ), v) = (yo, v) forallv € H.
(2.62)

ForY = HO1 (£2), the weak formulation of the first equation includes homogeneous
Dirichlet conditions y(z, -)|92 = O fora.e.t € I.
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The space-time variational formulation for (2.62) will be based on the solution
space

Y = Ly(I;Y)NH'I;Y) = (Lo() @ Y) N (Hl(I) ® Y’)
= {weLy;Y): ™" e Ly Y) (2.63)

equipped with the graph norm

9 -
lwiiy = lwli T,y + 1750712 iy (2.64)

and the Cartesian product space of test functions
Vi =Ly(I;Y)xH=(L2(I)®Y)x H (2.65)
equipped for v = (v1, v2) € ¥ with the norm
10115 = il .y + 2l (2.66)
Note that vy = v1 (¢, x) and v = va(x).
Integration of (2.62) over ¢ € I leads to the variational problem to find for given
f €V afunctiony € &
b(y,v) = (f,v) forall v = (vy, 12) € 7, (2.67)
where the bilinear form b(-, -) : # x ¥ — R is defined by

bw, (v1, 12)) 1= /1 ("0, 01, 9) + (AW w(E, ), 010, ) di + (O, ), v2)

(2.68)
and the right hand side (f, ) : ¥ — R by

(fiv) = /1<f(t’ 9, v1(t, ) dt + (yo, v2) (2.69)

for v = (v, vp) € 7. It was proven in [37, Chapter XVIII, §3] that the operator
defined by the bilinear form b(-, -) is an isomorphism with respect to the spaces %
and 7. An alternative, shorter proof given in [66] is based on a characterization
of bounded invertibility of linear operators between Hilbert spaces and provides
detailed bounds on the norms of the operator and its inverse as follows.
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Theorem 4 The operator B € £(%, V") defined by (Bw, v) := b(w, v) for w €
% and v € ¥V with b(-, -) from (2.68) and spaces %', V" defined in (2.63), (2.65) is
boundedly invertible: There exist constants 0 < 1 < By < oo such that

_ 1
IBlly—y < B and B '|yrg < . (2.70)

As proved in [66], the continuity constant 8, and the inf—sup condition constant S
for b(-, -) satisfy

min(oqocz_z, o)

pr = L B y2max(lod) + o2, @.71)

- \/Zmax(afz, 1) + 02
where a1, o are the constants from (2.60) bounding A (), and o is defined as

lw (O, )l #
0£we? lwlla

We like to recall from [37, 40] that ¢ is continuously embedded in €O(I; H) so that
the pointwise in time initial condition in (2.62) is well-defined. From this it follows
that the constant p is bounded uniformly in the choice of % < H.

For the sequel, it will be useful to explicitly identify the dual operator B* : ¥ —
%’ of B which is defined by

(Bw, v) =: {(w, B*v). (2.72)
In fact, it follows from the definition of the bilinear form (2.68) on % x ¥ by

integration by parts for the first term with respect to time, and using the dual A(¢)*
w.r.t. space that

b(w, (1, v2)) = /1 (w9, ™) + (i, ), AW, )) dr

+ (w0, ), v2) + (w(t, ), v)IE

= / ((w(t, 9, My (e, ), A, -)>) dt

1
+ (w(T, ), v2)
=: (w, B*v). (2.73)

Note that the first term of the right hand side defining B* which involves gt vi(t,-)
is still well-defined with respect to ¢ as an element of %" on account of w € %'
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2.3.5 PDE-Constrained Control Problems: Distributed Control

A class of problems where the numerical solution of systems (2.47) is required
repeatedly are certain control problems with PDE-constraints described next.
Adhering to the notation from Sect.2.3.2, consider as a guiding model for the
subsequent discussion the objective to minimize a quadratic functional of the form

1 w
S (y,u) = My = el + ) luell?, (2.74)
subject to linear constraints
Ay=f+u in H’' (2.75)

where A : H — H' is defined as above in (2.61) satisfying (2.46) and f € H
is given. Reserving the symbol .7 for the resulting product space in view of the
notation in Sect.2.3.1, the space H is in this subsection defined as in (2.41) or
in (2.42). In order for a solution y of (2.75), the state of the system, to be well-
defined, the problem formulation has to ensure that the unknown control u appearing
on the right hand side is at least in H’. This can be achieved by choosing the control
space 7/ whose norm appears in (2.74) such that it is as least as smooth as H'. The
second ingredient in the functional (2.74) is a data fidelity term which tries to match
the system state y to some prescribed target state y,, measured in some norm which
is typically weaker than || - || 7. Thus, we require that the observation space % and
the control space % are such that the continuous embeddings

llg < lvlle, ve#, lvlz < lvlla, veH, (2.76)

hold. Mostly one has investigated the simplest cases of norms which occur for % =
Z = Ly(82) and which are covered by these assumptions [59]. The parameter
o > 0 balances the norms in (2.74).

Since the control appears in all of the right hand side of (2.75), such control
problems are termed problems with distributed control. Although their practical
value is of a rather limited nature, distributed control problems help to bring out the
basic mechanisms. Note that when the observed data are compatible in the sense
that y, = A~! f, the control problem has the trivial solution u = 0 which yields
F(y,u) =0.

Solution schemes for the control problem (2.74) subject to the constraints (2.75)
can be based on the system of operator equations derived next by the same
variational principles as employed in the previous section, using a Lagrange
multiplier p to enforce the constraints. Defining the Lagrangian functional

Lagr(y, p,u) :== 7 (y,u) + (p, Ay — f —u) (2.77)
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on H x H x H’, the first order necessary conditions or Karush-Kuhn-Tucker (KKT)
conditions § Lagr(x) = 0 for x = p, y, u can be derived as

Ay=f+u
A'p=—S(y—y) (2.78)
wRu = p.

Here the linear operators S and R can be interpreted as Riesz operators defined by
the inner products (-, -) 2 and (-, -)¢ . The system (2.78) may be written in saddle
point form as

s 0 A

/ y Sy«
LV .= (gg‘g)sz 0 wR —1 ul=|0|=F (2.79)
A—-I 0 p f

on” :=H x H x H'.

Remark 2 'We can also allow for 2 in (2.74) to be a trace space on part of the
boundary 92 as long as the corresponding condition (2.76) is satisfied [53].

The class of control problems where the control is exerted through Neumann
boundary conditions can also be written in this form since in this case the control
still appears on the right hand side of a single operator equation of a form like (2.75),
see [29].

Well-posedness of the system (2.79) can now be established by applying the
conditions for saddle point problems stated in Sect.2.3.3. For the control problems
here and below we will, however, follow a different route which better supports
efficient numerical solution schemes. The idea is as follows. While the PDE
constraints (2.75) that govern the system are fixed, there is in many applications
some ambiguity with respect to the choice of the spaces 2 and % . L, norms
are easily realized in finite element discretizations, although in some applications
like glass cooling smoother norms for the observation || - || o~ are desirable [63].
Once Z and % are fixed, there is only a single parameter w to balance the two
norms in (2.74). Modelling the objective functional is therefore an issue where more
flexibility may be advantageous. Specifically in a multiscale setting, one may want
to weight contributions on different scales by multiple parameters.

The wavelet setting which we describe below allows for this flexibility. It is based
on formulating the objective functional in terms of weighted wavelet coefficient
sequences which are equivalent to 2, % and which, in addition, support an
efficient numerical implementation. Once wavelet discretizations are introduced, we
formulate below control problems with such objective functionals.
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2.3.6 PDE-Constrained Control Problems: Dirichlet Boundary
Control

Even more involved as the control problems with distributed control encountered in
the previous section are those problems with Dirichlet boundary control which are,
however, practically much more relevant.

An illustrative guiding model for this case is the problem to minimize for some
given data y, the quadratic functional

1 w
/mw=2w—m@+zw@, (2.80)

where, adhering to the notation in Sect.2.3.2 the state y and the control u are
coupled through the linear second order elliptic boundary value problem

—V.-(@Vy)+ky=jf ing,
y=u onl, (2.81)
(aVy)-n=0 onl[ly.

The appearance of the control u as a Dirichlet boundary condition in (2.81) is
referred to as a Dirichlet boundary control. In view of the treatment of essential
Dirichlet boundary conditions in the context of saddle point problems derived in
Sect. 2.3.3, we write the PDE constraints (2.81) in the operator form (2.54)on Y x Q
where Y = H'(£2) and Q = (H'/2(I"))’. The model control problem with Dirichlet
boundary control then reads as follows: Minimize for givendata y, € & and f € Y’
the quadratic functional

1 w
T = _lly =yl +  llull?, (2.82)
2 2

(25)G)-() 2

In view of the problem formulation in Sect.2.3.5 and the discussion of the choice
of the observation space 2 and the control space, here we require analogously that
% and % are such that the continuous embeddings

subject to

Ivller < vz, ve#, lvlz < llvlly, vey, (2.84)

hold. In view of Remark 2, also the case of observations on part of the boundary 02
can be taken into account [54]. Part of the numerical results are for such a situation
shown in Fig.2.4.
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Remark 3 Tt should be mentioned that the simple choice %7 = L, (I") which is used
in many applications of Dirichlet control problems is not covered here. There may
arise the problem of well-posedness in this case which we briefly discuss. Note that
the constraints (2.81) or, in weak form (2.54), guarantee a unique weak solution
yeY =H\R) provided that the boundary term u satisfies u € Q' = HY2(I).
In the framework of control problems, this smoothness of u therefore has to be
required either by the choice of % or by the choice of 2 (such as 2 = H'(£2))
which would assure By € Q. In the latter case, we could relax condition (2.84)
on% .

In the context of flow control problems, an H'! norm on the boundary for the
control has been used in [45].

Similarly as stated at the end of Sect.2.3.5, we can derive now by variational
principles the first order necessary conditions for a coupled system of saddle
point problems. Well-posedness of this system can then again be established by
applying the conditions for saddle point problems from Sect.2.3.3 where the inf-
sup condition for the saddle point problem (2.54) yields an inf-sup condition for
the exterior saddle point problem of interior saddle point problems [51]. However,
also in this case, we follow the ideas mentioned at the end of Sect. 2.3.6 and pose a
corresponding control problem in terms of wavelet coefficients.

2.3.7 PDE-Constrained Control Problems: Parabolic PDEs

Finally, we consider the following tracking-type control problem constrained by an
evolution PDE as formulated in Sect. 2.3.4.

We wish to minimize for some given target state y, and fixed end time 7 > 0 the
quadratic functional

Jow) = DUy =yl .y T F IV )= yuT NG+ G Nul} gy (2:85)
over the state y = y(¢, x) and the control u = u(¢, x) subject to
By=FEu+ f in ¥’ (2.86)

where B is defined by Theorem 4 and f € ¥ is given by (2.69). The real weight
parameters w1, wy > 0 are such that w1 + wp > 0 and w3 > 0. The space Z by
which the integral over §2 in the first two terms in (2.85) is indexed is to satisfy
Z 2 Y with continuous embedding. Although there is in the wavelet framework
great flexibility in choosing even fractional Sobolev spaces for Z, for transparency,
we pick here Z = Y. A more general choice only results in multiplications of
vectors in wavelet coordinate with diagonal matrices of the form (2.96) below, see
[29]. Moreover, we suppose that the operator E is a linear operator E : U — ¥~
extending fl(u(t, -), v1(t, -)) dt trivially, that is, E = (I, O)T. In order to generate a
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well-posed problem, the space U in (2.85) must be chosen to enforce that Eu is at
least in ¥”. We pick here the natural case U = Y’ which is also the weakest possible
one. More general cases for both situations which result again in multiplication with
diagonal matrices for wavelet coordinate vectors are discussed in [29].

2.4 Wavelets

The numerical solution of the classes of problems introduced above hinges on the
availability of appropriate wavelet bases for the function spaces under consideration
which are all particular Hilbert spaces. first introduce the three basic properties that
we require our wavelet bases to satisfy.

Afterwards, construction principles for wavelets based on multiresolution analy-
sis of function spaces on bounded domains will be given.

2.4.1 Basic Properties

In view of the problem classes considered above, we need to have a wavelet basis for
each occurring function space at our disposal. A wavelet basis for a Hilbert space
H is here understood as a collection of functions

Wy = {Yus:relly) CH (2.87)

which are indexed by elements A from an infinite index set € Jy. Each of the A
comprises different information A = (j, k, e) such as the refinement scale or level
of resolution j and a spatial location k = k(1) € Z". In more than one space
dimensions, the basis functions are built from taking tensor products of certain
univariate functions, and in this case the third index e contains information on the
type of wavelet. We will frequently use the symbol |A| := j to have access to the
resolution level j. In the univariate case on all of R, ¥, is typically generated by
means of shifts and dilates of a single function ¥, i.e., ¥ = ¥ = 2//2¢ (27 - —k),
J, k € Z, normalized with respect to || - ||,. On bounded domains, the structure of
the functions is essentially the same up to modifications near the boundary.

The three crucial properties that we will assume the wavelet basis to have for the
sequel are the following.

Riesz Basis Property (R) Every v € H has a unique expansion in terms of ¥y,

v= Y w¥us =V ¥y, v:i= ey (2.88)
relly
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and its expansion coefficients satisfy a norm equivalence, that is, for any v = {v, :
A € Iy} one has

cu Wllearyy < IV WullE < Cu IVl V€ La(y), (2.89)

where 0 < ¢y < Cp < oo. This means that wavelet expansions induce
isomorphisms between certain function spaces and sequence spaces. It will be
convenient in the following to abbreviate £, norms without subscripts as || - || :=
Il - le; (i) When the index set is clear from the context. If the precise format of the
constants does not matter, we write the norm equivalence (2.89) shortly as

vl ~ IV @y, Vel (2.90)

Locality (L) The functions vy ; are have compact support which decreases with
increasing level j = |A|, i.e.,

diam (supp¥rg.;) ~ 27, (2.91)
Cancellation Property (CP) There exists an integer d=d g such that

(v, ) < 27O D) (2.92)
P

(suppYyu )"

Thus, integrating against a wavelet has the effect of taking an dth order difference
which annihilates the smooth part of v. This property is for wavelets defined on
Euclidean domains typically realized by constructing ¥y in such a way that it
possesses a dual or biorthogonal basis ¥y C H’ such that the multiresolution
spaces S’j = span{IZfH,;L . |A] < j} contain all polynomials of order d. Here
dual basis means that (Y g 5, &H,U) =0y A vely.

A few remarks on these properties are in order. In (R), the norm equiva-
lence (2.90) is crucial since it means complete control over a function measured
in || - ||z from above and below by its expansion coefficients: small changes in
the coefficients only causes small changes in the function which, together with the
locality (L), also means that local changes stay local. This stability is an important
feature which is used for deriving optimal preconditioners and driving adaptive
approximations where, again, the locality is crucial. Finally, the cancellation
property (CP) entails that smooth functions have small wavelet coefficients which,
on account of (2.89) may be neglected in a controllable way. Moreover, (CP) can be
used to derive quasi-sparse representations of a wide class of operators.

By duality arguments one can show that (2.89) is equivalent to the existence of a
biorthogonal collection which is dual or biorthogonal to ¥y,

Uy = {Yus:re€ly) CH, (Yui VHu) =8 A€ Ty,
(2.93)
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which is a Riesz basis for H', that is, for any o = ¥/ ¥y € H’' one has
Cy' IVl = W' ullar < e IVl (2.94)

see [23, 25, 51]. Here and in the sequel the tilde expresses that the collection 'f/H
is a dual basis to a primal one for the space identified by the subscript, so that
Uy =Wy

Above in (2.89), we have already introduced the following shorthand notation
which simplifies the presentation of many terms. We will view ¥y both as in (2.87)
as a collection of functions as well as a (possibly infinite) column vector containing
all functions always assembled in some fixed unspecified order. For a countable
collection of functions ® and some single function o, the term (®, o) is to be
understood as the column vector with entries (6, o), & € ©, and correspondingly
(0, ®) the row vector. For two collections ®, ¥, the quantity (®, ¥) is then
a (possibly infinite) matrix with entries ({6, 0))gco, sex for which (®, X) =
(X, )T, This also implies for a (possibly infinite) matrix C that (CO®, X) =
C(®, X)and (®,CX) = (O®, £)CT.

In this notation, the biorthogonality or duality conditions (2.93) can be reex-
pressed as

(w,v) =1 (2.95)

with the infinite identity matrix I.

Wavelets with the above properties can actually obtained in the following way.
This concerns, in particular, a scaling depending on the regularity of the space under
consideration. In our case, H will always be a Sobolev space H* = H*(§2) or a
closed subspace of H®(£2) determined by homogeneous boundary conditions, or its
dual. For s < 0, H*® is interpreted as above as the dual of H ~*. One typically obtains
the wavelet basis ¥y for H from an anchor basis ¥ = {{, : A € I = Iy} which
is a Riesz basis for L,(£2), meaning that ¥ is scaled such that ||1/fx||L2(_Q) ~ 1.
Moreover, its dual basis ¥ is also a Riesz basis for L>(£2). ¥ and J are constructed
in such a way that rescaled versions of both bases W, ¥ form Riesz bases for a whole
range of (closed subspaces of) Sobolev spaces H*, for 0 < s < y, y, respectively.
Consequently, one can derive that for each s € (—y, y) the collection

=2y, el =D ¥ (2.96)

is a Riesz basis for H® [23]. This means that there exist positive finite constants
cg, Cs such that

cs IV < IV W llms < Gy |Vl v e €a(ID), (2.97)

holds for each s € (—y, y). Such a scaling represented by a diagonal matrix D*
introduced in (2.96) will play an important role later on. The analogous expression
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in terms of the dual basis reads
U= 2y, e} =D ¥, (2.98)

where ¥ forms a Riesz basis of H* fors € (—y, 7). This entails the following fact.
For € (—y, y) the mapping

D" :v=v'¥ s WU =vDW=>" v 2"y, (2.99)
rell

acts as a shift operator between Sobolev scales which means that
ID™vllgs ~ vl gs+e ~ ID*FV, if 5, s+ 7 € (=7, ). (2.100)

Concrete constructions of wavelet bases with the above properties for parameters
¥, ¥ < 3/2onabounded Lipschitz domain §2 can be found in [33, 34]. This suffices
for the above mentioned examples where the relevant Sobolev regularity indices
range between —1 and 1.

2.4.2 Norm Equivalences and Riesz Maps

As we have seen, the scaling provided by D™* is an important feature to establish
norm equivalences (2.97) for the range s € (—y,y) of Sobolev spaces H®.
However, there are several other norms which are equivalent to || - || gs which may
later be used in the objective functional (2.74) in the context of control problems.
This issue addresses the mathematical model which we briefly discuss now.

We first consider norm equivalences for the Ly norm. Let as before ¥ be the
anchor wavelet basis for L, for which the Riesz operator R = Ry, is the (infinite)
Gramian matrix with respect to the inner product (-, -)r, defined as

R:= W, ¥), =W VY). (2.101)
Expanding ¥ in terms of ¥ and recalling the duality (2.95), this entails

=W ¥) = <<l1/, o\, w) —RW@. &) or R '=@. &) (2102

R may be interpreted as the transformation matrix for the change of basis from ¥
to ¥, thatis, ¥ = RY.
For any w = wlW e L,, we now obtain the identities

lwll, = W&, wiw), = wl (&, ) w=w'Rw = |[R"?w|* = |W|*.
(2.103)
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Expanding w with respect to the basis ¥ =R 2¢ = RV2¢ thatis, w = W &,
yields [[w| L, = ||W]|. On the other hand, we get from (2.97) with s = 0

< C3llw|* (2.104)

2 2 2
coliwll® = llwllz,

From this we can derive the condition number k (W) of the wavelet basis in terms of
the extreme eigenvalues of R by defining

o Co 2 _ Amax (R) _ ~
k(W) = (CO> =R = k(R) ~ 1, (2.105)

where «(R) also denotes the spectral condition number of R and where the last
relation is assured by the asymptotic estimate (2.104). However, the absolute
constants will have an impact on numerical results in specific cases.

For a Hilbert space H denote by Wy a wavelet basis for H satisfying (R), (L),
(CP) with a corresponding dual basis Wy . The (infinite) Gramian matrix with respect
to the inner product (-, -) g inducing || - ||z which is defined by

Ry == Yy, ¥Yn)H (2.106)

will be also called Riesz operator. The space L is covered trivially by Rop = R. For
any function v := v/ ¥y € H we have then the identity

ol = (v, v)a = VT Oy, vV Wy g = v Wy, Yu)uv
= v Ryv = R} VI (2.107)

Note that in general Ry may not be explicitly computable, in particular, when H is
a fractional Sobolev space.
Again referring to (2.97), we obtain as in (2.105) for the more general case

k(Rgs) ~1 foreachs € (—y, y).
(2.108)

Cs>2  maRps)

KW= < - Amin (Rpzs) B

Cs

Thus, all Riesz operators on the applicable scale of Sobolev spaces are spectrally
equivalent. Moreover, comparing (2.108) with (2.105), we get

g IRV2V) < IRY2V < R (2.109)

0 o

Of course, in practice, the constants appearing in this equation may be much sharper,

as the bases for Sobolev spaces with different exponents are only obtained by a

diagonal scaling which preserves much of the structure of the original basis for L.
We summarize these results for further reference.
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Proposition 1 In the above notation, we have for any v = v! ¥ € H® the norm
equivalences

1/2 -
lvllgs = IRV ~ IRV2v| ~ vl foreachs € (=7, y). (2.110)

2.4.3 Representation of Operators

A final ingredient concerns the wavelet representation of linear operators in terms of
wavelets. Let H, V be Hilbert spaces with wavelet bases ¥, Wy and corresponding
duals ¥y, Yy, and suppose that .2 : H — V is a linear operator with dual ." :
V' — H' defined by (v, Z'w) := (Lv,w) forallve H,w € V.

We shall make frequent use of this representation and its properties.

Remark 4 The wavelet representation of < : H — V with respect to the bases
Wy, Wy of H, V/, respectively, is given by
L= (Jy, LVy), Lv=Lv) . (2.111)

Thus, the expansion coefficients of .Zv in the basis that spans the range space of
Z are obtained by applying the infinite matrix L = (¥y, ZW¥y) to the coefficient
vector of v. Moreover, boundedness of . implies boundedness of L in £, i.e.,

IZvllv < lvlla, veH, implies [[L|l:= sup [Lvlleyar,) < 1
IVlley gy <1

(2.112)

Proof Any image Zv € V can naturally be expanded with respect to ¥y as Zv =
(ZLv, Yy )Wy. Expanding in addition v in the basis ¥y, v = viwy yields

Lo =vI(Lwy, Oy)Wy = (LY, W)V Wy = (By, L85 oy,

(2.113)
As for (2.112), we can infer from (2.89) and (2.111) that
ILVlley ) ~ NAN Sy lly = [Lvlly < ol ~ IVeyc),
which confirms the claim. (]

2.4.4 Multiscale Decomposition of Function Spaces

In this section, the basic construction principles of the biorthogonal wavelets with
properties (R), (L) and (CP) are summarized, see, e.g., [24]. Their cornerstones
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are multiresolution analyses of the function spaces under consideration and the
concept of stable completions. These concepts are free of Fourier techniques and
can therefore be applied to derive constructions of wavelets on domains or manifolds
which are subsets of R".

Multiresolution of L, Practical constructions of wavelets typically start out with
multiresolution analyses of function spaces. Consider a multiresolution . of Ly
which consists of closed subspaces S; of Ly, called trial spaces, such that they are
nested and their union is dense in Ly,

00
Sy CSjp+1 C...CSj CSjy1 C...Ly, CIOSLz(U Sj) = L;.
j=Jo
(2.114)

The index j is the refinement level which appeared already in the elements of the
index set [ in (2.87), starting with some coarsest level jo € Ny. We abbreviate for
a finite subset ® C L, the linear span of ® as

S(®) = span{®}.
Typically the multiresolution spaces S; have the form

S = 8(Pj), D ={pjr:ke A} (2.115)

for some finite index set A j, where the set {P }?Oz B

that

is uniformly stable in the sense

lelleyay ~ e ®jll,. €= {ckea; € £2(A)), (2.116)

holds uniformly in j. Here we have used again the shorthand notation

CT®j = Z kP k

keA;

and @; denotes both the (column) vector containing the functions ¢; x as well as
the set of functions (2.115).

The collection @; is called single scale basis since all its elements live only on
one scale j. In the present context of multiresolution analysis, @; is also called
generator basis or shortly generators of the multiresolution. We assume that the
¢ .k are compactly supported with

diam(supppj i) ~ 277, (2.117)
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It follows from (2.116) that they are scaled such that

o)kl ~1 (2.118)

holds. It is known that nestedness_(Z.l 14) together with stability (2.116) implies the
existence of matrices M o = (mf rea irked; such that the two-scale relation

pik= Y. mldicir kea; (2.119)

redjig

is satisfied. We can essentially simplify the subsequent presentation of the material
by viewing (2.119) as a matrix-vector equation which then attains the compact form

;=M (P (2.120)

Any set of functions satisfying an equation of this form, the refinement or two-scale
relation, will be called refinable.

Denoting by [X, Y] the space of bounded linear operators from a normed linear
space X into the normed linear space Y, one has that

Mj,() S [ﬁz(Aj), EZ(A/'+1)]

is uniformly sparse which means that the number of entries in each row or column
is uniformly bounded. Furthermore, one infers from (2.116) that

IMjoll=00), j=jo (2.121)
where the corresponding operator norm is defined as

IM; ol := sup IMj.0¢llex(a,41)-
cela(4)), llelleycap=1

Since the union of . is dense in L,, a basis for L, can be assembled from
functions which span any complement between two successive spaces S; and S; 41,
ie.,

S(@j41) = S(@)) D S(¥)) (2.122)
where

lI/jZ{wj’kikGVj}, Vj = Aj+1\Aj. (2.123)

The functions ¥; are called wavelet functions or shortly wavelets if, among other
conditions detailed below, the union {@; U ¥;} is still uniformly stable in the sense
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of (2.116). Since (2.122) implies S(¥;) C S(P;41), the functions in ¥; must also
satisfy a matrix-vector relation of the form

W =M] &, (2.124)

with a matrix M 1 of size (#A 1) x (#V). Furthermore, (2.122) is equivalent to
the fact that the linear operator composed of M o and M 1,

M; = (M; 0, M; 1), (2.125)

is invertible as a mapping from £, (A ; U V) onto £3(A j+1). One can also show that
the set {®@; U ¥;} is uniformly stable if and only if

IM; [, M = 61, j — oo (2.126)

The particular cases that will be important for practical purposes are when not only
M; o and M; ; are uniformly sparse but also the inverse of M;. We denote this
inverse by G; and assume that it is split into

G =M;'= (G/*O). (2.127)

which corresponds to the case of Ly orthogonal wavelets [36]. A systematic
construction of more general M, G for spline-wavelets can be found in [34], see
also [24] for more examples, including the hierarchical basis.

Thus, the identification of the functions ¥; which span the complement of
S(®;) in S(P;41) is equivalent to completing a given refinement matrix M o to
an invertible matrix M in such a way that (2.126) is satisfied. Any such completion
M; 1 is called stable completion of Mj . In other words, the problem of the
construction of compactly supported wavelets can equivalently be formulated as
an algebraic problem of finding the (uniformly) sparse completion of a (uniformly)
sparse matrix M ¢ in such a way that its inverse is also (uniformly) sparse. The fact
that inverses of sparse matrices are usually dense elucidates the difficulties in the
constructions.

The concept of stable completions has been introduced in [14] for which a
special case is known as the lifting scheme [69]. Of course, constructions that yield
compactly supported wavelets are particularly suited for computations in numerical
analysis.
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Combining the two-scale relations (2.120) and (2.124), one can see that M;
performs a change of bases in the space S;1,

D; M7
( /> - (M/T’())q),ﬂ =M{®; . (2.128)

¥ jl

Conversely, applying the inverse of M; to both sides of (2.128) results in the
reconstruction identity

qj‘
it = G/T<W{> =Gl @ + G ¥, (2.129)
J

Fixing a finest resolution level J, one can repeat the decomposition (2.122) so
that S; = S(@;) can be written in terms of the functions from the coarsest space
supplied with the complement functions from all intermediate levels,

J—1
S(Py) =8P, @ @ SW)). (2.130)
J=Jo

Thus, every function v € S(®;) can be written in its single-scale representation

v=C(e)Td, = Z Cr ki k (2.131)
keAy

as well as in its multi-scale form
—(c YV . Ny . T
v = (i) @jy + (djg) Wy + -+ @y Wy (2.132)

with respect to the multiscale or wavelet basis

J—-1 J—-1
v =00l o= (J ¥ (2.133)
J=o J=io—1

Often the single-scale representation of a function may be easier to compute and
evaluate while the multi-scale representation allows one to separate features of
the underlying function characterized by different length scales. Since therefore
both representations are advantageous, it is useful to determine the transformation
between the two representations, commonly referred to as the Wavelet Transform,

T, : €2(A)) = €2(A)), d/ — ¢y, (2.134)
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where
J . T
d’ = (Cjo, djo’ PN d171) .

The previous relations (2.128) and (2.129) indicate that this will involve the matrices
M; and G;. In fact, T, has the representation

Ty =Ty -1---Tyj, (2.135)

where each factor has the form

. M; 0 #A )X (HA
Ty = < 0] I(#AJ#Aj+1)> € RWANXEA), (2.136)

Schematically T; can be visualized as a pyramid scheme

M;).0 Mjj+1.0 M;-10

Cjy — Cjo+1 —> Cjp42 —> -+ €Cj—1 —> CJ
M;).1 Mjj+1.1 Mjy_1.1 (2.137)
/ / S /

djo djo+1 djo+2 dy—1

Accordingly, the inverse transform T;l can be written also in product struc-
ture (2.135) in reverse order involving the matrices G as follows:

-1 —1 —1
T; =TJ’j0---TJ’J_1, (2.138)
where each factor has the form
-1 . G, 0 #A )X H#A
T, ;= ( 0] I(#AJ#AJ'H)) € RFANXEAD, (2.139)
The corresponding pyramid scheme is then
Gy-10 G20 Gjjy.0
¢jg — ¢j-1 — C¢j2 —> -+ —> Cj,
Gy-1,1 Gy-2,1 Gj).1 (2.140)
N N NN
dy—1 d;— dy—1 d;,

Remark 5 Property (2.126) and the fact that M; and G can be applied in (#A4;1)
operations uniformly in j entails that the complexity of applying T; or T;l using
the pyramid scheme is of order 6(#A;) = ¢(dim S;) uniformly in J. For this
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reason, T is called the Fast Wavelet Transform (FWT). Note that there is no need
to explicitly assemble T; or T;l.

In Table 2.4 spectral condition numbers for the Fast Wavelet Transform (FWT) for
different constructions of biorthogonal wavelets on the interval computed in [62]
are displayed.

Since Uj> j,S; is dense in L, a basis for the whole space L; is obtained when
letting J/ — oo in (2.133),

00
v o= U sz{i/fj,k:(j,k)eﬂ}, V-1 :=Dj,

j=jo—1
. (2.141)
1= {{jo} x Ap}u | {1} x v}
J=Jjo

The next theorem from [23] illustrates the relation between ¥ and T}.

Theorem S The multiscale transformations T j are well-conditioned in the sense
IS0 0T5 = o), T = jo, (2.142)

if and only if the collection W defined by (2.141) is a Riesz basis for Lo, i.e., every
v € Ly has unique expansions

o0 o0
v= Y W= > (0¥, (2.143)
Jj=Jjo—1 Jj=Jjo—1

where W defined analogously as in (2.141) is also a Riesz basis for Ly which is
biorthogonal or dual to W,

(w,v)=1 (2.144)

such that
lvllz, ~ I, )y ~ 14 0)lleymy- (2.145)
We briefly explain next how the functions in 'f/, denoted as wavelets dual to ¥, or
dual wavelets, can be determined. Assume that there is a second multiresolution .

of L, satisfying (2.114) where

S; = S(®)), D ={Pjx:keA;) (2.146)
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and {® j }?‘; i is uniformly stable in j in the sense of (2.116). Let the functions

in @ ; also have compact support satisfying (2.117). Furthermore, suppose that the
biorthogonality conditions

(@), Pj) =1 (2.147)

hold. We will often refer to @; as the primal and to @ j as the dual generators. The
nestedness of the § ; and the stability again implies that @ ;j is refinable with some
matrix M; o, similar to (2.120),

;=M (B (2.148)
The problem of determining biorthogonal wavelets now consists in finding bases
¥; for the complements of S(®;) in S(P;41), and of S(dﬁ ) in S((P i+1), such

that
S(@)HLSW)),  S(@)LSW)) (2.149)

and
SWHLSW).  j#m (2.150)
holds. The connection between the concept of stable completions and the dual

generators and wavelets is made by the following result which is a special case
from [14].

Proposition 2 Suppose that the biorthogonal collections {® j}?‘;. and {<1§ 10 o

are both uniformly stable and refinable with refinement matrices M o, M/,o, ie.,
O =Ml @11, ;=M ®;, (2.151)

and satisfy the duality condition (2.147). Assume that I\V/IN is any stable completion
of M o such that

M, := (Mo, M) = é;l (2.152)

satisfies (2.126).
Then

Mj:=a- Mj,OM]T,o)l\V/IjJ (2.153)
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is also a stable completion of M o, and G; = M;l = M, o, Mj,l)’1 has the form

M7
= < f’°>. (2.154)

Moreover; the collections of functions
v =ML @i, B =680 (2.155)
form biorthogonal systems,
(W, &) =1, (W, ;) = (@;,¥) =0, (2.156)
so that
SWHLSW,), j#T, S(@)LSWF)), S(P;)LSW)). (2.157)

In particular, the relations (2.147), (2.156) imply that the collections

(o) o0 o0
v=J v, &= ¥=0,0JY¥ (2.158)
Jj=jo—1 J=Jjo—1 Jj=Jjo
are biorthogonal,
(W, &) =1 (2.159)

Remark 6 1t is important to note that the properties needed in addition to (2.159)
in order to ensure (2.145) are neither properties of the complements nor of their
bases ¥, ¥ but of the multiresolution sequences . and .. These can be phrased
as approximation and regularity properties and appear in Theorem 6.

We briefly recall yet another useful point of view. The operators

j—1
Piv:=(v,®0;)®; = (v, Y)W/ = (v,P;)Pj, + Z(v, Y,

’jif'f (2.160)
Plv:= (v, ®))®; = (v, W)¥/ = (v, Q)P + Z(v, U\,

r=jo
are projectors onto

S(@)=SW/) and  S(P;)=SW/) (2.161)
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respectively, which satisfy

P.P; = P,, P,’P]’- =P, r<ij. (2.162)
Remark 7 Let {® /}?O=jo be uniformly stable. The P; defined by (2.160) are
uniformly bounded if and only if {® j}j‘; io is also uniformly stable. Moreover, the
P; satisfy (2.162) if and only if the @ ;j are refinable as well. Note that then (2.147)
implies

MfOM jo=L (2.163)

In terms of the projectors, the uniform stability of the complement bases ¥;, lf/j
means that

I(Pjs1 = Ppvll, ~ 10, )lleawyys 1P = PPy ~ 145, v)lleyw)),
(2.164)

so that the L, norm equivalence (2.145) is equivalent to

o (0.¢]
oIz, ~ Y 1P = Pj-pvlig, ~ D I(P; = Pj_pvli, (2.165)
Jj=Jo J=Jo

=0.
i0—1
The whole concept derived so far lives from both @ ; and @ ;. It should be pointed
out that in the algorithms one actually does not need @ ; explicitly for computations.

We recall next results that guarantee norm equivalences of the type (2.89) for
Sobolev spaces.

forany v € Ly, where Pj,_| = P/’.

Multiresolution of Sobolev Spaces Let now . be a multiresolution sequence
consisting of closed subspaces of H® with the property (2.114) whose union is
dense in H*. The following result from [23] ensures under which conditions norm
equivalences hold for the H®-norm.

Theorem 6 Let {@ j}i‘; io and {® j}i‘; io be uniformly stable, refinable, biorthog-
onal collections and let the P; : H° — S(®;) be defined by (2.160). If the
Jackson-type estimate

< 27|v|lgs, veEH', O0<s<d, (2.166)

~

inf v — v,

VjEdj

and the Bernstein inequality

lvilles < 29 0vjllL,, vj €Sj, s <1, (2.167)
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hold for

5= 15PN itnorderd = {4V anai =11, (2.168)
S(®;) d i

then for
0 < o := min{d, 1}, 0 < 6 := min{d, 7}, (2.169)

one has

OO .
vll3s ~ Z 2%||(Pj — Pi_vl7,. s€(=6.0). (2.170)
Jj=Jo

Recall that we always write H* = (H~*)" for s < 0.
The regularity of . and . is characterized by

t:=supfs:S(®;) C H, j= jo}, f:=sup{s: S(é/’) C H®, j = jo}
(2.171)

Recalling the representation (2.164), we can immediately derive the following
fact.

Corollary 2 Suppose that the assumptions in Theorem 6 hold. Then we have the
norm equivalence

e¢]

ol ~ D 221 I, s € (=6,0). (2.172)
Jj=jo—1

In particular for s = 0 the Riesz basis property of the ¥, ¥ relative to Ly(2.145)
is recovered. For many applications it suffices to have (2.170) or (2.172) only for
certain s > 0 for which one only needs to require (2.166) and (2.167) for {P; }?‘; i
The Jackson estimates (2.166) of order d for S(® ;j) imply the cancellation properties
(CP) (2.92), see, e.g., [26].

Remark 8 When the wavelets live on £2 C R", (2.166) means that all polynomials
up to order d are contained in S(®;). One also says that S(®;) is exact of
order d. On account of (2.144), this implies that the wavelets v/ j.k are orthogonal

to polynomials up to order d or have dth order vanishing moments. By Taylor
expansion, this in turn yields (2.92).
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We will later use the following generalization of the discrete norms (2.165). Let
fors e R

-~ 1/2
Iolls := | Y 229 11(P; — Pj-nvlli, (2.173)
J=Jo
which by the relations (2.164) is also equivalent to
o 1/2
vy= [ Y 22|, v) IIZ(V,) . (2.174)
Jj=Jjo—1
In this notation, (2.170) and (2.172) read
lolles ~ lvlls ~ v . (2.175)

In terms of such discrete norms, Jackson and Bernstein estimates hold with
constants equal to one [51], which turns out to be useful later in Sect. 2.5.2.

Lemma 1l Let {P; }?ijo and {Qsj }?ijo be uniformly stable, refinable, biorthogonal
collections and let the P; be defined by (2.160). Then the estimates

v—Pjv g < 27UFDE=D Y e HY, <5 <d, (2.176)
and

<2070y 0, v eS@)), 5 <s<d, (2.177)

are valid, and correspondingly for the dual side.
The same results hold for the norm || - || defined in (2.173).

Reverse Cauchy-Schwarz Inequalities The biorthogonality condition (2.147)
implies together with direct and inverse estimates the following reverse Cauchy—
Schwarz inequalities for finite-dimensional spaces [28]. It will be one essential
ingredient for the discussion of the LBB condition in Sect. 2.5.2.

Lemma 2 Let the assumptions in Theorem 6 be valid such that the norm equiv-
alence (2.170) holds for (—&, o) with o,fr defined in (2.169). Then for any v €
S(@;) there exists some V* = v*(v) € S(P;) such that

lollas 19 g-s < (v, 0%) (2.178)

~

forany 0 < s < min(o, 7).
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The proof of this result given in [28] for s = 1/2 in terms of the projectors P;
defined in (2.160) and corresponding duals PJ’. immediately carries over to more
general s. Recalling the representation (2.161) in terms of wavelets, the reverse
Cauchy inequality (2.178) attains the following sharp form.

Lemma 3 ([51]) Let the assumptions of Lemma 1 hold. Then for every v € S(®;)
there exists some v* = v*(v) € S(qu) such that

vy U L = (v, 7%) (2.179)

forany 0 <s < min(o, 7).

Proof Every v € §(®;) can be written as
j—1
v = Z 25 Z vr,kwr,k-
r=jo—1 keV,
Setting now
j—1
vt = Z 27 Z vr,kwr,k
r=jo—1 keV,

with the same coefficients v;, the definition of -  yields by biorthogonal-
ity (2.159)

j—1
~ 2
L v* —s = Z Z |vj,k| .

r=jo—1keV,
Combining this with the observation
j—1
~ 2
W o) = > Y vl
r=jo—1kev,
confirms (2.179). O

Remark 9 The previous proof reveals that the identity (2.179) is also true for
elements from infinite-dimensional spaces H* and (H*)" for which ¥ and ¥ are
Riesz bases.

Biorthogonal Wavelets on R The construction of biorthogonal spline-wavelets on
R from [18] for Ly, = L>(R) employs the multiresolution framework introduced at
the beginning of this section. There the ¢; ; are generated through the dilates and



2 Adaptive Multiscale Methods for the Numerical Treatment of Systems of PDEs 125

translates of a single function ¢ € L,
bik =2"p27 - —k). (2.180)

This corresponds to the idea of a uniform virtual underlying grid, explaining the
terminology uniform refinements. B-Splines on uniform grids are known to satisfy
refinement relations (2.119) in addition to being compactly supported and having
L,-stable integer translates. For computations, they have the additional advantage
that they can be expressed as piecewise polynomials. In the context of variational
formulations for second order boundary value problems, a well-used example are
the nodal finite elements ¢; ; generated by the cardinal B-Spline of order two,
i.e., the piecewise linear continuous function commonly called the ‘hat function’.
For cardinal B-Splines as generators, a whole class of dual generators ¢ ik (of
arbitrary smoothness at the expense of larger supports) can be constructed which are
also generated by one single function ¢ through translates and dilates. By Fourier
techniques, one can construct from ¢, & then a pair of biorthogonal wavelets V, v
whose dilates and translates built as in (2.180) constitute Riesz bases for L, (R).

By taking tensor products of these functions, one can generate biorthogonal
wavelet bases for L, (R").

Biorthogonal Wavelets on Domains Some constructions that exist by now have
as a core ingredient tensor products of one-dimensional wavelets on an interval
derived from the biorthogonal wavelets from [18] on R. On finite intervals in R, the
corresponding constructions are usually based on keeping the elements of @, fﬁj
supported inside the interval while modifying those translates overlapping the end
points of the interval so as to preserve a desired degree of polynomial exactness.
A general detailed construction satisfying all these requirements has been proposed
in [34]. Here just the main ideas for constructing a biorthogonal pair @;, ffj and
corresponding wavelets satisfying the above requirements are sketched, where we
apply the techniques derived at the beginning of this section.

We start out with those functions from two collections of biorthogonal generators
CDJR, @]]R for some fixed j > jp living on the whole real line whose support has
nonempty intersection with the interval (0, 1). In order to treat the boundary effects
separately, we assumed that the coarsest resolution level jj is large enough so that,
in view of (2.117), functions overlapping one end of the interval vanish at the other.
One then leaves as many functions from the collection QDE&, @R living in the interior
of the interval untouched and modifies only those near the interval ends. Note that
keeping just the restrictions to the interval of those translates overlapping the end
points would destroy stability (and also the cardinality of the primal and dual basis
functions living on (0, 1) since their supports do not have the same size). Therefore,
modifications at the end points are necessary; also, just discarding them from the
collections (2.115), (2.146) would produce an error near the end points. The basic
idea is essentially the same for all constructions of orthogonal and biorthogonal
wavelets on R adapted to an interval. Namely, one takes fixed linear combinations
of all functions in CDJR, é]]R living near the ends of the interval in such a way
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that monomials up to the exactness order are reproduced there and such that the
generator bases have the same cardinality. Because of the boundary modifications,
the collections of generators are there no longer biorthogonal. However, one can
show in the case of cardinal B-Splines as primal generators (which is a widely used
class for numerical analysis) that biorthogonalization is indeed possible. This yields
collections denoted by @j(.o’l), 05;0’1) which then satisfy (2.147) on (0, 1) and all
assumptions required in Proposition 2.

For the construction of corresponding wavelets, first an initial stable completion

v

M; 1 is computed by applying Gaussian eliminations to factor M; ¢ and then to
find a uniformly stable inverse of M ;- Here we exploit that for cardinal B-Splines as
generators the refinement matrices M ¢ are totally positive. Thus, they can be stably
decomposed by Gaussian elimination without pivoting. Application of Proposition 2
then gives the corresponding biorthogonal wavelets lllj(o’l), lf/j(o’l) on (0, 1) which
satisfy the requirements in Corollary 2. It turns out that these wavelets coincide in
the interior of the interval again with those on all of R from [18]. An example of
the primal wavelets for d = 2 generated by piecewise linear continuous functions
is displayed in Fig. 2.2 on the left. After constructing these basic versions, one can
then perform local transformations near the ends of the interval in order to improve
the condition or L, stability constants, see [11, 62] for corresponding results and
numerical examples.

We display spectral condition numbers for the FWT for two different construc-
tions of biorthogonal wavelets on the interval computed in [62] in Table 2.4. The
first column denotes the finest level on which the spectral condition numbers of the
FWT are computed. The next column contains the numbers for the construction of
biorthogonal spline-wavelets on the interval from [34] for the case d = 2, d=4
while the last column displays the numbers for a scaled version derived in [11]. We
will see later in Sect. 2.5.1 how the transformation T is used for preconditioning.

Along these lines, also biorthogonal generators and wavelets with homogeneous
(Dirichlet) boundary conditions can be constructed. Since the q§/(0,1) are locally
near the boundary monomials which all vanish at 0, 1 except for one, removing the
one from CD](.O’I) which corresponds to the constant function produces a collection
of generators with homogeneous boundary conditions at 0, 1. In order for the

Table 2.4 Computed spectral condition numbers [62] for the Fast Wavelet Transform for
different constructions of biorthogonal wavelets on the interval [11, 34]

i 2 (Tpku) k2(TB)
k2 (Tpku) 2 (Tg)
4 4.743e+00 4.640e+00
s 6.2216400 6.0246+00 11 1.097e+01 8.011e+00
221e+ .024e+
12 1.103e+01 8.034e+00
6 8.154e+00 6.860e+00
13 1.106e+01 8.046e+00
7 9.473e+00 7.396e+00 14 11076401 8.051e400
. (& B €
8 1.023e+01 7.707e+00
15 1.108e+01 8.054e+00
9 1.064e+01 7.876e+00
16 1.108e+01 8.056e+00

10 1.086e+01 7.965e+00
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moment conditions (2.92) still to hold for the ¥;, the dual generators have to have
complementary boundary conditions. A corresponding construction has been carried
out in [30] and implemented in [11]. Homogeneous boundary conditions of higher
order can be generated accordingly.

By taking tensor products of the wavelets on (0, 1), in this manner biorthogonal
wavelets for Sobolev spaces on (0, 1) with or without homogeneous boundary
conditions are obtained. This construction can be further extended to any other
domain or manifold which is the image of a regular parametric mapping of the unit
cube. Some results on the construction of wavelets on manifolds are summarized in
[25]. There are essentially two approaches. The first idea is based on domain decom-
position and consists in ‘gluing’ generators across interelement boundaries, see, e.g.,
[13, 31]. These approaches all have in common that the norm equivalences (2.172)
for H® = H*(I") can be shown to hold only for the range —1/2 < s < 3/2, due to
the fact that duality arguments apply only for this range because of the nature of a
modified inner product to which biorthogonality refers. The other approach which
overcomes the above limitations on the ranges for which the norm equivalences hold
has been developed in [32] based on previous characterizations of function spaces
as Cartesian products from [15]. The construction in [32] has been optimized and
implemented to construct wavelet bases on the sphere in [56, 64], see Fig. 2.2.

Of course, there are also different attempts to construct wavelet bases with the
above properties without using tensor products. A construction of biorthogonal
spline-wavelets on triangles introduced by [68] has been implemented in two
spatial dimensions with an application to the numerical solution of a linear elliptic
boundary value problem in [48].

25

N

0
_0.5\/ \/\/ \></
03 04 05 06 07 08

0 01 02 0.9 1

Fig. 2.2 Primal wavelets for d = 2 on [0, 1] (left) and on a sphere (right) from [64]
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2.5 Problems in Wavelet Coordinates

2.5.1 Elliptic Boundary Value Problems

We now consider the wavelet representation of the elliptic boundary value problem
from Sect.2.3.2. Let for J# given by (2.41) or (2.42) W, be a wavelet basis
with corresponding dual ¥, which satisfies the properties (R), (L) and (CP)
from Sect.2.4.1. Following the recipe from Sect.2.4.3, expanding y = y’ ¥,
f = tT¥ , and recalling (2.45), the wavelet representation of the elliptic boundary
value problem (2.47) is given by

Ay =f (2.181)
where
A:=aWyp, Yy, f:= (Y, f). (2.182)
Then the mapping property (2.46) and the Riesz basis property (R) yield the
following fact.
Proposition 3 The infinite matrix A is a boundedly invertible mapping from €, =
U (Il yp) into itself, and there exists finite positive constants ca < Ca such that

callvll = Av]| < Callvll, v e bo(llLy). (2.183)

Proof For any v € . with coefficient vector v € £, we have by the lower
estimates in (2.89), (2.46) and the upper inequality in (2.94), respectively,
-1 -1,.-1 _ 1 -1 T -2 —1
IVl < coplvlle = cppey 1AVILE = cppey AV Worllr < c ey AV

where we have used the wavelet representation (2.111) for A. Likewise, the converse
estimate

IAV]| < CorllAvl e < CorCallvlle < CopCallvl

follows by the lower inequality in (2.94) and the upper estimates in (2.46) and (2.89).
The constants appearing in (2.183) are therefore identified as cp := céch and

CA = CéfCA- [l

In the present situation where A is defined via the elliptic bilinear form a(-, -),
Proposition 3 entails the following result with respect to preconditioning. Let for
I = I, the symbol A denote any finite subset of the index set . For the
corresponding set of wavelets ¥, := {y, : XA € A} denote by Sy = span¥,
the respective finite-dimensional subspace of .7. For the wavelet representation of
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A in terms of ¥y,
Ajpi=aWa,¥a), (2.184)

we obtain the following result.

Proposition 4 If a(-, ) is F-elliptic according to (2.44), the finite matrix A 4 is
symmetric positive definite and its spectral condition number is bounded uniformly
in A, ie.,

Ca

k2(Ap) < 7, (2.185)
cA

where cp, Ca are the constants from (2.183).
Proof Clearly, since A 4 is just a finite section of A, we have |[A4|| < ||A]. On
the other hand, by assumption, a(, -) is #-elliptic which entails that a(-, -) is also

elliptic on every finite subspace Sy C . Thus, we infer ||AZl | < IA~Y], and we
have

callvall < lAavall < Calivall, VA € Sa. (2.186)
Together with the definition k2(A4) = |Aall ||A;‘1|| we obtain the claimed
estimate. (I

In other words, representations of A with respect to properly scaled wavelet bases
for 77 entail well-conditioned system matrices A 4 independent of A. This in turn
means that the convergence speed of an iterative solver applied to the corresponding
finite system

AAyA = fA (2.187)

does not deteriorate as A — 00.

In summary, ellipticity implies stability of the Galerkin discretizations for any
set A C [I. This is not the case for finite versions of the saddle point problems
discussed in Sect. 2.5.2.

Fast Wavelet Transform Let us briefly summarize how in the situation of uniform
refinements, i.e., when S(®;) = S(¥”), the Fast Wavelet Transformation (FWT)
T can be used for preconditioning linear elliptic operators, together with a diagonal
scaling induced by the norm equivalence (2.172) [27]. Here we recall the notation
from Sect. 2.4.4 where the wavelet basis is in fact the (unscaled) anchor basis from
Sect.2.4.1. Thus, the norm equivalence (2.89) using the scaled wavelet basis ¥y is
the same as (2.172) in the anchor basis. Recall that the norm equivalence (2.172)
implies that every v € H® can be expanded uniquely in terms of the ¥ and its
expansion coefficients v satisfy

Iollas ~ DV,
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where D’ is a diagonal matrix with entries ij, 0.k = 2598 j18k g For H# C
H'(£2), the case s = 1 is relevant.

In a stable Galerkin scheme for (2.43) with respect to S’y = S(W,), we have
therefore already identified the diagonal (scaling) matrix D; consisting of the finite
portion of the matrix D = D! for which jo— 1< j < J — 1. The representation of
A with respect to the (unscaled) wavelet basis ¥ can be expressed in terms of the
Fast Wavelet Transform T, that is,

', Aty = 0 (®,, AD)) T, (2.188)

where @ is the single-scale basis for S(¥”). Thus, we first set up the operator
equation as in Finite Element settings in terms of the single-scale basis @;.
Applying the Fast Wavelet Transform T; together with D yields that the operator

Ay = D' 1T (0,, A®)) T, D! (2.189)

has uniformly bounded condition numbers independent of J. This can be seen by
combining the properties of A according to (2.46) with the norm equivalences (2.89)
and (2.94).

It is known that the boundary adaptations of the generators and wavelets aggra-
vate the absolute values of the condition numbers. Nevertheless, these constants can
be greatly reduced by sophisticated biorthogonalizations of the boundary adapted
functions [11]. Numerical tests confirm that the absolute constants can further be
improved by taking instead of D;l the inverse of the diagonal of (W7, Aw/)
for the scaling in (2.189) [11, 17, 62]. Table 2.5 displays the condition numbers
for discretizations of an operator in two spatial dimensions for boundary adapted

biorthogonal spline-wavelets in the case d = 2, d = 4 with such a scaling.

2.5.2 Saddle Point Problems Involving Boundary Conditions

As in the previous situation, we first derive an infinite wavelet representation of the
saddle point problem introduced in Sect. 2.3.3.

Let for # = Y x Q with Y = HY (), 0 = (H'*(I'))’ two collections
of wavelet bases ¥y, Wp be available, each satisfying (R), (L) and (CP), with
respective duals Py, lf/Q. Similar to the previous case, we expand y = y’ ¥y and
p=p’ ¥ and test with the elements from ¥y, Y. Then (2.54) attains the form

. (i) - (ﬁ BoT> @ - @ (2.190)
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where

A= (Uy, AYy) f:=(Py, f),
(2.191)
B .=

(WQ, BYy), g = ('J/Q, g).

In view of the above assertions, the operator L is an £;-automorphism, i.e., for every
(v,q) € &o(I) = £,(fly x llp) we have
(V) H (2.192)
q

WS W

with constants cr,, Ct, only depending on ¢ ¢, C & from (2.59) and the constants in
the norm equivalences (2.89) and (2.94).

For saddle point problems with an operator L satisfying (2.192), finite sections
are in general not uniformly stable in the sense of (2.186). In fact, for discretizations
on uniform grids, the validity of the corresponding mapping property relies on a
suitable stability condition, see e.g. [9, 42]. The relevant facts derived in [28] are as
follows.

The bilinear form a(-, -) defined in (2.40) is for ¢ > O elliptic on all of ¥ =
H! (£2) and, hence, also on any finite-dimensional subspace of Y. Let there be two
multiresolution analyses % of H 1(£2) and 2 of Q where the discrete spaces are
Y; C H'(2)and Q4 =: Q; C (H'Y2(I"))’. With the notation from Sect. 2.4.4 and
in addition superscripts referring to the domain on which the functions live, these
spaces are represented by

‘L

Y = S(@F) = SWI9), ¥; = S(@F) = S,

- - - (2.193)
Q¢ = S@F) =SWhT), Q¢ = S@F) = SwhD).

Here the indices j and ¢ refer to mesh sizes on the domain and the boundary,
hg ~277 and hp ~27¢.

The discrete inf-sup condition, the LBB condition, for the pair Y;, Q¢ requires that
there exists a constant 81 > 0 independent of j and £ such that

b
inf  sup (v q) > B >0 (2.194)

a€Q¢ vey; IVlgrc@y lall iy

holds. We have investigated in [28] the general case in arbitrary spatial dimensions
where the Q, are not trace spaces of Y;. Employing the reverse Cauchy-Schwarz
inequalities from Sect.2.4.4, one can show that (2.194) is satisfied provided that
hr(h _Q)’1 =2/t > ¢o > 1, similar to a condition which was known for bivariate
polygons and particular finite elements [2, 41].
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Table 2.5 Spectral
condition numbers of the
operators A and L for
different constructions of
biorthogonal wavelets on the
interval [62]

k2(Apku)  Kk2(AB) x2(Lpku)  x2(Lpku)
5.195e+02 1.898e+01 1.581e+02 4.147e+01
6.271e+02 1.066e+02 1.903e+02 1.050e+02
6.522e+02 1.423e+02 1.997e+02 1.399e+02
6.830e+02 1.820e+02 2.112e+02 1.806e+02
7.037e+02 2.162e+02 2.318e+02 2.145e+02
7.205e+02 2.457e+02 2.530e+02 2.431e+02
7.336e+02  2.679e+02 2.706e+02 2.652e+02

O 00 1 N B W~

It should be mentioned that the obstructions caused by the LBB condition can be
avoided by means of stabilization techniques proposed, e.g., in [67] where, however,
the location of the boundary of 2 relative to the mesh is somewhat constrained.
Another stabilization strategy based on wavelets has been investigated in [6]. A
related approach which systematically avoids restrictions of the LBB type is based
on least squares techniques [35].

It is particularly interesting that adaptive schemes based on wavelets like the one
in Sect. 2.6.2 can be designed in such a way that the LBB condition is automatically
enforced which was first observed in [22]. More on this subject can be found in [26].

In order to get an impression of the value of the constants for the condition
numbers for A 4 in (2.185) and the corresponding ones for the saddle point operator
on uniform grids (2.192), we mention an example investigated and implemented in
[62]. In this example, £2 = (0, 1)2 and I" is one face of its boundary. In Table 2.5
from [62], the spectral condition numbers of A and L with respect to two different
constructions of wavelets for the case d = 2 and d = 4 are displayed. We see next
to the first column in which the refinement level j is listed the spectral condition
numbers of A with the wavelet construction from [34] denoted by Apgy and with
the modification introduced in [11] and a further transformation [62] denoted by
Ag. The last columns contain the respective numbers for the saddle point matrix L
where k2 (L) := /k (LTL).

2.5.3 Control Problems: Distributed Control

We now discuss appropriate wavelet formulations for PDE-constrained control
problems with distributed control as introduced in Sect.2.3.5. Let for any space
¥V e {H,Z, %} Wy denote a wavelet basis with the properties (R), (L), (CP) for
¥ with dual basis ¥y .

Let 2, 7% satisfy the embedding (2.76). In terms of wavelet bases, the corre-
sponding canonical injections correspond in view of (2.96) to a multiplication by a
diagonal matrix. That is, let D 2+, Dy be such that

Uy =DoyWy, Yy=Dy¥y. (2.195)
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Since & possibly induces a weaker and % a stronger topology, the diagonal
matrices D o, Dy are such that their entries are nondecreasing in scale, and there is
a finite constant C such that

DL ID' I < C. (2.196)

For instance, for H = H%, % = HP ,orfor H = H*, % =H ?,0<B <a,
D 4, Dy have entries (D), 5 = (Dy)i s = (DY P), 5 = 2@ PR
We expand y in ¥y and u in a wavelet basis Wy, for % C H’,

u=uvy = O 0wy, (2.197)
Following the derivation in Sect. 2.5.1, the linear constraints (2.75) attain the form
Ay=f+D,'u (2.198)
where
A :=aWu, ¥n), f:= (Yu, f). (2.199)

Recall that A has been assumed to be symmetric. The objective functional (2.80)
is stated in terms of the norms || - || and || - |4 . For an exact representation
of these norms, corresponding Riesz operators Rs and Ry, defined analogously
to (2.106) would come into play which may not be explicitly computable if 2, %
are fractional Sobolev spaces. On the other hand, as mentioned before, such a cost
functional in many cases serves the purpose of yielding unique solutions while there
is some ambiguity in its exact formulation. Hence, in search for a formulation which
best supports numerical realizations, it is often sufficient to employ norms which are
equivalent to || - || 2z and || - ||¢, . In view of the discussion in Sect. 2.4.2, we can work
for the norms || - || #, || - |l% only with the diagonal scaling matrices D* induced
by the regularity of 2, %/, or we can in addition include the Riesz map R defined
in (2.101). In the numerical studies in [11], a somewhat better quality of the solution
is observed when R is included. In order to keep track of the appearance of the Riesz
maps in the linear systems derived below, we choose here the latter variant.
Moreover, we expand the given observation function y, € Z as

Y = (Vs li’ff)‘k,@’ =: (D?jy*)T'Pg = yf'lfy. (2.200)

The way the vector y, is defined here for notational convenience may by itself
actually have infinite norm in ¢;. However, its occurrence will always include
premultiplication by D;j} which is therefore always well-defined. In view of (2.110),
we obtain the relations

Iy = yellz ~ IRVZD (y — yll ~ DL (y — yall. (2.201)
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Note that here R = (¥, &) (and not R™") comes into play since y, y, have been
expanded in a scaled version of the primal wavelet basis ¥ . Hence, equivalent norms
for || - || 22 may involve R. As for describing equivalent norms for || - |4, recall that
u is expanded in the basis Wy for U ¢ H'. Consequently, R™! is the natural matrix
to take into account when considering equivalent norms, i.e., we choose here

lully ~ IR™ul|. (2.202)

Finally, we formulate the following control problem in (infinite) wavelet coordi-
nates.
(DCP) For given data D;j}y* € bo(ll#),f € Lr(Iy), and weight parameter @ > 0,
minimize the quadratic functional

Jy.w =} IRV2D(y -yl + 4§ IR/ 2ul? (2.203)
over (y,u) € {r(llg) X £2(l ) subject to the linear constraints
Ay =f+Dj'u. (2.204)

Remark 10 Problem (DCP) can be viewed as (discretized yet still infinite-dimen-
sional) representation of the linear-quadratic control problem (2.74) together
with (2.75) in wavelet coordinates in the following sense. The functional J (y,w
defined in (2.203) is equivalent to the functional J(y, #) from (2.74) in the sense
that there exist constants 0 < ¢; < Cj < o0 such that

csdy,w) < J(y,u) < Cr Iy, v (2.205)

holds for any y = y’¥y € H, given y, = (DZle*)TWg € % and any
u = u' Wy € %. Moreover, in the case of compatible data y, = A’v1 f yielding
J (v, u) = 0, the respective minimizers coincide, and y, = A lf yields J(y,u) = 0.
In this sense the new functional (2.203) captures the essential features of the model
minimization functional.

Once problem (DCP) is posed, we can apply variational principles to derive
necessary and sufficient conditions for a unique solution. All control problems
considered here are in fact simple in this regard, as we have to minimize a quadratic
functional subject to linear constraints, for which the necessary conditions are also
sufficient. In principle, there are two ways to derive the optimality conditions for
(DCP). We have encountered in Sect. 2.3.5 already the technique via the Lagrangian.

We define for (DCP) the Lagrangian introducing the Lagrange multiplier, adjoint
variable or adjoint state p as

Lagr(y, p.w) :=J(y,u) + (p. Ay — f — D} 'u). (2.206)
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Then the KKT conditions § Lagr(w) = 0 for w = p, y, u are, respectively,

Ay= f+D'u, (2.207a)
ATp=-D,RD} (y —y.) (2.207b)
oRlu= D.'p. (2.207¢)

The first system resulting from the variation with respect to the Lagrange multiplier
always recovers the original constraints (2.204) and will be referred to as the primal
system or the state equation. Accordingly, we call (2.207b) the adjoint or dual
system, or the costate equation. The third Eq. (2.207¢) is sometimes denoted as the
design equation. Although A is symmetric, we continue to write A’ for the operator
of the adjoint system to distinguish it from the primal system.

The coupled system (2.207) later is to be solved. However, in order to derive
convergent iterations and deduce complexity estimates, a different formulation will
be advantageous. It is based on the fact that A is according to Proposition 3 a
boundedly invertible mapping on £». Thus, we can formally invert (2.198) to obtain
y=A"f+ A_lD;u. Substitution into (2.203) yields a functional depending only
onu,

J) ==} |RY2D}) (A—lng,lu — (ys — A—lt)) 12+ 4 IRV2u)2. (2.208)

Employing the abbreviations

Z:= R'’DJ/AT'D, (2.209a)
G:=-R'/D} A -y, (2.209b)

the functional simplifies to
J) = |1Zu - G|? + ¢ RV 2u|2. (2.210)

Proposition 5 ([53]) The functional J is twice differentiable with first and second
variation

sJw) = (ZTZ+ oR Hu - 727G, 82Ju)=Z"Z + R, (2.211)

In particular, J is convex so that a unique minimizer exists.

Setting

Q:=Z"Z+wR™', g:=2"G, (2.212)



136 A. Kunoth

the unique minimizer u of (2.210) is given by solving

8J(m) =0 (2.213)
or, equivalently, the system

Qu=g. (2.214)

By definition (2.212), Q is a symmetric positive definite (infinite) matrix. Hence,
finite versions of (2.214) could be solved by gradient or conjugate gradient iterative
schemes. As the convergence speed of any such iteration depends on the spectral
condition number of Q, it is important to note that the following result.

Proposition 6 The (infinite) matrix Q is uniformly bounded on €3, i.e., there exist
constants 0 < cq < Cq < o0 such that

cQ vl = 1Qvll = Cq IV, v € L. (2.215)

The proof follows from (2.46) and (2.196) [29]. Of course, in order to make
such iterative schemes for (2.214) practically feasible, the explicit inversion of A
in the definition of Q has to be avoided and replaced by an iterative solver in
turn. This is where the system (2.207) will come into play. In particular, the third
equation (2.207¢) has the following interpretation which will turn out to be very
useful later.

Proposition 7 If we solve for a given control vector u successively (2.204) for'y
and (2.207b) for p, then the residual for (2.214) attains the form

Qu-g=oR 'u-D,'p. (2.216)

Proof Solving consecutively (2.204) and (2.207b) and recalling the definitions of
Z, g (2.209a), (2.212) we obtain

D,'p=-D,'(A"DLRD (v - y.)
=-Z"R'’D,} AT+ A'D,u—y,)
T TR1/2n-1A-1n-!
= Z'G-Z'R'’D /A 'D,'u
= g—Z"7u.
Hence, the residual Qu — g attains the form
Qu—-g=Z"Z+oR Hu—g=0wR u— D;Ilp,

where we have used the definition of Q from (2.212). [l
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Having derived the optimality conditions (2.207), the next issue is their efficient
numerical solution. In view of the fact that the system (2.207) still involves infinite
matrices and vectors, this also raises the question how to derive computable finite
versions. By now we have investigated two scenarios.

The first version with respect to uniform discretizations is based on choosing
finite-dimensional subspaces of the function spaces under consideration. The second
version which deals with adaptive discretizations is actually based on the infinite
system (2.207). In both scenarios, a fully iterative numerical scheme for the solution
of (2.207) is designed along the following lines. The basic iteration scheme is a
gradient or conjugate gradient iteration for (2.214) as an outer iteration where each
application of Q is in turn realized by solving the primal and the dual system (2.204)
and (2.207b) also by a gradient or conjugate gradient method as inner iterations.

For uniform discretizations for which we wanted to test numerically the role of
equivalent norms and the influence of Riesz maps in the cost functional (2.203), we
have used in [12] as central iterative scheme the conjugate gradient (CG) method.
Since the interior systems are only solved up to discretization error accuracy, the
whole procedure may therefore be viewed as an inexact conjugate gradient (CG)
method. We stress already at this point that the iteration numbers of such a method
do not depend on the discretization level as finite versions of all involved operators
are also uniformly well-conditioned in the sense of (2.215). In each step of the outer
iteration, the error will be reduced by a fixed factor p. Combined with a nested
iteration strategy, it will be shown that this yields an asymptotically optimal method
in the amount of arithmetic operations.

Starting from the infinite coupled system (2.207), we have investigated in [29]
adaptive schemes which, given any prescribed accuracy ¢ > 0, solve (2.207) such
that the error for y, u, p is controlled by €. Here we have used a gradient scheme as
basic iterative scheme since it somehow simplifies the analysis, see Sect. 2.6.2.

2.5.4 Control Problems: Dirichlet Boundary Control

Having derived a representation in wavelet coordinates for both the saddle point
problem from Sect. 2.3.3 and the PDE-constrained control problem in the previous
section, it is straightforward to find also an appropriate representation of the control
problem with Dirichlet boundary control introduced in Sect.2.3.6. In order not to
be overburdened with notation, we specifically choose the control space on the
boundary as % := Q(= (H 1/ 2(F ))’). For the more general situation covered
by (2.84), a diagonal matrix with nondecreasing entries like in (2.195) would come
into play to switch between %/ and Q. Thus, the exact wavelet representation of
the constraints (2.83) is given by the system (2.190), where we exchange the given
Dirichlet boundary term g by u in the present situation to express the dependence
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on the control in the right hand side, i.e.,

Q-EDE-0 e
p B 0 p u

The derivation of a representer of the initial objective functional (2.82) is under
the embedding condition (2.84) |[v]|z =< |lv|ly for v € Y now the same as in the
previous section, where all reference to the space H is to be exchanged by reference
to Y. We end up with the following minimization problem in wavelet coordinates

for the case of Dirichlet boundary control. (DCP) For given data D;_Z,} Vi € Lo o),
f € {r(lly), and weight parameter @ > 0, minimize the quadratic functional

Jv.w = Y IRY2D (y — y) 2 + & R/ 2u)? (2.218)

over (y,u) € £r(lly) x €>(lly) subject to the linear constraints (2.217),

f
13- )
p u
The corresponding Karush-Kuhn-Tucker conditions can be derived by the same
variational principles as in the previous section by defining a Lagrangian in terms
of the functional J(y, u) and appending the constraints (2.198) with the help of

additional Lagrange multipliers (z, )7, see [53]. We obtain in this case a system of
coupled saddle point problems

L <y) = <f> (2.2192)
P u

-1 -1
LT (;) _ <—a)fo RDOg (y-— y*)> (2.2190)

u=pu. (2.219c¢)

Again, the first system appearing here, the primal system, are just the con-
straints (2.198) while (2.95) will be referred to as the dual or adjoint system.
The specific form of the right hand side of the dual system emerges from the
particular formulation of the minimization functional (2.218). The (here trivial)
equation (2.219c¢) stems from measuring u just in ¢, representing measuring the
control in its natural trace norm. Instead of replacing u by u in (2.95) and trying to
solve the resulting equations, (2.219c) will be essential to devise an inexact gradient
scheme. In fact, since L in (2.198) is an invertible operator, we can rewrite j (y,w)
by formally inverting (2.198) as a functional of u, that is, J(u) := j (y(u), u) as
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above. The following result will be very useful for the design of the outer—inner
iterative solvers

Proposition 8 The first variation of J satisfies
sJ(u) = u—p, (2.220)

where (u, p) are part of the solution of (2.219). Moreover, J is convex so that a
unique minimizer exists.

Hence, Eq.(2.219c¢) is just J(u) = 0. For a unified treatment below of both
control problems considered in these notes, it will be useful to rewrite (2.219c)
like in (2.214) as a condensed equation for the control u alone. We formally
invert (2.217) and (2.219b) and obtain

Qu=g¢g (2.221)
with the abbreviations
Q:=2"Z+0wl, g:=7"(y,—ToL'Igf (2.222)
and
Z :=ToL '1p, Ig = <(I)> T := (T 0). (2.223)

Proposition 9 The vector u as part of the solution vector (y, p, z, g, u) of (2.219)
coincides with the unique solution u of the condensed equations (2.221).

2.6 Iterative Solution

Each of the four problem classes discussed above lead to the problem to finally solve
a system

5J(q@ =0 (2.224)
or, equivalently, a linear system
Mq = b, (2.225)

where M : £, — {3 is a (possibly infinite) symmetric positive definite matrix
satisfying

em|vll < IMv]| < Cmllvll, v e £, (2.226)
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for some constants 0 < cpyp < Cm < o0 and where b € £ is some given right hand
side.
A simple gradient method for solving (2.224) is

Qit1 =k — & 8J(qr), k=0,1,2,... (2.227)

with some initial guess qo. In all of the previously considered situations, it has been
asserted that there exists a fixed parameter «, depending on bounds for the second
variation of J, such that (2.227) converges and reduces the error in each step by at
least a fixed factor p < 1, i.e.,

lg = dir1ll = pllg —qill, k=0,1,2,..., (2.228)
where p is determined by
o =|I—aM| < 1.

Hence, the scheme (2.227) is a convergent iteration for the possibly infinite
system (2.225). Next we will need to discuss how to reduce the infinite systems
to computable finite versions.

2.6.1 Finite Systems on Uniform Grids

Let us first consider finite-dimensional trial spaces with respect to uniform dis-
cretizations. For each of the Hilbert spaces H, this means in the wavelet setting
to pick the index set of all indices up to some highest refinement level J, i.e.,

Ijg:={ellyg:|Al<J}Cly

satisfying Nj g := #l[; g < oo. The representation of operators is then built as in
Sect. 2.4.3 with respect to this truncated index set which corresponds to deleting all
rows and columns that refer to indices A such that |A| > J, and correspondingly for
functions. There is by construction also a coarsest level of resolution denoted by jo.

Computationally the representation of operators according to (2.111) is in the
case of uniform grids always realized as follows. First, the operator is set up in terms
of the generator basis on the finest level J. This generator basis simply consists of
tensor products of B-Splines, or linear combinations of these near the boundaries.
The representation of an operator in the wavelet basis is then achieved by applying
the Fast Wavelet Transform (FWT) which needs &'(N;, i) arithmetic operations and
is therefore asymptotically optimal, see, e.g., [24, 34, 51] and Sect.2.4.4.
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In order not to overburden the notation, let in this subsection the resulting system
for N = N m unknowns again be denoted by

Mq = b, (2.229)

where now M : RY — R is a symmetric positive definite matrix satisfying (2.226)
on RV It will be convenient to abbreviate the residual using an approximation § to
q for (2.229) as

RESD({) := Mg — b. (2.230)

We will employ a basic conjugate gradient method that iteratively computes an
approximate solution qg to (2.229) with given initial vector qo and given tolerance
& > 0 such that

Mgk — bl = [RESD(qx) |l <&, (2.231)

where K denotes the number of iterations used. Later we specify ¢ depending on
the discretization for which (2.229) is set up. The following scheme CG contains a
routine APP(nx, M, di) which in view of the problem classes discussed above is to
have the property that it approximately computes the product Mdy up to a tolerance
Nk = nk(¢) depending on ¢, i.e., the output my of APP(n;, M, dy) satisfies

[mg — Mdg| < k. (2.232)

For the cases where M = A, this is simply the matrix-vector multiplication Mdy.
For the situations where M may involve the solution of an additional system, this
multiplication will be only approximative. The routine is as follows.

CG [e, qo, M, b] — qx

(1) SETdp :=b —Mqp AND g := —do. LET k = 0.
(I1) WHILE |[rg] > ¢

my = APP(n(e), M, dy)

(o) ey
Xk = k+1 = Qi + oxdy
(dp) T my Qi+ q ¢
(1) Treat
Ti4+1 = Iy + opemy Bi = + , + (2.233)
(rg) ' ry

diy1 i= =11 + Brdy

k =k+1

(r) SET K =k — 1.
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Let us briefly discuss in the case M = A that the final iterate qx indeed
satisfies (2.231). From the newly computed iterate qx4+1 = qx + oxdy it follows
by applying M on both sides that Mqx+; — b = Mqx — b + oxMd; which is the
same as RESD(qx+1) = RESD(qx) + o Mdy. By the initialization for ry used above,
this in turn is the updating term for ry, hence, ry = RESD(qx). After the stopping
criterion based on ry is met, the final iterate qx observes (2.231).

The routine CG computes the residual up to the stopping criterion &. From the
residual, we can in view of (2.226) estimate the error in the solution as

_ _ &
lg—qkll = IM~' (b —Mgg)| < IM || IRESD(qk)Il < o (2.234)

that is, it may deviate from the norm of the residual from a factor proportional to the
smallest eigenvalue of M.

Distributed Control Let us now apply the solution scheme to the situation
from Sect.2.5.3 where Q now involves the inversion of finite-dimensional sys-
tems (2.207a) and (2.207b). The material in the remainder of this subsection is
essentially contained in [12].

We begin with a specification of the approximate computation of the right hand
side b which also contains applications of A~!.
RHS [¢, A, f,y«] — b,

1 CG [gé C(;Acé(;, 0,A,f] - by

(i) CG [52¢,0,AT, —D,'RD ! (b; — y.)] — by
(1) by :=Dy'by.

The tolerances used within the two conjugate gradient methods depend on
the constants ca, C, Co from (2.46), (2.196) and (2.104), respectively. Since the
additional factor c5 (CCo)~2 in the stopping criterion in step (I) in comparison to
step (II) is in general smaller than one, this means that the primal system needs to
be solved more accurately than the adjoint system in step (II).

Proposition 10 The result by of RHS [¢, A, £, y.] satisfies
Ib; —bj| <¢. (2.235)
Proof Recalling the definition (2.212) of b, step (111) and step (11) yield

Ib; —b|| < [ID'|l b2 — Dyb]|
< CIA [ |ATb, —=D3/RDL AT —bi+b1 ¥yl (530

C [ca oyl A1
A(zcuungmng(A £-bpl).
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Employing the upper bounds for D,}l and R, we arrive at

C (ca 2,2 1A—1
- ATE-A
I = bl < - (Se6+C2CHIAT - Aby)
2.237
_Cfea +C2C§CA cA B @237
Sl o 2CC2C§§ - ¢
O

Accordingly, an approximation my, to the matrix-vector product Qd is the output
of the following routine APP.
APP [1,Q,d] — m,
(1) CG[5a CgAcgn,o, A f+D,'d -y,
(1) CG [§41,0,A7, ~D3'RD,' (v, — y:)] > p,
(1 m, = g,3+oR'd - lellpn.

The choice of the tolerances for the interior application of CG in steps (i) and (ii)
will become clear from the following result.

Proposition 11 The result m, of APP[n, Q, d] satisfies
m; —Qd|| < 7. (2.238)
Proof Denote by yq the exact solution of (2.207a) with d in place of u on the right

hand side, and by pq the exact solution of (2.207b) with yq on the right hand side.
Then we deduce from step (iii) and (2.216) combined with (2.104) and (2.196)

Im, — Qd| = llg;;3 —g+wR'd—Dy'p, —(Qd—g)|

IA

1 _ _ _ _
37+ R 'd—D,'p, — (@R 'd — D 'pa)ll (2.239)

1
3

IA

n+ Cllpa — pyll-

Denote by p the exact solution of (2.207b) with y, on the right hand side. Then we
have pg —p = —A~"D,'RD, (ya — y,). It follows by (2.46), (2.104) and (2.196)
that
R T (2.240)
Pa —PIl = cA Yd — ¥y _3C77, .

where the last estimate follows by the choice of the threshold in step (i). Finally, the
combination (2.239) and (2.240) together with (2.235) and the stopping criterion in
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step (ii) readily confirms that

1 R n
Im; —Qdll = ;n+C (Ilpa — DIl + 11 — pyll)
1

3

1 1
c =1. 0
n+ <3Cn+3cn) n

The effect of perturbed applications of M in CG and more general Krylov
subspace schemes with respect to convergence has been investigated in a numerical
linear algebra context for a given linear system (2.229) in several papers, see,
e.g., [70]. Here we have chosen the n; to be proportional to the outer accuracy ¢
incorporating a safety factor accounting for the values of 8; and ||r;||.

Finally, we can formulate a full nested iteration strategy for finite systems (2.207)
on uniform grids which employs outer and inner CG routines as follows. The

scheme starts at the coarsest level of resolution jj with some initial guess u(/)0 and
successively solves (2.214) with respect to each level j until the norm of the current
residual is below the discretization error on that level.

In wavelet coordinates, || - || corresponds to the energy norm. If we employ
as in [12] on the primal side for approximation linear combinations of B-splines
of order d (degree d — 1, see Sect.2.2.1), the discretization error is for smooth
solutions expected to be proportional to 2~@~DJ (compare (2.15)). Then the
refinement level is successively increased until on the finest level J a prescribed
tolerance proportional to the discretization error 2~@~D/ is met. In the following,
superscripts on vectors denote the refinement level on which this term is computed.
The given data yZ, f/ are supposed to be accessible on all levels. On the coarsest
level, the solution of (2.214) is computed exactly up to double precision by QR
decomposition. Subsequently, the results from level j are prolongated onto the next
higher level j + 1. Using wavelets, this is accomplished by simply adding zeros:
wavelet coordinates have the character of differences, this prolongation corresponds
to the exact representation in higher resolution wavelet coordinates. The resulting
Nested-1teration-Incomplete-Conjugate-Gradient Algorithm is the following.
NEICG [J] — u’

(I) INITIALIZATION FOR COARSEST LEVEL j := jg

(1) COMPUTE RIGHT HAND SIDE g/0 = (ZTG)/ BY QR DECOMPOSITION
USING (2.209). ‘
(2) COMPUTE SOLUTION u/? OF (2.214) BY QR DECOMPOSITION.

(1) WHILE j < J

(1) PROLONGATE u/ — ué“ BY ADDING ZEROS, SET j := j + I.
(2) COMPUTE RIGHT HAND SIDE USING RHS [27@~D/ A f/ y]] — g/.
(3) COMPUTE SOLUTION OF (2.214) USING CG [27“~DJ u/, Q, g/]1 — u/.
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Recall that step (11.3) requires multiple calls of APP[7, Q, d], which in turn invokes
both CGI..., A, ...]aswell as CG[...,AT, .. .]in each application.

On account of (2.46) and (2.215), finite versions of the system matrices A
and Q have uniformly bounded condition numbers, entailing that each CG routine
employed in the process reduces the error by a fixed rate p < 1 in each iteration
step. Let N; ~ 2™/ be the total number of unknowns (for y/, u’ and p”) on the
highest level J. Employing the CG method only on the highest level, one needs
O(J) = O(loge) iterations to achieve the prescribed discretization error accuracy
g7 = 27@=DJAg each application of A and Q requires ¢(N;) operations, the
solution of (2.214) by CG only on the finest level requires &'(J Ny) arithmetic
operations.

Theorem 7 ([12]) If the residual (2.216) is computed up to discretization error
proportional to 2~@=VJ on each level j and the corresponding solutions are taken
as initial guesses for the next higher level, NEICG is an asymptotically optimal
method in the sense that it provides the solution w’ up to discretization error on
level J in an overall amount of O(Nj) arithmetic operations.

Proof In the above notation, nested iteration allows one to get rid of the factor J
in the total amount of operations. Starting with the exact solution on the coarsest
level jo, in view of the uniformly bounded condition numbers of A and Q, one
needs only a fixed amount of iterations to reduce the error up to discretization error
accuracy &; = 2-@=DJ on each subsequent level j, taking the solution from the
previous level as initial guess. Thus, on each level, one needs &'(N;) operations to
realize discretization error accuracy. Since the spaces are nested and the number of
unknowns on each level grows like N; ~ 2" | by a geometric series argument the
total number of arithmetic operations stays proportional to &' (N ). (]

Numerical Examples As an illustration of the ingredients for a distributed control
problem, we consider the following example taken from [12] with the Helmholtz
operator in (2.39) (a = I, ¢ = 1) and homogeneous Dirichlet boundary condition.
A non-constant right hand side f(x) := 1 4+ 2.3 exp(—15|x — ; |) is chosen, and the
target state is set to a constant y, = 1. We first investigate the role the different
norms || - ||# and || - ||¢ in (2.74), encoded in the diagonal matrices Do, Dy
from (2.195), have on the solution. We see in Fig.2.3 for the choice Z = L
and & = H*(0, 1) for different values of s varying between 0 and 1 the solution
y (left) and the corresponding control u (right) for fixed weight ® = 1. As s is
increased, a stronger tendency of y towards the prescribed state y, = 1 can be
observed which is, however, deterred from reaching this state by the homogeneous
boundary conditions. Extensive studies of this type can be found in [11, 12].

As an example displaying the performance of the proposed fully iterative scheme
NEICG in two spatial dimensions, Table 2.6 from [12] is included. This is an
example of a control problem for the Helmholtz operator with Neumann boundary
conditions. The stopping criterion for the outer iteration (relative to || - || which
corresponds to the energy norm) on level j is chosen to be proportional to 27/,
The second column displays the final value of the residual of the outer CG scheme



146 A. Kunoth

025} | 1F 8
020} 1 osf .
=015} |“ 1 =06f E
o0} 4 o0.4F ‘="|'I'“ g
005} o4 0.2f E
4 N\
%0 01 02 03 04 05 06 07 03 09 00 o1 02 03 04 05 06 07 08 09

X x

Fig. 2.3 Distributed control problem for elliptic problem with Dirichlet boundary conditions, a
peak as right hand side f, y, =1, w =0, % = L, and varying & = H*(0, 1)

Table 2.6 Iteration history for a two-dimensional distributed control problem with Neumann
boundary conditions, w = 1, Z = H'(2), % = (H*(Q))’

i ekl #0 #E #A #R |RGy)—y/|| ly/ —PG)I IR@)—u/[| Ju’—P@))]|
3 6.86e—03 1.48e—02 1.27e—04 4.38e—04
4 1.79¢e—-05 5 12 5 8 2.29¢—-03 7.84e—03 4.77e—05 3.55e—04
5 198e—05 5 14 6 9 6.59¢—-04 3.94e—03 1.03e—05 2.68e—04
6 492e—-06 7 13 5 9 1.74e—04 1.96e—03 2.86e—06 1.94e—04
7 33506 7 12 5 9 4.55e—05 9.73e—04 9.65e—07 1.35e—04
8 242e—-06 7 11 5 10 1.25¢—05 4.74e—04 7.59e—07 8.88e—05
9 1.20e—06 8 11 5 10 4.55e—06 2.12e—04 4.33e—07 5.14e—05
10 4.68¢e—07 9 10 5 9 3.02¢-06 3.02¢e—06 2.91e—07 2.91e—-07
on this level, i.e., ||r§< | = ||RESD(u§<) |I. The next three columns show the number

of outer CG iterations (#0O) for Q according to the APP scheme followed by the
maximum number of inner iterations for the primal system (#E), the adjoint system
(#A) and the design equation (#R). We see very well the effect of the uniformly
bounded condition numbers of the involved operators. The last columns display
different versions of the actual error in the state y and the control u when compared
to the fine grid solution (R denotes restriction of the fine grid solution to the actual
grid, and P prolongation). Here we can see the effect of the constants appearing
in (2.234), that is, the error is very well controlled via the residual. More results for
up to three spatial dimensions can be found in [11, 12].

Dirichlet Boundary Control For the system of saddle point problems (2.219)
arising from the control problem with Dirichlet boundary control in Sect. 2.3.6, also
a fully iterative algorithm NEICG can be designed along the above lines. Again the
design equation (2.219c) for u serves as the equation for which a basic iterative
scheme (2.227) can be posed. Of course, the CG method for A then has to be
replaced by a convergent iterative scheme for saddle point operators L like Uzawa’s
algorithm. Also the discretization has to be chosen such that the LBB condition is
satisfied, see Sect.2.5.2. Details can be found in [53]. Alternatively, since L has
a uniformly bounded condition number, the CG scheme can, in principle, also be
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Fig. 2.4 State y of the Dirichlet boundary control problem using the objective functional
J(y,u) = élly — y*”%ﬁ(ry) + ;”“”311/2(1*) for s = 0.1, 0.2,0.3,0.4,0.5,0.7,0.9 (from bottom
to top) on resolution level J =5

applied to LTL. The performance of wavelet schemes on uniform grids for such
systems of saddle point problems arising from optimal control is currently under
investigation [62].

Numerical Example For illustration of the choice of different norms for the
Dirichlet boundary control problem, consider the following example taken from
[62]. Here we actually have the situation of controlling the system through the
control boundary I" on the right hand side of Fig.2.4 while a prescribed state
¥+ = 1 on the observation boundary I'y opposite the control boundary is to be
achieved. The right hand side is chosen as constant f = 1, and @ = 1. Each layer
in Fig. 2.4 corresponds to the state y for different values of s when the observation
term is measured in H* (1)), that is, the objective functional (2.82) contains a term
Iy — y*||%{y(ry) fors = 1/10,2/10,3/10,4/10,5/10,7/10, 9/10 from bottom to
top. We see that as the smoothness index s for the observation increases, the state
moves towards the target state at the observation boundary.

2.6.2 Adaptive Schemes

In case of the appearance of singularities caused by the data or the domain, a
prescribed accuracy may require discretizations with respect to uniform grids to
spend a large amount of degrees of freedom in areas where the solution is actually
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smooth. Hence, although the above numerical scheme NEICG is of optimal linear
complexity, the degrees of freedom are not implanted in an optimal way. In these
situations, one expects adaptive schemes to work favourably which judiciously place
degrees of freedom where singularities occur. Thus, the guiding line for adaptive
schemes is to reduce the total amount of degrees of freedom when compared to
discretizations on a uniform grid. This does not mean that the previous investigations
with respect to uniform discretizations are dispensable. In fact, the above results
on conditioning carry over to the adaptive case, the solvers are still linear in
the amount of arithmetic operations and, in particular, one expects to recover the
uniform situation when the solutions are smooth. Much on adaptivity for variational
problems and the relation to nonlinear approximation can be found in [26].

The starting point for adaptive wavelet schemes systematically derived for
variational problems in [19-21] is the infinite formulation in wavelet coordinates
as derived for the different problem classes in Sect. 2.5. These algorithms have been
proven to be optimal in the sense that they match the optimal work/ accuracy rate
of the wavelet-best N-term approximation, a concept which has been introduced
in [19]. The schemes start out with formulating algorithmic ingredients which are
then step by step reduced to computable quantities. We follow in this section the
material for the distributed control problem from [29]. An extension to Dirichlet
control problem involving saddle point problems can be found in [54]. It should be
pointed out that the theory is neither confined to symmetric A nor to the positive
definite case.

Algorithmic Ingredients We start out again with a very simple iterative scheme
for the design equation. In view of (2.215) and the fact that Q is positive definite,
there exists a fixed positive parameter « such that in the Richardson iteration (which
is a special case of a gradient method)

ot = vk 4+ a(g — Qub) (2.241)

the error is reduced in each step by at least a factor
p=I-aQ| <1, (2.242)
lu—u ) <plu=vf|, k=0,1,2,..., (2.243)

where u is the exact solution of (2.214). As the involved system is still infinite, we
aim at carrying out this iteration approximately with dynamically updated accuracy
tolerances.

The central idea of the wavelet-based adaptive schemes is to start from the
infinite system in wavelet coordinates (2.207) and step by step reduce the routines
to computable versions of applying the infinite matrix Q and the evaluation of the
right hand side g of (2.214) involving the inversion of A. The main conceptual tools
from [19-21] are the following.
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We first assume that we have a routine at our disposal with the following property.
Later it will be shown how to realize this routine in the concrete case.
RES [7,Q,g,v] — r, DETERMINES FOR A GIVEN TOLERANCE n > 0 A
FINITELY SUPPORTED SEQUENCE r; SATISFYING

lg —Qv—ryll <n. (2.244)

The schemes considered below will also contain the following routine.
COARSE [n,wW] — W, DETERMINES FOR ANY FINITELY SUPPORTED INPUT
VECTOR w A VECTOR Wy WITH SMALLEST POSSIBLE SUPPORT SUCH THAT

lw —wyll <n. (2.245)

This ingredient will eventually play a crucial role in controlling the complexity of
the scheme although its role is not yet apparent at this stage. A detailed description
of COARSE can be found in [19]. The basic idea is to first sort the entries of w by
size. Then one subtracts squares of their moduli until the sum reaches n?, starting
from the smallest entry. A quasi-sorting based on binary binning can be shown to
avoid the logarithmic term in the sorting procedure at the expense of the resulting
support size being at most a fixed constant of the minimal size, see [4].

Next a perturbed iteration is designed which converges in the following sense:
for every target accuracy ¢, the scheme produces after finitely many steps a finitely
supported approximate solution with accuracy e. To obtain a correctly balanced
interplay between the routines RES and COARSE, we need the following control
parameter. Given (an estimate of) the reduction rate p and the step size parameter o
from (2.242), let K denote the minimal integer £ for which ,oe’1 (al + p) < 110.

Denoting in the following always by u the exact solution of (2.214), a perturbed
version of (2.241) for a fixed target accuracy ¢ > 0 is the following.

SOLVE [¢,Q. 8. ¢°, c0] — g,

(1) GIVEN AN INITIAL GUESS q” AND AN ERROR BOUND ||q — q°|| < &g; SET
j=0.

(i1) IF &; < &, STOP AND SET q, := q/. OTHERWISE SET V" := ¢/.

(i.1) FORk =0,..., K — 1 COMPUTE RES [p*¢;, Q, g vF] — r* AND
v = vE o ok, (2.246)

(11.2) APPLY COARSE [2¢;,vK] — ¢/T!;SET 641 1= Jej, j+1— j AND
GO TO (I1).

In the case that no particular initial guess is known, we initialize q0 =0, set gg :=
cal llg|| and briefly write then SOLVE [¢, Q, g] — q,.

In a straightforward manner, perturbation arguments yield the convergence of
this algorithm [20, 21].
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Proposition 12 The iterates q/ generated by SOLVE [e, Q, g] satisfy
la—q’ll <e;  forany j=0, (2.247)

where £; = 2=V go.

In order to derive appropriate numerical realizations of SOLVE, recall that (2.214)
is equivalent to the KKT conditions (2.207). Although the matrix A is always
assumed to be symmetric here, the distinction between the system matrices for the
primal and the dual system, A and A7, may be helpful.

The strategy for approximating in each step the residual g — Qu¥, that is,
realization of the routine RES for the problem (2.214), is based upon the result stated
in Proposition 7. In turn, this requires solving the two auxiliary systems in (2.207).
Since the residual only has to be approximated, these systems will have to be solved
only approximately. These approximate solutions, in turn, will be provided again by
employing SOLVE but this time with respect to suitable residual schemes tailored
to the systems in (2.207). In our special case, the matrix A is symmetric positive
definite, and the choice of wavelet bases ensures the validity of (2.46). Thus, (2.242)
holds for A and A7 so that the scheme SOLVE can indeed be invoked. Although we
conceptually use the fact that a gradient iteration for the reduced problem (2.214)
reduces the error for u in each step by a fixed amount, employing (2.207) for the
evaluation of the residuals will generate as byproducts approximate solutions to
the exact solution triple (y, p, u) of (2.207). Under this hypothesis, we formulate
next the ingredients for suitable versions SOLVE, and SOLVE,;, of SOLVE for the
systems in (2.207). Specifically, this requires identifying residual routines RES;gy,
and RES,;, for the systems SOLVE,, and SOLVE,,. The main task in both cases is
to apply the operators A, AT, D; and R!/ ZD;.Z‘}' Again we assume for the moment
that routines for the application of these operators are available, i.e., that for any
L € {A, AT, D;II, Rl/zD:@,}} we have a scheme at our disposal with the following
property.

APPLY [n,L,v] — w, DETERMINES FOR ANY FINITELY SUPPORTED INPUT
VECTOR V AND ANY TOLERANCE 77 > 0 A FINITELY SUPPORTED OUTPUT Wy
WHICH SATISFIES

ILv — wy|l <n. (2.248)
The scheme SOLVE,y,, for the first system in (2.207) is then defined by
SOLVEgw [1, A, D' £, v, y°, £0] := SOLVE [, A, f + D,'v, ¥°, 0],
where y0 is an initial guess for the solution y of Ay = f + D;V with accuracy &g.
The scheme RES for Step (II) in SOLVE is in this case realized by a new routine
RES;zy defined as follows.

RESwkw [7, A, D;l, f,v,y] — r, DETERMINES FOR ANY POSITIVE TOLERANCE
1, A GIVEN FINITELY SUPPORTED V AND ANY FINITELY SUPPORTED INPUT y A
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FINITELY SUPPORTED APPROXIMATE RESIDUAL r; SATISFYING (2.244),
If+D5'v— Ay — 1| <, (2.249)

AS FOLLOWS:

(1) APPLY [31,A,y] — wy;
(1) COARSE [}n, f] — fy;
(1) APPLY [1n, D}, vl — 2,3
(1v) setry =1, +z, — wy.

By triangle inequality, one can for RES,;,, and the subsequent variants of RES show
that indeed (2.249) or (2.244) holds.

Similarly, one needs a version of SOLVE for the approximate solution of the
second system (2.207b), ATp = _D:JIRDZZ} (y — y«), which depends on an
approximate solution y of the primal system and possibly on some initial guess
p® with accuracy €o. Here we set

SOLVE,y [, A, D3, ¥+ y. p*, £0] := SOLVE [, AT, D/RD >} (y — ). p’. 0].

As usual we assume that the data f, y, are approximated in a preprocessing step with
sufficient accuracy. A suitable residual approximation scheme RES,;, for Step (II)
of this version of SOLVE is the following where the main issue is the approximate
evaluation of the right hand side.

RES. [77, A, D:@}, Y+, Y, Pl — r; DETERMINES FOR ANY POSITIVE TOLERANCE
1, GIVEN FINITELY SUPPORTED DATA Yy, Yy AND ANY FINITELY SUPPORTED
INPUT p AN APPROXIMATE RESIDUAL r; SATISFYING (2.244), LE.,

| =D, RD, (v —ys) —ATp 1yl <. (2.250)

AS FOLLOWS:

(i) APPLY [3n, AT p]l — wy;
(i) APPLY [} 1, D7}, y] = z,; COARSE [} 1, ¥s] = (¥i)n;
SETdy; :=(Yz)y — Zp;
APPLY [{1, D7}, dy] — ¥, APPLY [0, R, 9] — Vi;
(iii) SET Iy :=V; — Wy,.

Finally, we can define the residual scheme for the version of SOLVE applied
to (2.214). We shall refer to this specification as SOLVE, with corresponding
residual scheme is RES,,. Since the scheme is based on Proposition 7, it will involve
several parameters stemming from the auxiliary systems (2.207).

RESper [7,Q, 8,5, 8y,P,8,,v,8,] — (r,,¥,8y,D,8,) DETERMINES FOR ANY
APPROXIMATE SOLUTION TRIPLE (¥, p, V) OF THE SYSTEM (2.207) SATISFYING

Iy =3I <8y, Ip—PI <38p, u—vl =5, (2.251)
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AN APPROXIMATE RESIDUAL I, SUCH THAT
g — Qv —ryl <n. (2.252)

MOREOVER, THE INITIAL APPROXIMATIONS ¥, p ARE OVERWRITTEN BY NEW
APPROXIMATIONS y, p SATISFYING (2.251) WITH NEW BOUNDS dy AND §,
DEFINED IN (2.253) BELOW, AS FOLLOWS:

(1) SOLVEuy [Lcan, A, D' £V, 7, 8,] = yy:
(1) SOLVE«y [31. A, D3, ¥u. ¥y P. 8,1 = Py
(1) APPLY [1n, D}, pyl = @3 SET T := q; — wV;
(IV) SET &y 1=c,' 8, + jcan, &p = cy> 8y + 313 REPLACE §, 8, AND p, 8, BY

= COARSE[4¢y,y,], 8, :=5§,,

2.2
= COARSE[4§), pyl, 8p :=5§),. (2:253)

y:
p:
Step (1v) already indicates the conditions on the tolerance n and the accuracy bound
8, under which the new error bounds in (2.253) are actually tighter. The precise
relation between n and §, in the context of SOLVE,, is not apparent yet and emerges
as well as the claimed estimates (2.252) and (2.253) from the complexity analysis
in [29].
Finally, the scheme SOLVE,, attains the following form with the error reduction
factor p from (2.242) and « from (2.241).
SOLVEye [, Q, g] — u,

(1) LET q° := 0 AND g9 := ¢ ' (lyzl + ¢y Ifl).

Lety:=0,p:=0AND SET j = 0.

DEFINE §y 1= dy,0 := c;1(||f|| +&0) AND §), :=8p 0 := cgl(Sy,o +llyzID-
(i1) IFe; < e, STOP AND SET U, :=w/,y, =§, p, = p.

OTHERWISE SET V" := u/.

(.1) ForRk=0,..., K — 1, COMPUTE

RESDCP [pkgj’ Qa ga 5’5 8_)75 ﬁa 8[)5 Vka 8](] g (rka 5’7 8}1’ 137 8[))’
WHERE &) := ¢ and 8 := p*~!(ak + p)e;;
SET

Vil — vE ek, (2.254)

(11.2) COARSE [gej, vE] — w/tlset ey = ;ej, j+1— jand go to (ii).

By overwriting y, p at the last stage prior to the termination of SOLVEpq, one has
8y < &, 1n < g, so that the following fact is an immediate consequence of (2.253).

Proposition 13 The outputs 'y, and p, produced by SOLVE,, in addition to u, are
approximations to the exact solutions'y, p of (2.207) satisfying

Iy = yell < Se(cy' +ca),  Ip—pell <5e(cy> +2).
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Complexity Analysis Proposition 12 states that the routine SOLVE converges for
an arbitrary given accuracy provided that there is a routine RES satisfying the
property (2.244). Then we have broken down step by step the necessary ingredients
to derive computable versions which satisfy these requirements. What we finally
want to show is that the routines are optimal in the sense that they provide the
optimal work/accuracy rate in terms of best N-term approximation. The complexity
analysis given next also reveals the role of the routine COARSE within the algorithms
and the particular choices of the thresholds in Step (1V) of RESp.

In order to be able to assess the quality of the adaptive algorithm, the notion of
optimality has to be clarified first in the present context.

Definition 1 The scheme SOLVE has an optimal work/accuracy rate s if the
following holds: Whenever the error of best N-term approximation satisfies

lg—qnll:==_ min flq—v| < N7,
#suppv<N

then the solution q, is generated by SOLVE at an expense that also stays proportional
to £/ and in that sense matches the best N-term approximation rate.

Note that this implies that #suppq, also stays proportional to e~!/*. Thus, our
benchmark is that whenever the solution of (2.214) can be approximated by N terms
atrate s, SOLVE recovers that rate asymptotically. If q is known, the wavelet-best N-
term approximation qu of q is given by picking the N largest terms in modulus from
q, of course. However, when q is the (unknown) solution of (2.214) this information
is certainly not available.

Since we are here in the framework of sequence spaces ¢, the formulation of
appropriate criteria for complexity will be based on a characterization of sequences
which are sparse in the following sense. We consider sequences v for which the best
N-term approximation error decays at a particular rate (Lorentz spaces). That is, for
any given threshold 0 < 5 < 1, the number of terms exceeding that threshold is
controlled by some function of this threshold. In particular, set for some 0 < t < 2

e i={vely: #{r el : vl >n} <Cyn 7, forall0 < n < 1}. (2.255)

This determines a strict subspace of ¢, only when T < 2. Smaller t’s indicate
sparser sequences. Let Cy for a given v € (¢ be the smallest constant for
which (2.255) holds. Then one has [|v]|pw = sup, ey n/Tuf = Cvl/r,where
v¥ = (v})nen is a non-decreasing rearrangement of v. Furthermore, ||v|| w o=
VIl + [V]ew is a quasi-norm for £7. Since the continuous embeddings ¢{; < €7 <~
lrye — Lrholdfor v < 7+ ¢ < 2, £¥ is ‘close’ to £, and is therefore called
weak £.. The following crucial result connects sequences in £¥ to best N-term
approximation [19].
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Proposition 14 Let positive real numbers s and T be related by

1 1
=5+ _. (2.256)
T 2

Thenv € £y ifand only if |V — vy < N7%||v]lew.

The property that an array of wavelet coefficients v belongs to £, is equivalent
to the fact that the expansion vI Wy in terms of a wavelet basis ¥y for a Hilbert
space H belongs to a certain Besov space which describes a much weaker regularity
measure than a Sobolev space of corresponding order, see, e.g., [16, 39]. Thus,
Proposition 14 expresses how much loss of regularity can be compensated by
judiciously placing the degrees of freedom in a nonlinear way in order to retain
a certain optimal order of error decay.

A key criterion for a scheme SOLVE to exhibit an optimal work/accuracy
rate can be formulated through the following property of the respective residual
approximation. The routine RES is called t*-sparse for some 0 < 7* < 2 if
the following holds: Whenever the solution q of (2.214) belongs to £ for some
™ < 1 < 2, then for any v with finite support the output r, of RES[n,Q, g, v]
satisfies

leyller < max{||vllee, qllex}
and

—1/s 1/s 1/s
#suppry < 0~ max{Ivil,l, b

where s and 7 are related by (2.256), and the number of floating point operations
needed to compute r;, stays proportional to #suppr;.
The analysis in [20] then yields the following result.

Theorem 8 If RES is t*-sparse and if the exact solution q of (2.214) belongs to
LY for some T > T*, then for every ¢ > 0 algorithm SOLVE [g, Q, g] produces
after finitely many steps an output q, (which, according to Proposition 12, always
satisfies |q—q.|| < ) with the following properties: For s and T related by (2.256),
one has

—1/s 1/s
#suppg, < e Cllaly’s  lgcler < llller, (2.257)

and the number of floating point operations needed to compute q, remains
proportional to #suppq,.

Hence, t*-sparsity of the routine RES implies for SOLVE asymptotically optimal
work/accuracy rates for a certain range of decay rates given by t*. We stress that
the algorithm itself does not require any a-priori knowledge about the solution such
as its actual best N-term approximation rate. Theorem 8 also states that controlling
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the £} -norm of the quantities generated in the computations is crucial. This finally
explains the role of COARSE in Step (11.2) of SOLVE in terms of the following
result [19].

Lemma 4 Let v € £¥ and let w be any finitely supported approximation such that
lv—w| < én. Then the output wy of COARSE [gn, w] satisfies
1 —
#suppwy < VI 07 Iv=wyll <m0 and Wyl S IViley.
(2.258)

This can be interpreted as follows. If an error bound for a given finitely supported
approximation w is known, a certain coarsening using only knowledge about w
produces a new approximation to (the possibly unknown) v which gives rise to a
slightly larger error but realizes the optimal relation between support and accuracy
up to a uniform constant. In the scheme SOLVE, this means that by the coarsening
step the £¥-norms of the iterates vK are controlled.

It remains to establish that for SOLVE,, the corresponding routine RESy; is
*-sparse. The following results from [29] reduce this question to the efficiency
of APPLY. We say that APPLY [-, L, -] is t*-efficient for some 0 < * < 2 if
for any finitely supported v € £, for 0 < 7* < v < 2, the output w,, of APPLY
[n, L, v] satisfies [|wy[lew < ||V||gw and#suppw,; < g7l 1/s
the constants depend only on 7 as T — 7* and s, 7 satisfy (2. 256) Moreover, the
number of floating point operations needed to compute wy, is to remain proportional
to #supp w;,.

Ivll,w forn — O.Here

Proposition 15 If the APPLY schemes in RESuyy and RES,y, are t*-efficient for
some T* < 2, then RESpep is T*-sparse whenever there exists a constant C such that
Cn > max {8y, §,} and

max {[[pllew, Fllew, [Vller} < C (Iyllew + Pl + luller),

where v is the current finitely supported input and y, p are the initial guesses for the
exact solution components (y, p).

Theorem 9 [f the APPLY schemes appearing in RESpy and RES ., are T*-efficient
for some t* < 2 and the components of the solution (y, p, ) of (2.207) all belong to
the respective space (¥ for some v > t*, then the approximate solutions ye, pg, U,
produced by SOLVE, for any target accuracy &, satisfy

[¥ellew 4 IIPeller + lellew < [lyllew + [IPllex + lullew, (2.259)

and

1/s 1/s 1/s —_
(hsuppye) + Ghsupppe) + (suppue) < (IyIe + Pl + ) =7,

(2.260)
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where the constants only depend on Tt when t approaches t*. Moreover, the number
of floating point operations required during the execution of SOLVE,q remains
proportional to the right hand side of (2.260).

Thus, the practical realization of SOLVE, providing optimal work/accuracy rates
for a possibly large range of decay rates of the error of best N-term approximation
hinges on the availability of t*-efficient schemes APPLY with possibly small * for
the involved operators.

For the approximate application of wavelet representations of a wide class of
operators, including differential operators, one can indeed devise efficient schemes
which is a consequence of the cancellation properties (CP) together with the norm
equivalences (2.89) for the relevant function spaces. For the example considered
above, the t*-efficiency of A defined in (2.198) can be shown whenever A is s*-
compressible where 7* and s* are related by (2.256). One knows that s* is the larger
the higher the ‘regularity’ of the operator and the order of cancellation properties of
the wavelets are. Estimates for s* in terms of these quantities for spline wavelets
and the above differential operator A can be found in [5]. These were refined and
extended to trace operators in [62]. Hence, Theorem 9 guarantees asymptotically
optimal complexity bounds for T > t*. This means that the scheme SOLVEpc
recovers rates of the error of best N-term approximation of order N —* for s < s*.

When describing the control problem, it has been pointed out that the wavelet
framework allows for a flexible choice of norms in the control functional which
is reflected by the diagonal matrices Do and Dy in (DCP), (2.203) together
with (2.204). The following result states that multiplication by either D,:ZAI or D;II
makes a sequence more compressible, that is, they produce a shift in weak £, spaces
[29].

Proposition 16 For g > 0, p € €% implies D~Fp € €Y, where Tl/ = i + 5

We can conclude the following. Whatever the sparsity class of the adjoint variable
p is, the control u is in view of (2.207c¢) even sparser. This means also that although
the control u may be accurately recovered with relatively few degrees of freedom,
the overall solution complexity is in the above case bounded from below by the less
sparse auxiliary variable p.

The application of these techniques to control problems constrained by parabolic
PDEs can be found in [44]. For an extension of these techniques to control problems
involving PDEs with possibly infinite stochastic coefficients which introduce a
substantial difficulty, one may consult [57, 58].
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Chapter 3 )
Generalized Locally Toeplitz Sequences: Shethie
A Spectral Analysis Tool for Discretized
Differential Equations

Carlo Garoni and Stefano Serra-Capizzano

Abstract The theory of Generalized Locally Toeplitz (GLT) sequences was devel-
oped in order to solve a specific application problem, namely the problem of
computing/analyzing the spectral distribution of matrices arising from the numerical
discretization of Differential Equations (DEs). A final goal of this spectral analysis
is the design of efficient numerical methods for computing the related numerical
solutions. The purpose of this contribution is to introduce the reader to the theory
of GLT sequences and to present some of its applications to the computation of
the spectral distribution of DE discretization matrices. We will mainly focus on
the applications, whereas the theory will be presented in a self-contained tool-kit
fashion, without entering into technical details.

3.1 Introduction

Origin and Purpose of the Theory of GLT Sequences The theory of Generalized
Locally Toeplitz (GLT) sequences stems from Tilli’s work on Locally Toeplitz
(LT) sequences [56] and from the spectral theory of Toeplitz matrices [2, 10—
13, 37, 44, 55, 57-60]. It was then developed by the authors in [29, 30, 50, 51]
and has been recently extended by Barbarino in [3]. It was devised in order to
solve a specific application problem, namely the problem of computing/analyzing
the spectral distribution of matrices arising from the numerical discretization of
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Differential Equations (DEs). A final goal of this spectral analysis is the design
of efficient numerical methods for computing the related numerical solutions. The
theory of GLT sequences finds applications also in other areas of science (see, e.g.,
[16] and [29, Sections 10.1-10.4]), but the computation of the spectral distribution
of DE discretization matrices remains the main application. The next paragraph is
therefore devoted to a general description of this application.

Main Application of the Theory of GLT Sequences Suppose a linear DE
du=g

is discretized by a linear numerical method characterized by a mesh fineness
parameter n. In this situation, the computation of the numerical solution reduces
to solving a linear system of the form

A, =g,

where the size d, of the matrix A, increases with n. What is often observed in
practice is that A, enjoys an asymptotic spectral distribution as n — 00, i.e., as the
mesh is progressively refined. More precisely, it often turns out that, for a large class
of test functions F,

lim liF(x(A = | /F(K( »d
n—o0 d, =1 T () Jp Yy

where A;(A,), j = 1,...,d,, are the eigenvalues of Ay, u is the Lebesgue
measure in R¥ ,andk : D C R¥ — C. In this situation, the function « is referred
to as the spectral symbol of the sequence {A,},. The spectral information contained
in « can be informally summarized as follows: assuming that n is large enough,
the eigenvalues of A,, except possibly for o(d,) outliers, are approximately equal
to the samples of « over a uniform grid in D. For example, if k = 1,d, = n
and D = [a, b], then, assuming we have no outliers, the eigenvalues of A, are
approximately equal to

.b—a :
K<a+t ), i=1,...,n,
n

for n large enough. Similarly, if k = 2, d, = nand D = a1, b1] x [az, b2], then,
assuming we have no outliers, the eigenvalues of A, are approximately equal to

b1 — a1 by —ap ..
)a 11512215'-'7’17

K<a1+i1 , ax+ip
n n

for n large enough. It is then clear that the symbol x provides a ‘compact’ and quite

accurate description of the spectrum of the matrices A, (for n large enough).
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The theory of GLT sequences is a powerful apparatus for computing the spectral
symbol k. Indeed, the sequence of discretization matrices {A,}, turns out to be a
GLT sequence with symbol (or kernel) « for many classes of DEs and numerical
methods, especially if the numerical method belongs to the family of the so-
called ‘local methods’. Local methods are, for example, Finite Difference (FD)
methods, Finite Element (FE) methods with ‘locally supported’ basis functions, and
collocation methods; in short, all standard numerical methods for the approximation
of DEs. We refer the reader to Sect.3.3.2 and [9, 29, 30, 50-52] for applications
of the theory of GLT sequences in the context of FD discretizations of DEs; to
Sect.3.3.3 and [5, 9, 25, 26, 29, 30, 51] for the FE and collocation settings; to
Sect.3.3.4 and [22, 28-30, 32-35, 48] for the case of Isogeometric Analysis (IgA)
discretizations, both in the collocation and Galerkin frameworks; and to [23] for a
further recent application to fractional DEs.

Practical Use of the Spectral Symbol It is worth emphasizing that the knowledge
of the spectral symbol x, which can be attained through the theory of GLT
sequences, is not only interesting in itself, but may also be exploited for practical
purposes. Let us mention some of them.

(a) Compare the spectrum of A,,, compactly described by «, with the spectrum of
the differential operator <7

(b) Understand whether the numerical method used to discretize the DE &/u = g
is appropriate or not to spectrally approximate the operator .7

(c) Analyze the convergence and predict the behavior of iterative methods (espe-
cially, multigrid and preconditioned Krylov methods), when they are applied to
the matrix A,.

(d) Design fast iterative solvers (especially, multigrid and preconditioned Krylov
methods) for linear systems with coefficient matrix A,.

The goal (b) can be achieved through the spectral comparison mentioned in (a)
and allows one to classify the various numerical methods on the basis of their
spectral approximation properties. In this way, it is possible to select the best
approximation technique among a set of given methods. In this regard, we point
out that the symbol-based analysis carried out in [35] proved that IgA is superior
to classical FE methods in the spectral approximation of the underlying differential
operator 7. The reason for which the spectral symbol « can be exploited for the
purposes (c)—(d) is the following: the convergence properties of iterative solvers in
general (and of multigrid and preconditioned Krylov methods in particular) strongly
depend on the spectral features of the matrix to which they are applied; hence,
the spectral information provided by « can be conveniently used for designing fast
solvers of this kind and/or analyzing their convergence properties. In this respect,
we recall that noteworthy estimates on the superlinear convergence of the Conjugate
Gradient (CG) method are strictly related to the asymptotic spectral distribution of
the matrices to which the CG method is applied; see [4]. We also refer the reader
to [20, 21, 24] for recent developments in the IgA framework, where the spectral
symbol was exploited to design ad hoc iterative solvers for IgA discretization
matrices.
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Description of the Present Work The present work is an excerpt of the book
[29]. Its purpose is to introduce the reader to the theory of GLT sequences and
its applications in the context of DE discretizations. Following [29], we will here
consider only unidimensional DEs both for simplicity and because the key ‘GLT
ideas’ are better conveyed in the univariate setting. For the multivariate setting, the
reader is referred to the literature cited above and, especially, to the book [30].

3.2 The Theory of GLT Sequences: A Summary

In this section we present a self-contained summary of the theory of GLT sequences.
Despite its conciseness, our presentation contains everything one needs to know in
order to understand the applications presented in the next section.

Matrix-Sequences Throughout this work, by a matrix-sequence we mean a
sequence of the form {A,},, where A, is an n X n matrix. We say that the matrix-
sequence {A,}, is Hermitian if each A, is Hermitian.

Singular Value and Eigenvalue Distribution of a Matrix-Sequence Let u) be
the Lebesgue measure in R¥. Throughout this work, all the terminology coming
from measure theory (such as ‘measurable set’, ‘measurable function’, ‘almost
everywhere (a.e.)’, etc.) is always referred to the Lebesgue measure. Let C.(R)
(resp., C.(C)) be the space of continuous complex-valued functions with bounded
support defined on R (resp., C). If A is a square matrix of size n, the singular values
and the eigenvalues of A are denoted by o1(A), ..., 0,(A) and A1 (A), ..., A, (A),
respectively. The set of the eigenvalues (i.e., the spectrum) of A is denoted by A(A).

Definition 1 Let {A,}, be a matrix-sequence and let f : D C R — Cbea
measurable function defined on a set D with 0 < ur (D) < o0.

* We say that {A,}, has a singular value distribution described by f, and we write
{Antn ~o f,if

1
hm ZF(O’,(A ) = (D) /DF(|f(x)|)dx, VF e C.(R).

In this case, f is called the singular value symbol of {Ap},.
* We say that {A,}, has a spectral (or eigenvalue) distribution described by f, and
we write {A,}, ~). f,if

1
lim ZF(A (Ap) = k(D)/DF(f(x))dx, VF e C.(C).

In this case, f is called the spectral (or eigenvalue) symbol of {A,},.
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When we write a relation such as {A,}, ~¢ f or {A,}, ~x f,itis understood that
{A,}, is a matrix-sequence and f is a measurable function defined on a subset D of
some R¥ with 0 < ux(D) < oo. If {A,}, has both a singular value and a spectral
distribution described by f, we write {A,}, ~o.0 f-

We report in S1 and S2 the statements of two useful results concerning the
spectral distribution of matrix-sequences. Throughout this work, if A isann x n
matrix and 1 < p < oo, we denote by ||A||, the Schatten p-norm of A, i.e., the p-
norm of the vector (o1(A), ..., 0,(A)) formed by the singular values of A; see [7].
The Schatten co-norm || A || is the largest singular value of A and coincides with
the classical 2-norm ||A||. The Schatten 1-norm ||A]|; is the sum of all the singular
values of A and is often referred to as the trace-norm of A. The (topological) closure
of a set § is denoted by S.

S1. If {A,}, ~» fand A(A,) C Sforallnthen f € S ae.
S2. If A, = X,, +Y,, where

e each X, is Hermitian and {X, }, ~» f,
* ||IXull, 1Yzl < C for all n, where C is a constant independent of n,
« Yl =0,

then {An}y ~a f.

Informal Meaning Assuming that f is continuous a.e., the spectral distribution
{An}n ~ f has the following informal meaning: all the eigenvalues of A,, except
possibly for o(n) outliers, are approximately equal to the samples of f over a
uniform grid in D (for n large enough). For instance, if k = 1 and D = [a, b],
then, assuming we have no outliers, the eigenvalues of A, are approximately equal
to

b_
f(a+i a), i=1,....n,
n

for n large enough. Similarly, if k = 2, n = m?and D = a1, b1] x [ay, b>], then,
assuming we have no outliers, the eigenvalues of A, are approximately equal to

by — by —
Pt i a0

, ihj=1,...,m,
for n large enough. A completely analogous meaning can also be given for the
singular value distribution {A,}, ~+ f.

Zero-Distributed Sequences A matrix-sequence {Z,}, such that {Z,}, ~s 0 is
referred to as a zero-distributed sequence. In other words, {Z,}, is zero-distributed
if and only if

lim rlt ; F(oi(Z,)) = F(0), VF e C.(R).

n—o00
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7.1-72 will provide us with an important characterization of zero-distributed
sequences together with a useful sufficient condition for detecting such sequences.
For convenience, throughout this work we use the natural convention 1/00 = 0.
71. {Z,}, ~s O if and only if Z, = R, + N, with lim nilrank(Rn) =
n—o0

lim ||N,| =0.

n—o0
Z2. {Zy}n ~o Oif thereis a p € [1, 0o] such that lim n~'/7||Z,|, = 0.

n—o00

Sequences of Diagonal Sampling Matrices If » € Nand a : [0, 1] — C, the nth
diagonal sampling matrix generated by a is the n x n diagonal matrix given by

n

- s o)

{D,(a)}, is called the sequence of diagonal sampling matrices generated by a.

Toeplitz Sequences If n € Nand f : [—m, 7] — C is a function in Ll([—n, ),
the nth Toeplitz matrix generated by f is the n x n matrix

Ta(f) = Lfi-jli j=1

where the numbers fj are the Fourier coefficients of f,

n .
= F(©)e *qp, keZ.
2w J_ o

S

{T,(f)}, is called the Toeplitz sequence generated by f.
T1. Forevery n € N the map 7,,(-) : L' ([—7, n]) — CV*

o islinear: T, (af + Bg) = aT,(f) + BT, (g) for every o, B € C and every
f.g € LY([—m, w]);

 satisfies (T,,(f))* = T,,(f) forevery f € L'([—m, ), so if f is real then
T, (f) is Hermitian for every n.

T2. If f € Ll([—rr,rr]) then {7, (f)}y ~o f. If f € Ll([—rr,rr]) and f is real
then {T,,(/)}n ~» f-

T3. Ifn €N, 1 < p <ocoand f € LP([—m, 7)), then [ T,(N)ll, < S, I ller-

Approximating Classes of Sequences The notion of approximating classes of
sequences (a.c.s.) is the fundamental concept on which the theory of GLT sequences
is based.

Definition 2 Let {A,}, be a matrix-sequence and let {{ B, ;» }»}m be a sequence of
matrix-sequences. We say that {{ B} }» 1S an approximating class of sequences
(a.c.s.) for {A,}, if the following condition is met: for every m there exists n,, such
that, forn > n,,,

A, = Bn,m + Rn,m + Nn,m, I'ank(Rn,m) < c(m)n, ”Nn,m | < w(m),
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where n,,, c(m), w(m) depend only on m, and
lim c¢(m) = lim w(m) =0.
m—o0 m— 00

Throughout this work, we use the abbreviation ‘a.c.s.” for both the singular ‘approx-
imating class of sequences’ and the plural ‘approximating classes of sequences’;
it will be clear from the context whether ‘a.c.s.’ is singular or plural. Roughly
speaking, {{Bu.m}n}m is an a.c.s. for {A,}, if, for all sufficiently large m, the
sequence { B, .}, approximates {A,}, in the sense that A, is eventually equal to
Bn m plus a small-rank matrix (with respect to the matrix size n) plus a small-
norm matrix. It turns out that the notion of a.c.s. is a notion of convergence in the
space of matrix-sequences & = {{A,}, : {An}, is a matrix-sequence}, i.e., there
exists a topology Tacs. on & such that {{ By m}n}m is an a.c.s. for {A,}, if and only
if {{Bn.m}n}m converges to {A,}, in (&, Tacs.). The theory of a.c.s. may then be

interpreted as an approximation theory for matrix-sequences, and for this reason we
will use the convergence notation { By, y }n et {A,}, to indicate that {{ By m}n}m is

an a.c.s. for {A,},.

ACS1. {A,}n ~s f if and only if there exist matrix-sequences {B, m}n ~o fm
such that { B, . }» et {A,}, and f,;, — f in measure.

ACS 2. Suppose each A, is Hermitian. Then, {A,}, ~, f if and only if there exist
Hermitian matrix-sequences { By m}n ~x fm such that { By, }n 2ex {A

and f;; — f in measure.
ACS3. Let p € [1, oo] and suppose for every m there exists n,, such that, forn >

s |An — Bymllp < €(m, n)nl/P, where lim, o limsup,,_, o, €(m, n) =
a.c.s.

0. Then {Bpmtn —> {An}tn.

Generalized Locally Toeplitz Sequences A Generalized Locally Toeplitz (GLT)
sequence {A,}, is a special matrix-sequence equipped with a measurable function
k 1 [0,1] x [—m, w] — C, the so-called symbol (or kernel). We use the notation
{An}n ~cLr K to indicate that {A,}, is a GLT sequence with symbol «. The symbol
of a GLT sequence is unique in the sense that if {A,}, ~crT € and {A,}, ~cLr &
then «k = & a.e. in [0, 1] x [—m, w]. The main properties of GLT sequences are
summarized in the following list. If A is a matrix, we denote by AT the Moore—
Penrose pseudoinverse of A; we recall that AT = A~! whenever A is invertible and
we refer the reader to [8, 36] for more details on the pseudoinverse of a matrix. If A
is a Hermitian matrix and f is a function defined at each point of A(A), we denote
by f(A) the unique matrix such that f(A)v = f(A)v whenever Av = Av; for more
on matrix functions, we refer the reader to Higham’s book [38].

GLT 1. If {A,}, ~cLT « then {A,}, ~» k. If {A,;}n ~GLT Kk and the matrices A,
are Hermitian then {A,}, ~ k.
GLT2. If {A,;}, ~ciT k and A,, = X, + Y}, where

* every X, is Hermitian,
* |IXnll, IYz|l < C for some constant C independent of n,
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o 7Yl — O,

then {A,}, ~ k.
GLT 3. We have

o {TW(Hln ~cLr k(x,0) = fO)if f € L' (-7, 7)),
* {D,(a)}y, ~gLr k(x,0) = a(x) ifa : [0, 1] — C is continuous a.e.,
* {Zu}n ~cLT K (x,0) = 0if and only if {Z,}, ~¢ O.

GLT 4. If {A,)x ~GiT k and {Bn}n ~GLr € then

* {A}}n ~aGLr &,
* {aA, 4+ BBn}n ~cLT ak + B& forall o, B € C,
* {A,B,}y ~GLT K§.

GLT5. If {An}n ~cLr € and k # 0 a.e. then {A}}, ~grr £~

GLT6. If {A,}, ~cLT « and each A, is Hermitian, then { f (A,)}» ~cLT f (k) for
every continuous function f : C — C.

GLT 7. {An}n ~cur « if and only if there exist GLT sequences {By,n}n ~GLT km

such that { By, ;u }» % {A,}n and k,;, — « in measure.

3.3 Applications

In this section we present several applications of the theory of GLT sequences to the
spectral analysis of DE discretization matrices. Our aim is to show how to compute
the singular value and eigenvalue distribution of matrix-sequences arising from a
DE discretization through the ‘GLT tools’ presented in the previous section. We
begin by considering FD discretizations, then we will move to FE discretizations,
and finally we will focus on IgA discretizations. Before starting, we collect below
some auxiliary results.

3.3.1 Preliminaries

3.3.1.1 Matrix-Norm Inequalities

If 1 < p < oo, the symbol | - |, denotes both the p-norm of vectors and the
associated operator norm for matrices:

m 1P 1/p :
Yl , if1 < p <oo,
|X|p—_ ( l_1| ll ) ] =P XE(Cm,
maxj=i,._m |xi|, if p =00,

Xx
|X|,,=max| lp, X e C™M,
xeC" |X|p
x#£0
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The 2-norm |-|5 is also known as the spectral (or Euclidean) norm and it is preferably
denoted by || - ||. Important inequalities involving the p-norms with p = 1, 2, co are
the following:

IXII < VIX11X|oor X €C™™, (3.1)
IXI > |xijl,  ij=1,...,m,  XeC™m, (3.2)
J

see [8, 36]. Since it is known that |X|; = max;—1,. m Z;”zl |x;j] and |X|0o =
,,,,, m Z?=1 |x;;|, the inequalities (3.1)—~(3.2) are particularly useful to esti-
mate the spectral norm of a matrix when we have bounds for its components.

As mentioned in Sect. 3.2, the Schatten p-norm of an n x n matrix A is defined
as the p-norm of the vector (o1(A), ..., 0,(A)) formed by the singular values of
A. The Schatten co-norm || A||« is the largest singular value omax (A) and coincides
with the spectral norm || A||. The Schatten 1-norm || A||; is the sum of all the singular
values of A and is often referred to as the trace-norm of A. The Schatten p-norms
are deeply studied in Bhatia’s book [7]. Here, we just recall a couple of basic trace-
norm inequalities that we shall need in what follows:

IXIh < rank(X)|X]| <m|X|, X eC™", (3.3)
m
IXIh < ) lxl,  xecm (3.4)
i,j=1

The inequality (3.3) follows from the equation omax(X) = || X|| and the definition
I1X]h = >, 0i1(X) = er.:lf(x) 0; (X). For the proof of the inequality (3.4), see,
e.g., [29, Section 2.4.3].

3.3.1.2 GLT Preconditioning

The next theorem is an important result in the context of GLT preconditioning, but
it will be used only in Sect. 3.3.4.3. The reader may then decide to skip it on first
reading and come back here afterwards, just before going into Sect. 3.3.4.3.

Theorem 1 Let {A,}, be a sequence of Hermitian matrices such that {A,}, ~GLr
k, and let { P,}, be a sequence of Hermitian Positive Definite (HPD) matrices such
that { P}, ~cLr & with & # 0 a.e. Then, the sequence of preconditioned matrices
PnflA,, satisfies

(P,  Antn ~arr £ 'k,
and

(P Apkn ~o0 £k
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Proof The GLT relation {P,j1 Aptn ~orr € Ik is a direct consequence of GLT 4-
GLTS. The singular value distribution {Pn’lA,,}n ~q £ 1k follows immediately
from GLT 1. The only difficult part is the spectral distribution {Pn’lA,, o~ € 71;(,
which does not follow from GLT 1 because P, ! A, is not Hermitian in general.

Since P, is HPD, the eigenvalues of P, are positive and the matrices Pn1 / 2, Pn_l/ 2
are well-defined. Moreover,

P 1A, ~ P AP (3.5)

where X ~ Y means that X is similar to Y. The good news is that P,fl/zA,, P{lﬂ is

Hermitian and, moreover, by GLT 4-GLT 6 (with GLT 6 applied to f(z) = |z|'/?),
we have
—1/2 —1/2 _ _ _ _
(P2 An PP ~arr 617 P lETP = (g1 = 67 s

note that the latter equation follows from the fact that £ > 0 a.e. by S 1, since P, is

HPD and {P,}, ~ £ by GLT 1. Since P, '/*A,, P, '/? is Hermitian, GLT 1 yields
{Pn_l/zAnPn_l/z}n ~x 571’(-
Thus, by the similarity (3.5), {P, ' An}, ~5 £ k. O

3.3.1.3 Arrow-Shaped Sampling Matrices

Ifn e Nanda : [0, 1] — C, the nth arrow-shaped sampling matrix generated by a
is denoted by S, (a) and is defined as the following symmetric matrix of size n:

(Sn(@))i,j = (Dn(a))minG, j),minG, j) = a<mm’(j’ J)), iL,j=1,...,n,
(3.6)
that is,

Ca(hya(tya(ly -+ - a(})’

a(lyayay .- - a(?)

1 2 3 3

Sn(a) = a(.") a(.") a(.") o a(.")
_aQ>aG>aQ) ------ ad)-

The name is due to the fact that, if we imagine to color the matrix S, (a) by assigning
the color i to the entries a(;,), the resulting picture looks like a sort of arrow pointing
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toward the upper left corner. Throughout this work, if X, Y € C"™>*™"

X oY the componentwise (Hadamard) product of X and Y

, we denote by

(X o Y)ij = xijvij, ij=1,...,m.

Moreover, if g : D — C is continuous over D, with D C C* for some k, we denote
by wg(-) the modulus of continuity of g,

we(8) = sup [g(x) — gy, §>0.
x,yeD
Ix—yll<é

If we need/want to specify D, we will say that w, () is the modulus of continuity of
gover D.

Theorem 2 Let a : [0,1] — C be continuous and let f be a trigonometric
polynomial of degree < r. Then, we have

184(@) 0 T () = Da@Ta( )] = @r + Dl fllc wa( ) (3.7
foreveryn € N,
ISu@ o Tu()l = € (3:8)

for every n € N and for some constant C independent of n, and

{Sn(@) o T (f)}n ~acrr a(x) f(6). (3.9)

Proof Foralli,j=1,...,n,

* if[i — j| > r, then the Fourier coefficient f;_; is zero and, consequently,

(min(i, j))
n

(Sn(@) o T (f)ij = (Sn(@))ij(Tu(f))ij = a fi-j =0,

i
n

Da(@T(f)ij = Da(@it T Mg =a( ) fimj =0
e if |i — j| <r, then, using (3.2) and T 3, we obtain

|(Sn(@) o T (f))ij — (Du(@)Tu(f))ij| = 1(Sn(@))ij (Tn(f))ij — (Dn(@))ii (T (f))ij]
= |(Sn(@))ij — (Dn(@))iil [(Tu(f))ijl

<o) a1

).

min(i, j) i

= If oo a

n
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Since |i — j| < r, we have
min(i, j i j— 1 r
‘ i.Jj) ‘SU |§,

n

n n n

hence

[(S1@ o Tu()ig = Pa@Tu g | < I lc ().

It follows from the first item that the nonzero entries in each row and column of
Sp(a) o T, (f) — Dy(a)T,(f) are at most 2r + 1. Hence, from the second item we
infer that the 1-norm and the co-norm of S, (a) o T,,(f) — Dy (a)T,,(f) are bounded
by 2r + D fllec @a(},). The application of (3.1) yields (3.7). Using (3.7) and T 3
we obtain

15(@) © Tu() = 1S5(@) 0 Tu(f) = Da(@Tu (Al + I Da (@Il 1T (£
< @+ DIf oo wa( ) + lallooll flle

’
n

which implies (3.8). Finally, since w,(},) — 0 as n — oo, the matrix-sequence

{Sn(a) o Tu(f) — Du(@)T,(f)}n is zero-distributed by (3.7) and Z1 (or Z2).

Thus, (3.9) follows from GLT 3—GLT 4. m]

3.3.2 FD Discretization of Differential Equations
3.3.2.1 FD Discretization of Diffusion Equations

Consider the following second-order differential problem:

:—(a(x)u ) = fx), x€(,1), (3.10)

u@) =a, u(l) =4,

where a € C([0,1]) and f is a given function. To ensure the well-posedness
of this problem, further conditions on a and f should be imposed; for example,
f € L?([0,1]) and a € C!([0, 1]) with a(x) > O for every x € [0, 1], so that
problem (3.10) is elliptic (see Chapter 8 of [14], especially the Sturm-Liouville
problem on page 223). However, we here only assume that a € C([0, 1]) as the
GLT analysis presented herein does not require any other assumption.

FD Discretization We consider the discretization of (3.10) by the classical second-
order central FD scheme on a uniform grid. In the case where a(x) is constant, this
is also known as the (—1, 2, —1) scheme. Let us describe it shortly; for more details
on FD methods, we refer the reader to the available literature (see, e.g., [53] or
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any good book on FDs). Choose a discretization parameter n € N, set h = n}rl and
xj = jhforall j € [0,n+1].For j = 1,...,n we approximate —(a(x)u’(x))'|x=x;
by the classical second-order central FD formula:

’ _ ’
a(ijré)u (ijré) a(xj,é)u (xj,é)

h

— @)U (X)) |y > —

u(xjpr) —u(x;) _atx l)u()cj)—u(xjfl)
h 7 h
h

a(ijr;)

~ —

—a(ijr;)M(x/’H) + (a(ijr;) + a(xj,;))u(x/') - a(xj,;)u(x/'—l)

h2

@3.11)

This means that the nodal values of the solution u satisfy (approximately) the
following linear system:

- a(ijré)M(le) + (a(xH;) + a(xj,;))u(x/') - a(xj,;)u(x/'—l) = h’f(x)),
j=1...,n.
We then approximate the solution by the piecewise linear function that takes the

value u; in x; for j = 0,...,n + 1, where u9p = o, upy1 = B, and u =
(w1, ..., un)T solves

_a(xj+é)uj+1 + (a(xj+;) —i—a(xj_é))uj —a(xj_é)uj,l = h2f(xj),
Jj=1...,n (3.12)

The matrix of the linear system (3.12) is the n x n tridiagonal symmetric matrix
given by

air +as —as
2 2 2
—as asz +as —as
2 2 2 2
A, = —as T T , (3.13)
2
—a, 1
=)
—a,_1 a,_i +an+1

L 2

where a; = a(x;) foralli € [0,n + 1].
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GLT Analysis of the FD Discretization Matrices We are going to see that the
theory of GLT sequences allows one to compute the singular value and spectral
distribution of the sequence of FD discretization matrices {A,},. Actually, this is
the fundamental example that led to the birth of the theory of LT sequences and,
subsequently, of GLT sequences.

Theorem 3 Ifa € C([0, 1]) then

{An}n ~crr a(x)(2 — 2 cos0) (3.14)
and

{Antn ~o.2 a(x)(2 — 2cos6). (3.15)

Proof 1t suffices to prove (3.14) because (3.15) follows from (3.14) and GLT 1 as
the matrices A, are symmetric. Consider the matrix

[2a(}) —a(})
—a(?) 2a(?) —a(?)

Dy (a)T, (2 — 2 cos) = —a(}y .o ) (3.16)
-1
—a("")
L —a(l) 2a(1) |
In view of the inequalities |x g j < s 1 =h, j=1,...,n,adirect comparison

between (3.16) and (3.13) shows that the modulus of each diagonal entry of the
matrix A, — D, (a)T,(2 — 2cos6) is bounded by 2 w,(3h/2), and the modulus of
each off-diagonal entry of A, — D,(a)T,(2 — 2cos6) is bounded by w,(3//2).
Therefore, the 1-norm and the co-norm of A, — D, (a)T,(2 — 2 cos 6) are bounded
by 4 w,(3h/2), and so, by (3.1),

A, — Dy(a)T,(2 —2cosO)|| <4w,(3h/2) — 0 asn — oo.

Setting Z, = A, — D, (a)T,,(2 — 2cos6), we have {Z,}, ~- 0by Z1 (or Z2).
Since

Ap = Du(@)T,(2 —2c080) + Zn,

GLT 3 and GLT 4 yield (3.14). O
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Remark 1 (Formal Structure of the Symbol) From a formal viewpoint (i.e., disre-
garding the regularity of a(x) and u(x)), problem (3.10) can be rewritten in the
form

—a(X)u"(x) —d' (x)u'(x) = f(x), x€(0,1),
ul =«ao, u(l)=2g.

From this reformulation, it appears more clearly that the symbol a(x)(2 — 2 cos )
consists of the two ‘ingredients’:

* The coefficient of the higher-order differential operator, namely a(x), in the
physical variable x. To make a parallelism with Hérmander’s theory [39], the
higher-order differential operator —a(x)u”(x) is the so-called principal symbol
of the complete differential operator —a(x)u”(x) — a’(x)u’(x) and a(x) is then
the coefficient of the principal symbol.

* The trigonometric polynomial associated with the FD formula (—1, 2, —1) used
to approximate the higher-order derivative —u”(x), namely 2 — 2cosf =
—el? 42— e_ie, in the Fourier variable 6. To see that (—1, 2, —1) is precisely
the FD formula used to approximate —u” (x), simply imagine a(x) = 1 and note
that in this case the FD scheme (3.11) becomes

—u(xj+1) + 2u(x;) —uxj—1)
h? ’

—u”(xj) ~

i.e., the FD formula (—1, 2, —1) to approximate —u" (x;).

We observe that the term —a’(x)u’(x), which only depends on lower-order deriva-
tives of u(x), does not enter the expression of the symbol.

Remark 2 (Nonnegativity and Order of the Zero at 6 = 0) The trigonometric
polynomial 2 — 2 cos 6 is nonnegative on [—, 7] and it has a unique zero of order
2 at @ = 0, because

. 2—2cosf

m =

li

1.
6—0 92

This reflects the fact that the associated FD formula (—1, 2, —1) approximates
—u"(x), which is a differential operator of order 2 (it is also nonnegative on the
space of functions v € C2([0, 1]) such that v(0) = v(1) = 0, in the sense that
fol —v"(x)v(x)dx = fol(v’(x))zdx > 0 for all such v).

3.3.2.2 FD Discretization of Convection-Diffusion-Reaction Equations

1st Part

Suppose we add to the diffusion equation (3.10) a convection and a reaction term.
In this way, we obtain the following convection-diffusion-reaction equation in
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divergence form with Dirichlet boundary conditions:

(3.17)

—(@@)u' ()" + b)u'(x) + c(xux) = f(x), x€(0,1),
u@) =a, u(l)=4,

where a : [0, 1] — R is continuous as before and we assume that b, ¢ : [0, 1] — R
are bounded. Based on Remark 1, we expect that the term b(x)u’(x) + c(x)u(x),
which only involves lower-order derivatives of u(x), does not enter the expression
of the symbol. In other words, if we discretize the higher-order term —(a (x)u’(x))’
as in (3.11), the symbol of the resulting FD discretization matrices B, should be
again a(x)(2 — 2 cos 6). We are going to show that this is in fact the case.

FD Discretization Letn € N, set h = n«lH and x; = jhforall j € [0,n + 1].
Consider the discretization of (3.17) by the FD scheme defined as follows.

+ To approximate the higher-order (diffusion) term —(a(x)u’(x))’, use again the
FD formula (3.11), i.e.,

— (@@)u'(x)) |x=x;
—a(ijr;)M(x/'H) + (a(xH;) -I-a(xj,;))u(x/') - a(xj,;)u(x/'—l)
~ 2
(3.18)

 To approximate the convection term b(x)u’(x), use any (consistent) FD formula;
to fix the ideas, here we use the second-order central formula

u(xjrr) —uxj—1)

b(xX)u' (x)x=x; ~ b(x}) (3.19)
: 2h
» To approximate the reaction term c(x)u(x), use the obvious equation
CcOU(0) [xmx; = cOru)). (3.20)
The resulting FD discretization matrix B,, admits a natural decomposition as
B, =A,+2,, (3.21)

where A, is the matrix coming from the discretization of the higher-order (diffusion)
term —(a(x)u’(x)), while Z, is the matrix coming from the discretization of the
lower-order (convection and reaction) terms b(x)u’(x) and c(x)u(x). Note that A,,
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is given by (3.13) and Z,, is given by

0 b c1

~by 0 by e
h

Z, = + h? , (3.22)

b1 0 by Cn—1

—b, O Cn

where b; = b(x;) and ¢; = c¢(x;) foralli =1, ..., n.

GLT Analysis of the FD Discretization Matrices We now prove that Theorem 3
holds unchanged with B, in place of A,. This highlights a general aspect: lower-
order terms such as b(x)u’(x) + c(x)u(x) do not enter the expression of the symbol
and do not affect in any way the asymptotic singular value and spectral distribution
of DE discretization matrices.

Theorem 4 Ifa € C([0, 1]) and b, ¢ : [0, 1] — R are bounded then

{Bn}n ~acL1 a(x)(2 — 2cos0) (3.23)
and

{Bu}n ~o.5 a(x)(2 — 2cosb). (3.24)
Proof By (3.1), the matrix Z, in (3.22) satisfies

I1Zall < hlblloc + h2llclloe < C/n (3.25)
for some constant C independent of n. As a consequence, {Z,}, is zero-distributed
by Z 1 (or Z 2), hence {Z,}, ~crLT 0 by GLT 3. Since {A,}, ~cLT a(x)(2—2cosH)
by Theorem 3, the decomposition (3.21) and GLT 4 imply (3.23).

Now, if the convection term is not present, i.e., b(x) = 0 identically, then B;, is
symmetric and (3.24) follows from (3.23) and GLT 1. If b(x) is not identically 0,
then B, is not symmetric in general and so (3.23) and GLT 1 only imply the
singular value distribution {B,}, ~+ a(x)(2 — 2cos#). Nevertheless, in view of
the decomposition (3.21), since A, is symmetric, since ||Z,]l1 = O(1) by the
inequalities (3.25) and (3.3), and since ||A,| < 4|lallco by (3.1), the spectral
distribution { B, },, ~» a(x)(2—2 cosf) holds (by GLT 2) even if b(x) is an arbitrary
bounded function. |
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2nd Part

So far, we only considered differential equations with Dirichlet boundary
conditions. A natural question is the following: if we change the boundary
conditions in (3.17), does the expression of the symbol change? The answer is ‘no’:
boundary conditions do not affect the singular value and eigenvalue distribution
because they only produce a small-rank perturbation in the resulting discretization
matrices. To understand better this point, we consider problem (3.17) with Neumann
boundary conditions:

! —(@@)u'(x))" + bx)u'(x) + c(ulx) = f(x), x€(O,1), (3.26)

W) =a, u'l)=§8.

FD Discretization We discretize (3.26) by the same FD scheme considered in the
1st part, which is defined by the FD formulas (3.18)—(3.20). In this way, we arrive
at the linear system

—a(xj+;)uj+1 + (a(ijr;) +a(xj,é))uj _a(xj,;)”j—l

h N, . _ N 2 Noy o 1.2 . T
+ 2(b(x/)u/+1 b(x/)u/_l) +hc(xju; =h” f(x;), j=1,...,n,
3.27)

which is formed by n equations in the n + 2 unknowns ug, u1, ..., up, u,+1. Note
that uo and u,4; should now be considered as unknowns, because they are not
specified by the Dirichlet boundary conditions. However, as it is common in the
FD context, ug and u,y; are expressed in terms of uy, ..., u, by exploiting the
Neumann boundary conditions. The simplest choice is to express ug and u, 41 as a
function of u; and u,, respectively, by imposing the conditions

up —ug Up41 — Un
=a, = B, 3.28
I o " B (3.28)
which yield up = u; — ah and u, 1 = u, + Bh. Substituting into (3.27), we obtain
a linear system with n equations and n unknowns uq, ..., u,. Setting a; = a(x;),
bi = b(x;), c; = c(x;) foralli € [0, n + 1], the matrix of this system is

Cp = Bp+ Ry = An+ Zy + Ry, (3.29)
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where A,, By, Z, are given by (3.13), (3.21), (3.22), respectively, and

h
Tl b

is a small-rank correction coming from the discretization (3.28) of the boundary
conditions.

GLT Analysis of the FD Discretization Matrices We prove that Theorems 3 and 4
hold unchanged with C, in place of A, and B, respectively.

Theorem 5 Ifa € C([0, 1]) and b, c : [0, 1] — R are bounded then

{Cu}n ~crr a(x)(2 — 2 cosb) (3.30)
and

{Cn}n ~o, 2 a(x)(2 —2cos0). (3.31)

Proof Let C denote a generic constant independent of n. It is clear that ||R,| <
lalloo + (h/2)|bllec = C. Moreover, since [|Ry[l1 < rank(R,)[|Rall < C, the
matrix-sequence { R, },, is zero-distributed by Z 2. Note that {Z, },, is zero-distributed
as well because || Z,|| < C/n by (3.25). In view of the decomposition (3.29),
Theorem 3 and GLT 3-GLT 4 imply (3.30).

If the matrices C, are symmetric (this happens if b(x) = 0), from (3.30)
and GLT 1 we immediately obtain (3.31). If the matrices C, are not symmetric,
from (3.30) and GLT 1 we only obtain the singular value distribution in (3.31).
However, in view of (3.29), since | R, + Z,||1 = o(n) and || R, + Z,||, ||Anll < C,
the spectral distribution in (3.31) holds (by GLT 2) even if the matrices C,, are not
symmetric. O

3rd Part

Consider the following convection-diffusion-reaction problem:

—a(x)u”"(x) + bx)u'(x) + c(x)u(x) = f(x), x€(0,1),

(3.32)

u0) =a, u(l)=4,
where a : [0,1] — R is continuous and b,c¢ : [0,1] — R are bounded.
The difference with respect to problem (3.17) is that the higher-order differential
operator now appears in non-divergence form, i.e., we have —a(x)u” (x) instead of
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—(a(x)u’(x))". Nevertheless, based on Remark 1, if we use again the FD formula
(—1, 2, —1) to discretize the second derivative —u”(x), the symbol of the resulting
FD discretization matrices should be again a(x)(2 — 2 cos 6). We are going to show
that this is in fact the case.

FD Discretization Letn € N, set h = n}rl and x; = jhforall j =0,...,n+ 1.
We discretize again (3.32) by the central second-order FD scheme, which in this
case is defined by the following formulas:

—u(xjt1) + 2u(x;) —ul(x;—1)

—a()u” (x)|x=x; = a(x;) 12 , j=1,...,n,
u(xj1) —ul(xj-1) .
bW (W)lemy, ¥ b)) T T =1,
C(x)u(x)|x:x]- ZC(xj)l/l(xj), j=1,...,n.

Then, we approximate the solution of (3.32) by the piecewise linear function that
takes the value u; at the point x; for j = 0,...,n + 1, where up = «, up41 = B,
andu = (uyq, ..., un)T solves the linear system

h
a(xj)(—ujp1 +2uj —uj_q)+ zb(xj)(ujJrl —uj_1) +hre(xju; = h? f(x)),
j=1...,n

The matrix E, of this linear system can be decomposed according to the diffusion,
convection and reaction term, as follows:

E,=K,+ Z,, (3.33)

where Z, is the sum of the convection and reaction matrix and is given by (3.22),
while

2a1 —ay
—ay 2a2 —ap
K, = (3.34)
—ap—1 2051 —ap_
| —ay 2a, |
is the diffusion matrix (¢; = a(x;) foralli =1, ..., n).

GLT Analysis of the FD Discretization Matrices Despite the nonsymmetry of
the diffusion matrix, which is due to the non-divergence form of the higher-order
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(diffusion) operator —a(x)u”(x), we will prove that Theorems 3—5 hold unchanged
with E, in place of A,, B,, C,, respectively.

Theorem 6 [fa € C([0, 1]) and b, c : [0, 1] — R are bounded then

{En}n ~cLr a(x)(2 —2cos0) (3.35)
and

{Entn ~o.2 a(x)(2 —2cos0). (3.36)

Proof Throughout this proof, the letter C will denote a generic constant independent
of n. By (3.25),

I1Znll = C/n,
hence {Z,}, is zero-distributed. We prove that
{Kn}n ~GLr a(x)(2 —2cos0), (3.37)

after which (3.35) will follow from GLT 3—GLT 4 and the decomposition (3.33). It
is clear from (3.34) that

K, = diag (a;) T,(2 —2cos¥6).

i=1,...,n

By T 3 applied with p = oo, we obtain

1Kn — Dn(a)Tn(2 —2cosO)| <

,,,,,

< wa(h) |12 —2cos 0o = 4 wa(h),

which tends to 0 as n — oo. We conclude that {K,, — D,,(a)T,,(2 — 2cos8)}, is
zero-distributed, and so (3.37) follows from GLT 3—GLT 4.

From (3.35) and GLT 1 we obtain the singular value distribution in (3.36). To
obtain the spectral distribution, the idea is to exploit the fact that K, is ‘almost’
symmetric, because a(x) varies continuously when x ranges in [0, 1], and so
a(xj) ~ a(xj41) forall j = 1,...,n — 1 (when n is large enough). Therefore,
by replacing K, with one of its symmetric approximations K,,, we can write

En =Ky + (Ky — Ky) + Zn, (3.38)
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and in view of the decomposition (3.38) we want to obtain the spectral distribution
in (3.36) from GLT 2 applied with X,, = K,, and ¥;, = (K,, — K;;) + Z,. Let

2a1 —ay

—ay 2ay —ap

>
=
I

(3.39)

—ap—2 2ap-1 —ap—1

—ap—1  2ay i
Since

1K= Rl <\ 1K Rali 1K — Raloo = _max a1 — ail < wa(h) — 0,
1= n—

.....

1Kl < IKnl1]Knloo < 4llallo < C,

1 Zall — 0,

it follows from GLT 2 that {E, },, ~; a(x)(2 —2cos ). |
Remark 3 In the proof of Theorem 6 we could also choose
24, —a

—a 2a; —az

Ky = Su(a) o T,(2 — 2 cosf) = ,

_an—Z 2£~ln—l _Eln—l

L _Eln—l 2an a
where a; = a( ,"l) foralli = 1,...,nand S, (a) is the arrow-shaped sampling matrix
defined in (3.6). With this choice of K, nothing changes in the proof of Theorem 6
except for the bound of || K,, — K, ||, which becomes || K, — K, || < 4 w,(h).

4th Part

Based on Remark 1, if we change the FD scheme to discretize the differential prob-
lem (3.32), the symbol should become a(x)p(0), where p(0) is the trigonometric
polynomial associated with the new FD formula used to approximate the second
derivative —u”(x) (the higher-order differential operator). We are going to show
through an example that this is indeed the case.

FD Discretization Consider the convection-diffusion-reaction problem (3.32).
Instead of the second-order central FD scheme (—1, 2, —1), this time we use the
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fourth-order central FD scheme 112 (1, —16, 30, —16, 1) to approximate the second
derivative —u” (x). In other words, for j = 2, ..., n — 1 we approximate the higher-
order term —a(x)u” (x) by the FD formula

u(xj2)—16u(x;jy1) +30u(x;)—16u(x;_1) + ulx;—2)

—a(x)u”(x)|x=xl,- ~a(x)) 12h2

while for j = 1, n we use again the FD scheme (—1, 2, —1),

—u(xj+1) + 2ux;) —ulxj—1)

—a(x)u”(x)|x=xl,- ~a(xj) 02

From a numerical viewpoint, this is not a good choice because the FD formula
112 (1, —16, 30, —16, 1) is a very accurate fourth-order formula, and in order not to
destroy the accuracy one would gain from this formula, one should use a fourth-
order scheme also for j = 1, n instead of the classical (—1, 2, —1). However, in
this work we are not concerned with this kind of issues and we use the classical
(—1,2, —1) because it is simpler and allows us to better illustrate the GLT analysis
without introducing useless technicalities. As already observed before, the FD
schemes used to approximate the lower-order terms b(x)u’(x) and c¢(x)u(x) do not
affect the symbol, as well as the singular value and eigenvalue distribution, of the
resulting sequence of discretization matrices. To illustrate once again this point, in
this example we assume to approximate b(x)u’(x) and c(x)u(x) by the following
‘strange’ FD formulas: for j = 1,...,n,

u(xj) —u(xj—1)

h 9
u(xjyr) +ulx;) +ulxj—1)
3 )

b()u' (xX)x=x; ~ b(x})

c)u(x)|x=x; ~ c(x)

Setting @; = a(x;), bj = b(x;), ¢; = c(x;) foralli =1, ..., n, the resulting FD
discretization matrix P, can be decomposed according to the diffusion, convection
and reaction term, as follows:

Pnan+Zn,

where Z,, is the sum of the convection and reaction matrix,

by c1 c1

—by by ¢ 2
h2

—bu—1 by Cn—1 Cn—1 Cp—1

—by by Cn Cn
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while K, is the diffusion matrix,
[ 24a; —12a;
—16a2 30a2 —16a2 ar

a3 —16asz 30az3 —16a3 az

a,_p —16a,_» 30a,_, —16a,_» a,_>

an—1 —16a,—1 30a,—-1 —16a,_1

—12a, 24a,

GLT Analysis of the FD Discretization Matrices Let p(0) be the trigonometric
polynomial associated with the FD formula 112 (1, —16, 30, —16, 1) used to approx-
imate the second derivative —u” (x), i.e.,

1 . . . . 1
) = 12(6:_2‘9 — 16671 430 — 16¢" 4 &?) = 15 (30— 32050 +2¢05(20)).

Based on Remark 1, the following result is not unexpected.

Theorem 7 Ifa € C([0, 1]) and b, c : [0, 1] — R are bounded then

{Pa}n ~cLr a(x)p(0) (3.40)

and

{Pu}n ~o. 2 a(x)p(0). (3.41)

Proof Throughout this proof, the letter C will denote a generic constant independent
of n. To simultaneously obtain (3.40) and (3.41), we consider the following
decomposition of Py:

Py an+(Kn _I%n)"‘zna
where K, is the symmetric approximation of K, given by

Ky, = Su(a) o T,,(p)
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[ 304, —16a, a
—16a; 30a, —16a; as
ay —16a, 30as3 —16as as

12

an—4 —16a,—3 30a,—2 —16a,—2 an—2

a,—3 —16a,—» 30a,-1 —16a,_

ap— —16a,—1 30a,

(a; = a(fl) foralli =1, ..., n). We show that:

@ {Kn}n ~crLr a(x)p(0):;
(b) [IKnll. |Kull < Cand [|Z,]| — 0;
© Ky = Knlli = o(n).

Note that (b)—(c) imply that {(K, — K)+Zptn ~6 0 by Z 2. Once we have proved
(a)—(c), the GLT relation (3.40) follows from GLT 4, the singular value distribution
in (3.41) follows from (3.40) and GLT 1, and the spectral distribution in (3.41)
follows from GLT 2 applied with X,, = K, and ¥, = (K,, — K,,) + Z,.

Proof of (a) See Theorem 2.
Proof of (b) We have

1Zull < V1Zn111Znloo < 2R1|Plloe + hllclloo — O,

64
1Kl < VIKul1 [Knloo < L

~ ~ ~ 64
IKnll < v/ 1Knl1 [Knloo < 12”“”00-

Note that the uniform boundedness of ||I€n || with respect to n was already known
from Theorem 2.

Proof of (¢) A direct comparison between K, and K,, shows that

anlgn"‘Rn"‘Nna
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where N, = K, — Ig,l — Ry, and R, is the matrix whose rows are all zeros except
for the first and the last one, which are given by

12[24a1—3051 —12a1+16a, —a 0 - 0]
and

1

12[0 o0 —aya —12a,+16a,1  24a, —30a, ],

respectively. We have

83 64 /2
IRl = llalloo,  rank(R) =2, [INull =) ))
and
K, — IZn”l < IRullt + INxll1 <rank(Ry)||Rnll + nl|Nall,
hence |K, — K, |l1 = o(n). O

Remark 4 (Nonnegativity and Order of the Zero at 6 = 0) Despite we have
changed the FD scheme to approximate the second derivative —u” (x), the resulting
trigonometric polynomial p(0) retains some properties of 2 — 2 cos . In particular,
p(0) is nonnegative over [—m, ] and it has a unique zero of order 2 at 6 = 0,
because

This reflects the fact the associated FD formula 112 (1, —16, 30, —16, 1) approxi-

mates —u”’(x), which is a differential operator of order 2 and it is also nonnegative
on {v € C%([0, 1]) : v(0) = v(1) = 0}; cf. Remark 2.

3.3.2.3 FD Discretization of Higher-Order Equations

So far we only considered the FD discretization of second-order differential
equations. In order to show that the GLT analysis is not limited to second-order
equations, in this section we deal with an higher-order problem. For simplicity, we
focus on the following fourth-order problem with homogeneous Dirichlet—-Neumann
boundary conditions:

a@)u®(x) = fx), x €(0,1),
u@ =0, u(l)=0, (3.42)
W' 0)=0, u'(1)=0,
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where a € C([0,1]) and f is a given function. We do not consider more
complicated boundary conditions, and we do not include terms with lower-order
derivatives, because we know from Remark 1 and the experience gained from
the previous section that both these ingredients only serve to complicate things,
but ultimately they do not affect the symbol, as well as the singular value and
eigenvalue distribution, of the resulting discretization matrices. Based on Remark 1,
the symbol of the matrix-sequence arising from the FD discretization of (3.42)
should be a(x)q(6), where g (@) is the trigonometric polynomial associated with
the FD formula used to discretize u® (x). We will see that this is in fact the case.

FD Discretization We approximate the fourth derivative u® (x) by the second-
order central FD scheme (1, —4, 6, —4, 1), which yields the approximation

u(xj2) —4u(xjpr) +6u(x;) —4ulx;—1) +ulxj—2)

a(X)u(‘”(X)Ix:xj ~ a(xj) B4

forall j = 2,....,n+ l;here, h = !, and x; = jhfor j =0,....n+3.

Taking into account the homogeneous boundary conditions, we approximate the
solution of (3.42) by the piecewise linear function that takes the value u; in x; for
j=0,...,n+3,whereup = u; = up4+2 = up+3 =0andu = (uz,...,u,,+1)T is
the solution of the linear system

a(xj)ujpo —4ujp +6u; —4uj_1+uj o) = h4f(xj), j=2,....,n+1.
The matrix A, of this linear system is given by

i 6a, —4a; an

—4a3 6az; —4daz a3

as2 —4a4 6ay —4as aq
A, = )
an—1 —4ap—1 6an_1 —4an—1 ap—1
an —4a, 6a, —4a,
L an+1 —4ant1 6any |
where a; = a(x;) foralli =2,...,n+ 1.

GLT Analysis of the FD Discretization Matrices Let ¢(6) be the trigonometric
polynomial associated with the FD formula (1, —4, 6, —4, 1), i.e.,

g@®) =e 20 — 46719 1 6 —4e1? 4?9 = 6 — 8cosh + 2 cos(20).
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Theorem 8 Ifa € C([0, 1]) then

{An}tn ~crr a(x)q(9) (3.43)
and
{Antn ~o, 2 a(x)q(9). (3.44)
Proof We show that
IAn — Sn(a) o Tn(g)ll — 0. (3.45)

Once this is proved, since {S, (a) o T,,(¢)}n ~crLT a(x)g(0) and || S, (a) o T, (q)]| is
uniformly bounded with respect to n (by Theorem 2), and since ||A,| < 16]la|lco
by (3.1), the relations (3.43)—(3.44) follow from the decomposition

Ay = Sp(a) o T, (q) + (A — Su(a) o Tu(q))

and from GLT 1-GLT 4, taking into account that S, (a) o T, (p) is symmetric and
{A, — Sn(a) o T,,(g)}, is zero-distributed by (3.45) and Z1 (or Z2). Let us then
prove (3.45). The matrices A, and S,(a) o T,(q) are banded (pentadiagonal) and,
foralli, j =1,...,n with |i — j| <2, a crude estimates gives

[(An)ij = (Sn(@) © Tu(@))ij| = |ai+1(Tu(g))ij — (Tn(9))ij

=122 = ("™ ) it

oun($).

Hence, by 3.1), [| Ay — Sy(@) o Tu(@)|| <5 6@a () — 0. O

a(tnin’(j, j))

Remark 5 (Nonnegativity and Order of the Zero at @ = 0) The polynomial g () is
nonnegative over [—m, 7] and has a unique zero of order 4 at 6 = 0, because

i q(©)
m

=1.
00 64

This reflects the fact that the FD formula (1, —4, 6, —4, 1) associated with ¢(0)
approximates the fourth derivative u® (x), which is a differential operator of order
4 (it is also nonnegative on the space of functions v € C*([0, 1]) such that

v(0) = v(1) = 0 and v/(0) = v/(1) = 0, in the sense that fol v@ (x)v(x)dx =
fol(v”(x))zdx > 0 for all such v); see also Remarks 2 and 4.
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3.3.2.4 Non-uniform FD Discretizations

All the FD discretizations considered in the previous sections are based on uniform
grids. It is natural to ask whether the theory of GLT sequences finds applications
also in the context of non-uniform FD discretizations. The answer to this question
is affirmative, at least in the case where the non-uniform grid is obtained as the
mapping of a uniform grid through a fixed function G, independent of the mesh
size. In this section we illustrate this claim by means of a simple example.

FD Discretization Consider the diffusion equation (3.10) with a € C ([0, 1]). Take

a discretization parameter n € N, fix a set of grid points 0 = xp < x; < ... <
Xp+1 = 1 and define the corresponding stepsizes h; = xj—xj_1, j=1,...,n+1.
Foreach j = 1,..., n, we approximate —(a(x)u'(x))'|x=x; by the FD formula

h hj h; h
a(x; + J+1)u’(x.+ J+1)_a(x._ e — Y
— @O @) |ymy x— 2 iT 3 jm U=

hjs1 hs
]2 + 2]
iy W) — u(x;) hy u(xj) —u(xj—1)
alx; + 7 —a(xj— )
N J 2 hj+1 J 2 hj
~ = M h:
g
D 2 .
which is equal to times
jthi
hjy
axi—'7) alxi—'7) aC; +"H
2 u(x/—l)-l-( o2 ! 2 >”(xj)
hj hj hjv1
aej + "5
- i u(xj+1)
Jj+

This means that the nodal values of the solution u satisfy (approximately) the
following linear system:

h h B
a(x; — 2’) a(xj — 2’) a(xj+ ’2 )
- hj ”(x/—l) + ( hj + hj+1 ”(x/)
h.
alx; + "
— 2 T
hjv1
hi+h;
= f+2 Moy, j=1n

We then approximate the solution by the piecewise linear function that takes the
value u; in x; for j = 0,...,n + 1, where u9p = o, upy; = B, and u =
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(w1, ..., un)T solves

atej =) atej ="y a4+ " atxj+ ")

- uj-1+ + uj— Uj+t1
hj

_ hj +hj+1

2

h; hjs hj+
f(xj), j=1,...,n.

The matrix of this linear system is the n x n tridiagonal symmetric matrix given by

hj hi hiyq hjt1
alxi—7) alx;—"7) alx;+ Y axi+0h
tridiagn[— S T G A IS } (3.46)
hj hj hj+1 hjt1
GLT Analysis of the FD Discretization Matrices Let /7 = nil andX; = jh, j =
0,...,n + 1. In the following, we assume that the set of points {xg, x1, ..., Xp+1}

is obtained as the mapping of the uniform grid {xo, X1, ..., X,+1} through a fixed
function G, i.e., x; = G()?j) for j =0,...,n+4+ 1, where G : [0, 1] — [0, 1] is an
increasing and bijective map, independent of the mesh parameter n. The resulting
FD discretization matrix (3.46) will be denoted by Ag_, in order to emphasize its
dependence on G. In formulas,

a(GGp—") aG@E)-")

) 3.47
h; h; (3.47)

Ag n = tridiag, |: -

3

a(GGE)+ ") aGE) + ”f;')}
hjt1 hj+i
with
hj:G()Ej)—G()?j_l), j=1...,n+1.

Theorem 9 Let a € C([0, 1]). Suppose G : [0,1] — [0, 1] is an increasing

bijective map in C'([0, 11) and there exist at most finitely many points & such that
G'(x) = 0. Then

1 a(G (X))

Aca| ~ (2= 2cos0 3.48

{n+1 G.n GT i3 ( cosf) (3.48)

and

’ 1 AGn] . a(G(x))

P G'(&) (2 —2cos0). (3.49)
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Proof We only prove (3.48) because (3.49) follows immediately from (3.48) and
GLT 1 as the matrices Ag,, are symmetric. Since G € C 1([0, 1]), for every j =

I,...,nthereexista; € [¥;_1,%;] and B; € [X;, Xj41] such that
hi=GR&j)—GEj1) = G'(aj)h = (G'R) + 8;)h, (3.50)
hjt1=G@Ejr1) — G&)) = G'(Bj)h = (G' (X)) + &))h, (3.51)
where

8j = G/(Otj) — G/(fj),
g;j =G'(Bj)) — G'(x)).
Note that
181, lej| < wgr(h), ji=1...,n,

where wg’ is the modulus of continuity of G’. In view of (3.50) and (3.51), we have,
foreach j =1,...,n,

By L ¢
a((;(xj) - ) - a(G(xj) —, (GG +8,~)) =a(G(E)) +pj, (352
h h
a(GEp+ ") =a(GlEn+ (@G +en) =aGE) +ny. (353
where
A h oo -
W= a(G(xj) — 2(G (x;) + 5]‘)) —a(G(xj)),
A h e >
ni=a(GGE + (G @) +e)) —alGeE),
This time

|M/|7|nJ|SCGa)a(h)a j=1,...,n,

where w, is the modulus of continuity of @ and Cg is a constant depending only on
G. Substituting (3.50)—(3.53) in (3.47), we obtain

Agn=hA 3.54
n+1 G,n G,n ( )

a(Gx)) +nj a(GX)) + uj
G' (X)) +4; ’ G' (X)) +§;
a(G(x))) +n; _a(G()?j))+77j:|
G/(xAj)—i-Sj ’ G’()?j)—i-ej '

= tridiag,, |: —
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Letx; = ,Jl for j =1, ..., n and consider the matrix
G(x G(x; G(x; G(x;
Dn(a( (T)))Tn(Z—ZCOSQ) — tridiag, | — a( (icj)),Z a( (icj))’ _a( (icj)) .
G'(x) G'(xj) G'(xj) G'(xj)
(3.55)
In view of the inequality |)Ej — Xj| < h, which is satisfied for all j = 1,...,n,

the matrix (3.55) seems to be an ‘approximation’ of n}rl AgG pn; cf. (3.54) and (3.55).
Since the function a(G(x))/ G’ (%) is continuous a.e., GLT 3 and GLT 4 yield

a(G(%)) a(G(®))
{D"< G'(®) )Tn(2 - 20059)}n YO Gy (2 —2cosh).

We are going to show that

a(G (%)) a.c.s. 1
{Dn( . )T,,(Z—Zcos@)}n 2ot {n+ 1AG,,,}H. (3.56)
Once this is proved, (3.48) follows immediately from GLT 7.

We first prove (3.56) in the case where G’(X) does not vanish over [0, 1], so that

mg = min G'(X) > 0.
#e[0,1]

In this case, we will show directly that || Z, || — 0, where

a(G (%))

1
Z, = AGon — Dn( .,

- )Tn(2 —2cos6). (3.57)

The matrix Z, in (3.57) is tridiagonal and a straightforward computation based
on (3.54)—(3.55) shows that all its components are bounded in modulus by a quantity
that depends only on n, G, a and that converges to 0 as n — oo. For example, if
j=2,...,n,then

(Z) i ii] = a(GGE)) + i a(GE))
RN ey s GG
_|aGGE)) +py  alGE)) a(G(x))  a(G(x))

G'GE)+8;  GE)+4;

a(G@E)  a(G@))

G'(%)) G'(i))

:‘ W a(G(%))3;
G'(Gj) +38;| | G'GHG () +8))

- Cooah) Nl )

(). 3.58
e sz/ + waG) 6’ (h) (3.58)

G/()Ej)—i—(Sj G/()Ej)

a(G))  a(G&))
G' (%)) G'(%)

"

where in the last inequality we used the fact that G'(X;) + §; = G'(«;) by (3.50).
Thus, ||Z, || — 0asn — oo by (3.1).
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Now we consider the case where G has a finite number of points ¥ where
G'(%) = 0. In this case, the previous argument does not work because mg: = 0.
However, we can still prove (3.56) in the following way. Let £, ..., £ be the
points where G’ vanishes, and consider the balls (intervals) B(x®, rb ) = {x €
[0,1] : |x —xW] < ;l}. The function G’ is continuous and positive on the
complement of the union Ui:l B(x ® n11), SO

me . m = min G'(®) > 0.
2el0,1\ Urey BG®, 1)

For all indices j = 1,...,n such that £; € [0, 11\ Uj_; BGW, n11), the
components in the jth row of the matrix (3.57) are bounded in modulus by a
quantity that depends only on n, m, G, a and that converges to 0 as n — oo. This
becomes immediately clear if we note that, for such indices j, the inequality (3.58)
holds unchanged with mg' replaced by mg: ,, and with w,) 6’ replaced by
®a(G))G',m- the modulus of continuity of a(G)/G’ over [0, 1]\ Uj_; BG®, 1).
The number of remaining rows of Z,, (the rows corresponding to indices j such that
% e Upey B@®, 1)) isat most 2s(n+1)/m+s. Indeed, each interval B(®, )
has length 2/m (at most) and can contain at most 2(n + 1)/m + 1 grid points X;.
Thus, for every n, m we can split the matrix Z, into the sum of two terms, i.e.,

Zn = Rn,m + Nn,ms

where N, , is obtained from Z, by setting to zero all the rows corresponding to
indices j such that £; € |J;_, BR®, ,111) and R, ., = Z, — Ny, is obtained
from Z, by setting to zero all the rows corresponding to indices j such that X; €
[0, 11\ Ui:l B(x ® ,111). From the above discussion we have

lim || Np,m|l =0
n—>oo
for all m, and

2 1
rank(Ry ,) < st 1) + s
m
for all m, n. In particular, for each m we can choose n, such that, for n > n,,,
rank(Ry, ) < 3sn/m and ||N, || < 1/m. The convergence (3.56) now follows
from the definition of a.c.s. O

An increasing bijective map G : [0, 1] — [0, 1]in c! ([0, 1]) is said to be regular
if G'(%) # 0 forall X € [0, 1] and is said to be singular otherwise, i.e., if G'(¥) = 0
for some x € [0, 1]. If G is singular, any point X € [0, 1] such that G'(¥) = 0 is
referred to as a singularity point (or simply a singularity) of G. The choice of a map
G with one or more singularity points corresponds to adopting a local refinement
strategy, according to which the grid points x; rapidly accumulate at the G-images
of the singularities as n increases. For example, if

GR) =#1, g>1, (3.59)
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then 0 is a singularity of G (because G’'(0) = 0) and the grid points
J

q .
), j=0,...,n+1,
rapidly accumulate at G(0) = 0 as n — oo. We note that, whenever G is singular,
the symbol in (3.48) is unbounded (except in some rare cases where a(G(x)) and
G’(x) vanish simultaneously).

3.3.3 FE Discretization of Differential Equations
3.3.3.1 FE Discretization of Convection-Diffusion-Reaction Equations

Consider the following convection-diffusion-reaction problem in divergence form
with Dirichlet boundary conditions:

: —(@@)u' () + b )u'(x) + c@ux) = f(x), x € 0,1), (3.60)

u(0) =u(l) =0,

where f € L2([0, 1]) and the coefficients a, b, ¢ are only assumed to be in
L®°([0, 1]). These sole assumptions are enough to perform the GLT analysis of the
matrices arising from the FE discretization of (3.60). In this sense, we are going to
see that the theory of GLT sequences allows one to derive the singular value and
spectral distribution of DE discretization matrices under very weak hypotheses on
the DE coefficients.

FE Discretization We consider the approximation of (3.60) by classical linear FEs
on a uniform mesh in [0, 1] with stepsize h = n«lH' We briefly describe here this
approximation technique and for more details we refer the reader to [45, Chapter 4]
or to any other good book on FEs. We first recall from [14, Chapter 8] that, if
£2 C Ris abounded interval whose endpoints are, say, « and 8, H 1 (£2) denotes the
(Sobolev) space of functions v € L2(.Q) possessing a weak (Sobolev) derivative in
L2(.Q). We also recall that each v € H' (£2) coincides a.e. with a continuous func-
tion in C(£2), and H! (£2) can also be defined as the following subspace of C(£2):

H' (2) = {v € C(£2) : v is differentiable a.e. with v/ € L?(£2),

v(x) = v(a) +/

o

X
V' (y)dy forall x € Q}

In this definition, the weak derivative of av € H'(£2) is just the classical derivative
v’ (which exists a.e.). Let

H)(2)={ve H'(2): v(@) = v(p) =0}
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The weak form of (3.60) reads as follows [14, Chapter 8]: find u € HO1 ([0, 1]) such
that

au, w) = f(w),  Yw e H} (0, 1]),

where

1

1 1
a(u, w) =/ a(x)u’(x)w/(x)dx~|—/ b(x)u’(x)w(x)dx%—/ c(x)u(x)w(x)dx,
0 0 0
1
f(w) =/ fx)w(x)dx.
0

Leth = n}H and x; = ih, i =0,...,n + L. In the linear FE approach based on

the uniform mesh {xo, ..., x,4+1}, we fix the subspace #;, = span(¢, ..., ¢,) C
HO1 ([0, 1], where ¢1, ..., ¢, are the so-called hat-functions:
X — Xi—1 Xit] — X .
(p,'(x) = ' X[xifl,xi)(-x)_}' ' X[xi,x,url)(x)a 1= 17---5’1;
Xi — Xji—1 Xi+l — Xi
(3.61)

see Fig.3.1. Note that %, is the space of piecewise linear functions corresponding
to the sequence of points 0 = xp < x] < ... < Xx,41 = | and vanishing on the
boundary of the domain [0, 1]. In formulas,

Wy ={s:[0,1] > R: s[,- ,.H) eP, i=0,...,n, s(0)=s(1)=0},

n+1’ n+1

where P is the space of polynomials of degree less than or equal to 1. We look
for an approximation uy; of u by solving the following (Galerkin) problem: find
uy;, € Wy such that

a(uy;,, w) = f(w), Yw e #,.

1

08r 1

061 1

04r 1

02r 1

0

0 014 02 03 04 05 06 07 08 09 1

Fig. 3.1 Graph of the hat-functions ¢y, ..., ¢, forn =9
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Since {1, ..., @a} is a basis of #;,, we can write uy;, = Z;’-Zl u;j@; for a unique
vectoru = (uy, ..., un)T. By linearity, the computation of uy;, (i.e., of u) reduces
to solving the linear system

where f = (f(¢1), ..., f(¢,))T and A, is the stiffness matrix,
An = lapj, )] -
Note that A, admits the following decomposition:
Ap=Kn+ Z,, (3.62)

where

n

1
K, = [/0 a(X)(ﬂ}(X)fp,{(X)dX} (3.63)

i,j=1
is the (symmetric) diffusion matrix and

n n

! 1
Z, = [/0 b(x)fp}(x)fpi(x)dx} + [/o C(x)(pj(x)(pi(x)dxi| (3.64)
j=1

1, ]=

i,j=1
is the sum of the convection and reaction matrix.

GLT Analysis of the FE Discretization Matrices Using the theory of GLT
sequences we now derive the spectral and singular value distribution of the sequence

of normalized stiffness matrices {n}rl Apln.

Theorem 10 Ifa, b, c € L*°([0, 1]) then

1
{n . 1An}n ~arr a(x)(2 —2cos6) (3.65)
and
1
{n+ 1A,,}n ~o 5 a(x)(2 — 2 cosh). (3.66)

Proof The proof consists of the following steps. Throughout the proof, the letter C
will denote a generic constant independent of .

Step 1 We show that

>

C (3.67)

n

I, s
n+1
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and

Zn

H o 2| =cim (3.68)

To prove (3.67), we note that K, is a banded (tridiagonal) matrix, due to the
local support property supp(¢;) = [xi—1,Xi+1], i = 1,...,n. Moreover, by the
inequality |q)l{(x)| <n+1,foralli,j=1,...,n we have

1
|(Kn)ij| = ‘/0 a(x)@}; ()i (x)dx

Xi+1
/ a(x)¢}(x)g}(x)dx

i—1

Xi+1
<o+ 1>2||a||Loo/ dx = 201+ Dl .
Xi—1

1

ny1 Kn are bounded (in modulus)

Thus, the components of the tridiagonal matrix
by 2||a|| L, and (3.67) follows from (3.1).
To prove (3.68), we follow the same argument as for the proof of (3.67). Due to

the local support property of the hat-functions, Z,, is tridiagonal. Moreover, by the

inequalities |¢; (x)| < 1 and |¢/(x)| <n+ 1,foralli, j =1,...,n we have
Xit1 , Xi+1
(Zn)ijl = f b(x)g;(x)@i(x)dx +/ c(x)@j(x)gi(x)dx
Xi—1 Xi—1
2[lellee
< 2 b 00 s
=2[bllL=~ + el

and (3.68) follows from (3.1).
Step 2 Consider the linear operator K, (-) : L' ([0, 1]) — R™*",

n

1
Kn(g) = [/O g(X)so}(x)fp,f(x)dx}

i,j=1

By (3.63), we have K, = K, (a). The next three steps are devoted to show that

{ Ky (g)} ~cLT §(X)(2 —2cos0), Vg e L'([0, 1)). (3.69)
n+1 n

Once this is done, the theorem is proved. Indeed, by applying (3.69) with g = a
we immediately get {n}rl Ku}n ~crr a(x)(2 — 2cosf). Since {n}H Zn}n is zero-
distributed by Step 1, (3.65) follows from the decomposition

1 1 1

A, = K Z 3.70
n1 =P (3.70)
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and from GLT 3-GLT 4; and the singular value distribution in (3.66) follows from
GLT1. If b(x) = O identically, then n}rlAn is symmetric and also the spectral
distribution in (3.66) follows from GLT 1. If b(x) is not identically 0, the spectral
distribution in (3.66) follows from GLT 2 applied to the decomposition (3.70),

taking into account what we have proved in Step 1.

Step 3 We first prove (3.69) in the constant-coefficient case where g = 1 identically.
In this case, a direct computation based on (3.61) shows that

2 —1
| . | 12 —1 |
K,()= [/ </’}(X)</)§(X)dX} = = T, (2—2cos0),
0 b=l -1 2 -1
~1 2

and the desired relation {n}r 1 Kn(D)}n ~cLr 2 — 2 cos 6 follows from GLT 3. Note
that it is precisely the analysis of the constant-coefficient case considered in this step
that allows one to realize what is the correct normalization factor. In our case, this is
n}rl , which removes the }1, from K, (1) and yields a normalized matrix n}rl K,(l) =
T,(2 — 2 cos @), whose components are bounded away from 0 and oo (actually, in
the present case they are even constant).

Step 4 Now we prove (3.69) in the case where g € C([0, 1]). We first illustrate
the idea, and then we go into the details. The proof is based on the fact that the
hat-functions (3.61) are ‘locally supported’. Indeed, the support [x;_1, x;+1] of the
ith hat-function ¢; (x) is located near the point ,’l € [x;, xi+1], and the amplitude of
the support tends to 0 as n — oo. In this sense, the linear FE method considered
herein belongs to the family of the so-called ‘local’ methods. Since g(x) varies
continuously over [0, 1], the (i, j) entry of K, (g) can be approximated as follows,
foreveryi, j=1,...,n:

Xit1

1
(Kn(8))ij =/0 g(X)fp}(x)¢£(x)dx=/ ()@ ()i (x)dx

Xi—1

~ g(}i) /xxm (p}(x)(pl((x)dx — g(}i) /01 (p}(x)(pl((x)dx

i—1
i
= ¢( ) KDy
n
This approximation can be rewritten in matrix form as

Kn(g) = Dn(g)Kn(1). (3.71)
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We will see that (3.71) implies that {,},Ku(g) — 1 Da(®@Kn(D}s ~5 O,
and (3.69) will then follow from Step 3 and GLT 3—GLT 4.
Let us now go into the details. Since supp(¢;) = [x;—1, x;+1] and |<plf x)] < n+1,

foralli, j =1,...,n we have
1
K (2))ij — (Dn(2)Kn(1))ij] = - L ()@l (x)d
|(Kn())ij = (Du(@) K (1) VO 2 = ¢( | ) |oj gl rrax

i
n
Xi+1
<+ 1)2/
X

i—1

s ()

2
<20+ 1)wg(n N 1).
It follows that each entry of the matrix ¥, = nJlrlKn (g) — n}rl D,(g)K,(1) is
bounded in modulus by 2a)g(n<2H ). Moreover, Y, is banded (tridiagonal), because
of the local support property of the hat-functions. Thus, both the 1-norm and the oo-
norm of ¥, are bounded by C w,(,,%,), and (3.1) yields [|Y,[| < Cwg(,3,) — 0
asn — oo. Hence, {Y,}, ~+ 0, which implies (3.69) by Step 3 and GLT 3—-GLT 4.

Step 5 Finally, we prove (3.69) in the general case where g € L'([0, 1]). By the
density of C ([0, 1]) in L'([0, 1]), there exist continuous functions gm € C([0,1])
such that g,, — g in L'([0, 1]). By Step 4,

1
[ Kugw)] ~aur gn @)@ —2co0s0). (3.72)
n+1 n
Moreover,
gm(x)(2—2cosf) - g(x)(2 —2cosH) in measure. (3.73)
We show that
[ 1 k] =3 1 ki) (3.74)
n+1 n n+1 n

Since Y7, |¢/(x)| < 2(n+ 1) forall x € [0, 1], by (3.4) we obtain

1Kn(g) — Kn(gm)ll1 < Z [(Kn(8))ij — (Kn(gm))ijl
ij=1

ij=1

1
/0 [g(¥) — gm ()]0 ()@} (x)dx
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1 n
< /0 |20) = gm@)] D 1950 9] (x)|dx

ij=1

<4+ 1)%g — gmllp

and

| L Ko~ L Katen| = Cnllg — gul

n+1ng n~|—1ngm1_ng Emllipt-
Thus, {,}, Kn(gm)hn — {1, Kn(8)}n by ACS3. In view of (3.72)~(3.74), the
relation (3.69) follows from GLT 7. |

Remark 6 (Formal Structure of the Symbol) Problem (3.60) can be formally
rewritten as follows:

—a()u"(x) + (b(x) —a’()Nu'(x) + c@ux) = f(x), x€(0,1),
u(0) =u(l) =0.

(3.75)
It is then clear that the symbol a(x)(2 — 2 cos @) has the same formal structure of
the higher-order differential operator —a(x)u” (x) associated with (3.75) (as in the
FD case; see Remark 1). The formal analogy becomes even more evident if we note
that 2 — 2 cos 6 is the trigonometric polynomial in the Fourier variable coming from
the FE discretization of the (negative) second derivative —u” (x). Indeed, as we have
seen in Step 3 of the proof of Theorem 10, 2 — 2 cos 8 is the symbol of the sequence
of FE diffusion matrices {n}rl K, (1)}, which arises from the FE approximation of
the Poisson problem

{ —u"(x) = f(x), x€(0,1),
u(0) =u(l) =0,

that is, problem (3.60) in the case where a(x) = 1 and b(x) = c(x) = 0 identically.

3.3.3.2 FE Discretization of a System of Equations

In this section we consider the linear FE approximation of a system of differential
equations, namely

—(a@@)u'(x)) +v(x) = f(x), x € (0,1),
—u'(x) — pv(x) = g(x), x € (0,1,
(3.76)
u(0)=0, wu()=0,

v(0) =0, v()=0,
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where p is a constant and a is only assumed to be in Ll([O, 1]). As we shall see, the
resulting discretization matrices appear in the so-called saddle point form [6, p. 3],
and we will illustrate the way to compute the asymptotic spectral and singular value
distribution of their Schur complements using the theory of GLT sequences. It is
worth noting that the Schur complement is a key tool for the numerical treatment
of the related linear systems [6, Section 5]. The analysis of this section is similar to
the analysis in [25, Section 2], but the discretization technique considered herein is
a pure FE approximation, whereas in [25, Section 2] the authors adopted a mixed
FD/FE technique.

FE Discretization We consider the approximation of (3.76) by linear FEs on a
uniform mesh in [0, 1] with stepsize h = Jlrl . Let us describe it shortly. The weak

form of (3.76) reads as follows': find u, v € Hol([O, 1]) such that, for all w €
Hy (10, 11),

Ji au' ow'(@)dx + [ v ()w)dx = fi fOwx)dx,
(3.77)

— Jy W wE)dx — p [} v@)wx)dx = [ g(x)w(x)dx.

Leth = n}rl andx; =ih, i =0,...,n+ 1. In the linear FE approach based on the

mesh {xg, ..., X,+1}, we fix the subspace #;, = span(py, ..., ¢,) C Hol([O, 1],
where ¢y, ..., ¢, are the hat-functions in (3.61) (see also Fig. 3.1). Then, we look
for approximations uy; , vy, of u, v by solving the following (Galerkin) problem:
find uy; , vy, € #; such that, for all w € %},

fola(x)ui,,/n (0w’ (x)dx + [ vl (Ow(x)dx = Jy FeOwedx,

1 1 1
- uf///n Dwx)dx — p fo vy, (Dwx)dx = [ g)w(x)dx.
Since {¢1, ..., @,} is a basis of #;, we can write uy;, = 27:1 ujp;and vy, =
Y1 vje; for unique vectors u = (uf, coou)l and v = (vy,...,v)T. By
linearity, the computation of uy; , vy, (i.e., of u, v) reduces to solving the linear
system

'We are proceeding formally here, because the assumption a € L1([0, 1]) is too weak to ensure
that the weak form (3.77) is well-defined. Keep in mind, however, that our formal derivation is
correct if a € L*°([0, 1]).
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where f = [ f()pi(0)dx]"_,, g =[fy ¢()¢i(x)dx]’_, and Ay, is the stiffness
matrix, which possesses the following saddle point structure:

K H,
Ay = r} " .
H —poM,

Here, the blocks K,,, H,, M,, are square matrices of size n, and precisely

n

1
K=U0 a(x)gof,(x)go,f(x)dx} ,

i,j=1

C0 1
1 . |ro
H,,=[/ w}(x)wi(x)dx} =, LT | = miT(sing),
0 i,j=1 101
i -10
41
14 1
1 n h h
M= | [Comaeoa|  =f] = R0,
0 b=l 1 41
i 1 4

Note that K, is exactly the matrix appearing in (3.63). Note also that the matrices
K,, M, are symmetric, while H,, is skew-symmetric: HnT = —H, =iT,(sinb).

GLT Analysis of the Schur Complements of the FE Discretization Matrices
Assume that the matrices K, are invertible. This is satisfied, for example, if a >
0 a.e., in which case the matrices K, are positive definite. The (negative) Schur
complement of Ay, is the symmetric matrix given by

h
Sy = pM,+H! K ' H, = ‘; Ty (24cos0)+T,(sin@) K, ' T,(sin@).  (3.78)

In the following, we perform the GLT analysis of the sequence of normalized Schur
complements {(n 4+ 1)S,},, and we compute its asymptotic spectral and singular
value distribution under the additional necessary assumption that a # 0 a.e.

Theorem 11 Let p € Rand a € L'([0, 1]). Suppose that the matrices K, are
invertible and that a # 0 a.e. Then

{(n+DSp}n ~crr c(x,0) (3.79)
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and
{(n+DSutn ~o,2 s(x,0), (3.80)

where

sin? 6

P
c(x,0) = 3(2+0059) + a(x)(2 —2cosb)’

Proof In view of (3.78), we have

. 1 1 .
n+1)S, = g’ T, (2 + cos ) + T, (sin 6) (n+ 11(,,) T, (sin 6).

Moreover, by (3.69),

1 1
{n N 1K,,}n = {n . lK,,(a)}n ~Grr a(X)(2 = 2cosh).
Therefore, under the assumption that a # 0 a.e., the GLT relation (3.79) follows
from GLT 3—-GLT 5. The singular value and spectral distributions in (3.80) follow
from (3.79) and GLT 1 as the Schur complements S, are symmetric. O

3.3.4 IgA Discretization of Differential Equations

Isogeometric Analysis (IgA) is a modern and successful paradigm introduced in
[18, 40] for analyzing problems governed by DEs. Its goal is to improve the
connection between numerical simulation and Computer-Aided Design (CAD)
systems. The main idea in IgA is to use directly the geometry provided by CAD
systems and to approximate the solutions of DEs by the same type of functions
(usually, B-splines or NURBS). In this way, it is possible to save about 80% of
the CPU time, which is normally employed in the translation between two different
languages (e.g., between FEs and CAD or between FDs and CAD). In its original
formulation [18, 40], IgA employs Galerkin discretizations, which are typical of
the FE approach. In the Galerkin framework an efficient implementation requires
special numerical quadrature rules when constructing the resulting system of equa-
tions; see, e.g., [42]. To avoid this issue, isogeometric collocation methods have been
recently introduced in [1]. Detailed comparisons with IgA Galerkin have shown the
advantages of IgA collocation in terms of accuracy versus computational cost, in
particular when higher-order approximation degrees are adopted [49]. Within the
framework of IgA collocation, many applications have been successfully tackled,
showing its potential and flexibility. Interested readers are referred to the recent
review [47] and references therein. Section 3.3.4.1 is devoted to the isogeometric
collocation approach, whereas the more traditional isogeometric Galerkin methods
will be addressed in Sects. 3.3.4.2-3.3.4.3.
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3.3.4.1 B-Spline IgA Collocation Discretization of
Convection-Diffusion-Reaction Equations

Consider the convection-diffusion-reaction problem

:—(a(x)u (@) + b’ (x) + c(ux) = f(x), x €L, (3.81)

u(x) =0, X € 082,

where £2 is a bounded open interval of R, a : 2 — R is a function in C 1(£2) and
b,c, f : £ — R are functions in C(§2). We consider the isogeometric collocation
approximation of (3.81) based on uniform B-splines of degree p > 2. Since this
approximation technique is not as known as FDs or FEs, we describe it below in
some detail. For more on IgA collocation methods, see [1, 47].

Isogeometric Collocation Approximation Problem (3.81) can be reformulated as
follows:

(3.82)
u(x) =0, x € 082,

! —a(x)u”(x) + s(x)u'(x) + c(ux) = f(x), x € £,
where s(x) = b(x) — a’(x). In the standard collocation method, we choose a finite
dimensional vector space %, consisting of sufficiently smooth functions defined on
£2 and vanishing on the boundary 9 £2; we call # the approximation space. Then, we
introduce a set of N = dim % collocation points {71, ..., Ty} C £2 and we look for
a function uy € W satisfying the differential equation (3.82) at the points 7, i.e.,

—a(t)u'y (1) + s(T)u'y (1) + c(@uy (1) = f(w), i=1,...,N.

The function uy is taken as an approximation to the solution u of (3.82). If we fix

a basis {¢1, ..., pn} for #, then we have uy = 27:1 u;j@; for a unique vector

u=(up,...,u N)T, and, by linearity, the computation of u+ (i.e., of u) reduces to
solving the linear system
Au =f,

where f = [f(r,-)]f\]:1 and

=[- a(r,)r/)](tz)+s(tl)cﬂ](fz)+c(rl)<ﬂj(tz)],/ .

( ding a(x) )@l + ( dise s)lgj@]]y
+( diag c(z,))[cpj(zi)]szl (3.83)

i=1,.

is the collocation matrix.
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Now, suppose that the physical domain 2 can be described by a global geometry
function G : [0, 1] — £2, which is invertible and satisfies G (3([0, 1])) = 942. Let

{o1,....on} (3.84)

be a set of basis functions defined on the parametric (or reference) domain [0, 1]
and vanishing on the boundary 9 ([0, 1]). Let

{T1,..., TN} (3.85)

be a set of N collocation points in (0, 1). In the isogeometric collocation approach,
we find an approximation uy of u by using the standard collocation method
described above, in which

* the approximation space is chosen as # = span(¢j, ... ¢y), with
9i(x) = §i (G~ () = gi(H), x=GQX), i=1,...,N, (3.86)
* the collocation points in the physical domain 2 are defined as
7, = G(%), i=1,...,N. (3.87)

The resulting collocation matrix A is given by (3.83), with the basis functions ¢;
and the collocation points t; defined as in (3.86)—(3.87).

Assuming that G and ¢;, i = 1,..., N, are sufficiently regular, we can apply
standard differential calculus to express A in terms of G and ¢;, 7;,i = 1,..., N.
Let us work out this expression. For any u : 2 — R, consider the corresponding
function  : [0, 1] — R, which is defined on the parametric domain by

@) =u(x), x=G@). (3.88)

In other words, #i(X) = u(G(%)).> Then, u satisfies (3.82) if and only if # satisfies
the corresponding transformed problem

—ag (X" () + s (X)i' (%) + cc(X)ia(X) = f(GK)), xe€(0,1),
(3.89)
where ag, sG, cg are, respectively, the transformed diffusion, convection, reaction
coefficient. They are given by

=

. a(G(x))
= , 3.90
a6 = (G (3.90)
2Note that ¢; (£) = ¢; (G(X)) fori = 1,..., N,so@p,..., @n are obtained from ¢y, ..., on by

the rule (3.88). Moreover, the equation t; = G (%;) is the same as the relation x = G(X) in (3.88).
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o) = a(G(X)G"(®) | s(G(X))

(G'(M))? G'®)’
cG (%) = c(G(¥)), (3.92)

(3.91)

for £ € [0, 1]. The collocation matrix A in (3.83) can be expressed in terms of G
and ¢;, 7;,i = 1, ..., N, as follows:

N

A = [~ag (&)@} (E) + 56 (TP (&) + CG(fi)(ﬁj(fi)]i’jzl

. R N . R
= ( .:cilagN aG(ri))[_fp;!(ti)]i,Fl + ( ijl’?%N sG(r,'))[%(fi)]i’j:l

i=1,...,

+( diag ) I TGO (3.93)

i=l1,...,

In the IgA context, the geometry map G is expressed in terms of the functions
@i, in accordance with the isoparametric approach [18, Section 3.1]. Moreover, the
functions ¢; themselves are usually B-splines or their rational versions, the so-
called NURBS. In this section, the role of the ¢; will be played by B-splines over
uniform knot sequences. Furthermore, we do not limit ourselves to the isoparametric
approach, but we allow the geometry map G to be any sufficiently regular function
from [0, 1] to £2, not necessarily expressed in terms of B-splines. Finally, following
[1], the collocation points 7; will be chosen as the Greville abscissae corresponding
to the B-splines ¢;.

B-Splines and Greville Abscissae For p,n > 1, consider the uniform knot
sequence

= =tpq1 =0<tp+2<"'<tp+n <1:tp+n+1 = =Dp+tn+l,
(3.94)
where
i .
titp+1 = i=0,...,n. (3.95)
n

The B-splines of degree p on this knot sequence are denoted by
Nip :[0,1] - R, i=1,...,n+p, (3.96)
and are defined recursively as follows [19]: for 1 <i <n + 2p,
Nij01(1) = Xiti, 1141) (0, t €0, 1]; (3.97)
forl <k<pandl <i<n+2p—k,

r—1 litk+1 —1
Nip (1) = " Nipen®+ Nit1-1(),  tel0,1],
tivk — 1 Lijk+1 — lit1

(3.98)
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where we assume that a fraction with zero denominator is zero. The Greville
abscissa &; | ) associated with the B-spline N; [, is defined by

t; =+t + ...+
Epr= ’“p P i1t p. (3.99)

We know from [19] that the functions Ni[p,..., Nuyp,[p)] belong to
CcP~1([0, 1]) and form a basis for the spline space

{s e CPTI(0,1]) : [y €Fr i=0,...,n—1},

n’ n

where PP, is the space of polynomials of degree less than or equal to p. Moreover,
N1,ip1s - - - » Nugp.[p) Possess the following properties [19].

* Local support property:
supp(Nirp) = ltis tixp+1]s i=1,...,n+ p. (3.100)
¢ Vanishment on the boundary:
Nip1(0) = Nip(1) =0, i=2,...,n+p—1. (3.101)

* Nonnegative partition of unity:

Niip)(t) = 0, t e [0, 1], i=1,...,n+p, (3.102)
n+p
SN =1, rel0.1]. (3.103)
i=1

¢ Bounds for derivatives:

n+p
S OIN I <2pn,  tel0,1], (3.104)
i=1
n+p
DN <4p(p—n®, 10,11 (3.105)
i=1
Note that the derivatives N{’[p](t), . N}/ler,[p](t) (resp., N{/’[p](t), .
N’;’er (p1(1)) may not be defined at some of the points rll, ...,V when p =1

(resp., p = 1,2). In the summations (3.104)—(3.105), it is understood that the
undefined values are counted as 0.
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Let ¢[4) be the cardinal B-spline of degree g > 0 over the uniform knot sequence
{0,1, ..., g + 1}, which is defined recursively as follows [19]:

ér01(t) = x0,1) (@), t eR, (3.106)
t q+1—1t
O (1) = q¢[q—1](t) + Plg—11(t = 1), t €R, qg=>1.
(3.107)

It is known from [15, 19] that ¢4 € C971(R) and

supp(¢rq) = [0, g + 1]. (3.108)

Moreover, the following symmetry property holds by [31, Lemma 3] (see also [15,
p- 86]):

qg+1 qg+1
¢{;}( ; +t)=(—1)’¢[($( ; —t), teR,  rg>0, (3.109

where qﬁl(;i is the rth derivative of ¢(4]. Note that ¢[(;?(t) is defined for all t € R if
r < ¢q,and forall t € R\{0, 1,...,q + 1} if r > ¢. Nevertheless, (3.109) holds
for all + € R, because when the left-hand side is not defined, the right-hand side
is not defined as well. Concerning the L? inner products of derivatives of cardinal

B-splines, it was proved in [31, Lemma 4] that

(r1) (r2) ri »(ri+ra)
¢[ ](t)¢[ ](t+f)dt:(_1) 1¢| + +1](611+1+r)
/R a1 @ e (3.110)

= (=D @2+ 1= 1)

for every T € R and every g1, g2, r1, r2 > 0. Equation (3.110) is a property of the
more general family of box splines [54] and generalizes the result appearing in [15,
p. 89]. Cardinal B-splines are of interest herein, because the so-called central basis
functions Nj (), i = p + 1, ..., n, are uniformly shifted and scaled versions of the
cardinal B-spline ¢(p). This is illustrated in Figs. 3.2 and 3.3 for p = 3. In formulas,
we have

Nip@) = ¢p(nt —i+p+1), t €[0,1], i=p+1,...,n, (3.111)

and, consequently,

Ni/’[p](t)=n¢[/p](nt—i+p~|—1), t €0, 1], i=p+1,...,n,
(3.112)

"

D@ =Pl (nt — i+ p + 1), ¢ €0, 1], i=p+1,...,n.

(3.113)
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Fig. 3.2 Graph of the B-splines N; [,1,i = 1,...,n + p,for p = 3 and n = 10; the central basis
functions Nj (p),i = p+1,...,n, are depicted in blue

0.8 T T T T T T T T T
0.6
0.4
0.2
0 L 1 1 1 1 1 1

Fig. 3.3 Graph of the cubic cardinal B-spline ¢[3)

Remark 7 For degree p = 1, the central B-spline basis functions N (17, . .., Ny [1]
are the hat-functions ¢, . .., ¢,—1 corresponding to the grid points
, . 1
x; =1ih, i=0,...,n, h= .
n

To see this, simply write (3.98) for p = 1 and compare it with (3.61). The graph of
Na 13, ..., Np 1y forn = 10 is depicted in Fig. 3.1.

In view of (3.99) and (3.100), the Greville abscissa &; [, lies in the support
of Ni[pl»

&i.1p1 € supp(Ni1p1) = i, tiypr1], i=1,....,n+p. (3.114)

The central Greville abscissae &;p), i = p + 1,...,n, which are the Greville
abscissae associated with the central basis functions (3.111), simplify to

i p+1 .
gmzn— 5y i=p+1,...,n (3.115)

The Greville abscissae are somehow equivalent, in an asymptotic sense, to the
uniform knots in [0, 1]. More precisely,

i C
&ilp) — <7

< 7, i=1,....,n+p, (3.116)
n+p n
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where C,, depends only on p. The proof of (3.116) is a matter of straightforward
computations; we leave the details to the reader.

B-Spline IgA Collocation Matrices In the IgA collocation approach based on

(uniform) B-splines, the basis functions ¢, ..., ¢y in (3.84) are chosen as the B-
splines N2 [p], ..., Nuyp—1,[p) in (3.96), i.e.,
(/A),'ZN,'JrL[p], i=1,....,n+p-—2. (3.117)

In this setting, N = n+ p — 2. Note that the boundary functions Ny () and Ny p [ p)
are excluded because they do not vanish on the boundary 9 ([0, 1]); see also Fig. 3.2.

As for the collocation points 7j ..., Ty in (3.85), they are chosen as the Greville
abscissae & [p, . . ., Entp—1,[p] In (3.99), i.e.,
fi=§i+1,[p], i=1,....n+p—2. (3.118)

In what follows we assume p > 2, so as to ensure that N/ - (§it1,(p) is
defined for all i, j = 1,...,n 4+ p — 2. The collocation matrix (3.93) resulting

from the choices of ¢, 7; as in (3.117)~(3.118) will be denoted by ALY , in order to
emphasize its dependence on the geometry map G and the parameters n, p:

A[é),]n = [ - aG(Si-H,[p])NJ/'/_;.L[p](Si-ﬁ-l,[p]) + SG(Si+1,[p])N}+1,[,,](Si+1,[p])

n+p—2
+ CG(Si+1,[p])Nj+1,[p](Si+1,[p])]

ij=1
= DI ag) K\ + DIV (s) HIP' + DI (co) My,

where

Di'v) = diag Vi)

is the diagonal sampling matrix containing the samples of the function v : [0, 1] —
R at the Greville abscissae, and

[p] _ ” ) n+p-2
Ky _[_Nj+1,[p](§’+1’[P])]i,j=1 ’

[p] _ ’ ) n+p—2
Hn — [Nj_l,_l’[[)](§l+1,[p])]i’j:1 )
[p] n+p—2
M, = [Nj+1,[p](§i+1,[p])]i’j=1 .
Note that A[C[;]n can be decomposed as follows:

[rl _ ¢ Ipl [p]
Agn=KGn+ 25,

n
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where
n+p—2
K&y = [a6E N G | o, =D K

is the diffusion matrix, i.e., the matrix resulting from the discretization of the higher-
order (diffusion) term in (3.82), and

n+p—2

28, = [s6E N1 @) + oGN],

= DI (s¢) HP' + DI (co) MY

is the matrix resulting from the discretization of the terms in (3.82) with lower-
order derivatives (i.e., the convection and reaction terms). As already noticed in the
previous sections about FD and FE discretizations, the matrix Z [é’ ]n can be regarded
as a ‘residual term’, since it comes from the discretization of the lower-order
differential operators. Indeed, we shall see that the norm of Z [5 ]n is negligible with
respect to the norm of the diffusion matrix K g’ ll when the discretization parameter
n is large, because, after normalization by n2, it will turn out that ||n_ZZ£§’ ]n || tends
to 0 as n — oo (contrary to ln=2K g 1, I, which remains bounded away from 0 and
00).

Let us now provide an approximate construction of K, Lp] M,[lp ], H,Lp | This is
necessary for the GLT analysis of this section. We only construct the submatrices

[p] [p]

Uflp)u] Uﬂfp)u]

(k™)L (3.119)

i,j=p’ L,j=p’ iL,j=p’

which are determined by the central basis functions (3.111) and by the central

Greville abscissae (3.115). Note that the submatrix [ (K}, Lp ]), ]]l ! when embedded
in any matrix of size n + p — 2 at the right place (identified by the row and column

indices p,...,n — 1), provides an approximation of K,[,p ] up to a low-rank cor-

rection. A similar consideration also applies to the submatrices [(H), Lp ])i ﬂf;l » and

[(M[p]),/]l =p . A direct computation based on (3.109), (3.111)-(3.113) and (3.115)
shows that, fori, j = p,...,n — 1,
p+1 . pt1l .
Ky = =gy (7] Hi— i) =—nPel (7] —i+)).

(Hy5u=”¢m<p;1+i_j)=_”#m<p;1_i+j>

[p] p+1 . . p+1
(Mf%j=¢m( 5 +l—J)=¢m( 5 —t+1)
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Since their entries depend only on the difference i — j, the submatrices (3.119) are
Toeplitz matrices, and precisely

(K T5L = [ ain(” z+1)} =Ty (fy), (3120)
i,j=p
[ )L, = n [—¢>f,,]( } =niT, p(g,).  (3.121)
; 1
[ L, = [@m( S - +1)] =Ty, (3.122)
LJj=p
where
1 .
L@ =Y (") — k)
keZ
N
= —¢[’;,]( ) -2 Z ¢|p]( k) cos(kd), (3.123)
1 .
@ ==Y —g(u(" —k)ek
keZ
Lp/2]
-2 Z ¢[p](p+1 —k) sin(k6), (3.124)

hp(0) = Z¢Ip](p er - k) e?

keZ

paly A
B ¢“"( )+2 Z ¢lp1( — k) cos(ko); (3.125)

note that we used (3.108)—(3.109) to simplify the expressions of f,(0), g,(0),
hp(9). 1t follows from (3.120) that T,,—,(f,) is the principal submatrix of both

n_zK,[,p] and T4 p—2(fp) corresponding to the set of indices p, ..., n — 1. Similar
results follow from (3.121)—(3.122), and so we obtain

n 2K =T a(f) + R, rank(RY) < 4(p— 1), (3.126)
—in T HYY = T pa(gp) + S rank(SP) < 4(p - 1), (3.127)

MP =Ty pa(hy) + VP rank(VPY) < 4(p — 1). (3.128)
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To better appreciate the above construction, let us see two examples. We only

consider the case of the matrix K”! because for H”' and M'P! the situation is
the same. In the first example, we fix p = 3. The matrix K,[f] is given by

[ 33 -7 -2
-9 15-6
—6 12 -6
-6 12 -6

—6 12 -6
—6 12 —6
—6 15 -9
—2 -7 33|

The submatrix 7,,_>( f3) appears in correspondence of the highlighted box and we

have

1 . .
£0) = 6(—6e‘9 +12—6e7%) =2 —2cosH,

as given by (3.123) for p = 3. In the second example, we fix p = 4. The matrix

K ,[,4] is given by

[ 855 —133 —71

—81 243 —63

—36 —36 132

—16 —44

-12
[4] n’
K 96

-3
—27
—48 —12
120 —48 —12
—48 120 —48 —12
—12 —48 120 —48 —12

—12 —48 120 —48 —12
—12 —48 120 —48 —12
—12 —48 120 —44 —16
—12 —48 132 —36 —36
—27 —63 243 —81
—3 =71 —133 855 |

The submatrix 7,,—3( f4) appears in correspondence of the highlighted box and we

have
f4(0) = ! (—12e%? — 48e
96

as given by (3.123) for p =

. . . 5 1
19 1120 — 48710 — 12¢72) = e cosf — A cos(20),

4.
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Before passing to the GLT analysis of the collocation matrices A[é’]n, we prove the

existence of an n-independent bound for the spectral norms of n_zK,[lp ], n~! H,[lp ],
M,Ep I Actually, one could also prove that the components of nfzK,[lp ], n’lH,Ep ],

M,Ep I do not depend on n as illustrated above for the matrix n2K ,5” Vin the cases
p = 3, 4. However, for our purposes it suffices to show that, for every p > 2, there
exists a constant C'P1 such that, for all n,

In 2k < e tEP <P M < e (3.129)

To prove (3.129), we note that K,Lp ], H,[lp ], M,[lp I are banded, with bandwidth
bounded by 2p + 1. Indeed, if |i — j| > p, one can show that (K,[lp]),-j = (H,Ep])ij =
(MP));;=0 by using (3.114), which implies that &1, lies outside or on the
border of supp(N;+1,[p]), whose intersection with supp(N;+1,[p]) consists of at most
one of the knots ;. Moreover, by (3.102)-(3.105), foralli,j =1,....n+p — 2
we have

(KiDijl = INY gy Gl < 4p(p — D,
[(HAPYij) = ING g (G| < 2pm,
((MPi 1 = INjr i En o] < 1.

Hence, (3.129) follows from (3.1).

GLT Analysis of the B-Spline IgA Collocation Matrices Assuming that the
geometry map G possesses some regularity properties, we show that, for any p > 2,
the sequence of normalized IgA collocation matrices {n’zA[C’;]n }n is a GLT sequence
whose symbol describes both its singular value and spectral distribution.

Theorem 12 Let 2 be a bounded open interval of R, let a € Cl(Q) and b, c €
C(2). Let p > 2 and let G : [0,1] — £2 be such that G € C*([0, 1]) and
G'(%) # 0 forall x € [0, 1]. Then

(2% Y ~crr fo.p (3.130)
and
(n2AL Y ~o fo.p, (3.131)
where
a(G(x))

fe.p(%,0) =ac(X) fp(0) = (3.132)

G ?®

and f,(0) is defined in (3.123).
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Proof The proof consists of the following steps. Throughout the proof, the letter C
will denote a generic constant independent of 7.

Step I We show that

In 2k < c (3.133)
and
=2z < C/n. (3.134)

To prove (3.133), it suffices to use the regularity of G and (3.129):

CPal o
mingepo,17 [G'(X)>

In 2K = In 2D ae) i) < llag oo CP) <

The proof of (3.134) is similar. It suffices to use the fact that G € C 2([0, 1)
and (3.129):

In=2Z2 | = I~ D so) Hi” + n =2 DI (co) M|

" !
< nlclp]< '”a”oo”G |/|oi> . II'a lloo + IIb/Ilvo )+n2c“’]||c||oo.
Mingepo,171G'(X)|°  mingepo,171G'(X)]
Step 2 Define the symmetric matrix
RI) = Suipa(ag) on® Tuspa(fp). (3.135)

where we recall that S, (v) is the mth arrow-shaped sampling matrix generated by
v (see (3.6)), and consider the following decomposition of n’zA[C’;”]n:

n AL =0 2RI 4 (02K - n 2R 2z (3.136)

We know from Theorem 2 that ||n_21€gj1|| < C and {n_zfgL}n ~GLt fG,p(%, 6).

Step 3 We show that

In 2K —n 2K 1 = o). (3.137)

n

Once this is done, the thesis is proved. Indeed, from (3.137) and (3.134) we obtain

I 2K —n 2R +n 228 < In 2K, —n 2R

\n

+n2ZE) In = o(n),
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hence {(n_zKlp] — _ZKIP]) + n_zZ[p] wJn 18 zero-distributed by Z 2. Thus, the
GLT relation (3 130) follows from the decomposmon (3.136) and GLT 3-GLT4,
the singular value distribution in (3.131) follows from GLT 1, and the eigenvalue
distribution in (3.131) follows from GLT 2.

To prove (3.137), we decompose the difference n =2 K g’ 1, —n2K [Gp 11 as follows:

n 2K g, —n KL =n72 D ag) Kil' = Sutp-a(ac) o Tuyp-a(fy)

=n"2D(a) K} = DI ag) Tugpa(fp) (3.138)
+ DN aG) Tut p-2(fp) = Dusp—2(a6) Tus p—2(fp) (3.139)
+ Dpyp—2(ac) Tn+p72(fp) — Sp+p—2(ag) o Tn+p72(fp)- (3.140)

We consider separately the three matrices in (3.138)—(3.140) and we show that their
trace-norms are o(n).

* By (3.126), the rank of the matrix (3.138) is bounded by 4(p — 1). By the
regularity of G, the inequality (3.129) and T 3, the spectral norm of (3.138) is
bounded by C. Thus, the trace-norm of (3.138) is o(n) (actually, O (1)) by (3.3).

¢ By (3.116), the continuity of ag and T 3, the spectral norm of the matrix (3.139)
is bounded by Cwg,; (n~1, so it tends to 0. Hence, the trace-norm of (3.139) is
o(n) by (3.3).

* By Theorem 2, the spectral norm of the matrix (3.140) is bounded by Cwq; (n™ b,
so it tends to 0. Hence, the trace-norm of (3.140) is o(n) by (3.3).

In conclusion, ||n’2K[Gp11 — n*2I€[G”L|I1 = o(n). |

Remark 8 (Formal Structure of the Symbol) We invite the reader to compare the
symbol (3.132) with the transformed problem (3.89). It is clear that the higher-
order operator —ag (X)i” (X) has a discrete spectral counterpart ag(x) f,(6) which
looks formally the same (as in the FD and FE cases; see Remarks 1 and 6). To better
appreciate the formal analogy, note that f), () is the trigonometric polynomial in the
Fourier variable coming from the B-spline IgA collocation discretization of the sec-
ond derivative —” (X) on the parametric domain [0, 1]. Indeed, f,(0) is the symbol

of the sequence of B-spline IgA collocation diffusion matrices {n_zK,[lp ]},,, which
arises from the B-spline IgA collocation approximation of (3.82) in the case where
a(x) =1, b(x) = c(x) = 0 identically, £2 = (0, 1) and G is the identity map over
[0, 1]; note that in this case (3.82) is the same as (3.89), x = G(X) = X and u = a.

Remark 9 (Nonnegativity and Order of the Zero at 6 = 0) Figure 3.4 shows the
graph of f},(f) normalized by its maximum My, = maxge[—x,x] [p(0) for p =

., 10. Note that f(0) = f3(0) = 2 — 2cos6. We see from the figure (and it
was proved in [22]) that f,(6) is nonnegative over [—7, 7] and has a unique zero
of order 2 at & = 0 because

im 7@

=1.
00 062
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—p=2,3 —p=4 p=5 p=6 p=7 p=8 ——p=9 ——p=10

Fig. 3.4 Graphof f,/My, forp=2,..., 10

This reflects the fact that, as observed in Remark 8, f,(0) arises from the B-spline
IgA collocation discretization of the second derivative —it”' (%) on the parametric
domain [0, 1], which is a differential operator of order 2 (and it is nonnegative on
{ve C2([O, 1]) : v(0) = v(1) = 0}); see also Remarks 2, 4 and 5.

Further properties of the functions f},(0), g,(8), hp(6) can be found in [22,
Section 3]. In particular, it was proved therein that f)(7)/My, — 0 exponentially
as p — 0o. Moreover, observing that 4, (0) is defined by (3.125) for all degrees
p >0 (and we have ho(f) = h1(8) = 1 identically) provided that we use the
standard convention that an empty sum like 22=1 ¢r1(1 — k) cos(k) equals 0,3 it
was proved in [22] that, for all p > 2 and 6 € [—m, 7],

p—1
fp(©@) = (2—2cosO)hp_2(0), <7ZT> <hp20)<hp,20)=1. (3.141)

3.3.4.2 Galerkin B-Spline IgA Discretization of
Convection-Diffusion-Reaction Equations

Consider the convection-diffusion-reaction problem

—(@@)u'(x))" + b()u'(x) + c(u(x) = f(x), x€ 2,

(3.142)
u(x) =0, x € 082,

30n the contrary, f,(9) and g, (@) are defined by (3.123) and (3.124) only for p > 2, because
¢{”(1) and ¢{/”(1) do not exist.
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where 2 is a bounded open interval of R, f € L2(.Q) and a,b,c € L>®(R2).
Problem (3.142) is the same as (3.81), except for the assumptions on a, b, ¢, f. We
consider the isogeometric Galerkin approximation of (3.142) based on uniform B-
splines of degree p > 1. This approximation technique is described below in some
detail. For more on IgA Galerkin methods, see [18, 40].

Isogeometric Galerkin Approximation The weak form of (3.142) reads as
follows: find u € HO1 (£2) such that

a(u,v) =f(v),  Yve Hi(2),

where
a(u,v) = / (a@)u’ (V' (x) + b’ () v(x) + c(x)ux)v(x))dx,
Q

f(v) :/ fx)v(x)dx.
2

In the standard Galerkin method, we look for an approximation uy of u by choosing
a finite dimensional vector space # C HO1 (£2), the so-called approximation space,
and by solving the following (Galerkin) problem: find uy € # such that

a(uy, v) = f(v), Yve#.

If {¢1, ..., on} is a basis of #/, then we can write uy = Z;v:l u;j¢; for a unique
vectoru = (uy,...,u N)T, and, by linearity, the computation of u (i.e., of u)
reduces to solving the linear system

Au =f,

where f = [f(go,-)];v=1 and

A =Tlas 0]}y
N

= [/Q (@)@ ()] (x) + b(X)@; ()i (x) + c(x)@; (X) i (X))dX}

i,j=1
(3.143)

is the stiffness matrix.

Now, suppose that the physical domain £2 can be described by a global geometry
function G : [0, 1] — £2, which is invertible and satisfies G(d([0, 1])) = 052.
Let {¢1, ..., @n} be a set of basis functions defined on the parametric (or reference)
domain [0, 1] and vanishing on the boundary ([0, 1]). In the isogeometric Galerkin
approach, we find an approximation uy of u by using the standard Galerkin method,
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in which the approximation space is chosen as # = span(¢j, . .., ¢y), where
i(x) = §i(G™ (x) = qi(H), x=G(X). (3.144)

The resulting stiffness matrix A is given by (3.143), with the basis functions ¢;
defined as in (3.144). Assuming that G and ¢;, i = 1, ..., N, are sufficiently reg-
ular, we can apply standard differential calculus to obtain the following expression
for Ainterms of G and ¢;,i = 1,..., N:

b(GR)) .,

A= [ / (a6 ()@} + HESTAES
[0,1]

G'(%)
N
+c(G (X))@, (X)@i (@)IG/()?)Id)?} ; (3.145)
i,j=1
where ag () is the same as in (3.90),
. alGR)
ag(x) = (G2 (3.146)

In the IgA framework, the functions ¢; are usually B-splines or NURBS. Here,
the role of the ¢; will be played by B-splines over uniform knot sequences.

Galerkin B-Spline IgA Discretization Matrices As in the IgA collocation
framework considered in Sect.3.3.4.1, in the Galerkin B-spline IgA based
on (uniform) B-splines, the functions ¢i, ..., @y are chosen as the B-splines
Naip1s - - > Npyp—1,[p) defined in (3.96)—(3.98), i.e.,

()5[: i+l,[[7]’ t:l,,n+p—2

The boundary functions Ny [p) and Nyp [p) are excluded because they do not
vanish on 9([0, 1]); see also Fig.3.2. The stiffness matrix (3.145) resulting from

this choice of the ¢; will be denoted by A[é)]n:

. . . b(G(X)) . .
[p] _ / / / .
AG,n = |:/[0’1] (aG(X)Nj+1,[p](x)N,'+1,[p](x) + G'(%) Nj+1,[p](x)Nt+l,[p](x)
n+p—2
+ c(G(f))NjH,lp]<£>N,-+1,[p1<£))|G/<£>|d£} . (3.147)
i, j=1

Note that A[C[;]n can be decomposed as follows:

Agn =KD + 2z, (3.148)

N
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n+p—2
K};p,ll = |:/[0 . ag(X)|G'(%)] N//'.H,[p](Q)Ni/+1,[p](32)d)2:| (3.149)

i,j=1
is the diffusion matrix, resulting from the discretization of the higher-order (diffu-
sion) term in (3.142), and

b(G(X)) o 3
Zin = [/10,11< G'(%) Nj1,ipp I Ni 1,11 (X)

n+p—2
+c(G()?))NjH,[pl(f)NiHle'()2))lG/()?)ld)e} o

i,j=1

is the matrix resulting from the discretization of the lower-order (convection and
reaction) terms. We will see that, as usual, the GLT analysis of a properly scaled

version of the sequence {A[é’]n},, reduces to the GLT analysis of its ‘diffusion part’

{ngl}n’ because ”Z[Cf]n || is negligible with respect to ||Kg71, || asn — oo.
Let

(] r n+p—2
KP = N1 () G©ON] 1y [ (B)dE , (3.151)
LJ[0,1] di,j=1
0] r ntp—2
HP = / N1 1y B Nig1,[p) (X)dx , (3.152)
LJ10.1] dij=1
(] r n+p—2
M = f Njt1,1p)(X) Nig1,[p)(X)dx . (3.153)
LJ[0,1] di,j=1

These matrices will play an important role in the GLT analysis of this section. In
particular, it is necessary to understand their approximate structure. This is achieved
by (approximately) construct them. We only construct their central submatrices

0707 A (V- 0 Y73 B 10 7720 ) (3.154)

which are determined by the central basis functions in (3.111). For i, j = p, ...,
n— 1, noting that [—i + p, n —i + p] 2 supp(¢(p)) = [0, p+ 1] and using (3.109)—
(3.110) and (3.112), we obtain

(Ki"ij = /01 N1 i ©N 1 ()
(0,1]
2

=n ¢[/p](nf—j—l—p)(b[/p](nf—i—l—p)d)?
[0,1]
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=n / Pt + i — Dy (1)
[—i+p, n—i+p]

=n /R Bt + i — g (1)t

221

=—n@L, P+ 1+i—j)=-ngp, 1 (p+1—i+)),

and similarly

(HA"Nij = @lapiny(p+ 1410 — ) = =@y (p+ 1 =i+ )).

1 . . 1 . .
Mg = Gppsn(p+1+i =)= dppsn(p+1-i+ ).

Since their entries depend only on the difference i — j, the submatrices (3.154) are

Toeplitz matrices. More precisely,

(KDL, =l + 1=+ D] L, =nTup(fp),

[HD 1L ,,=[—¢{2,,H](p+1 i+ D)L, =T p(2p),

[T, = L depeno+ 1 =i+ DT, = Ly,
where

@) =" —¢h, (P +1—ke*

keZ

P
Gty (P+ 1D = 2>, (P + 1 — k) cos(ko),
k=1

gp(0) ==Y —¢lr, (p+1—ket’
keZ

14
==2> ¢, 1 (p+ 1 —k)sin(ko),
k=1
hp®) = dpprn(p+1—k et

keZ

P
= Grpr1(p+ D +2)_ prn(p + 1 — k) cosko):;
k=1

(3.155)

(3.156)

(3.157)

(3.158)

(3.159)

(3.160)

note that we used (3.108)—(3.109) to simplify the expressions of f,(0), g,(0),
hp(9). 1t follows from (3.155) that T,,—,(fp) is the principal submatrix of both
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n_lK,[,p] and T4 p—2(fp) corresponding to the set of indices p, ..., n — 1. Similar
results follow from (3.156)—(3.157), and so

n UK =T a(F) + R, rank(RIP) < 4(p — 1), (3.161)
—iHY =Ty pa(gp) + S, rank(SP) < 4(p — 1), (3.162)
n MY =Ty a(hy) + VI rank(VIP < 4(p —1). (3.163)

Let us see two examples. In the case p = 2, the matrix K,[,z] is given by

8§ —-1-1

-1 6-2-1

-1-2 6-2-1
-1-2 6-2-1

-1-2 6-2-1
~1-2 6-2-1
-1-2 6-1
~1-1 8]

The submatrix 7,,—>( f2) appears in correspondence of the highlighted box and we
have

1 . . . . 2 1
F2(0) = 6(—e219 —2¢¥ 46 —2e710 720y =1 — S 080 — cos(260),

as given by (3.158) for p = 2. In the case p = 3, the matrix K,lf] is given by

360 9-60 -3
9 162 —8 —47 -2
—60 —8 160 —30 —48 —2

—3 —47 =30 160 —30 —48

-2

—2 —48 =30 160 —30 —48

-2

—2 —48 =30 160 —30 —48

-2

—2 —48 =30 160 —30 —48 -2
—2 —48 =30 160 —30 —48

—2 —48 =30 160 —-30

—2 —48 =30 160

-2 —47 -8

-3 —60

-2

—47 =3
—8 —60
162 9

9 360 |
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The submatrix 7,,—3(f3) appears in correspondence of the highlighted box and we
have

1 . . . . . .
f3(0) = 240(—2e319 — 48e%% — 30e!? + 160 — 306710 — 48720 — 2¢731%)

21 0 2 (26) ! (30)
=_— cosf — _cos —  cos
3 4 5 60 ’

as given by (3.158) for p = 3.

Remark 10 For every degree ¢ > 1, the functions f,;(0), g,(0), hy(0) defined
by (3.158)-(3.160) for p = g coincide with the functions f2411(0), g24+1(6),
h24+1(0) defined by (3.123)—(3.125) for odd degree p = 2g + 1.

GLT Analysis of the Galerkin B-Spline IgA Discretization Matrices Assuming
that the geometry map G is regular, i.e., G € C'([0, 1]) and G'(X) # O for every
X € [0, 1], we show that, for any p > 1, {n’lA[Cf]n}n is a GLT sequence whose
symbol describes both its singular value and spectrai distribution.

Theorem 13 Let 2 be a bounded open interval of R and let a, b, c € L*°(S2). Let
p > landlet G : [0,1] — 2 be such that G € C'([0, 1]) and G’ () # 0 for all
x € 1[0, 1]. Then

A ~aur fo.p (3.164)
and
AL Y ~o i foup, (3.165)

where

a(G(%))

fG,p()e, 0) = aG(£)|G/(£)|fp(9) = |G’ (%)|

fp(©) (3.166)

and f,(0) is defined in (3.158).

Proof We follow the same argument as in the proof of Theorem 10. Throughout the
proof, the letter C will denote a generic constant independent of 7.

Step 1 We show that
'K < C (3.167)
and

Iz < c/n. (3.168)



224 C. Garoni and S. Serra-Capizzano

To prove (3.167), we note that K ; Lp] , 18 a banded matrix, with bandwidth at most
equal to 2p + 1. Indeed, due to the local support property (3.100), if |i — j| > p
then the supports of N;41,(p) and N1 [p) intersect in at most one point, hence
(K)ij = 0. Moreover, by (3.100) and (3.104), foralli, j = 1,....n+p —2 we
have

(K&l = ‘ /01 ac®)|G' ®)INy (@) Niyy [y (E)di
[0,1]
a(G(%)) .
- /[ v 167y Nt O Ny (D)aE
i+1stit+p
2.2 2
4pn2|jal L~ s < 4P+ Dallall

= mingepo, 1 1G' Jiryy 401 Mingego [G/@)]
where in the last inequality we used the fact that #4 p11 —#% < (p+1)/nforall k =
1,...,n+p;see (3.94)—-(3.95). In conclusion, the components of the banded matrix

1K » ll are bounded (in modulus) by a constant independent of n, and (3.167)
follows from (3.1).

To prove (3.168), we follow the same argument as for the proof of (3.167). Due
to the local support property (3.100), Z; Lp ] is banded and, precisely, (Z[p ] )ij =0
whenever |i — j| > p. Moreover, by (3 100) and (3.102)-(3.104), for all i,j =
1,...,n+ p —2 we have

&) b(G(ﬁ)) ,
el = ‘[ o i (X) Nit1,1p1(X)
’ Uit it ptal G’(x) J+LIp] i+1,[p]

+ C(GEIN 1,151 ) N1, p1()) G (D) d

(P + Dllell=1G"lloo
n 9

<2p(p+ DIbllL~ +

and (3.168) follows from (3.1).
Step 2 Consider the linear operator K. (-) : L1([0, 1]) — R+p=2x(n+p=2),
)] n+p—2
Ky"(9) = |:~/[0 gE)N +1 [p](x) +1 [p](x)dxi|

i,j=1

By (3.149), we have ngll = K,[lp] (ac|G']). The next three steps are devoted to
show that

K ()l ~aur g(R) £(0), Vg e L'([0,1]). (3.169)
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Once this is done, the theorem is proved. Indeed, by applying (3.169) with g =
ac|G’| we immediately obtain the relation (n 'K g L}n ~aLT fG,p(%,0). Since
{n~! Z[é) ]n}n is zero-distributed by Step 1, (3.164) follows from the decomposition

nAY =T K 2 (3.170)

and from GLT 3-GLT 4; and the singular value distribution in (3.165) follows from
GLT 1. If b(x) = O identically, then n’lA P ] is symmetric and also the spectral
distribution in (3.165) follows from GLT 1. If b(x) is not identically 0, the spectral
distribution in (3.165) follows from GLT 2 applied to the decomposition (3.170),
taking into account what we have seen in Step 1.

Step 3 We first prove (3.169) in the constant-coefficient case g(X) = 1. In this case,
we note that K,[lp l(1) = K,[,p ! Hence, the desired GLT relation {n_1 K,[lp ](1)},, ~GLT
fp(0) follows from (3.161) and GLT 3—GLT 4, taking into account that {R,If ]}n is
zero-distributed by Z 1.

Step 4 Now we prove (3.169) in the case where g € C([0, 1]). As in Step 4
of Sect.3.3.3.1, the proof is based on the fact that the B-spline basis functions
Noip1s - - > Nntp—1,[p) are ‘locally supported’. Indeed, the width of the support of
the ith basis function N;41,[) is bounded by (p + 1)/n and goes to 0 as n — oo.

Moreover, the support itself is located near the point | +;}_2 , because
i c
max ¢ — ‘ < F (3.171)
Reltit1, tiypy2] n+p-—2 n
foralli = 2,...,n + p — 1 and for some constant C,, depending only on p.

By (3.104) and (3.171), foralli, j = 1,...,n 4+ p — 2 we have

(K @) = (D p2 (@ K1)

. i i o
= ‘ f[o ) s -s(, , o )Vt N (D1

<4p’n® /
[tit1, titp+ol

It follows that each entry of Z, = n~' K"} (g) —n~! Dnﬂ,,z(g)K,[lp] (1) is bounded
in modulus by Cwg(1/n). Moreover, Z, is banded with bandwidth at most 2p + 1,
due to the local support property of the B-spline basis functions N; [p]. By (3.1)
we conclude that || Z, || < Cwy(1/n) — 0asn — oo. Thus, {Z,}, ~, 0, which
implies (3.169) by Step 3 and GLT 3—GLT 4.

g§(x) — g(ﬂ n ; B 2)‘@? <4p*(p+n wg(cnp)-

Step 5 Finally, we prove (3.169) in the general case where g € L'([0, 1]). By the
density of C([0, 1]) in Ll([O, 1]), there exist continuous functions g,, € C([0, 1])
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such that g,, — g in L' ([0, 1]). By Step 4,
(™ K (@) e ~arr gm () £ ().
Moreover,
gm(X) fp(0) — g(X) fp(6) in measure.
We show that
K e dn 2 T K (@)

Using (3.104) and (3.4), we obtain

n+p—2
1K @ — K el = D2 |KE (@i — KI (gm)
ij=1
n+p—2
= f [8G) = gm N} 1 [ OIN] 41 1) (B)dF
i,j=1 1700.1]
n+p—2
A A / A ! A A
s[ 18E) = gn@®) Y ING (@ INy p@)1d2
[0.1] ij=1

< 4p*n? / 1g(®) — gm(%)|dZ
[0,1]

and

I K g) — n T K () 1 < 4p%nllg — gl g1
Thus, (n =K (gm)ln 255 (n~1K"(g)}, by ACS 3. The relation (3.169) now
follows from GLT 7. m]

Remark 11 (Formal Structure of the Symbol) Problem (3.142) can be formally
rewritten as in (3.82). If, for any u : 2 — R, we define & : [0,1] — R
as in (3.88), then u satisfies (3.82) if and only if & satisfies the corresponding
transformed problem (3.89), in which the higher-order operator takes the form
—ag(X)u"(x). It is then clear that, similarly to the collocation case (see Remark 8),
even in the Galerkin case the symbol fg ,(X,0) = ag(*)|G'(X)| f,(0) preserves
the formal structure of the higher-order operator associated with the transformed
problem (3.89). However, in this Galerkin context we notice the appearance of
the factor |G'(x)|, which is not present in the collocation setting; cf. (3.166)
with (3.132).
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Remark 12 (The Case p = 1) For p = 1, the symbol f,(6) in (3.158) is given by
f1(0) = 2 — 2cos6. This should not come as a surprise, because the Galerkin B-
spline IgA approximation with p = 1 (and G equal to the identity map over [0, 1])
coincides precisely with the linear FE approximation considered in Sect.3.3.3.1;
the only (unessential) difference is that the discretization step in Sect.3.3.3.1 was
chosen as h = n}rl, while in this section we have h = ,11 In particular, the B-
spline basis functions of degree 1, namely N2 (17, ..., Ny [1]. are the hat-functions;
cf. (3.98) (with p = 1) and (3.61).

Remark 13 The matrix A[’J in (3.147), which we decomposed as in (3.148), can
also be decomposed as follows according to the diffusion, convection and reaction
terms:

[pl _ plpl [p]
AG,n_KG,n+H +MGn’

where the diffusion, convection and reaction matrices are given by

r +p-2
" / a(G(@) }
K = (X)N (x)dx R (3.172)
G,n L Jo1g |G’(x)| J+1 [p] +1,[p] =1
- n+p—2
(] _ / b(G()|G'(X)] }
H = N’ (X)N; 1, (x)dx s (3.173)
G,n 0.1] G'(%) J+LIpl i+1,[p] et
[pl _ [ s Iin . S\ AT 2NAD n+p72.
Mg, = o 1]C(G(X))|G (O Nj41,1p1(X) Nig1,[p1(*)dx ; (3.174)
LJ [0, i, j=1

note that the diffusion matrix is the same as in (3.149). Let £2 be a bounded open
interval of R and let p > 1. Then, the following results hold.

(a) Suppose

aGE)
L ([0, 1]);
G €O

then {n ' K2}y ~orr fo.p and (n "' K}y ~o. 5 fG.p, Where

a(G (%))

oGO =166y

fp(0) (3.175)

and f,(0) is defined in (3.158); note that fG,p()E, 0) is the same as in (3.166).
(b) Suppose

b(G(X)|G'(X)] ,
G'() € C([0, 1]);
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then {_iH(l;I?ll}n ~GLT &6G,p and {—i H([;I?,]l}n ~s, 1 8G,p» Where

b(G(x)|G'(X)]

o &® (3.176)

8G,p(%,0) =

and g, (0) is defined in (3.159).
(c) Suppose

c(GR)IG' ()] € L'([0, 1]);
then {n M}, ~cLr ho.p and ("ML}, ~.5 ho. p, where
he,p(x,0) = c(G(X))|G'(X)|hp(0) (3.177)

and £, (0) is defined in (3.160).

While the proof of (b) requires some work, the proofs of (a) and (c) can be done by
following the same argument as in the proof of Theorem 13. The proofs of (a)—(c)
can be found in [29, solution to Exercise 10.5].

3.3.4.3 Galerkin B-Spline IgA Discretization of Second-Order Eigenvalue
Problems

Let R be the set of positive real numbers. Consider the following second-order
eigenvalue problem: find eigenvalues »; € R and eigenfunctions u, for j =
1,2, ..., 00, such that

! —(@u;(x) = rjeuj(x), x €2, (3.178)

u](_x):O’ xea.Q,

where 2 is a bounded open interval of R and we assume a, ¢ € L! (2)anda,c >0
a.e. in £2. It can be shown that the eigenvalues A; must necessarily be real and
positive. This can be formally seen by multiplying (3.178) by u j (x) and integrating
over §2:

= Jo@@ ) u;dx [ a) () dx _
T [ [ e(0) () 2dx

Isogeometric Galerkin Approximation The weak form of (3.178) reads as
follows: find eigenvalues A; € R™ and eigenfunctions u j € HO1 (£2), for j =
1,2, ..., 00, such that

a(uj, w) = rj(cuj, w), Yw e H} (2),
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where
a(uj, w) =/ a(x)u’j(x)w’(x)dx,
2
(cuj, w) =/ c(x)uj(x)w(x)dx.
2

In the standard Galerkin method, we choose a finite dimensional vector space
W C H(} (£2), the so-called approximation space, we let N = dim % and we
look for approximations of the eigenpairs (A, u;), j = 1,2,..., 00, by solving
the following discrete (Galerkin) problem: find A;» € R* and u;» € #/, for
j=1,..., N, such that

a(ujyp,w) = Ajycujy,w), YweX. 3.179)

Assuming that both the exact and numerical eigenvalues are arranged in non-
decreasing order, the pair (A; y,u; ) is taken as an approximation to the pair
(Aj,uj)forall j = 1,2,..., N. The numbers )»j,y///)\j -1, j=1,...,N,are
referred to as the (relative) eigenvalue errors. If {¢1, ..., ¢n} is a basis of #/, we
can identify each w € # with its coefficient vector relative to this basis. With this
identification in mind, solving the discrete problem (3.179) is equivalent to solving
the generalized eigenvalue problem

Kllj’W ZA.j’yyMlljj/, (3180)
where u; y is the coefficient vector of u; » with respect to {¢i, ..., ¢n} and
N
K = |:/ a(x)(p}(x)(pl{(x)dx:| , (3.181)
Q i,j=1
N
M = |:/ c(x)<pj(x)go,-(x)dxi| . (3.182)
Q i,j=1

The matrices K and M are referred to as the stiffness and mass matrix, respectively.
Due to our assumption that a, ¢ > 0 a.e., both K and M are symmetric positive
definite, regardless of the chosen basis functions ¢1, ..., ¢n. Moreover, it is clear
from (3.180) that the numerical eigenvalues AiowsJ = 1,..., N, are just the
eigenvalues of the matrix

L=M'K. (3.183)
In the isogeometric Galerkin method, we assume that the physical domain £2 is

described by a global geometry function G : [0, 1] — £2, which is invertible and
satisfies G(9([0, 1])) = 352. We fix a set of basis functions {@1, . .., ¢y} defined on
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the reference (parametric) domain [0, 1] and vanishing on the boundary a ([0, 1]),

and we find approximations to the exact eigenpairs (A, u;), j = 1,2,..., 00, by
using the standard Galerkin method described above, in which the approximation
space is chosen as # = span(gy, . .., ¢n), where

0i(x) = ¢ (G (%) = ¢i (B), x=G(®). (3.184)

The resulting stiffness and mass matrices K and M are given by (3.181)—(3.182),
with the basis functions ¢; defined as in (3.184). If we assume that G and ¢;,

i =1,..., N, are sufficiently regular, we can apply standard differential calculus to
obtain for K and M the following expressions:
GH) . . . v
K= [/ a( /(f))(p}(x)q)l{(x)dx:| : (3.185)
0,11 1G'(*)] ij=1
N
M = [[ C(G()?))IG/(f)Iéj(f)@i(f)di} . (3.186)
(0.1] i,j=1

GLT Analysis of the Galerkin B-Spline IgA Discretization Matrices Following
the approach of Sects.3.3.4.1-3.3.4.2, we choose the basis functions ¢;, i =
1,..., N, as the B-splines Ni11,p,i = 1,...,n + p — 2. The resulting stiffness
and mass matrices (3.185)—(3.186) are given by

A +p-2
rl _ a(G(x)) - |
K=, o MmN s]

i,j=1
0l n+p—2
Mg, = [/[0 | c(G()?))IG’(»?)IN/H,[pJ()?)Ni+1,[p1(f)df} :

i,j=1

and it is immediately seen that they are the same as the diffusion and reaction
matrices in (3.172) and (3.174). The numerical eigenvalues will be henceforth
denoted by Aj,, j = 1,...,n + p — 2; as noted above, they are simply the
eigenvalues of the matrix

[pl _ [Pl \—1 ¢-Ip]
LGm'_(Ale) ‘KGm‘

Theorem 14 Ler $2 be a bounded open interval of R and let a,c € L'($2) with
a,c>0a.e Let p> 1andlet G : [0, 1] - £2 be such that

a(G (X))

L0, 1]).
G €O

Then

(n 2L )y ~arr ec.p (3. 60) (3.187)
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and
2L Yy~ €6 p (R, 0), (3.188)
where
¢G.p(%,0) = (hg pO) " fo.p0) = ( GE’X(S ((é)/z)e»z ep(©), (3.189)
ep(©) = (hp©) ™" £,(0), (3.190)

and fp(0), hp©), fc,p(X,0), hg,p(x,0) are given by (3.158), (3.160), (3.175),
(3.177), respectively.

Proof We have a(G(%))/|G’(X)| € L'([0, 1]) by assumption and c(G (£))|G’ (%)| €
L' ([0, 1]) because ¢ € Ll(.Q) by assumption and

/ c(G(X)|G'(®)|dx = / c(x)dx.
[0,1] 2
Hence, by Remark 13,

—1 gLp] [p]
{n" K& ~arr f6.ps {nMJ )0 ~cLr hG.p,

and the relations (3.187)—(3.188) follow from Theorem 1, taking into account that
hG,p(%,0) # 0 a.e. by our assumption that c(x) > 0 a.e. and by the positivity of
hp(0); see (3.141) and Remark 10. |

For p =1, 2, 3, 4, Eq. (3.190) gives

6(1 — cosB)
e1(0) =
2+ cos6
20(3 — 2 cosO — cos(20))
ex(0) = ;
33 4+ 26 cos 6 + cos(260)
©) = 42(40 — 15 cos @ — 24 cos(260) — cos(30))
e " 1208 + 1191 cos6 + 120 cos(260) + cos(36)’
) 72(1225 — 154 cosf — 952 cos(260) — 118 cos(36) — cos(46))
e4(0) =

78095 + 88234 cos + 14608 cos(26) + 502 cos(30) + cos(46)

These equations are the analogs of formulas (117), (130), (135), (140) obtained
by engineers in [43]; see also formulas (32), (33) in [17], formulas (23), (56) in
[41], and formulas (23), (24) in [46]. We may therefore conclude that (3.189) is
a generalization of these formulas to any degree p > 1 and also to the variable-
coefficient case with nontrivial geometry map, because it should be noted that the
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engineering papers [17,41, 43, 46] only addressed the constant-coefficient case with
identity geometry map (that is, the case in which a(x) = c(x) = 1 identically and
G is the identity map on £2 = [0, 1]).

Remark 14 Contrary to the B-spline IgA discretizations investigated herein and in
[43], the authors of [17, 41, 46] considered NURBS IgA discretizations. However,
the same formulas are obtained in both cases. This can be easily explained in view of
the results of [34], where it is shown that the symbols f,, gp, hp in (3.158)—(3.160)
are exactly the same in the B-spline and NURBS IgA frameworks. Note also that
paper [34] addresses the general variable-coefficient case with nontrivial geometry
map.

Remark 15 (A GLT Program for the Future) An extension of the results obtained in
this section can be found in [35]. In particular, it is numerically shown in [35] and
formally proved in [27] that

ep(0) — exc(0) =62, 00, 7].

By Theorem 14, e, (6) is the symbol of the matrix-sequence {n’zL[C’;”]n }» obtained in
the constant-coefficient case a(x) = c(x) = 1 with identity geometry map G(x) =
x : [0, 1] — [0, 1]. Note that in this case the eigenvalue problem (3.178) simplifies
to

! —ul(x) = Xjuj(x), x€(0,1),
uj(O) = uj(l) = O,

and the corresponding eigenvalues are given by A; = j g2 forj =1,2,...,00.
In particular, the first n eigenvalues are obtained as n™2A j = eoo(j:) for j =
1,2, ..., n. Based on these observations and on further insights arising from [35],
we here outline a general research program for the future, which highlights once
again the potential impact of the theory of GLT sequences.

1. Consider a general well-posed eigenvalue problem
Huj=xrj Muj, j=12,...,00. (3.191)

This could be, for example, a variable-coefficient eigenvalue problem involving
low regularity coefficients, such as (3.178). It could also be a more complicated
problem, defined over a multidimensional non-rectangular domain; in this case,
the following step 4 will require the multidimensional version of the theory of
GLT sequences [30].

2. Let %”] be a family of numerical methods for the discretization of (3.191). Here,
n is the mesh fineness parameter, while v is related to the approximation order of
the method: the larger is v, the higher is the precision of the method. In the IgA
framework, v could be for example the degree p.
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For any n and v, let
KMy =2 MMy, =1, N (3.192)

be the discrete eigenvalue problem arising from the approximation of the
continuous eigenvalue problem (3.191) through the numerical method 35,[1”], and
set

LLU] — (M’[ll)])flKr[lv]

Note that the discrete eigenvalues A[/.”] are just the eigenvalues of LL”].

\n

. Compute the symbol e, of a properly normalized version of {LLV]},,. As

illustrated throughout this work and especially in this section, this step can be
efficiently performed through the theory of GLT sequences.

. Suppose the following conditions are met.

e Foreach v thereis € = ¢, >Osuchthatk5.1’i — Ajasn —> ooforl < j <

eN,E”]. In other words, we are assuming that, for every v, a nonzero portion of
the discrete eigenvalues converge to the corresponding exact eigenvalues.
* e, converges to e as v —> 00.

Then we expect that the limit symbol e, will provide a description of the
eigenvalue distribution of the continuous eigenvalue problem (3.191).

The program outlined in the above five steps could represent a general recipe for
determining the distribution of the eigenvalues of a general eigenvalue problem of
the form (3.191).

Acknowledgements Carlo Garoni is a Marie-Curie fellow of the Italian INJAM under grant
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Chapter 4 )
Isogeometric Analysis: Mathematical Shethie
and Implementational Aspects,

with Applications

Thomas J. R. Hughes, Giancarlo Sangalli, and Mattia Tani

Abstract Isogeometric analysis (IGA) is a recent and successful extension of
classical finite element analysis. IGA adopts smooth splines, NURBS and gener-
alizations to approximate problem unknowns, in order to simplify the interaction
with computer aided geometric design (CAGD). The same functions are used to
parametrize the geometry of interest. Important features emerge from the use of
smooth approximations of the unknown fields. When a careful implementation is
adopted, which exploit its full potential, IGA is a powerful and efficient high-order
discretization method for the numerical solution of PDEs. We present an overview of
the mathematical properties of IGA, discuss computationally efficient isogeometric
algorithms, and present some significant applications.

4.1 Introduction

Isogeometric Analysis (IGA) was proposed in the seminal paper [70], with a
fundamental motivation: to improve the interoperability between computer aided
geometric design (CAGD) and the analysis, i.e., numerical simulation. In IGA, the
functions that are used in CAGD geometry description (these are splines, NURBS,
etcetera) are used also for the representation of the unknowns of Partial Differential
Equations (PDEs) that model physical phenomena of interest.

In the last decade Isogeometric methods have been successfully used on a variety
of engineering problems. The use of splines and NURBS in the representation of

T. J. R. Hughes

Institute for Computational Engineering and Sciences, The University of Texas at Austin,
Austin, TX, USA

e-mail: hughes @ices.utexas.edu

G. Sangalli (P<) - M. Tani

Dipartimento di Matematica, Universita di Pavia and Istituto di Matematica Applicata
e Tecnologie Informatiche “E. Magenes” (CNR), Pavia, Italy

e-mail: Giancarlo.sangalli @unipv.it; mattia.tani @unipv.it

© Springer Nature Switzerland AG 2018 237
T. Lyche et al. (eds.), Splines and PDEs: From Approximation Theory to Numerical

Linear Algebra, Lecture Notes in Mathematics 2219,
https://doi.org/10.1007/978-3-319-94911-6_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94911-6_4&domain=pdf
mailto:hughes@ices.utexas.edu
mailto:Giancarlo.sangalli@unipv.it
mailto:mattia.tani@unipv.it
https://doi.org/10.1007/978-3-319-94911-6_4

238 T. J. R. Hughes et al.

unknown fields yields important features, with respect to standard finite element
methods. This is due to the spline smoothness which not only allows direct
approximation of PDEs of order higher than two,! but also increases accuracy per
degree of freedom (comparing to standard C° finite elements) and the spectral
accuracy,” and moreover facilitates construction of spaces that can be used in
schemes that preserve specific fundamental properties of the PDE of interest (for
example, smooth divergence-free isogeometric spaces, see [37, 38, 57] and [58]).
Spline smoothness is the key ingredient of isogeometric collocation methods, see
[7] and [100].

The mathematics of isogeometric methods is based on the classical spline theory
(see, e.g., [51, 102]), but also poses new challenges. The study of A-refinement of
tensor-product isogeometric spaces is addressed in [15] and [22]. The study of k-
refinement, that is, the use of splines and NURBS of high order and smoothness
(CP~! continuity for p-degree splines) is developed in [19, 40, 59, 115]. With
a suitable code design, k-refinement boosts both accuracy and computational
efficiency, see [97]. Stability of mixed isogeometric methods with a saddle-point
form is the aim of the works [6, 21, 32, 33, 37, 56-58, 118].

Recent overview of IGA and its mathematical properties are [25] and [69].

We present in the following sections an introduction of the construction of
isogeometric scalar and vector spaces, their approximation and spectral properties,
of the computationally-efficient algorithms that can be used to construct and solve
isogeometric linear systems, and finally report (from the literature) some significant
isogeometric analyses of benchmark applications.

4.2 Splines and NURBS: Definition and Properties

This section contains a quick introduction to B-splines and NURBS and their use in
geometric modeling and CAGD. Reference books on this topic are [25, 44, 51, 91,
93, 102].

GA of Cahn-Hilliard 4th-order model of phase separation is studied in [62, 63]; Kirchhoff-Love
4th-order model of plates and shells in [21, 26, 78, 79]; IGA of crack propagation is studied in
[126], with 4th- and 6th-order gradient-enhanced theories of damage [127]; 4th-order phase-field
fracture models are considered in [30] and [29], where higher-order convergence rates to sharp-
interface limit solutions are numerically demonstrated.

2The effect of regularity on the spectral behavior of isogeometric discretizations has been studied
in [49, 71, 73].
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4.2.1 Univariate Splines

Given two positive integers p and n, we say that & := {&1, ..., &4 p+1}is a p-open
knot vector if

§1=...=6p1 <&p2=... <& <&1=...=Eniptl,

where repeated knots are allowed, and §&; = 0 and &, ,+1 = 1. The vector Z =
{¢1, ..., ¢N} contains the breakpoints, that is the knots without repetitions, where
m j is the multiplicity of the breakpoint ¢;, such that

E = {{11"'7 11{27“‘1;27“‘1{N7“‘1{N}1 (4'1)
e e - - -
my times my times my times

with ZIN=1 m; = n+ p+ 1. We assume m; < p + 1 for all internal knots. The
points in Z form a mesh, and the local mesh size of the element I; = (¢;, ¢i+1) is
denoted h; = ¢jy1 — &, fori=1,...,N — 1.

B-spline functions of degree p are defined by the well-known Cox-DeBoor
recursion:

3 _Jrif& < ¢ < &,
Bio®) = { 0 otherwise, 42)
and
By = % B+ TN T8 B, 43)
Sivp —&i Eivpr1 —&in1

where 0/0 = 0. This gives a set of n B-splines that are non-negative, form a partition
of unity, have local support, are linear independent.

The {E\i, p) form a basis for the space of univariate splines, that is, piecewise
polynomials of degree p with k; := p —m continuous derivatives at the points ¢;,
forj=1,...,N:

SP(E) =span{B; p, i = 1,...,n}. (4.4)
Remark 1 The notation S} will be adopted to refer to the space S”(Z) when the

multiplicity m; of all internal knots is p — r. Then, S? is a spline space with
continuity C”.

The maximum multiplicity allowed, m; = p + 1, gives k; = —1, which represents
a discontinuity at ¢;. The regularity vector k = {ki,...,ky} will collect the
regularity of the basis functions at the internal knots, with k1 = ky = —1 for

the boundary knots. An example of B-splines is given in Fig.4.1. B-splines are
interpolatory at knots ¢; if and only if the multiplicity m; > p, that is where the
B-spline is at most C°.
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0.8 A

0.6 b

0.41 b

0.2 .

1 1 1 1
0,8,0,0 1/6 2/6,2/6,2/6 3/6 4/6 5/6 1,1,11

Fig. 4.1 Cubic B-splines and the corresponding knot vector with repetitions

Each B-spline §, p depends only on p + 2 knots, which are collected in the local
knot vector

Eip=1{&, ..., &vpr1).

When needed, we will stress this fact by adopting the notation

Bi ,(¢) = BLEi 51(0). 4.5)

The support of each basis function is exactly supp(E,-, p) =&, &i+pr1l
A spline curve in R?, d = 2, 3 is a curve parametrized by a linear combination
of B-splines and control points as follows:

Ce)=) e Bi,¢) ¢eR’ (4.6)
i=1

where {c;}7_, are called control points. Given a spline curve C(¢), its control
polygon Cp(¢) is the piecewise linear interpolant of the control points {¢;}}_; (see
Fig.4.2).

In general, conic sections cannot be parametrized by polynomials but can be
parametrized with rational polynomials, see [91, Sect. 1.4]. This has motivated
the introduction of Non-Uniform Rational B-Splines (NURBS). In order to define
NURBS, we set the weight function W(¢) = > j_, we /B\g, p(¢) where the positive
coefficients wy > 0 for £ = 1,...,n are called weights. We define the NURBS
basis functions as

wiEi,p(C) . wi§i,p(§)

8o = ©
PO= s L BL© T W)

. i=1,...,n, 4.7
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Fig. 4.3 On the left, the NURBS function & +— C(&) parametrizes the red circumference of a
circle, given as the projection of the non-rational black spline curve, parametrized by the spline
& +— C"(&). The NURBS and spline control points are denoted B; and B}”, respectively, in the
right plot

which are rational B-splines. NURBS (4.7) inherit the main properties of B-splines
mentioned above, that is they are non-negative, form a partition of unity, and have
local support. We denote the NURBS space they span by

NP(2,W) =span{N; p, i = 1,...,n}. (4.8)

Similarly to splines, a NURBS curve is defined by associating one control point
to each basis function, in the form:

C&)=) cNip&) ¢ eRe (4.9)
i=1

Actually, the NURBS curve is a projection into R of a non-rational B-spline curve
in the space R4*!, which is defined by

C¥(¢) =) ¢’ Biy(2).

i=1

where ¢’ = [¢;, w;] € RYT! (see Fig. 4.3).
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For splines and NURBS curves, refinement is performed by knot insertion and
degree elevation. In IGA, these two algorithms generate two kinds of refinement
(see [70]): h-refinement which corresponds to mesh refinement and is obtained by
insertion of new knots, and p-refinement which corresponds to degree elevation
while maintaining interelement regularity, that is, by increasing the multiplicity
of all knots. Furthermore, in IGA literature k-refinement denotes degree elevation,
with increasing interelement regularity. This is not refinement in the sense of nested
spaces, since the sequence of spaces generated by k-refinement has increasing global
smoothness.

Having defined the spline space SP (&), the next step is to introduce suitable
projectors onto it. We focus on so called quasi-interpolants A common way to define
them is by giving a dual basis, i.e.,

Myz:C¥(0.1) - SP(E),  Mpz(N) =Y 4jp(HBjp.  (410)
j=1

where A , are a set of dual functionals satisfying
A p(Bi.p) = ik, @.11)

d j being the Kronecker symbol. The quasi-interpolant I7, = preserves splines, that
is

My =(f)=f VfeSP(E). (4.12)

From now on we assume local quasi-uniformity of the knot vector ¢y, &2, ..., {n,
that is, there exists a constant 8 > 1 such that the mesh sizes h; = ¢;+1 — ¢; satisfy
the relation 6! < hi/hiy1 <6,fori =1,..., N —2. Among possible choices
for the dual basis {1} ,}, j = 1,...,n, aclassical one is given in [102, Sect. 4.6],
yielding to the following stability property (see [15, 25, 102]).

Proposition 1 For any non-empty knot span I; = (&, &it+1),
1.2 (Pllzay < CUFlLG- (4.13)

where the constant C depends only upon the degree p, and T; is the support
extension, i.e., the interior of the union of the supports of basis functions whose
support intersects I;
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4.2.2 Multivariate Splines and NURBS

Multivariate B-splines are defined from univariate B-splines by tensorization. Let
d be the space dimensions (in practical cases, d = 2,3). Assume ny € N, the
degree p¢ € N and the p¢-open knot vector E¢ = {&¢,1, ..., ¢ n,+p,+1} are given,
for ¢ = 1,...,d. We define a polynomial degree vector p = (p1, ..., pqg) and
E = E] X ... x &y. The corresponding knot values without repetitions are given
for each direction £ by Z; = {¢¢,1, ..., ¢e,n,}. The knots Z, form a Cartesian grid
in thg\parametric domain Q = (0, 1)d, giving the Bézier mesh, which is denoted

by A

M = {QJ = 11’]‘1 X ... X Id,jd such that 1[’]'[ = (Q,jg; Q’jﬁ»l) forl < j, < nEL¢ — 1}.
4.14)

For a generic Bézier element Qj € ////T we also define its support extension
Qj = I,j, x...x 1y j,, with I, j, the univariate support extension as defined in
Proposition 1. We make use of the set of multi-indices I = {i = (i1, ...,ig) : 1 <
iy < ny}, and for each multi-index i = (iy, ..., iy), we define the local knot vector
Eip = Eij.p1 X ... X Ej,, p,- Then we introduce the set of multivariate B-splines

{Bip(®) = B[Zi\.p ¢ - . BIZi, p,]Ca), Vi € T} (4.15)
The spline space in the parametric domain 2 is then
SP(E) = span(B; p(¢), i € I}, (4.16)

which is the space of piecewise polynomials of degree p with the regularity across
Bézier elements given by the knot multiplicities.

Multivariate NURBS are defined as rational tensor product B-splines. Given a set
of weights {wj, i € I}, and the weight function W(¢) = Zjel wjifj,p(;), we define
the NURBS basis functions

- wiBip(¢) wiBip(¢)
Nip(@) = 2= :
¢ YiawiBip@ W@

The NURBS space in the parametric domain 2 is then
NP(E, W) = span{N; p(¢), i € I}.

As in the case of NURBS curves, the choice of the weights depends on the geometry
to parametrize, and in IGA applications it is preserved by refinement.
Tensor-product B-splines and NURBS (4.7) are non-negative, form a partition of
unity and have local support. As for curves, we define spline (NURBS, respectively)
parametrizations of multivariate geometries in R”, m = 2, 3. A spline (NURBS,
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respectively) parametrization is then any linear combination of B-spline (NURBS,
respectively) basis functions via control points ¢; € R™

F(¢)=) ¢Bip(),  with¢ e 2. (4.17)

iel

Depending on the values of d and m, the map (4.17) can define a planar surface
in R?2 (d = 2,m = 2), a manifold in R (d = 2,m = 3), or a volume in R3
(d=3,m=3).

The definition of the control polygon is generalized for multivariate splines and
NURBS to a control mesh, the mesh connecting the control points ¢j. Since B-
splines and NURBS are not interpolatory, the control mesh is not a mesh on the
domain £2. Instead, the image of the Bézier mesh in the parametric domain through
F gives the physical Bézier mesh in £2, simply denoted the Bézier mesh if there is
no risk of confusion (see Fig. 4.4).

The interpolation and quasi-interpolation projectors can be also extended to the
multi-dimensional case by a tensor product construction. Let, fori = 1,...,d,
the notation /7 ;,i denote the univariate projector /1, = onto the space S” (&), then
define

My(f) =T}, ®...Q I )(f). (4.18)

d

Fig. 4.4 The control mesh (left) and the physical Bézier mesh (right) for a pipe elbow is
represented
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Analogously, the multivariate quasi-interpolant is also defined from a dual basis (see
[51, Chapter XVII]). Indeed, we have

My z(f) =Y %ip(f)Bip.

iel

where each dual functional is defined from the univariate dual bases as Ajp =
Miy.pr @ -+ ® Aig,py-

4.2.3 Splines Spaces with Local Tensor-Product Structure

A well developed research area concerns extensions of splines spaces beyond
the tensor product structure, and allow local mesh refinement: for example T-
splines, Locally-refinable (LR) splines, and hierarchical splines. T-splines have been
proposed in [107] and have been adopted for isogeometric methods since [16].
They have been applied to shell problems [68], fluid-structure interaction problems
[17] and contact mechanics simulation [52]. The algorithm for local refinement
has evolved since its introduction in [108] (see, e.g., [104]), in order to overcome
some initial limitations (see, e.g.,[55]). Other possibilities are LR-splines [53] and
hierarchical splines [36, 128].

We summarize here the definition of a T-spline and its main properties, following
[25]. A T-mesh is a mesh that allows T-junctions. See Fig. 4.5 (left) for an example.
A T-spline set

[Bap, Ac o}, (4.19)

is a generalization of the tensor-product set of multivariate splines (4.15). Indeed
the functions in (4.19) have the structure

Bap(¢) = BIEA.1.p, 1) ... BIEA 4. p,1(Ca) (4.20)

Fig. 4.5 A T-mesh with two T-junctions (on the left) and the same T-mesh with the T-junction
extensions (on the right). The degree for this example is cubic and the T-mesh is analysis suitable
since the extensions, one horizontal and the other vertical, do not intersect
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Fig. 4.6 Two bi-cubic T-spline anchors A’ and A” and related local knot vectors. In particular, the
local knot vectors for A” are Exv g3 = {&/ ;. &) ;. & 4 &) 4. & 4o ), d = 1, 2. In this example, the

two T-splines §A/,p and §A~,p partially overlap (the overlapping holds in the horizontal direction)

where the set of indices, usually referred to as anchors, </ and the associated local
knot vectors &4 ¢, p,, forall A € o7 are obtained from the T-mesh. If the polynomial
degree is odd (in all directions) the anchors are associated with the vertices of the T-
mesh, if the polynomial degree is even (in all directions) the anchors are associated
with the elements. Different polynomial degrees in different directions are possible.
The local knot vectors are obtained from the anchors by moving along one direction
and recording the knots corresponding to the intersections with the mesh. See the
example in Fig. 4.6. e

On the parametric domain 22 we can define a Bézier mesh ./ as the collection
of the maximal open sets Q C 2 where the T-splines of (4.19) are polynomials in
Q. We remark that the Bézier mesh and the T-mesh are different meshes.

The theory of T-splines focuses on the notion of Analysis-Suitable (AS) T-splines
or, equivalently, Dual-Compatible (DC) T-splines: these are a subset of T-splines for
which fundamental mathematical properties hold, of crucial importance for IGA.

We say that the two p-degree local knot vectors &' = {&,... sl’) 4o} and
" ={&,.. & Z 2} overlap if they are sub-vectors of consecutive knots taken from
the same knot vector. For example {&1, &, &3, &5, &7} and {&3, &5, &7, &3, &9} overlap,
while {&1, &, &3, &5, &7} and {&3, &4, &5, &6, &g} do not overlap. Then we say that two
T-splines §A’,p and EA//,p in (4.19) partially overlap if, when A’ # A", there exists
a direction £ such that the local knot vectors Zas ¢ p, and Ep» ¢ p, are different and
overlap. This is the case of Fig.4.6. Finally, the set (4.19) is a Dual-Compatible
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(DC) set of T-splines if each pair of T-splines in it partially overlaps. Its span
SP(o/) = span {Bap, A € 7}, 4.21)

is denoted a Dual-Compatible (DC) T-spline space. The definition of a DC set of
T-splines simplifies in two dimension ([23]): when d = 2, a T-spline space is a DC
set of splines if and only if each pair of T-splines in it have overlapping local knot
vector in at least one direction.

A full tensor-product space (see Sect.4.2.2) is a particular case of a DC spline
space. In general, partial overlap is sufficient for the construction of a dual basis, as
in the full tensor-product case. We only need, indeed, a univariate dual basis (e.g.,
the one in [102]), and denote by A[Z4 ¢, p,] the univariate functional as in (4.11),
depending on the local knot vector Z4 ¢ 5, and dual to each univariate B-spline
with overlapping knot vector.

Proposition 2 Assume that (4.19) is a DC set, and consider an associated set of
functionals

{Aap. A€}, (4.22)
Aap =AEA L] ® ... QAEA 4, p,]- (4.23)

Then (4.22) is a dual basis for (4.19).

Above, we assume that the local knot vectors in (4.23) are the same as
in (4.19), (4.20). The proof of Proposition 2 can be found in [25]. The existence
of dual functionals implies important properties for a DC set (4.19) and the related
space SP () in (4.21), as stated in the following theorem.

Theorem 1 The T-splines in a DC set (4.19) are linearly independent. If the
constant function belongs to SP (<), they form a partition of unity. If the space of
global polynomials of multi-degree p is contained in SP(</), then the DC T-splines
are locally linearly independent, that is, given Q € M, then the non-null T-splines
restricted to the element Q are linearly independent.

An important consequence of Proposition 2 is that we can build a projection
operator [Ty : L%(2) — SP(/) by

My()@) = > aap(HBap®)  VfeL (), V¢ € 2. (4.24)
Acd

This is the main tool (as mentioned in Sect.4.4.1) to prove optimal approximation
properties of T-splines.

In general, for DC T-splines, and in particular for tensor-product B-splines, we
can define so called Greville abscissae. Each Greville abscissa

ya=(V[Earpl - - V[EAd pa))
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is a point in the parametric domain Q andits d -component y[E ¢, p,]is the average
of the py internal knots of Z ¢, »,. They are the coefficients of the identity function
in the T-spline expansion. Indeed, assuming that linear polynomials belong to the
space SP (&), we have that

Go=Y vIBaplBap@), Veel, 1<t<d (4.25)
Acd

Greville abscissae are used as interpolation points (see [51]) and therefore for
collocation based IGA [7, 8, 100].

A useful result, proved in [20, 23], is that a T-spline set is DC if and only if (under
minor technical assumptions) it comes from a T-mesh that is Analysis-Suitable. The
latter is a topological condition for the T-mesh [16] and it refers to dimension d = 2.
A horizontal T-junction extension is a horizontal line that extend the T-mesh from
a T-junctions of kind F and - in the direction of the missing edge for a length of
[p1/2] elements, and in the opposite direction for | p1/2] elements; analogously
a vertical T-junction extension is a vertical line that extend the T-mesh from a T-
junctions of kind L or T in the direction of the missing edge for a length of [ p/2]
elements, and in the opposite direction for | p2/2] elements, see Fig. 4.6 (right).
Then, a T-mesh is Analysis-Suitable (AS) if horizontal T-junction extensions do not
intersect vertical T-junction extensions.

4.2.4 Beyond Tensor-Product Structure

Multivariate unstructured spline spaces are spanned by basis functions that are not,
in general, tensor products. Non-tensor-product basis functions appear around so-
called extraordinary points. Subdivision schemes, but also multipatch or T-splines
spaces in the most general setting, are unstructured spaces. The construction and
mathematical study of these spaces is important especially for IGA and is one of the
most important recent research activities, see [35, 98]. We will further address this
topic in Sects. 4.3.3 and 4.4.3.

4.3 Isogeometric Spaces: Definition

In this section, following [25], we give the definition of isogeometric spaces. We
consider a single patch domain, i.e., the physical domain 2 is the image of
the unit square, or the unit cube (the parametric domain §) by a single NURBS
parametrization. Then, for a given degree vector p°, knot vectors £ and a weight
function W € Spo(E'O), amapF € (NPO(EO, W))4 is given such that 2 = F(ﬁ),
as in Fig.4.7.
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Fig. 4.7 Mesh . in the parametric domain, and its image .# in the physical domain

After having introduced the parametric Bézier mesh M in (4.14), as the mesh
associated to the knot vectors &, we now define the physical Bézier mesh (or simply
Bézier mesh) as the image of the elements in .# through F:

M ={KCRQ:K=FOQ),Qe.A), (4.26)

see Fig.4.7. The meshes for the coarsest knot vector £° will be denoted by //70\
and .. For any element K = F(Q) € .#, we define its support extension as K =
F( Q), with é the support extension of Q. We denote the element size of any element
Q € M by hg = diam(Q), and the global mesh size by & = max{hg : Q € #}.
Analogously, we define the element sizes hx = diam(K) and hg = diam(E ).

For the sake of simplicity, we assume that the parametrization F is regular, that
is, the inverse parametrization F~! is well defined, and piecewise differentiable of
any order with bounded derivatives. Assuming F is regular ensures that hg ~ hg.
The case a of singular parametrization, that is, non-regular parametrization, will be
discussed in Sect. 4.4.4.

4.3.1 Isoparametric Spaces

Isogeometric spaces are constructed as push-forward through F of (refined) splines
or NURBS spaces. In detail, let V,, = NP(&, W) be a refinement of N PO(E 0 w),
we define the scalar isogeometric space as:

Vi={foF':feV). 4.27)
Analogously,
Vi = span{Ni p(x) := Nip o F71(x), i € I}, (4.28)

that is, the functions Nj p form a basis of the space V. Isogeometric spaces with
boundary conditions are defined straightforwardly.
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Following [15], the construction of a projector on the NURBS isogeometric
space V}, (defined in (4.27)) is based on a pull-back on the parametric domain, on a
decomposition of the function into a numerator and weight denominator, and finally
a spline projection of the numerator. We have Iy, : 7' (§£2) — Vjdefined as

MpW(f o) _

F!, 4.29
W (4.29)

1T Vi f =
where [T, is the spline projector (4.18) and #'(£2) is a suitable function space. The
approximation properties of /Ty, will be discussed in Sect. 4.4.
The isogeometric vector space, as introduced in [70], is just (V},)¢, that is a space
of vector-valued functions whose components are in Vj,. In parametric coordinates
a spline isogeometric vector field of this kind reads

u@) = > wiBip(), with ¢ € 2, (4.30)

iel

where u; are the degrees-of-freedom, also referred as control variables since they
play the role of the control points of the geometry parametrization (4.17). This is an
isoparametric construction.

4.3.2 De Rham Compatible Spaces

The following diagram
R —— H'(Q) =% HicurkQ) " Hdiv;Q) — % 12(Q) —— 0

4.31)

is the De Rham cochain complex. The Sobolev spaces involved are the two standard
scalar-valued, H!(£2) and L%(£2), and the two vector valued

H(curl; 2) = {u € L?(2)? : curlu € L*(2)%)
H(div; 2) = {u e L*>(2)? : divu e L*(2)}.

Furthermore, as in general for complexes, the image of a differential operator
in (4.31) is subset of the kernel of the next: for example, constants have null grad,
gradients are curl-free fields, and so on. De Rham cochain complexes are related to
the well-posedness of PDEs of key importance, for example in electromagnetic or
fluid applications. This is why it is important to discretize (4.31) while preserving
its structure. This is a well developed area of research for classical finite elements,
called Finite Element Exterior Calculus (see the reviews [4, 5]) and likewise a
successful development of IGA.
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For the sake of simplicity, again, we restrict to a single patch domain and we do
not include boundary conditions in the spaces. The dimension here is d = 3. The
construction of isogeometric De Rham compatible spaces involves two stages.

The first stage is the definition of spaces on the parametric domain Q.
These are tensor-product spline spaces, as (4.16), with a specific choice for the
degree and regularity in each direction. For that, we use the expanded notation
SPLP2P3(F, By, &3) for SP(E). Given degrees pi, p2, p3 and knot vectors
&1, By, E3 we then define on Q the spaces:

S0 D2,
X _Spl P2 p3(~1’ 5o, -43)’

’\Xl Y4 -L,pnp3(m! = o Svp,p—l,p ~ o
h = ! 2 3(UH17UH27UH3) X P2 3(UH17UH27UH3)

x SPl,P2,P3*1(El7 =, Eé),

<2 1 1 1 1 (4.32)
—_ —_ ~ ~/ ~/ —_ —_ ~/ ~ ~/
X = spupa=lpi=lg g}, 8}) x spP1—Lp2.p3 (&1, &2, E})
—1,pa—1, = o
x §pi—Lpa—1.p3 (‘-‘11 g}, 53),
Y3 — epi—Lpp—Lps=l mr o 0
Xh —S (ul,uz,u3),
where, given Zy = {§01,..., 80 np4pet1)s Eé is defined as the knot vector
{6¢2, ..., &0 n,+p.)> and we assume the knot multiplicities 1 < mei < pe, for
i=2,...,Nyo—1and ¢ = 1, 2, 3. With this choice, the functions in X2 are at least

continuous. Then;, grad ()? 2) C X },, and analogously, from the definition of the curl
and the divergence operators we get &1?]()? },) C )?%, and "div ()/(\%) - )/(\2 This
follows easily from the action of the derivative operator on tensor-product splines,
for example:

0
61

It is also proved in [38] that the kernel of each operator is exactly the image of the
preceding one. In other words, these spaces form an exact sequence:

o —1 o oo e
L SPUP2PI(B), By, By) — SPVTLP2Py (B 5y, B3)

grad o eurl div

1
Xh

%0 22 23
R X, Xy X, 0 (4.33)
This is consistent with (4.31).
The second stage is the push forward of the isogeometric De Rham compatible
spaces from the parametric domain 2 onto §2. The classical isoparametric trans-
formation on all spaces does not preserve the structure of the De Rham cochain

complex. We need to use the transformations:

O(f):=foF, fe HY (),

A = (DFT(foF), fe H(curl; 2),

2(f) := det(DF)(DF)"'(fo F), fe H(div; £2),
P(f) :==det(DF)(f o F), f e L*(R),

(4.34)
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where DF is the Jacobian matrix of the mapping F : 2 — 9. The transformation
above preserve the structure of the De Rham cochain complex, in the sense of the
following commuting diagram (see [66, Sect. 2.2] and [86, Sect. 3.9]):

R X0 g g _awlgo v g 0
I
0 grad 1 curl 2 div 3
R X, X, X, X, 0 (4.35)

Note that the diagram above implicitly defines the isogeometric De Rham compati-
ble spaces on £2, that is Xg, X},, X% and Xz; for example:

X2 = [f: 2 — R3 such that det(DF)(DF)~(fo F) € f(ﬁ] . (4.36)

In this setting, the geometry parametrization F can be either a spline in ()?2)3 or a
NURBS.

In fact, thanks to the smoothness of splines, isogeometric De Rham compatible
spaces enjoy a wider applicability than their finite element counterpart. For example,
assuming my ; < py—1,fori =2,..., Ny—1land ¢ = 1, 2, 3, then the space X,% is
subset of ( H!(£2))3. Furthermore there exists a subset K;, C X,% of divergence-free
isogeometric vector fields, i.e.,

Kn = {f € X? such that divf = o} , (4.37)
that can be characterized as

fe K, < /(divf)v:O, Yo € X;, (4.38)
2

as well as
feK, < 3veX}suchthatcurlv="f. (4.39)

Both Kj and X% play an important role in the IGA of incompressible fluids,
allowing exact point-wise divergence-free solutions that are difficult to achieve by
finite element methods, or in linear small-deformation elasticity for incompressible
materials, allowing point-wise preservation of the linearized volume under defor-
mation. We refer to [37, 56-58, 123] and the numerical tests of Sect. 4.7. We should
also mention that for large deformation elasticity the volume preservation constraint
becomes detf = 1, f denoting the deformation gradient, and the construction of
isogeometric spaces that allow its exact preservation is an open and very challenging
problem.
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4.3.3 Extensions

Isogeometric spaces can be constructed from non-tensor-product or unstructured
spline spaces, as the ones listed in Sect. 4.2.3.

Unstructured multipatch isogeometric spaces may have C° continuity at patch
interfaces, of higher continuity. The implementation of C°-continuity over multi-
patch domains is well understood (see e.g. [81, 106] for strong and [34] for weak
imposition of CY conditions). Some papers have tackled the problem of constructing
isogeometric spaces of higher order smoothness, such as [35, 48, 76, 89, 98]. The
difficulty is how to construct analysis-suitable unstructured isogeometric spaces
with global C! or higher continuity. The main question concerns the approximation
properties of these spaces, see Sect.4.4.3.

An important operation, derived from CAGD, and applied to isogeometric
spaces is trimming, see [85] Indeed trimming is very common in geometry
representation, since it is the natural outcome of Boolean operations (union,
intersection, subtraction of domains). One possibility is to approximate (up to some
prescribed tolerance) the trimmed domain by an untrimmed multipatch or T-spline
parametrized domain, see [109]. Another possibility is to use directly the trimmed
geometry and deal with the two major difficulties that arise: efficient quadrature and
imposition of boundary conditions, see [94, 95, 99].

4.4 Isogeometric Spaces: Approximation Properties

4.4.1 h-Refinement

The purpose of this section is to summarize the approximation properties of the
isogeometric space V, defined in (4.27). We focus on the convergence analysis
under h-refinement, presenting results first obtained in [15] and [22]. To express
the error bounds, we will make use of Sobolev spaces on a domain D, that can be
either £2 or £ or subsets such as 0, é, K or K. For example, H*(D), s € N is
the space of square integrable functions f € L?(§2) such that its derivatives up to
order s are square integrable. However, conventional Sobolev spaces are not enough.
Indeed, since the mapping F is not arbitrarily regular across mesh lines, even if a
scalar function f in physical space satisfies f € H*(§2), its pull-back f: foFis
not in general in H® (). Asa consequence, the natural function space in parametric
space, in order to study the approximation properties of mapped NURBS, is not the
standard Sobolev space H* but rather a “bent” version that allows for less regularity
across mesh lines. In the following, as usual, C will denote a constant, possibly
different at each occurrence, but independent of the mesh-size /. Note that, unless
noted otherwise, C depends on the polynomial degree p and regularity.

Let d = 1 first. We recall that I; = (¢;, {;+1) are the intervals of the partition
of I = (0, 1) given by the knot vector. We define for any ¢ € N the piecewise
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polynomial space
Z(E)={ve LZ(I) such that v|, is a g -degree polynomial, Vi =1, ..., N—1}.

Given s € N and any sub-interval £ C I, we indicate by H®(E) the usual Sobolev
space endowed with norm || - || ys(g) and semi-norm | - |gs(g). We define the bent
Sobolev space (see [15]) on I as

fe LZ(I) such that f|;, € H*(I;)Vi=1,..., N — 1, and
A (1) = ’
DY ) =Dt f(¢), Yk =0,... ,min{s — 1,k;},Vi =2,...,N — 1,

(4.40)

where th denote the kth-order left and right derivative (or left and right limit for
k = 0), and k; is the number of continuous derivatives at the break point ;. We
endow the above space with the broken norm and semi-norms

s N—1
2 2 2 2 .
L sy = 21 iy s WPy = D0 W Taiay Vi=0.1,0000s,
i=0 i=1

where | . |H0(1i) == ” . ”Lz(li)'
In higher dimensions, the tensor product bent Sobolev spaces are defined as
follows. Let s = (s1, 52, ...,84) in N, By a tensor product construction starting

from (4.40), we define the tensor product bent Sobolev spaces in the parametric
domain 2 := (0, 1)4

H5(D2) = 0,1 ® 20,1 Q... Q0 40, 1),

endowed with the tensor-product norm and seminorms. The above definition clearly
extends immediately to the case of any hyper-rectangle E C 2 that is a union of
elements in .Z .

We restrict, for simplicity of exposition, to the two-dimensional case. As in
the one-dimensional case, we assume local quasi-uniformity of the mesh in each
direction. Let [T, &; : LZ(I) — SPi(&;),fori = 1,2, indicate the univariate quasi-
interpolant associated to the knot vector Z; and polynomial degree p;. Let moreover
Iy 2 = Iy, 5, Iy, =, from L%(£2) to SP(Z) denote the tensor product quasi-
interpolant built using the IT), z; defined in (4.18) for d = 2. In what follows, given
any sufficiently regular function f : 2 — R, we will indicate the partial derivative
operators with the symbol

~ oo
D'f= 8{"8{{2 r=(r1.r) e N° (4.41)
1 2
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Let E C 2 be any union of elements Q € M of the spline mesh. We will adopt
the notation

2w = 22 Il
Qe st. QCE

The element size of a generic element Q; = I1;; x ... X Ig;, € A will be denoted
by hg; = diam(Qj). We will indicate the length of the edges of Q; by &1 ;;, h2,,,.
Because of the local quasi-uniformity of the mesh in each direction, the length of
the two edges of the extended patch éi are bounded from above by /1 ;,; and A3 ;,,
up to a multiplicative factor. The quasi-uniformity constant is denoted 6. We have
the following result (see [22, 25] for its proof), that can be established for spaces
with boundary conditions as well.

Proposition 3 Given integers 0 <r; <s1 < p1+1and0 <ry <5 < p> —i—/l4
there exists a constant C depending only on p, 6 such that for all elements Qy € M,

||D(rlﬁr2)(f — Hp,Ef)“Lz(Qi)

< C((hl,il)sl_” “D(SIJZ)fHL%(Qi) + (h2,i2)s2_r2 “D(rl,sz)f”L%(éi))

forall fin A6 (Q2) N A5 (Q).

We can state the approximation estimate for the projection operator on the
isogeometric space Vj, that is [Ty, : L2(.Q) — Vj, defined in (4.29). In the
physical domain £2 = F(§ ), we introduce the coordinate system naturally induced
by the geometrical map F, referred to as the F-coordinate system, that associates to
apoint x € £2 the Cartesian coordinates in 2 ofits counter-image F~!(x). At each
x € K € ., (more generally, at each x where F is differentiable) the tangent base
vectors g1 and g of the F-coordinate system can be defined as

g=mm=£m*®xi=Lz (4.42)

these are the images of the canonical base vectors €; in 2, and represent the axis
directions of the F-coordinate system (see Fig. 4.8).

Analogously to the derivatives in the parametric domain (4.41), the derivatives
of f : £2 — R in Cartesian coordinates are denoted by

Dl‘f _ arlan

_ 2
= 8x;18x£2 r= (rl, r2) e N~
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Fig. 4.8 Illustration of the F-coordinate system in the physical domain

We also consider the derivatives of f : 2 — R with respect to the F-coordinates.
These are just the directional derivatives: for the first order we have

af Jx+1gi(x) - f(x)

og; X)=V/f(x)-gix) = lim ; (4.43)

which is well defined for any x in the (open) elements of the coarse triangulation
My, as already noted. Higher order derivatives are defined by recursion

e o () = (o (-G ()
og;  ogi \ agi ! ag '\ og \og ’
more generally, we adopt the notation

a9 f

r=(r,rn) e N%. 4.44
’ g (r1. 1) (4.44)

Dpf =

Derivatives with respect to the F-coordinates are directly related to derivatives in
the parametric domain, by

DLf = (D" (foF)oF L. (4.45)

Let E be a union of elements K € .#. We introduce the broken norms and
seminorms

S1 52
2 _ 2
W1 0y = SN s S gy (4.46)
r1=0r2=0
2 _ 2
|f|‘9fF(sl,s2)(E) - Z |f|ngs1,s2)(K)’

Ke# st. KCE
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hy k
F K
hy o Q — /\
h2,0 h1,K
Fig. 4.9 Q is mapped by the geometrical map F to K
where
— (s1,52) ‘
S1,5 -_— D .
Flysrmg = [P8"21] o,
We also introduce the following space
(51,52) _ ) :
Hyg (£2) = closure of C*°(£2) with respect to the norm || - II%,F@l,sz)(Q).

The following theorem from [22] states the main estimate for the approximation
error of Iy, f and, making use of derivatives in the F-coordinate system, it is
suitable for anisotropic meshes. For a generic element K; = F(Q;) € .#, the
notation Ei = F(@i) indicates its support extension (Fig. 4.9).

Theorem 2 Given integers ri, s;, such that 0 < r; < s; < pi+1,i = 1,2,
there exists a constant C depending only on p, 0, F, W such that for all elements
Ki=F(Qi) € 4,

_ o L \S1—T1 o 212 o
|f HVhf'.%’if""z)(Ki) =< C((hl.,u) ||f||ij(A1-'2>(Ki) + (h2,l2) ”f”ij(’va)(Ki))
(4.47)

forall f in HE"™ (2) N HY? (92).

We have the following corollary of Theorem 2, similar to [15, Theorem 3.1], or
[25, Theorem 4.24] (the case with boundary conditions is handled similarly).

Corollary 1 Given integersr, s, suchthatQ <r <s <min(p1,..., pq)+1, there
exists a constant C depending only on p, 0, F, W such that

If = Iy, flrky < CCg)* I f s,y VKi € A,

| f— v, flla @) < Ch* " fllHs @),

(4.48)

forall fin H5(S2).

The error bound above straightforwardly covers isogeometric/isoparametric
vector fields. The error theory is possible also for isogeometric De Rham compatible
vector fields. In this framework there exists commuting projectors, i.e., projectors
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that make the diagram

R —— H'(Q) =% H(cur ) —“ Hiv:Q) % 12(Q) —— 0

m| | m | ™|

rad curl di
R —— X;l) g*> X; L) X,% i) X; — 0.

(4.49)

commutative. These projectors not only are important for stating approximation
estimates, but also play a fundamental role in the stability of isogeometric schemes;
see [4, 38].

4.4.2 p-Refinement and k-Refinement
Approximation estimates in Sobolev norms have the general form
inf || f = fullar@) < C(h, p ks r, ) fllas @) (4.50)
€V

where the optimal constant is therefore

Ch,p,k;r,s)= sup inf ||f — fullur () (4.51)
feBs(s2) Jn€Vi

where B*(§2) = {f € H*($2) such that || f| gs(@) < 1} is the unit ball in H*(£2).
The study in Sect.4.4.1 covers the approximation under i-refinement, giving an
asymptotic bound to (4.51) with respect to # which is sharp, fors < p + 1,

Ch, p,k;r,s)~C(p,k;r,s)h*™", forh — 0. (4.52)

This is the fundamental and most standard analysis, but it does not explain the
benefits of k-refinement, a unique feature of IGA. High-degree, high-continuity
splines and NURBS are superior to standard high-order finite elements when
considering accuracy per degree-of-freedom. The study of k-refinement is still
incomplete even though some important results are available in the literature. In
particular, [19] contains A, p, k-explicit approximation bounds for spline spaces of
degree 2g + 1 and up to C9 global continuity, while the recent work [115] contains
the error estimate

inf |f — fulnr@) < W27 fluae)
fneVy

for univariate C”~!, p-degree splines, with 0 < r < ¢ < p + 1 on uniform knot
vectors.
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An innovative approach, and alternative to standard error analysis, is developed
in [59]. There a theoretical/numerical investigation provides clear evidence of the
importance of k-refinement. The space of smooth splines is shown to be very close
to a best approximation space in the Sobolev metric. The approach is as follows:
given the isogeometric space Vj,, with N = dimV), together with (4.51), we consider
the Kolmogorov N-width:

dy(B*(2), H (2)) = inf su inf — (). 4.53
N(B*(£2), H' (£2)) WoB@) feBSI().Q) it ILf = fullar ) (4.53)
dimW,=N

Then the optimality ratio is defined as

CCh,p,k;r,s)

ABED, Vi HHE@D = 4 s (), ()

(4.54)

In general, the quantity A(B*(£2), Vj,, H"(£2)) is hard to compute analytically but
can be accurately approximated numerically, by solving suitable generalized eigen-
value problems (see [59]). In Fig.4.10 we compare smooth C? quartic splines and
standard quartic finite elements (that is, C° splines) under A-refinement. An inter-
esting result is that smooth splines asymptotically achieve optimal approximation
in the context considered, that is, they tend to be an optimal approximation space
given the number of degrees-of-freedom, since A(B3(0,1), 8%, L%0,1)) — 1.
This is not surprising as it is known that uniform periodic spline spaces are optimal

6 - ' ' ' - X
,’—X———_
St e 1
4t X -X- C°FEA
. -©- k-method
3t 2 1
!
1
i
1
2t ' 1
1
I
(O S
S .- RS ST U
1 - . , © - ©
o 1 20 30 40 %
N

Fig. 4.10 Optimality ratios:  comparison  between quartic =~ C3  splines  (i.e.,
A(B3(0,1), 8%, L%0,1)), blue line with circles)y and C° finite elements (i.e.,
A(B3(0, 1), S LZ(O, 1)), red line with crosses) on the unit interval for different mesh-sizes h
(the total number of degrees-of-freedom N is the abscissa)
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A(B*(0,1),8%_,, L*(0,1))

o=MNWsONON®OO

Fig. 4.11 Optimality ratios: for different Sobolev regularity s and for different spline degree p
with maximal smoothness. The number of degrees-of-freedom is N = 30. The surface plot is
capped at 10 for purposes of visualization. Note that if p > s — 1 the optimality ratio is near 1.
Even for low regularity (i.e., low s), smooth splines (i.e., high p) produce optimality ratios near 1.
This supports the claim that “smooth splines are always good”

in the periodic setting. On the contrary, C° finite elements are far from optimal.
In Fig.4.11 we plot the optimality ratios for the L? error for different Sobolev
regularity s and for smooth splines with different degrees p. There is numerical
evidence that A(B*(0, 1), 55711 L%(0, 1)) is bounded and close to 1 for all p >
s — 1. It is a surprising result, but in fact confirms that high-degree smooth splines
are accurate even when the solution to be approximated has low Sobolev regularity
(see [59] for further considerations).

This issue has been further studied in [40], for the special case of solutions
that are piecewise analytic with a localized singularity, which is typical of elliptic
PDEs on domains with corners or sharp edges. The work [40] focus instead on
the simplified one-dimensional problem, and consider a model singular solution
f(&) = ¢* — ¢ on the interval [0, 1], with 0 < « < 1. From the theory of Ap-
FEMs (i.e., hp finite elements; see [103]) it is known that exponential convergence
is achieved, precisely

If = falmio,1) < Ce PN (4.55)

where C and b are positive constants, N is the total number of degrees-of-freedom,
and fj, is a suitable finite element approximation of f. The bound (4.55) holds if the
mesh is geometrically refined towards the singularity point { = 0 and with a suitable
selection of the polynomial degree, growing from left (the singularity) to the right of
the interval [0, 1]. The seminal paper [10] gives the reference 2p-FEM convergence
rate which is reported in Fig. 4.12. Likewise, exponential convergence occurs with
CP~!, p-degree spline approximation on a geometrically graded knot span, as
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10 T T T T T T T
—— k—-method
- - -hp-FEM

—
o

1 2 3 4 5 6 7 8 9
N2

Fig. 4.12 Energy norm error versus the (square root of) number of degrees-of-freedom N for the
approximation of the solution u(x) = x%7 — x of the problem —u” = f with homogeneous
Dirichlet boundary conditions. The mesh is geometrically graded (with ratio ¢ = 0.35 for IGA)
and the spline degree is proportional to the number of elements for IGA, and the smoothness is
maximal, that is the spline space is C”~! globally continuous. Mesh-size and degrees are optimally
selected for hp-FEM, according to the criteria of [10]. Exponential convergence |u — up|g1 <
C exp (—b+/N) is evidenced in both cases, with larger b for IGA

reported in the same figure. Remarkably, convergence is faster (with the constant
b in (4.55) that appears to be higher) for smooth splines, even though for splines the
degree p is the same for all mesh elements, and grows proportionally with the total
number of elements, whereas for zp-FEM a locally varying polynomial degree is
utilized on an element-by-element basis.

Exponential convergence for splines is proved in the main theorem of [40],
reported below.

Theorem 3 Assume that | € HO1 0, 1) and

)

9o < Cud" 2k - 2), k=2,3,... (4.56)

L2(0,1)

for some 0 < B < 1 and Cy,d, > 0. Then there exist b > 0 and C > 0 such that
forany q > 1, forany o with0 <o < land1 > o > (1+2/d,)"",

inf  f — fall gy < Ce P@PVN (4.57)
pesee M~ Sl
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where p = 2q + 1,

— -1 -1 _p=2 -2
E=10,...,0,06"7", ..., 0P o™, ..., 0P, ...,0,...,0,1,...
~ - -

~ ~ = -~ -~ ~ -
p times q times q times q times p times

and N is the dimension of SP(&).

Condition (4.56) expresses the piecewise analytic regularity of f. Theorem 3 is
based on [19], and as such it covers approximation by 2¢q + 1 degree splines
having C9 global continuity. However, as is apparent from Fig.4.12, exponential
convergence is also observed for maximally smooth splines.

4.4.3 Multipatch

While € isogeometric spaces with optimal approximation properties are easy
to construct, when the mesh is conforming at the interfaces (see, e.g., [25]), the
construction of smooth isogeometric spaces with optimal approximation properties
on unstructured geometries is a challenging problem and still open in its full
generality. The problem is related to one of accurate representation (fitting) of
smooth surfaces having complex topology, which is a fundamental area of research
in the community of CAGD.

There are mainly two strategies for constructing smooth multipatch geometries
and corresponding isogeometric spaces. One strategy is to adopt a geometry
parametrization which is globally smooth almost everywhere, with the exception
of a neighborhood of the extraordinary points (or edges in 3D), see Fig.4.13 (left).
The other strategy is to use geometry parametrizations that are only C° at patch
interfaces; see Fig. 4.13 (right). The first option includes subdivision surfaces [43]
and the T-spline construction in [105] and, while possessing attractive features,
typically lacks optimal approximation properties [76, 89]. One exception is the
recent works [120], where a specific construction is shown to achieve optimal

Fig. 4.13 Two possible parametrization schemes: C' away from the extraordinary point (left) and
CY at patch interfaces (right)
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order in h-refinement. On the other hand, some optimal constructions have been
recently obtained also following the second strategy, pictured in Fig.4.13 (right)
(see [27, 48, 77, 87]). We summarize here the main concepts and results from [48],
referring to the paper itself for a complete presentation.

Consider a planar (d = 2) spline multipatch domain of interest

R=02Wu...ueW®™ cRr? (4.59)

where the closed sets £2¢) form a regular partition without hanging nodes. Assume
each £2) is a non-singular spline patch, with at least C! continuity within each
patch, and that there exist parametrizations

FO:[0,11x[0,1] =2 — 2V, (4.60)
where
FO ¢ #P(8) x SP(E) Cc C'(Q); (4.61)
Furthermore, assume global continuity of the patch parametrizations. This means
the following. Let us fix I' = ') = Q@0 N 20 Let F&), FX® be given such
that
FO 1,01 x [0, 11 = 2B - 2B = O,

R ‘ (4.62)
F® 10, 11x[0,11= 2% - B = o)

where (FL)~! o FO and (F®)~! 6 FU) are linear transformations. The set
[—1, 1] x [0, 1] plays the role of a combined parametric domain. The coordinates in
[—1, 1] x [0, 1] are denoted u# and v. The global continuity condition states that the
parametrizations agree at u = 0, i.e., there is an Fy : [0, 1] — R? with

I' = {Fo(v) = F(0, v) = F®(0, v), v € [0, 11}. (4.63)
For the sake of simplicity we assume that the knot vectors of all patches and in each

direction coincide, are open and uniform. An example is depicted in Fig. 4.14.
The multipatch isogeometric space is given as

¥ = {qs .2 - Rsuchthatp o F ¢ #7 (D), i =1,..., N] : (4.64)
the space of continuous isogeometric functions is

9 = v nclR), (4.65)
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F)
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Q)
u
L~
FR)
Fig. 4.14 Example of the setting of (4.62)—(4.63)
and the space of C! isogeometric functions is
v =y ncl). (4.66)

The graph ¥ C £ x R of an isogeometric function ¢ : £2 — R splits into
patches X' having the parametrization

F® - .
[ oﬂ L0, 11x 00,11 =2 — z© (4.67)
8

where g = ¢ o F)_ As in (4.62), we can select a patch interface I’ = ') =
2O N QW define gV, g® such that

F S5(L) @) (L)
[(L)}:[—I,O]X[O,l]z.(z N[Oy (10}
g

(4.68)

FR 5(R j R
[ (R):|:[0,1]><[0,1]=Q( ) » 30 = 3B,
8

see Fig.4.15. Continuity of ¢ is implied by the continuity of the graph parametriza-
tion, then we set

g0(v) = g0, v) = g®(0, v), (4.69)

for all v € [0, 1], analogous to (4.63).

Under suitable conditions, smoothness of a function is equivalent to the smooth-
ness of the graph, considered as a geometric entity. In particular, for an isogeometric
function that is C' within each patch and globally continuous, the global C!
continuity is then equivalent to the geometric continuity of order 1 (in short G') of
its graph parametrization. Geometric continuity of the graph parametrization means
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Fig. 4.15 Example of the general setting of (4.68)

that, on each patch interface, with notation (4.68), the tangent vectors

D, FL)0, v) DFo ] . D, F® (0, v)
DugD(0,v) | | Dygo(v) D,g®(0,v) |’

are co-planar, i.e., linearly dependent. In the CAGD literature, G' continuity is
commonly stated as below (see, e.g., [18, 82, 90]).

Definition 1 (G'-Continuity at ¥ N $()) Given the parametrizations F(*),
F® L) o(R) a5in (4.62), (4.68), fulfilling (4.61) and (4.69), we say that the graph
parametrization is G! at the interface ¥ @ N X'U) if there exist «&) : [0, 1] — R,
a® :10,1] - Rand B : [0, 1] — R such that for all v € [0, 1],

P a® @) >0 (4.70)

and

® . [ DFE, v)}_ @ [DuF<R><0, v)] [DUFO(U)}_
“ (”)[Dug(“(o,v) O De®,0) | TP Dugowy | T

.71

Since the first two equations of (4.71) are linearly independent, o), «® and 8
are uniquely determined, up to a common multiplicative factor, by F(X) and F(®),
i.e. from the equation

a® @)D, FL (0, v) — P (v) D,FR (0, v) + B(v) DyFo(v) = 0. 4.72)

We have indeed the following proposition (see [48] and [90]).
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Proposition 4 Given any F), FX®) then (4.72) holds if and only if 'S (v) =
y@)aS (v), for S € {L, R}, and B(v) = y (v)B(v), where

a® (v) = det[ D,F®(0,v) D,Fo(v)], (4.73)
B(v) = det[ D,F(0,v) D,FR(,v)], (4.74)

and y : [0,1] — R is any scalar function. In addition, y (v) # 0 if and only
if (4.70) holds. Moreover, there exist functions ,B(S)(v),for S € {L, R}, such that

Bw) =™ )P (v) — a® ()P (v). (4.75)

In the context of isogeometric methods we consider §2 and its parametrization
given. Then for each interface &), o ® and B are determined from (4.72) as stated
in Proposition 4. It should be observed that for planar domains, there always exist
oD, a® and g fulfilling (4.72) (this is not the case for surfaces, see [48]). Then, the
C! continuity of isogeometric functions is equivalent to the last equation in (4.71),
that is

a® @)D, gV (0, v) — ™ (v) D, g® (0, v) + B(W)Dygo(v) =0 (4.76)

forall v € [0, 1]. Optimal approximation properties of the isogeometric space on £2
holds under restrictions on &™), «® and B, i.e. on the geometry parametrization.
This leads to the definition below ([48]).

Definition 2 (Analysis-Suitable G'-Continuity) F%) and F® are analysis-
suitable G'-continuous at the interface I (in short, AS G!) if there exist
aD) B gL BR) c 521([0, 1]) such that (4.72) and (4.75) hold.

The class of planar AS G! parametrizations contains all the bilinear ones and
more, see Fig. 4.16.

In [48], the structure of C! isogeometric spaces over AS G! geometries is
studied, providing an explanation of the optimal convergence of the space of p-
degree isogeometric functions, having up to C”~2 continuity within the patches
(and global C! continuity). On the other hand, no convergence under /-refinement
occurs for CP~! continuity within the patches. This phenomenon is referred to as

W W W WD e W W W W W
iy
———

Fig. 4.16 Examples of planar domain having an AS G'! parametrization
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C! locking. Moreover, it is shown that AS G' geometries are needed to guarantee
optimal convergence, in general.

4.4.4 Singular Parametrizations

The theory of isogeometric spaces we have reviewed in previous sections assumes
that the geometry parametrization is regular. However, singular parametrizations
are used in IGA, as they allow more flexibility in the geometry representation.
Figure 4.17 shows two examples of this kind, for a single-patch parametrization
of the circle. Typically, a singularity appears when some of the control points near
the boundary coincide or are collinear.

Isogeometric spaces with singular mapping have been studied in the papers [112—
115]. The paper [113] addresses a class of singular geometries that includes the two
circles of Fig.4.17. It is shown that in these cases the standard isogeometric spaces,
as they are constructed in the non-singular case, are not in H 1(§2). However, [113]
identifies the subspace of H' isogeometric functions, and constructs a basis. The
study is generalized to H2 smoothness in [114]. In [112], function spaces of higher-
order smoothness C¥ are explicitly constructed on polar parametrizations that are
obtained by linear transformation and degree elevation from a triangular Bézier
patch. See also [119]. For general parametrizations, [116] gives a representation
of the derivatives of isogeometric functions.

Singular parametrizations can be used to design smooth isogeometric spaces on
unstructured multipatch domains. A different C! constructions is proposed in [88].
In both cases, the singular mapping is employed at the extraordinary vertices.

From the practical point of view, isogeometric methods are surprisingly robust
with respect to singular parametrizations. Even if some of the integrals appearing
in the linear system matrix are divergent, the use of Gaussian quadrature hides the
trouble and the Galerkin variational formulation returns the correct approximation.
However, it is advisable to use the correct subspace basis, given in [113] and [114],
to avoid ill-conditioning of the isogeometric formulation.

In [12], the authors use isogeometric analysis on the sphere with a polar
parametrization (the extension of Fig.4.17a), and benchmark the h-convergence
in H2? and H? norms, for solution of 4th and 6th order differential equations,
respectively. It is shown that enforcing C” continuity at the poles yields optimal
convergence, that is, the higher-order smoothness of the isogeometric solution at
the poles is naturally enforced by the variational formulation.



268 T. J. R. Hughes et al.

Fig. 4.17 Two possible
singular parametrizations of
the circle. (a) One singularity
at the origin. (b) Four
singularities on the boundary

4.5 Isogeometric Spaces: Spectral Properties

We are interested in the Galerkin approximation of the eigenvalues and eigenfunc-
tion of the Laplacian differential operator, as a model problem. We will consider
mainly the univariate case. As we will see in this section, the use of cr1i
continuous splines yields advantages when compared to standard C° FEM. The
results shown here are taken from [71, 73]; we refer to that works for more
details. Contrary to the previous Sect. 4.4, the error analysis considered here is not
asymptotic, rather it may be characterized as a global analysis approach.

The asymptotic approach is more commonly found in the literature. Classical
functional analysis results state that, given an eigenvalue of the differential operator,
for a small enough mesh size this eigenvalue is well approximated in the discrete
problem. However, for a given mesh size, this kind of analysis offers no information
about which discrete modes are a good approximation of the exact modes, and which
ones are not.
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What happens in practice is that only the lowest discrete modes are accurate.
In general, a large portion of the eigenvalue/eigenfunction spectrum, the so-
called “higher modes,” are not approximations of their exact counterparts in any
meaningful sense. It is well-known in the structural engineering discipline that the
higher modes are grossly inaccurate, but the precise point in the spectrum where
the eigenvalues and eigenfunctions cease to approximate their corresponding exact
counterparts is never known in realistic engineering situations.

First, we focus on the approximations of eigenvalues from a global perspective,
that is, we study the approximation errors of the full spectrum. This is done
for the simplest possible case, that is the second derivative operator. Based on
Fourier/von Neumann analysis, we show that, per degree-of-freedom and for the
same polynomial degree p, CP~! splines (i.e., k-method) are more accurate than C°
splines (p-method), i.e., finite elements.

Then, we study the accuracy of k-method and p-method approximations to the
eigenfunctions of the elliptic eigenvalue problem. The inaccuracy of p-method
higher modal eigenvalues has been known for quite some time. We show that there
are large error spikes in the L2-norms of the eigenfunction errors centered about the
transitions between branches of the p-method eigenvalue spectrum. The k-method
errors are better behaved in every respect. The L2-norms of the eigenfunction errors
are indistinguishable from the L? best approximation errors of the eigenfunctions.
As shown in [73], when solving an elliptic boundary-value problem, or a parabolic
or an hyperbolic problem, the error can be expressed entirely in terms of the
eigenfunction and eigenvalue errors. This is an important result but the situation
is potentially very different for elliptic boundary-value problems and for parabolic
and hyperbolic problems. In these cases, all modes may participate in the solution
to some extent and inaccurate higher modes may not always be simply ignored. The
different mathematical structures of these cases lead to different conclusions. The
inaccuracy of the higher p-method modes becomes a significant concern primarily
for the hyperbolic initial-value problem, while the k-method produces accurate
results in the same circumstances.

4.5.1 Spectrum and Dispersion Analysis

We consider as a model problem for the eigenvalue study the one of free vibrations
of a linear (co-dimensional) structural system, without damping and force terms:

d*u

= 4.77
j{dﬂ + A u=0, 4.77)

where .# and J¢ are, respectively, the mass and stiffness operators, and u = u(z, x)
is the displacement. The nth normal mode ¢,, and its frequency wj, are obtained from
the eigenvalue problem J2'¢p, = a)%//l ¢,,. Separating the variables as u(t,x) =
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> n Un(), (x), and, using Eq. (4.77), we obtain

A, (¢ _
d:2( n Wity (1) = 0;

Then %, (t) = C_e '’ 4+ Cpe'®n!, that is each modal coefficient i, oscillates at
a frequency wj,. After discretization, the following discrete equations of motion are
obtained

d*u”

M T Ku" =0, (4.78)

where M and K are, respectively, the finite-dimensional consistent mass and stiff-
ness matrices, and u” = u” (¢, x) is the discrete displacement vector. Analogously
to the continuum case, the discrete normal modes ¢2 and the frequencies a)fl' are
obtained from the eigenproblem

K¢" = (!)’Mg!, (4.79)

and separating the variables as v (t,x) = Znﬁfi(z‘)tbz (x), we end up with iihn
oscillating at a frequency o, that is: @ = C _emioht C+e1‘”2 ’. The nth discrete
normal mode ¢Z is in general different from the nth exact normal mode ¢,
(Fig.4.18), forn = 1,..., N, N being the total number of degrees-of-freedom.
The corresponding discrete and exact frequencies will be different The target of the
frequency analysis is to evaluate how well the discrete spectrum approximates the
exact spectrum.

We begin dealing with the eigenproblem (4.79) associated to a linear (p = 1)
approximation on the one-dimensional domain (0, L). We employ a uniform mesh
0=¢ <& <...<4 <...<n+1 = L, where the number of elements is
ne = N + 1 and the mesh-size is & = L/n,;. Considering homogeneous Dirichlet
(fixed-fixed) boundary conditions, the eigenproblem (4.79) can be written as

1 h(w™)?
h(¢A—1 — 204+ Pay1) + 6 (Pa—1 +4¢a +da+1) =0, A=1,...,N,
(4.80)
$o = dn+1 =0, (4.81)

where N is the total number of degrees-of-freedom, and ¢4 = ¢"(¢,4) is the nodal
value of the discrete normal mode at node ¢4. Equation (4.80) solutions are linear
combinations of exponential functions ¢4 = (,01)A and ¢4 = (,02)A, where p; and
p2 are the distinct roots of the characteristic polynomial

(@"h)?

o O 4p + p>) = 0. (4.82)

(1-2p+pH+



4 TIsogeometric Analysis 271

80 T T T T T T T T T
+
70F +
+
* [}
60 + O -
+ o
o
501 + fo) 4
+ o
o
+
40t N o .
o
+ O
30t F3 o i
o 6
201 6 .
®
®
10 ) . 4
) O exact frequencies
® + discrete frequencies
O 1 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20

n

Fig. 4.18 Exact and discrete natural frequencies for the one-dimensional model problem of free
vibration of an elastic rod with homogeneous Dirichlet boundary conditions. The discrete method
is based on linear finite elements

Actually, (4.82) admits distinct roots when oh # 0, /12; for w"h = 0, (4.82)
admits the double root p = 1 (in this case, solutions of (4.80) are combinations of
¢4 = 1 and ¢p4 = A, that is, the affine functions), while for o"h = /12 there is a
double root p = —1 (and solutions of (4.80) are combinations of ¢4 = (—1)4 and
¢4 = A(—1)?). Observe that, in general, p = p; !, For the purpose of spectrum
analysis, we are interested in 0 < o"h </ 12, which we assume for the remainder
of this section. In this case, p1 2 are complex conjugate (we assume Im(p1) > 0) and
of unit modulus. Moreover, in order to compare the discrete spectrum to the exact
spectrum, it is useful to represent the solutions of (4.80) as linear combinations of
eFiAwh (thatis, ¢4 = C_e iAoh C+eiA“)h), by introducing w such that eloh — p1.
With this hypothesis, w is real and, because of periodicity, we restrict to 0 < wh <
. Using this representation in (4.82) and using the identity 2 cos(a) = el* + e,
after simple computations the relation between wh and ' h is obtained:
(@"h)?
6 (2 4 cos(wh)) — (1 — cos(wh)) = 0. (4.83)

Solving for o'"h >0, we get

o~ e 1 — cos(wh) 184
CTZNY 2 4 cos(wh) (4.84)
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Furthermore, taking into account the boundary conditions, (4.80)—(4.81) admit the
non-null solution

¢a=C (4.85)

e HART/(N+1) _ ,—iAnm/(N+1) . Ann
. = Csin
2i N +1

forall w = n/L,2n/L, ..., Nm/L. Precisely, (4.85) is the nth discrete normal
mode, associated to the corresponding nth discrete natural frequency w”, given
by (4.84):

W NI \/6 1 — cos(nr/(N + 1)) (4.86)

R ) 2+ cos(ur /(N + 1))’

The nth discrete mode ¢4 = C sin(Anm/(N + 1)) is the nodal interpolant of the
nth exact mode ¢ (x) = C sin(nmx /L), whose natural frequency is w = nx /L. The

ol o —w
quantity —-1= represents the relative error for the natural frequency.
w w
The plot of
o" 1 | 1——cos(wh)
= 6 (4.87)
o  wh\ 2+ cos(wh)

is shown in Fig. 4.19.

We now consider the quadratic p-method for the eigenproblem (4.79). Assuming
to have the same mesh as in the linear case, there are N = 2n, — 1 degrees-of-
freedom. If we consider the usual Lagrange nodal basis, the corresponding stencil
equation is different for element-endpoint degrees-of-freedom and bubble (internal
to element) degrees-of-freedom: one has

1
3h(_¢A71 +8pa—1/2 — 1494 +8dPat1/2 — dat1)

h
+ (™)? 307041+ 204212+ 864 + 204112 = $as) =0, A=1,....N.
(4.88)

and

1 h
3,84 = 16@a+1/2 + 8¢ a11) + (wh)230(2¢A +16¢a11/2 +2¢a+1) =0,
(4.89)

A=1,...,N,
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Fig. 4.19 Discrete-to-exact frequencies ratio for linear approximation

respectively. We also have the boundary conditions ¢9p = ¢n+1 = 0. The bubble
degrees-of-freedom can be calculated as

40 + (o' h)?

8(10 — (w"h)?) (@4 + Pat)- (4.90)

dA+12 =

Eliminating them, we obtain a system of equations for the element-endpoints
degrees of freedom:

1 [ /304 2(w"h)? —60 4 16(w"h)?
3h [ ( 10 — ('h)? ) ZE ( 10 — (whh)? ) 94

30 + 2(w"h)?
+ ( 10 — (hh)? )¢A+1:|

2 h 5(w'h)? > 200 — 15(w"h)?
TR 50| Va0 — a@hny2 ) P41 T\ 20 — 2@y ) 94

5(w"h)? _
* (40 - 4(whh>2) "’A“} =0

for A = 1,...,N. The bubble elimination is not possible when the bubble
equation (4.89) is singular for u 41,2, that happens for o'"h = V10.

4.91)
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Normal modes at the element-endpoints nodes can be written as
pa = C_e M L C A, A=1,...,N. (4.92)

The boundary condition ¢9 = 0 determines C_ = —C_, while ¢,,, = 0 determines
“;TL € Z. Substituting (4.92) into (4.91), we obtain the relation between o"h and wh:

3 (0"h)* — 104 (0" h)? + 240

h) = .
COS@R) = iyt + 16 (whh)? + 240

(4.93)

The natural frequencies are obtained solving (4.93) with respect to " h. Unlike
the linear case, each real value of wh is associated with two values of a)hh, on two
different branches, termed acoustical and optical. It can be shown that a monotone
o"h versus wh relation is obtained representing the two branches in the range
wh € [0, 7] and wh € [, 2m] respectively (see Figs.4.20 and 4.21). Therefore,
we associate to

wh = , n=1,...ng—1, (4.94)

Nel

the smallest positive root of (4.93), obtaining the acoustical branch, and we
associate to
nw

wh = , n=ng+1,...2n,,—1=N,; (4.95)

Nel

the highest root of (4.93), obtaining the optical branch. These roots are the natural
frequencies that can be obtained by bubble elimination. The frequency w"h = /10,
which gives bubble resonance is associated with the normal mode

(ﬁA:O’ VA:O,...,nel,
A (4.96)
Pat12=C(=1) VA=0,...,n,— 1.

Since w"h = /10 is located between the two branches, this frequency is associated
with mode number n = n,;. Then, all normal modes at element endpoints are
given by

. Anm
¢4 = C sin N+1) A=0,1,...n., 4.97)

n being the mode number. Therefore, (4.97) is an interpolate of the exact modes (at
element endpoint nodes).

The numerical error in the calculation of natural frequencies is visualized by the
graph of " /w versus wh, shown in Fig. 4.21.
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Finally, we discuss the quadratic k-method. A rigorous analysis of this case
would be too technical; here we prefer to maintain the discussion informal and refer
the reader to [71] for the technical details. The equations of (4.79) have different
expression for the interior stencil points and for the stencil points close to the
boundary (the first and last two equations). We also have for the boundary conditions
¢0 = ¢n+1 = 0. In the interior stencil points, the equations read

1
6h (a2 +2¢0a-1 — 604 + 20411 + Pat2)

h
(@2 a2 426601 + 6694 + 266041 + bas2) = 0. (4.98)

VA=3,...,N—=2.

A major difference from the cases considered previously is that (4.98) is a
homogeneous recurrence relation of order 4. Because of its structure, its solutions
can be written as linear combinations of the four solutions e*®*4 and e¥@"4_ Here
o is real and positive while @" has a nonzero imaginary part. More precisely, the

general solution of (4.98) has the form
ba = C+em)hA + C,e_lwhA + 5+e@hA + 5,6_1(7)}"4, (4.99)

for any constants C, C_, 5+, C_. Plugging this expression of ¢4 into the boundary
equations and imposing the boundary conditions, one finds that C + = C_ =0and
that C; = —C_. Similarly as before, substituting (4.99) into (4.98), we obtain the
relation between ' h and wh (see Fig.4.22):

W — \/20(2 — cos(wh) — cos(wh)?) (4.100)

16 + 13 cos(wh) + cos(wh)? "

The plot of " h vs. wh is shown in Fig. 4.23.

The study above addresses a very simple case but can be generalized. The most
interesting direction is to consider arbitrary degree. For degree higher than 2 “outlier
frequencies” appear in the k-method: these are O (p) highest frequencies that are
numerically spurious and, though they can be filtered out by a suitable geometric
parametrization [71] or mesh refinement [45], their full understanding is an open
problem. Most importantly, the higher-order p-elements give rise to so-called
“optical branches” to spectra, which have no approximation properties, having
relative errors that diverge with p; on the other hand there are no optical modes
with the k-method and, excluding the possible outlier frequencies, the spectral errors
converge with p. Based on the previous observations, we are able to confidently use
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Fig. 4.24 Comparison of k-method and p-method numerical spectra

numerics to calculate invariant analytical spectra for both p-method and k-method.
This comparison is reported in Fig. 4.24 and registers a significant advantage for the
latter. These results may at least partially explain why classical higher-order finite
elements have not been widely adopted in problems for which the upper part of
the discrete spectrum participates in a significant way, such as, for example, impact
problems and turbulence.

The study can be extended to multidimensional problems as well, mainly
confirming the previous findings. We refer again to [71] for the details.

Finally, we present a simple problem that shows how the spectrum properties
presented above may affect a numerical solution. Consider the model equation

¢" + k¢ =0, (4.101)
with boundary conditions
0 =1, ¢(1)=0. (4.102)
The solution to problem (4.101)—(4.102) can be written as

sin(k(1 — x))
d(x, k) = sink) (4.103)
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Fig. 4.25 Solutions of the boundary value problem (4.101)-(4.102) for p = 3 computed with
k = 71: exact solution (top), k-method (31 degrees-of-freedom, center) and p-method (31 degrees-
of-freedom, bottom)

We numerically solve (4.101)-(4.102) for k = 71, selecting p = 3 and 31
degrees-of-freedom for the k- and p-method. The results are reported in Fig. 4.25.
The k-method is able to reproduce correctly the oscillations of the exact solutions
(phase and amplitude are approximately correct). There are no stopping bands for
the k-method. On the contrary, since k = 71 is within the 2nd stopping band of
the p-method, a spurious attenuation is observed. We refer to [71] for the complete
study.
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4.5.2 [Eigenfunction Approximation

Let £2 be a bounded and connected domain in Rd, where d € Z* is the number of
space dimensions. We assume £2 has a Lipschitz boundary 2. We assume both are
continuous and coercive in the following sense: For all v, w € ¥,

a(v,w) < vlellwle (4.104)

lwl% = a(w, w) (4.105)

(v, w) < lvllflwll (4.106)

lwl* = (v, w) (4.107)

where || - || is the energy-norm which is assumed equivalent to the (H™(£2))"-

norm on ¥ and || - | is the (L%(£2))" = (H°(£2))" norm. The elliptic eigenvalue
problem is stated as follows: Find eigenvalues A; € RT and eigenfunctions u; € ¥,
forl =1,2,...,00,suchthat, forall w € ¥,

A(w, up) = a(w, up) (4.108)
It is well-known that 0 < A; < Ay < A3 < ..., and that the eigenfunctions are
(L%(£2))"-orthonormal, that is, (ux, u;) = 8 where 8 is the Kronecker delta,
for which §;; = 1 if k = [ and 6y = O otherwise. The normalization of the

eigenfunctions is actually arbitrary. We have assumed without loss of generality
that ||u;]| = 1, foralll = 1,2, ..., co. It follows from (4.108) that

lurll = aur, u) = M (4.109)
and a(ug,u;) = 0 for k # [. Let ¥ be either a standard finite element space

(p-method) or a space of maximally smooth B-splines (k-method). The discrete
counterpart of (4.108) is: Find Af’ € R* and uf’ € ¥ such that for all w" € ¥,

At uly = a@”, ul (4.110)
The solution of (4.110) has similar properties to the solution of (4.108). Specifically,
0 < )Jf < )Lg <...< )\’;V, where N is the dimension of ¥, (u’lz, u;l) = Ok,
luf 13, = a(u), ul'y = A}, and a(uf, ul") = 0if k # I. The comparison of {A]', u/'}
to {A;,u;} foralll = 1,2,..., N is the key to gaining insight into the errors of the

discrete approximations to the elliptic boundary-value problem and the parabolic
and hyperbolic initial-value problems.

The fundamental global error analysis result for elliptic eigenvalue problems is
the Pythagorean eigenvalue error theorem. It is simply derived and is done so on
page 233 of Strang and Fix [111] The theorem is global in that it is applicable to
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each and every mode in the discrete approximation. Provided that ||ulh = llull,
AM— ult — uy|? T
P 2’” _ 2’”’5 Vi=1,2,....N (4.111)
Al [l ] il %

Note that the relative error in the /th eigenvalue and the square of the relative
(L%(£2))"-norm error in the /th eigenfunction sum to equal the square of the relative
energy-norm error in the /th eigenfunction. Due to the normalization introduced
earlier, (4.111) can also be written as

h
)‘l —
Al

h
! — %

Al
+ ) — wll* = N

Vi=1,2,...,N (4.112)

See Fig.4.26. We note that the first term in (4.112) is always non-negative as
Af‘ > Ar, aconsequence of the “minimax” characterization of eigenvalues (see [111],
p. 223). It also immediately follows from (4.112) that

A —

IA

ol — ul|, (4.113)

h 2
lu) — urlly
Al

IA

luf — ur|)? (4.114)

We consider the elliptic eigenvalue problem for the second-order differential
operator in one-dimension with homogeneous Dirichlet boundary conditions. The
variational form of the problem is given by (4.108), in which

Udw du
a(w, u;) = / Ldx (4.115)
0 dx dx
1
(w, u;) = / wuydx 4.116)
0
Fig. 4.26 Graphical
representation of the
Pythagorean eigenvalue error
theorem
1/2
(-2 e}~ |
172 1/2
2/ A,

o} — |
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The eigenvalues are A; = 72> and the eigenfunctions are u; = +/2sin (I7x),
I = 1,2,...,00. Now, we will present the eigenvalue errors, rather than the
eigenfrequency errors, and, in addition, L(0, 1)- and energy-norm eigenfunction
errors. We will plot the various errors in a format that represents the Pythagorean
eigenvalue error theorem budget. We will restrict our study to quadratic, cubic,
and quartic finite elements and B-splines. In all cases, we assume linear geometric
parametrizations and uniform meshes. Strictly speaking, for the k-method the results
are only true for sufficiently large N, due to the use of open knot vectors, but in this
case “sufficiently large” is not very large at all, say N > 30. For smaller spaces,
the results change slightly. The results that we present here were computed using
N ~ 1000 and, in [73], have been validated using a mesh convergence study and by
comparing to analytical computations.

Let us begin with results for the quadratic k-method, i.e. C'-continuous quadratic
B-splines, presented in Fig.4.27a. The results for the relative eigenvalue errors
(red curve) follow the usual pattern that has been seen before. The squares of the
eigenfunction errors in L2(0, 1) are also well-behaved (blue curve) with virtually no
discernible error until about /[/N = 0.6, and then monotonically increasing errors
in the highest modes. The sums of the errors produce the squares of the relative

2 T T T T 2 T T T T
— L%(0, 1)-norm eigenfunction error — L%(0, 1)-norm eigenfunction error
—— Eigenvalue error —— Eigenvalue error
L.8[| — Energy-norm eigenfunction error T L8[ — Energy-norm eigenfunction error
1.6 1 1.6/
14 1 1.4
I h 2
H h H2 i M=\ _ Hu, —u|z
T L pn - A 1 12t
1 1 1
0.8F q 0.8
0.6f 0.6f
0.4f 1 o4}
0.2f 1 0.2f
0 - . 0
0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
/N /N
(a) (b)

Fig. 4.27 Pythagorean eigenvalue error theorem budget for quadratic elements. (a) C!-continuous
B-splines; (b) CO-continuous finite elements. The blue curves are ||uf’ — uy||?, the red curves are
(WP — A1)/, and the black curves are [|uf — u;||% /2;. Note that [luy|| = [lul | = 1, lluzl1% = A,
and [lul |2, = A}
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energy-norm errors (black curve), as per the Pythagorean eigenvalue error theorem
budget. There are no surprises here.

Next we compare with quadratic p-method, i.e., C%-continuous quadratic finite
elements in Fig. 4.27b. The pattern of eigenvalue errors (red curve), consisting of
two branches, the acoustic branch for //N < 1/2, and the optical branch for[/N >
1/2, is the one known from Sect. 4.5.1. However, the eigenfunction error in L2(0, 1)
(blue curve) represents a surprise in that there is a large spike about//N = 1/2, the
transition point between the acoustic and optical branches. Again, the square of the
energy-norm eigenfunction error term (black curve) is the sum, as per the budget.
This is obviously not a happy result. It suggests that if modes in the neighborhood
of [/N = 1/2 are participating in the solution of a boundary-value or initial-value
problem, the results will be in significant error. The two unpleasant features of this
result are (1) the large magnitude of the eigenfunction errors about //N = 1/2 and
(2) the fact that they occur at a relatively low mode number. That the highest modes
are significantly in error is well-established for C°-continuous finite elements, but
that there are potential danger zones much earlier in the spectrum had not been
recognized previously. The midpoint of the spectrum in one-dimension corresponds
to the quarter point in two dimensions and the eighth point in three dimensions, and
so one must be aware of the fact that the onset of inaccurate modes occurs much
earlier in higher dimensions.

The spikes in the eigenfunction error spectrum for C-finite elements raise the
question as to whether or not the eigenfunctions are representative of the best
approximation to eigenfunctions in the vicinity of //N = 1/2. To answer this
question, we computed the L2(0, 1) best approximations of some of the exact
eigenfunctions and plotted them in Fig. 4.28b. (They are indicated by x.) The case
for C'-continuous quadratic B-splines is presented in Fig. 4.28a for comparison. For

: —— L?(0,1)-norm eigenfunction error : ‘ —— L?(0, 1)-norm eigenfunction error
0.9F X L%*(0,1)-norm best approximation error 0.9F| X L?(0,1)-norm best approximation error
0.8 0.8
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0.2 0.2
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Fig. 4.28 Comparisons of eigenfunctions computed by the Galerkin method with L2(0, 1) best
approximations of the exact eigenfunctions. (a) C'-continuous quadratic B-splines; (b) C°-
continuous quadratic finite elements. The blue curves are ||uf’ — u;||?, where uf’ is the Galerkin

approximation of u;, and the x’s are ||iif’ —uy||?, where ﬁf’ is the L2(0, 1) best approximation of u;
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this case there are almost no differences between the best approximation of the exact
eigenfunctions and the computed eigenfunctions. However, for the C-continuous
quadratic finite elements, the differences between the computed eigenfunctions and
the L2(0, 1) best approximations of the exact eigenfunctions are significant, as can
be seen in Fig.4.28b. The spike is nowhere to be seen in the best approximation
results. We conclude that the Galerkin formulation of the eigenvalue problem
is simply not producing good approximations to the exact eigenfunctions about
[/N = 1/2 in the finite element case.

For higher-order cases, in particular cubic and quartic, see [73] where it is shown
that the essential observations made for the quadratic case persist. An investigation
of the behavior of outlier frequencies and eigenfunctions is also presented in [73],
along with discussion of the significance of eigenvalue and eigenfunction errors in
the context of elliptic, parabolic and hyperbolic partial differential equations.

4.6 Computational Efficiency

High-degree high-regularity splines, and extensions, deliver higher accuracy per
degree-of-freedom in comparison to C? finite elements but at a higher computational
cost, when standard finite element implementation is adopted. In this section
we present recent advances on the formation of the system matrix (Sects.4.6.1
and 4.6.2), the solution of linear systems (Sect.4.6.3) and the use a matrix-free
approach (Sect.4.6.4)

We consider, as a model case, the d-dimensional Poisson problem on a single-
patch domain, and an isogeometric tensor-product space of degree p, continuity
CP~! and total dimension N, with N > p. This is the typical setting for the k-
method.

An algorithm for the formation of the matrix is said to be (computationally)
efficient if the computational cost is proportional to the number of non-zero entries
of the matrix that have to be calculated (storage cost). The stiffness matrix in our
model case has about N(2p + 1)? ~ CNp? non-zero entries.

An algorithm for the solution of the linear system matrix is efficient if the
computational cost is proportional to the solution size, i.e., N.

A matrix-free approach aims at an overall computational cost and storage cost of
CN.

4.6.1 Formation of Isogeometric Matrices

When a finite element code architecture is adopted, the simplest approach is to
use element-wise Gaussian quadrature and element-by-element assembling. Each
elemental stiffness matrix has dimension (p + 1)2¢ and each entry is calculated by
quadrature on (p + 1)¢ Gauss points. The total cost is C Ng| p3d ~CN p3d , where
NEgL is the number of elements and, for the k-method, Ng| &~ N.
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A strategy to reduce the cost is to reduce the number of quadrature points. The
paper [72] proposed to use generalized Gaussian rules for smooth spline integrands.
These rules are not known analytically and need to be computed numerically (see
also [9, 13, 14] and the recent paper [75] where the problem is effectively solved
by a Newton method with continuation). Furthermore, reduced quadrature rules
have been considered in [1, 101] and [65]. Another important step is to reduce
the number of operations by arranging the computations in a way that exploits
the tensor-product structure of multivariate splines: this is done by so-called sum
factorization achieving a computational cost of CNp>¢t1, see [3].

Keeping the element-wise assembling loop is convenient, as it allows reusing
available finite element routines. On the other hand, as the computation of each
elemental stiffness matrix needs at least Cp>? FLOPs (proportional to the elemental
matrix size and assuming integration cost does not depend on p) the total cost is at
least CNgLp*¢ ~ CNp*.

Further cost reduction is possible but only with a change of paradigm from
element-wise assembling. This study has been recently initiated and two promising
strategies have emerged.

One idea, in [84], is to use a low-rank expansion in order to approximate the
stiffness matrix by a sum of R Kronecker type matrices that can be easily formed,
thanks to their tensor-product structure. This approach has a computational cost of
CNRp? FLOPs.

Another possibility, from [42], is based on two new concepts. The first is the use
of a row loop instead of an element loop, and the second is the use of weighted
quadrature. This will be discussed in the next section.

4.6.2 Weighted Quadrature

This idea has been proposed in [42]. Assume we want to compute integrals of the
form:

1
/0 Bi(0) B;(0) de. 4.117)

where {E}izl ,,,,, n are p-degree univariate B-spline basis functions. Consider for
simplicity only the maximum regularity case, C”~!, and for the moment a periodic
uniform knot vector. Being in the context of Galerkin method, E({) represents a
test function and B j(¢) represents a trial function.

We are interested in a fixed point quadrature rule. In the lowest degree case,
p = 1, exact integration is performed by a composite Cavalieri-Simpson rule:

1
/0Bi(<:>Bj(c)dc=<@CS(BiBj)=Zw§SBi(x§S)B,~(quS>, (4.118)
q
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CcS

where x;® are the quadrature points and wqcs the relative weights. In the above

hypotheses the points xcs are the knots and the midpoints of the knot-spans and

wCS = _ 2h L1
W, = 3 on knots and wq 3 on midpoints.

Unbalancing the role of the test and the trial factors in (4.118), we can see it as a
weighted quadrature:

/ Bi(¢) Bj(t)d¢ =Q"°(B)) = ZwWQB GrO). @119
0

CcS _ WQ
q Xq.i

function B; only in three pomts the quadrature Q; Y@ is non-zero and the weights
are equal to ’_;

If we go to higher degree, we need more quadrature points in (4.118). For p-
degree splines the integrand B:B j is a piecewise polynomial of degree 2p and an
element-wise integration requires 2p 4 1 equispaced points, or p + 1 Gauss points,
or about p/2 points with generalized Gaussian integration (see [9, 31, 41, 72]). On
the other hand, we can generalize (4.119) to higher degree still using as quadrature
points only the knots and midpoints of the knot spans. Indeed this choice ensures
that, for each basis function E, i =1,...,n,there are 2p + 1 “active” quadrature
points where B; is nonzero. Therefore we can compute the 2p + 1 quadrature
weights by imposing conditions for the 2p + 1 B-splines B ; that need to be exactly
integrated. Clearly, the advantage of the weighted quadrature approach is that its
computational complexity, i.e., the total number of quadrature points, is independent
of p.

Given a weighted quadrature rule of the kind above, we are then interested in
using it for the approximate calculation of integrals as:

where x and w = B; (xWQ)wCS Because of the local support of the

1
/Oc@)Bz'(é)B/@)dw@i (c()B;() = Zw ctrg DB (x) ) .
(4.120)

For a non-constant function c(+), (4.120) is in general just an approximation.
We consider now the model reaction-diffusion problem

(4.121)

—V2u+u=f on $2,
u=0 on 082,

Its Galerkin approximation requires the stiffness matrix S and mass matrix M. After
change of variable we have Ml = {m; ;} € RN*N with entries given by:

mij = /; Ei §j detﬁFd§ .
2
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For notational convenience we write:
my j = fﬁé}(c)iz}(;)c(cmc. 4.122)

In more general cases, the factor ¢ incorporates the coefficient of the equation
and, for NURBS functions, the polynomial denominator. Similarly for the stiffness
matrix S = {s; j} € RV*N we have:

~ a\T /n e ~
sij = /A (DF—TVB,-) (DF—TVB,-)detDFd;

2

= /A VB! ([DF'DF~"]detDF ) VB; d¢
2

which we write in compact form:
d A A A A
Sij= ). /ﬁ (VBi(©),cm@) (VB;(©)),, d¢. (4.123)
I,m=1

Here we have denoted by {c;,m (¢)} , the following matrix:

I,m=1,...,
am@) = {[DF ' (©)DF " ()] deDF ()}, - (4.124)

The number of non-zero elements Nyz of M and S depends on the polynomial
degree p and the required regularity . We introduce the following sets:

d
Iy ={iell.....m)s.t. B, -B; #0}, 7 =[] 44 (4.125)
=1

We have #.;; < (2p + 1) and Nyz = O(N pd). In particular, with maximal
regularity in the case d = 1 one has Nyz = 2p + DN — p(p + 1).

Consider the calculation of the mass matrix. The first step is to write the integral
in a nested way, as done in [3]:

mi,j=f§§,~<;>§,~(c)c<;>dc
1/\ . lA -
=/0 Bil(é“l)le(ﬁ)[/O Bi, (52)Bj,(%2) - -

1
[/0 B, (tqa)Bj, (fd)c@)dfd:| . "d§2:| dy
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The idea in is to isolate the fest function §,-, univariate factors in each univariate
integral and to consider it as a weight for the construction of the weighted quadrature
(WQ) rule. This leads to a quadrature rule for each i; that is:

mij ~ i j=Q % (Bj(0)e©) = Qi (Bj(©)e®))

A - (4.126)
= Qil (le (gl)Qiz ( t Qid (B]d ({d)C(C)))) .

Notice that we drop from now on the label WQ used in the introduction in order to
simplify notation. The key ingredients for the construction of the quadrature rules
that preserve the optimal approximation properties are the exactness requirements.
Roughly speaking, exactness means that in (4.126) we have m; ; = m; ; whenever
¢ is a constant coefficient. When the stiffness term is considered, also terms with
derivatives have to be considered.

We introduce the notation:

199, = [ BBy @i
150, = [ BB @
i (4.127)
N = /O By (¢) B, (@) dg
i = [ BB @i

For each integral in (4.127) we define a quadrature rule: we look for

e points 35,1 = (351,(“, Yz,qz, e, ffd,qd) withg; = 1,...nqp,, with Ngp is #{x} =
1_[?;1 nQp,i;
e foreachindexi; =1,...,npoF;;! =1,...,d, four quadrature rules such that:
nQP.i 1
Q01 = 3 w00 g ~ fo @By @da
q=1
nQp.1 1
Q) =Y i fGig) /0 F@) By @des
1
" (4.128)
o1 nQp,1
QMY =" whh) fGig) ~ / fEOB}@ndy
qr=1

nQp,i

QP =Y wh) fGg ~ / F@)B, g .

q=1
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fulfilling the exactness requirement:

0,00, 55\ _ 7(0,0)
Qi/ (BJI) - ]Il,il, i1

1,0) 57 (1,0
Q0@ y =19
hy = W Ve A, (4.129)
ngl l)(ljjz) = ]Iz(,lili{z
s A 5
Qi/ (le) = ]Il’ilyjl

We also require that the quadrature rules ng") have support included in the support
of Eiz , that is

@ ¢ 2 =w), =0. (4.130)
where 2;;, = {ql €l,...,nqgp; st )Ncl,ql € supp (El)}, recall that here the
support of a function is considered an open set. Correspondingly, we introduce the
set of multi-indexes 2; := [, 21.;,.

Once the points X, are fixed, the quadrature rules have to be determined by
the exactness requirements, that are a system of linear equations of the unknown
weights (each of the (4.129)). For that we require

#2921, = #9 . (4.131)

See[42] for a discussion on the well-posedness of the linear systems for the weights.

The construction of a global grid of quadrature points is done in order to save
computations. For the case of maximum C?~! regularity considered here, the choice
for quadrature points of [42] is endpoints (knots) and midpoints of all internal knot-
spans, while for the boundary knot-spans (i.e. those that are adjacent to the boundary
of the parameter domain Q ) we take p + 1 equally spaced points. Globally Nqp ~
24 NgL = O(N) considering only the dominant term.

When all the quadrature rules are available we can write the computation
of the approximate mass matrix following (4.126), where the quadrature rules
QE?’O), R QS’O) are used. Similar formulae and algorithms can be written for the
stiffness matrix. In that case, all the integrals are approximated separately, and all
the quadrature rules Qg") are necessary.

The mass matrix formation algorithm is mainly a loop over all rows i, for each i
we consider the calculation of

~ 0,0) ,~ \ 5 [~
A= wlf’q )e(%4)Bj (%) - (4.132)
q€Z;
where wpy” = Wiy, gy »
The computational cost of (4.132) is minimised by a sum factorization approach.

Nota that (4.132) can be rearranged as in (4.126) to obtain the following sequence
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of nested summations:

~ 0.0 7
i j = Z wi i B (x1q) Z (4.133)
q1€21, 02622,
0.0 7.
D Wi Bin (g (Xrgy. - X g)
94€24,iy

To write (4.133) in a more compact form, we introduce the notion of matrix-tensor
product. Let 2" = {xk1 ,,,,, kd} € R™M*--X"d be a d—dimensional tensor, and let
m € {1,...,d}. The m—mode product of 2~ with a matrix A = {a,-,j} e RI>m
denoted with 2" x,, A, is a tensor of dimensionny X . . . X 1 Xt XAp41 X . . . X 1g,
with components

m
(2 X A)Iq ,,,,, kg = Zakm,j Xktyookim—1,j k15 ka -
Jj=1
For/l=1,...,dandi; =1, ..., n; we define the matrices
i = ] . 0,0)
B — (B (x ' wiD — dia ( (© )
( i€ l’ql))/leﬁ,i,mee@z,i,’ E\ Wi we2,, ’

where diag(v) denotes the diagonal matrix obtained by the vector v. We also define,
for each index i, the d —dimensional tensor

6 =c(Xg,) = (c(xl,ql, ey xd’q‘l))CIlte,ils---anegd,id .
Using the above notations, we have
Wi g, =% xa (Bu,id)W(d,id)) Xdol .. X (B(l,il)w(l,il))‘ 4.134)

Since with this choice of the quadrature points #.2; ;, and #.7 ;, are both O (p),
the computational cost associated with (4.134)is O( p@*1) FLOPs. Note that 77 i
includes all the nonzeros entries of the i-th row of M. Hence if we compute it for
eachi = 1,..., N the total cost amounts to O (N p“*!) FLOPs. This approach is
summarized in Algorithm 1.

From [42], we report CPU time results for the formation on a single patch domain
of mass matrices. Comparison is made with GeoPDEs 3.0, the optimized but SGQ-
based MATLAB isogeometric library developed by Rafael Vizquez, see[124]. In
Fig. 4.29 we plot the time needed for the mass matrix formation up to degree p = 10
with N = 20°. The tests confirm the superior performance of the proposed row-loop
WQ-based algorithm vs SGQ. In the case p = 10 GeoPDEs takes more than 62 h to
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Input: Quadrature rules, evaluations of coefficients
1 fori=1,...,Ndo

2 setd” =¥ o))

3 for |=d,d—1,...,1do

4 Load the quadrature rule QEIO’O) and form the matrices B¢ and Wi
5 Compute %pi(d+l—l) _ %pi(d—l) X} (B(l,il)w(/,iz));

6 end

7 Store ;, .z, = %i(d);

8 end

Algorithm 1: Construction of mass matrix by sum-factorization

106 T T T T T T T

—--0--35GQ o
105 - ——WQ ‘,0" E

2 3 4 5 6 7 8 9 10
Polynomial degree p

Fig. 4.29 Time for mass matrix assembly in the framework of isogeometric-Galerkin method with
maximal regularity on a single patch domain of 20° elements. The comparison is between the WQ
approach and the SGQ as implemented in GeoPDEs 3.0 [125]

form the mass matrix while the proposed algorithm needs only 27 s, so the use high
degrees is possible with WQ.

4.6.3 Linear Solvers and Preconditioners

The study of the computational efficiency of linear solvers for isogeometric
discretizations has been initiated in the papers [46, 47], where it has been shown
that the algorithms used with the finite element method suffer of performance
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degradation when used to solve isogeometric linear systems. Consider, for example,
a Lagrangian finite element method with polynomial degree p and N degrees-of-
freedom, in 3D, for a Poisson model problem:. As shown in [46], a multifrontal
direct solver requires O (N 2) FLOPs (under the assumption N > p°) to solve the
resulting linear system. If, instead, we consider the isogeometric k-method with
CP~! p-degree splines and N degrees-of-freedom, the same direct solver requires
O(N 2 p3) FLOPs, i.e., p3 times more than in the finite element case. The memory
required is also higher for the k-method.

Iterative solvers have attracted more attention in the isogeometric community
since they allow, though it is not trivial, optimal computational cost. The effort
has been primarily on the development of preconditioners for the Poisson model
problem, for arbitrary degree and continuity splines. As reported in [47], standard
algebraic preconditioners (Jacobi, SSOR, incomplete factorization) commonly
adopted for finite elements exhibit reduced performance when used in the context
of the isogeometric k-method. Standard multilevel and multigrid approaches are
studied respectively in [39] and [60], while advances in the theory of domain-
decomposition based solvers are given in, e.g., [24, 28]. These papers also confirm
the difficulty in achieving both robustness and computational efficiency for the high-
degree k-method.

More sophisticated multigrid preconditioners have been proposed in the recent
papers [54] and [67]. The latter, in particular, contains a proof of robustness,
based on the theory of [115]. The two works are based on the following common
ingredients: specific spectral properties of the discrete operator of the isogeometric
k-method and the tensor-product structure of isogeometric spaces.

The tensor-product structure of multivariate spline space is exploited in [61, 96],
based on approaches that have been developed for the so-called Sylvester equation.
The tensor product structure of splines spaces yields to a Kronecker structure of
isogeometric matrices.

We first recall the notation and basic properties of the Kronecker product of
matrices. Let A € R" " and B € R"™>*" . The Kronecker product between A
and B is defined as

anB ... ain, B
A ® B = . .. . e Rnaannanb
an B ... apn,B
where a;j, i, j = 1,...n,, denote the entries of A. The Kronecker product is
an associative operation, and it is bilinear with respect to matrix sum and scalar

multiplication. Some properties of the Kronecker product that will be useful in the
following.

e It holds

(A® B)T = AT @ BT. (4.135)
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e If C and D are matrices of conforming order, then
(A® B) (C® D) =(AC ® BD). (4.136)

e For any matrix X € R"* we denote with ec(X) the vector of R"e"*> obtained
by “stacking” the columns of X. Then if A, B and X are matrices of conforming
order, and x = ec(X), it holds

(A® B)x = ec(BXAT). (4.137)

The last property can be used to cheaply compute matrix-vector products with a
matrix having Kronecker structure. Indeed, it shows that computing a matrix-vector
product with A ® B is equivalent to computing n; matrix-vector products with A
and n, matrix-vector products with B. Note in particular that A ® B does not have
to be formed.

Consider the Laplace operator with constant coefficients, on the square [0, 1]2,
then the tensor-product spline Galerkin discretization leads to the system

(Ki®@My+M; ® Ko))u=>b (4.138)

where K, and M, denote the univariate stiffness and mass matrices in the ¢
direction, £ = 1,2, and ® is the Kronecker product. For simplicity, we assume
that all the univariate matrices have the same order, which we denote with n. Note
in particular that N = n?.

Observe that in general, for variable coefficients, general elliptic problems, non-
trivial and possibly multipatch geometry parametrization, the isogeometric system
is not as in (4.138). In this case, a fast solver for (4.138) plays the role of a
preconditioner. At each iterative step, the preconditioner takes the form

(K\ Q@ My + M Q Ky)s =r. (4.139)
Using relation (4.137), we can rewrite this equation in matrix form
M) SK| + K2 S # = R, (4.140)

where ec(S) = s and ec(R) = r. Equation (4.140) takes the name of (generalized)
Sylvester equation. Due to its many applications, the literature dealing with
Sylvester equation (and its variants) is vast, and a number of methods have been
proposed for its numerical solution. We refer to [110] for a recent survey on this
subject.

Following [96], we consider the fast diagonalization (FD) method which is a
direct solver, that is, s = 2~ !r is computed exactly. It was first presented in 1964
by Lynch, Rice and Thomas [83] as a method for solving elliptic partial differential
equations discretized with finite differences. This approach was extended to a
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general Sylvester equation involving nonsymmetric matrices by Bartels and Stewart
in 1972 [11], although this is not considered here.

We consider the generalized eigendecomposition of the matrix pencils (K1, M1)
and (K7, M>), namely

K\Uy = M\UiD1  KyU» = MUz D, (4.141)

where Dy and D; are diagonal matrices whose entries are the eigenvalues of M| 'k 1
and M, 1K2, respectively, while U; and U, satisfy

ulmu, =1,  UlmU, =1,
which implies in particular UI_TUI_1 = M; and U2_TU2_l = M>, and also,
from (4.141), UI_TDlUl_l = K and U2_TD2U2_l = K». Therefore we factorize
2 in (4.139) as follows:
U1eU) T (D1®I+1®Dy) (Ui ®Us) " 's=r,

and adopt the following strategy:

Compute the generalized eigendecompositions (4.141)
Compute 7 = (U; @ Up)Tr

Compute s = (D; @ I + 1 @ D)~ 'F

Compute s = (U; ® Us)s

Algorithm 2: FD direct method (2D)

The exact cost of the eigendecompositions in line 1 depends on the algorithm
employed. A simple approach is to first compute the Cholesky factorization M; =
LLT and the symmetric matrix K; = L~'K,L~7. Since M; and K are banded,
the cost of these computations is O( plzf) FLOPs. The eigenvalues of K1 are the
same of (4.141), and once the matrlx Ui of orthonormal eigenvectors is computed
then one can compute Uy = L™ T, 1, again at the cost of O( pnz) FLOPs Being U 1
orthogonal, then U TM1 Uy = I,. If the eigendecomposition of K, is computed
using a divide-and-conquer method, the cost of this operation is roughly 4n°
FLOPs. We remark that the divide-and-conquer approach is also very suited for
parallelization. In conclusion, by this approach, line 1 requires roughly 81 FLOPs.

Lines 2 and 4 each involve a matrix-vector product with a matrix having
Kronecker structure, and each step is equivalent (see (4.137)) to 2 matrix products
involving dense n x n matrices. The total computational cost of both steps is 81>
FLOPs. Line 3 is just a diagonal scaling, and its O(n?) cost is negligible. We
emphasize that the overall computational cost of Algorithm 2 is independent of p.

If we apply Algorithm 2 as a preconditioner, then Step 1 may be performed
only once, since the matrices involved do not change throughout the CG iteration.
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In this case the main cost can be quantified in approximately 873 FLOPs per CG
iteration. The other main computational effort of each CG iteration is the residual
computation, that is the product of the system matrix </ by a vector, whose cost
in FLOPs is twice the number of nonzero entries of <7, that is approximately
2(2p + 1)?n%. In conclusion, the cost ratio between the preconditioner application
and the residual computation is O (n/ p?).

When d = 3, Eq. (4.139) takes the form

(K1iQMy QM3+ M QK QM3 +M QM ® K3)s =, (4.142)

where, as in the 2D case, we assume that all the univariate matrices have order n
(and hence N = n?).

The FD method above admits a straightforward generalization to the 3D case.
We consider the generalized eigendecompositions

KUy = MU, Dy, KUy = MaUs Dy, K3Us = M3U3 D3, (4.143)
with D1, D>, D3 diagonal matrices and

ulmu, =1, UIMyUs =1, UIMUs =1.

Then, (4.142) can be factorized as

U QU2 @U3) ' (D1 ®@IQI+I®D, @I +1®1®D3) (U @Us®@U3)~ T

s=r,

which suggests the following algorithm.

Compute the generalized eigendecompositions (4.143)
Compute 7 = (U; ® Uy @ U3)r

Compute 5= (D} @ IR I +1® Dy @1 +1®1® D3)"' 7
Compute s = (U} @ Us @ U3)T5

Algorithm 3: FD direct method (3D)

Lines 1 and 3 require O (n>) FLOPs. Lines 2 and 4, as can be seen by nested
applications of formula (4.137), are equivalent to performing a total of 6 products
between dense matrices of size n x n and n x n?. Thus, neglecting lower order terms
the overall computational cost of Algorithm 3 is 12n* FLOPs.

The FD method is even more appealing in the 3D case than it was in the 2D
case, for at least two reasons. First, the computational cost associated with the
preconditioner setup, that is the eigendecomposition, is negligible. This means that
the main computational effort of the method consists in a few (dense) matrix-
matrix products, which are level 3 BLAS operations and typically yield high
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efficiency thanks to a dedicated implementation on modern computers by optimized
usage of the memory cache hierarchy Second, in a preconditioned CG iteration
the cost for applying the preconditioner has to be compared with the cost of the
residual computation (a matrix-vector product with 27) which can be quantified
in approximately 2(2p + 1)*n3 for 3D problems, resulting in a FLOPs ratio of
the preconditioner application to residual computation of O(n/p3). However in
numerical tests we will see that, for all cases of practical interest in 3D, the
computational time used by the preconditioner application is far lower that the
residual computation itself. This is because the computational time depends not only
on the FLOPs count but also on the memory usage and, as mentioned above, dense
matrix-matrix multiplications greatly benefit of modern computer architecture.

We report some 3D single-patch numerical tests from [96]. We consider a two
domains: the first one is a thick quarter of ring; note that this solid has a trivial
geometry on the third direction. The second one is the solid of revolution obtained
by the 2D quarter of ring. Specifically, we performed a 7/2 revolution around the
axis having direction (0, 1, 0) and passing through (—1, —1, —1). We emphasize
that here the geometry is nontrivial along all directions.

We consider a standard Incomplete Cholesky (IC) preconditioner (no reordering
is used in this case, as the resulting performance is better than when using the
standard reorderings available in MATLAB).

In Table 4.1 we report the results for the thick quarter ring while in Table 4.2 we
report the results for the revolved ring. The symbol “*” denotes the cases in which
even assembling the system matrix </ was unfeasible due to memory limitations.
From these results, we infer that most of the conclusions drawn for the 2D case

Table 4.1 Thick quarter of ring domain

CG + & iterations/time (s)

h! p=2 p=3 p=4 p=>5 p=©6
32 26/0.19 26/0.38 26/0.75 26/1.51 26/2.64
64 27/1.43 27/3.35 27/6.59 27/12.75 27/21.83
128 28/14.14 28/32.01 28/61.22 * *

CG + & iterations/time (s)
h! p=2 p=3 p=4 p=>5 p=6
32 26 (7)/0.88 26 (7)/1.20 26 (7)/1.71 26 (7)/2.62 27 (8)/4.08
64 27 (7)/7.20 27 (8)/10.98 27 (8)/14.89 27 (8)/21.81 27 (8)/30.56
128 28 (8)/99.01 28 (8)/98.39 28 (8)/143.45 * *

CG + IC iterations/time (s)
h! p=2 p=3 p=4 p=>5 p=6
32 21/0.37 15/1.17 12/3.41 10/9.43 9/24.05
64 37/4.26 28/13.23 22/33.96 18/88.94 16/215.31
128 73/65.03 51/163.48 41/385.54 * *

Performance of CG preconditioned by the direct method (upper table), by ADI (middle table) and
by Incomplete Cholesky (lower table)
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Table 4.2 Revolved quarter of ring domain

CG + & iterations/time (s)

h! p=2 p=3 p=4 p=>5 p==6
32 40/0.27 41/0.63 41/1.24 42/2.38 42/4.13
64 44/2.30 44/5.09 45/10.75 45/20.69 45/35.11
128 47/23.26 47/55.34 47/101.94 * *

CG + £ iterations/time (s)
K1 p=2 p=3 p=4 p=>5 p=06
32 40 (7)/1.39 41 (7)/1.93 41 (7/2.67 42 (71)/4.17 42 (8)/6.25
64 44 (7)/11.82 44 (8)/16.96 45 (8)/24.31 45 (8)/35.76 45 (8)/49.89
128 47 (8)/170.69 47 (8)/168.45 47 (9)/239.07 * *

CG + IC iterations/time (s)
h! p=2 p=3 p=4 p=>5 p=06
32 24/0.44 18/1.28 15/3.61 12/9.63 11/24.57
64 47/5.19 35/14.95 28/37.33 24/94.08 20/222.09
128 94/81.65 71/211.53 57/464.84 * *

Performance of CG preconditioned by the direct method (upper table), by ADI (middle table) and
by Incomplete Cholesky (lower table)

Table 4.3 Percentage of -l

X . o p=2 p=3 p=4 p=5 p=6
time spent in the application 10 2560 1334 7.40 416 244
of the 3D FD preconditioner ) ’ : : ’

with respect to the overall CG 64 22.69 11.26 5.84 3.32 1.88
time 128  25.64 13.09 6.92 * *

Revolved ring domain

still hold in 3D. In particular, both Sylvester-based preconditioners yield a better
performance than the IC preconditioner, especially for small /.

Somewhat surprisingly, however, the CPU times show a stronger dependence
on p than in the 2D case, and the performance gap between the ADI and the FD
approach is not as large as for the cube domain. This is due to the cost of the residual
computation in the CG iteration (a sparse matrix-vector product, costing O (p3n3)
FLOPs). This step represents now a significant computational effort in the overall
CG performance. In fact, our numerical experience shows that the 3D FD method is
so efficient that the time spent in the preconditioning step is often negligible w.r.t. the
time required for the residual computation. This effect is clearly shown in Table 4.3,
where we report the percentage of time spent in the application of the preconditioner
when compared with the overall time of CG, in the case of the revolved ring domain.
Interestingly, this percentage is almost constant w.r.t. & up to the finest discretization
level, corresponding to about two million degrees-of-freedom.

For conforming multi-patch parametrization, we can easily combine the
approaches discussed above with an overlapping Schwarz preconditioner. For
details, see [96]. Extension of this approach to nonconforming discretizations
would require the use of nonconforming DD preconditioners (e.g., [81]) instead of
an overlapping Schwarz preconditioner.
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4.6.4 Matrix-Free Computationally-Efficient k-Refinement

The techniques of Sects.4.6.2 and 4.6.3 are still not enough to achieve the full
potential of the k-method and motivate the k-refinement from the point of view
of computational efficiency. Matrix operations are too slow and the matrix storage
itself poses restrictions to degree elevation. Therefore in [97] the idea of forming and
storing the needed matrices is abandoned and, still relying on weighted quadrature,
a matrix-free approach is developed. In such a case, the system matrix is available
only as a function that computes matrix-vector products. This is exactly what is
needed by an iterative solver. Matrix-free approaches have been use in high-order
methods based on a tensor construction like spectral elements (see [121]) and have
been recently extended to hp-finite elements [2, 80]. They are commonly used
in non-linear solvers, parallel implementations, typically for application that are
computationally demanding, for example in computational-fluid-dynamics [74, 92].

The cost to initialize the matrix-free approach is only O (N) FLOPs, while the
computation of matrix-vector products costs only O(Np) FLOPs. Moreover, the
memory required by this approach is just O (N), i.e., it is proportional to the number
of degrees of freedom. On the other hand, in 3D the memory required to store the
matrix would be O (Np?), and the cost to compute standard matrix-vector products
would be O(Np?) FLOPs. It is important to remark that, while in some cases the
reduction in storage is the major motivation of the matrix-free approach, in this
case framework both FLOPs and memory savings are fundamental in order to make
the use of the high-degree k-method possible and advantageous. We emphasize that
other matrix-free approaches which rely on more standard quadrature rules (e.g.
Gaussian quadrature) require O (Np*) FLOPs to compute matrix-vector products.

The innovative implementation described below is, in the case of the k-method
(the isogeometric method based on splines or NURBS, etc., with maximum
regularity), orders of magnitude faster than the standard implementation inherited
by finite elements. The speedup on a mesh of 2563 elements is 13 times for degree
p = 1, 44 times for degree p = 2, while higher degrees can not be handled in
the standard framework. Indeed, in the standard implementation, higher degrees are
beyond the memory constraints of nowadays workstations, while they are easily
allowed in the new framework. This has the upshot: it gives, for the first time, clear
evidence of the superiority of the high-degree k-method with respect to low-degree
isogeometric discretizations in terms of computational efficiency.

This approach has been also studied, implemented and tested in an innovative
environment and hardware for dataflow computing, in the thesis [122].

For brevity we only present here the weighted quadrature matrix-free algorithm
for the mass matrix multiplication. Let M be the approximation of M obtained with
weighted quadrature, as described in Sect. 4.6.2. We use however indices instead of
multi-indices, for the sake of simplicity. We want to compute the vector Mv, where
v € RY is a given vector.



4 TIsogeometric Analysis 299

Fori =1,..., N, we observe that
N N Ngp
(Mv), =Y digjv; =Y > wige(xg)Bj(xg)v;
Jj=1 Jj=14g=1
Nap N
=Y wigexg) | D Bjxg)v; |
q=1 j=1

where we have used the definition of n7,~j from (4.133). If we define v, =
Z;v:l v; B j» we have then the obvious relation

Nap
=3 wig expun(xg) = Q2 (c(Hun (). (4.144)

g=1

Above, we see that weighted-quadrature is well suited for a direct calculation of the
i-th entry of Mu: this is just equivalent to approximating the integral of the function
¢ v, using the i-th quadrature rule.

Then Mv can be computed with the following steps:

1. Compute v € RVoP, with 3, Uy = un(xg), g =1, NQP.
2. Compute v € RVoP, with b, := ¢(x,) - vh(xq) g=1,...,Ngp.

3. Compute (Mv)i = Zq:l Wi g vq,i =1,...,N.

This algorithm, and in particular steps 1 and 3, can be performed efficiently by
exploiting the tensor structure of the basis functions and of the weights. In order to
make this fact apparent, we now derive a matrix expression for the above algorithm.
Consider the matrix of B-spline values # € RNaP*N  with Byj = B i(Xg), g =

1,...,Ngp,j =1,..., N, which can be written as
#B=B;®...0By, (4.145)
where
By = BLjg) @=1....ng ji=1,....n. (4.146)
We also consider the matrix of weights % € RV*Nap | with Wiy = Wig, I =
1,...,N,q =1,..., Nop. Thanks to the tensor structure of the weights, it holds
W =Ws®...0 W (4.147)
where

(Wl)im = Wi,i;q» ii=1,....n, g¢g=1,...,n4.
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Finally we introduce the diagonal matrix of coefficient values

2 = diag ({c(xq)}qzleQP) . (4.148)
Then forevery i, j = 1, ..., N we infer that
_ Nap R Nap
Mi; = Z wigc(Xg) Bj(Xg) = Z WiqDaqPBej = W DB);j .
gq=1 gq=1
Thus it holds
M=w2% (4.149)

The factorization above of M justifies Algorithm 4, which computes efficiently the
matrix-vector product.

We now analyze Algorithm 4 in terms of memory usage and of computational
cost, where we distinguish between setup cost and application cost. The initializa-
tion of Algorithm 4 requires the computation and storage of the coefficient values
c(x4),qg =1,..., Ngp, and of the (sparse) matrices W; € R"*"¢ and B; € R"*",
for/ =1, ..., d. Thelatter part, which involves only the computation and storage of
univariate function values and weights, has negligible requirements both in terms of
memory and arithmetic operations. The computational cost of the evaluation of the
coefficients c(x,) is problem dependent. For example, when ¢ (§) = det (Jrg(§))
and FR is a spline/NURBS parametrization of degree lower than the one of the
isogeometric space, as it happens in the numerical benchmarks of the isogeometric
k-method, one can assume this cost is O(N) FLOPs, i.e., independent of p. In
general, the storage of such coefficients clearly requires Nop ~ 2¢N = O(N)
memory.> We emphasize that this memory requirement is completely independent
of p; this is a great improvement if we consider that storing the whole mass matrix

Initialization: Compute and store the matrices 2, B; and Wy, for/ =1,...,d.
Input : Vector v € RV.

1 Compute V= (B;®...®B))v;

2 Compute =9,

3 Computew = Wy ®-... ®W1)%;
Output : Vector w = Mv € RV,

Algorithm 4: Matrix-free product (mass)

31t is possible to further reduce the memory requirements at the cost of increasing _the number
of computations. Indeed, note that it is not necessary to store the whole 2, ¥ and v since w in
Algorithm 4 can be computed component by component with on-the-fly calculation of the portion
of 2, v and v that is needed).
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would require roughly (2p +1)?N = O (Np?) memory. As for the application cost,
Step 2 only requires N FLOPs. Using the properties of Kronecker product and the
fact that nnz (B(l)) ~2pn,l =1,...,d,we find that the number of FLOPs required
by Step 1 is

4pn (nd_l +20 4 2d_1nd_1) < 2d+2Np = O(Np).

Approximately the same number of operations is required for Step 3. Hence we
conclude that the total application cost of Algorithm is O (Np) FLOPs. This should
be compared with the O (Np?) cost of the standard matrix-vector product.

Similar conclusions hold for the stiffness matrix, though it requires a different
treatment of the different derivatives, in the spirit of the weighted quadrature.

Now we report some numerical tests of this approach, from [97], considering a
Poisson problem on a mesh of 256% elements, on a thick quarter of annulus as in
Fig.4.30 (left). For the sake of simplicity, a uniform mesh is considered but all the
algorithms do not take any advantage of it and work on non-uniform meshes.

The problem solution is an oscillating manufactured solution, namely

u(x, y, z) = sin (Szx) sin (Smy) sin (57 z) <x2 + y2 — 1) (x2 + y2 — 4) .
(4.150)

In the tests we see that the k-refinement, whose use has always been discouraged by
its prohibitive computational cost, becomes very appealing in the present setting.
For different values of 4 and p we report the total computation time (setup and
solution of the system) and the error |[u — Uyl 1, where U, € Vj, is the function
associated with the approximate solution of the linear system (using BiCGStab and
the preconditioner of Sect. 4.6.3). Results are shown in Table 4.4 and in Fig. 4.31.
There is a minimal mesh resolution which is required to allow k-refinement
convergence. This depends on the solution, which is in the example (4.150) a simple

1

S -
~. <
as
N 08
[

Fig. 4.30 Thick ring and revolved ring domains
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Fig. 4.31 Representation in the time-error plane of the results shown in Table 4.4

oscillating function with wavelength 1/5 on a domain with diameter 3. Indeed, there
is no approximation (i.e., the relative approximating error remains close to 1) for
meshes of 163 elements or coarser, for any p. Convergence begin at a resolution of
323 elements.

The computation time of the proposed matrix-free method grows almost linearly

3
with respect to N = ( i) (note that the growth is slower between the two coarser

discretization level, where apparently we are still in the pre-asymptotic regime).
Time dependence on p is also very mild: the computation time for p = 8 is 1/3
the one for p = 2, keeping the same mesh resolution. The time growth with respect
to N and p is due not only to the increased cost for system setup, matrix-vector
product and application of the preconditioner, but also to the increased number
of iterations. In turn, the number of iterations grows not because of a worsening
of the preconditioner’s quality (according to the results in [96, 117]) but because
of a smaller discretization error, which corresponds to a more stringent stopping
criterion.

The higher the degree, the higher the computational efficiency of the k-method.
This is clearly seen in Fig. 4.31 where the red dots (associated to p = 8§, the highest
degree in our experiments), are at the bottom of the error vs. computation time plot.

The k-refinement is superior to low-degree h-refinement given a target accuracy:
for example, for a relative accuracy of order 1073, we can select degree p =
8 on a mesh of 323 elements or p = 2 on a mesh of 2563 elements: the
former approximation is obtained in 2.7 s while the latter takes about 690 s on our
workstation, with speedup factor higher than 250.
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4.7 Application Examples

In this section we present some numerical benchmarks of model problems. The first
example, from [15], is the one of linear elasticity. The second one, from [57], is a
fluid benchmark and utilizes the divergence-free isogeometric vector fields defined
in Sect. 4.3.2.

4.7.1 Linear Elasticity

We start by considering the classical elliptic linear elastic problem. First we
introduce some notation. The body occupies a two-dimensional domain £2 C R2.
We assume that the boundary 0£2 is decomposed into a Dirichlet part I'p and
a Neumann part I'y. Moreover, let f : 2 — R¢ be the given body force and
g:R2: Iy — R the given traction on ['y.

Then, the mixed boundary-value problem reads

divCe(u) +f=0 in £2
u=20 onIp (4.151)
Ce(m) n=g only,

where u is the body displacement and e(u) its symmetric gradient, n is the unit
outward normal at each point of the boundary and the fourth-order tensor C satisfies

Cw = 2u [w v tr(w)I} (4.152)
1—-2v

for all second-order tensors w, where tr represents the trace operatorand u© > 0, 0 <
v < 1/2 are, respectively, the shear modulus and Poisson’s ratio. The stress, o, is
given by Hooke’s law, 0 = Ce.

Assuming for simplicity a regular loading f € [L2(£2)]? and ge [L2(I'y)]?, we
introduce also

<¥.ve>=EVe+ @V, VYvelH'2, (4.153)
where (, ), (, )ry indicate, as usual, the L? scalar products on §2 and
I'y, respectively. The variational form of problem (4.151) then reads: find u €

[H], (£2)] such that

(Ce(w), e(M)e =<¥,v>  Vvel[H] ()" (4.154)

To solve (4.151), we introduce an isogeometric vector space V), as defined in
Sect.4.3.1 and look for the Galerkin isogeometric approximation u, € V), such
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that
(Ce(u),e(M)e =<¥,v> VeV, (4.155)
where
Vi =[Val* N [Hf, ()1 (4.156)

This is an elliptic problem, then a Galerkin method returns the best approxima-
tion in the energy norm. The order of convergence of the numerical error u — uy,
follows from the approximation properties of isogeometric spaces, see Sect. 4.4.

We will see this for the model of an infinite plate with a hole, modeled by a
finite quarter plate. The exact solution [64, pp. 120-123], evaluated at the boundary
of the finite quarter plate, is applied as a Neumann boundary condition. The setup
is illustrated in Fig.4.32. T is the magnitude of the applied stress at infinity, R
is the radius of the traction-free hole, L is the length of the finite quarter plate, E
is Young’s modulus, and v is Poisson’s ratio. The rational quadratic basis is the
minimum order capable of exactly representing a circle.

The first six meshes used in the analysis are shown in Fig.4.33. The cubic
and quartic NURBS are obtained by order elevation of the quadratic NURBS on
the coarsest mesh (for details of the geometry and mesh construction, see [70]).
Continuity of the basis is C”~! everywhere, except along the line which joins the
center of the circular edge with the upper left-hand corner of the domain. There it is
C! as is dictated by the coarsest mesh employing rational quadratic parametrization.
In this example, the geometry parametrization is singular at the upper left-hand
corner of the domain. Convergence results in the L?-norm of stresses (which is
equivalent to the H'-seminorm of the displacements) are shown in Fig.4.34. As
can be seen, the L?-convergence rates of stress for quadratic, cubic, and quartic

Fig. 4.32 Elastic plate with a Exact traction
circular hole: problem
definition
= z
g R=1 2
L3 L=4 £
- >
- 3 E=10° ©»
<
& v=03
on=0 R

x Symmetry 0\
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NURBS are 2, 3, and 4, respectively, hence optimal in all cases, consistent with the
approximation estimates described in Sect. 4.4.

4.7.2 Steady Navier-Stokes Problem

We consider now the steady Navier-Stokes Problem. The fluid occupies the domain
£ C R3. We assume that the boundary 32 = I'p for simplicity and take f : 2 —
RR? as the external driving force. Then, the problem reads

div(u®u) — div(Qve(uw)) + Vp=f in 22
divau=0 in 2 4.157)
u-n on ds2,

where u is the fluid velocity, p is the pressure, v is the kinematic viscosity and & (u)
is the symmetric gradient operator.

The variational form of (4.157) reads as follows: find u € [HOI(Q)]" and p €
L3($2) such that

QQve),e(V)e —(W®u, Vv)o — (p, dive)o + (g, divv)e (4.158)
= (£, v)o. Yu e [H} ()1, q € L), '

where L%(Q) is the subspace of L2(£2) functions having zero average on 2. At
the discrete level, we are going to adopt a divergence-free (X7, X 2) isogeometric
discretization for the velocity-pressure pair, as defined in Sect.4.3.2. In this case,
only the Dirichlet boundary condition on the normal velocity component (i.e., no-
penetration condition) can be imposed strongly (see [38]) while the other boundary
conditions, including the Dirichlet boundary condition on the tangential velocity
component, have to be imposed weakly, for example by Nitsche’s method, as studied
in [57]. For that, we introduce the space H},(Q) = {w e [H'(£2)]¢ such that w-n =
0 on 052}, and the discrete variational formulation is: find u;, € Xﬁ NnH ,11(.{2) and
pr € X3 N L3(£2) such that

Que(wy), e(vi))o — (W @y, Vi) o — (pr, divuy) o + (gn, divvy)e
Cpen
- f <(€(uh)n) Vet (€M) w0 W, 'Vh) ds
rcae’'F F

= vi)e, Vv, € X3 NHL(2), qn € X3 N LY(£2),
(4.159)
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where F' C 952 denote the faces (in three dimensions) of the Bézier elements that
are on the boundary of £2 and Cj,., > 0 is a suitable penalty constant.

We consider a simple configuration (see [57, Section 8.2]), with £2 = [0, 177 and
select in (4.32) the polynomial degrees p; = p» = p3 =2 and p; = p» = p3 = 3.
Selecting knots with single multiplicity, the former choice Xﬁ is formed by linear-
quadratic splines and X Z is formed by trilinear splines, which is the minimum degree
required to have X % e [H'(£2)]%. The right-hand side is set up in order to give the
exact solution:

x(x =)y (y = D22 - 1?
u,=curl | 0 i p =sin(mx)sin(ry) —

= D2y - D2z - 1)

72’

Streamlines associated with the exact solution are plotted in Fig. 4.35. The conver-
gence rates are shown in Figs. 4.36 and 4.37 for Reynolds number Re = 1. Optimal
convergence is obtained for both velocity and pressure. We remark that the discrete
velocity is point-wise divergence-free, because of (4.38).

Velocity

0.003

Fig. 4.35 Vortex manufactured solution: Flow velocity streamlines colored by velocity magnitude
(from [57])
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