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Preface

Overview

Fog Computing is a distributed computing environment that extends the Cloud
Computing paradigm to fully support the Internet of Things (IoT) vision. It aims
to push the intelligence, processing and storage of data closer to the Edge of the
network to provide computer-related services more immediately and near to the
interconnected smart things that form part of the IoT. For this reason, Fog
Computing is sometimes also referred to as Edge Computing. The two terms are
often used interchangeably; however, there are subtle differences. Fog Computing
market is currently valued at $22.3 million in 2018; it is expected to expand at an
explosive rate to grow to around $205 million over the next five years. With such
high level of connectivity of smart devices, Fog Computing appears to be the next
big thing for the IoT vision.

Although the Cloud paradigm is highly attractive for data-intensive processing
requirements, there are a number of inherent limitations that the Fog vision aims to
resolve: by reducing the Internet/service latency, increasing the context awareness,
conserving the network bandwidth, improving the quality of provision, enhancing
the operational efficiency, providing the improved user experience and speeding up
the real-time processing as well as storing of sensitive data close to where the data
are generated. Fog paradigm also provides better support for mobility and the use of
mobile communication.

In brief, whereas in Cloud Computing, response times are in minutes and often
days, data storage periods are more longer time and often permanent, and location
coverage is too wide and often global; in Fog Computing, response times are in
milliseconds or sub-seconds, data storage periods are transient, and location cov-
erage is local and with increased awareness. These benefits are mainly due to the
localization of nodes in the Fog architecture that supports vertically isolated
latency-sensitive applications by providing ubiquitous, scalable, layered and
federated network connectivity. Whereas the Cloud environments are often
geographically a long way away from the end-user devices and rely heavily on the
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wider Internet bandwidths, the Fog services are much closer to end users with dense
geographical distribution. Fog Computing is currently being successfully deployed
in numerous commercial and industrial application scenarios that require both Fog
localization and Cloud globalization, including: smart grids, smart homes and cities,
connected vehicles, self-drive cars and trains, traffic light system, healthcare
management and numerous other cyber-physical systems.

With this background, this book aims to investigate development approaches,
architectural mechanisms and measurement metrics for building smart adaptable
environments and discuss the key-related topics such as device connectivity,
security and interoperability and communication methods. Thirty-four researchers
and practitioners of international repute have presented latest research on frame-
works, technologies, current trends and suggestions for further enhancement of the
IoT, Fog Computing and related paradigms.

Hopefully, Fog Computing: Concepts, Frameworks and Technologies will fill a
gap with respect to Fog Computing environment and architecture, and extend the
existing body of knowledge in this field.

Objectives

The aim of this volume is to present and discuss the state of the art in terms of
concepts, frameworks, underlying technologies, methodologies, opportunities and
issues, as well as present future directions and developments. The core objectives
include:

• Capturing the state-of-the-art research and practice with respect to the frame-
works and technologies relevant to Fog Computing.

• Discussing the Internet of Things (IoT) vision in terms of Fog Computing and
other related distributed computing paradigms.

• Developing a complete reference for students, researchers and practitioners of
distributed computing systems and Fog/Edge environments.

• Identifying further research directions and technological innovations in relation
to distributed computing environments such as the IoT.
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Organization

There are thirteen chapters in Fog Computing: Concepts, Frameworks and
Technologies. These are organized into three parts:

Part I: Concepts and Principles

This section has a focus on concepts and underlying principles relating to the Fog
Computing vision. There are four contributions. The first chapter introduces the
concepts and principles of Fog Computing and discusses the related IoT paradigms
such as Cloud Computing. The second contribution presents a detailed literature
analysis and outlines the characteristics, models, theories and different application
scenarios relating to Fog Computing. The next chapter presents the key issues
surrounding the Cloud and Fog paradigms and proposes emerging dimensions
discussing the Fog Computing landscape in Africa. The final contribution explores
the contributing factors for the adoption of Fog Computing, using the TOE
framework approach, with a special focus on developing countries.

Part II: Frameworks and Technologies

This part of the book comprises five chapters that focus on methodologies and
technologies. The first chapter provides an analysis of sensordata formats in the
context of smart cities and develops a data retrieval tool for filtering the open
datasets. The next contribution discusses the performance issues and presents
means of achieving high performance in the case of Fog environments. The third
chapter analyses users’ expectations in terms of QoE aspect of Fog environments
and suggests User Expectations Metrics to determine the QoE. The next contri-
bution proposes software engineering approaches for Fog-basedarchitectural design
using UML and the four-step-rule-set method. The final submission presents a data
utility model for developing data-intensiveapplications for Fog environments.

Part III: Advanced Topics and Future Directions

There are four chapters in this section that focus on ongoing research on advanced
topics and future directions. There are four chapters here. The first one elaborates on
the analysis of sensitive data using context-aware systems for cyber-threat intelli-
gence. The next contribution presents a novel software engineering framework for
service and Cloud Computing that is equally applicable to the Fog paradigm.
Chapter 3 presents data and computation movement between the Edge and the
Cloud architectures using the DITAS approach to improve data management in Fog
environments. The final contribution of the book discusses SDN-based heteroge-
neous vehicular networking to help overcome the bottlenecks posed by the tradi-
tional networking architectures.
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Target Audiences

The current volume is a reference text aimed at supporting a number of potential
audiences, including the following:

• Communication engineers, software developers and network security specialists
who wish to adopt the newer approaches to ensure the security of data and
devices and seamless connectivity in the IoT environments.

• Students and lecturers who have an interest in further enhancing the knowledge
of technologies, mechanisms and frameworks relevant to the Fog/Edge
Computing vision from a distributed computing perspective.

• Researchers and practitioners in this field who require up-to-date knowledge
of the current practices, mechanisms, approaches and limitations relevant to the
Fog/Edge Computing and the Internet of Things vision.

Derby, UK Zaigham Mahmood
Hebei, China
June 2018
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Chapter 1
Fog Computing: Concepts, Principles
and Related Paradigms

Zaigham Mahmood and Muthu Ramachandran

Abstract Fog Computing, sometimes also referred to as Edge Computing, extends
the Cloud Computing paradigm to lower latency, improve location awareness,
provide better support for mobility and increase business agility. There is neces-
sarily a requirement for these attributes in this age of the Internet of Things (IoT)
where, according to one estimate, there will be close to 50 billion interconnected
smart devices by 2020, and the amount of Big Data generated by these devices is
expected to grow to around 200 exabytes per year by 2020. The core characteristic
of the Fog Computing architecture is that it provides compute and data analytics
services more immediately and close to the physical devices that generate such data,
i.e. at the Edge of the network, and thus bypassing the wider Internet. In this
chapter, we discuss the concepts and principles of Fog paradigm as well as the
related paradigms and technologies, present the difference between the Cloud and
Fog architectures and briefly discuss the OpenFog Reference Architecture.
Hopefully, this chapter will set a scene for the various Fog-related topics presented
in the rest of this book.

1.1 Introduction

Ubiquitous deployment of smart devices (such as mobile phones, tablets, sensors,
motors, relays and actuators) connected though the Internet of Things (IoT) is
estimated to reach 50 billion units by 2020 [1]. The data generated by these devices
as well data from newly connected factories, homes communities, cars, hospitals,
social and media and more is expected to grow from 1.1 zettabytes (or 89 exabytes)
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per year in 2016 to around 2.3 zettabytes (or 194 exabytes) per year by 2020 [2].
Managing such amounts of data, as well as data generated by social media tech-
nologies (such as Facebook, Twitter), is one of the biggest challenges, which the
traditional IoT- and Cloud-based architectures are unable to cope with. The reasons
being: the large scale, variety and velocity of data often known as Big Data;
heterogeneity of the IoT devices; differing connectivity protocols and lack of
communication standards; and high latency of the Cloud-based environments and
systems. One solution is to decentralise applications, management and data ana-
lytics into the network itself using a distributed and federated compute model [3, 4].

Fog Computing [1], a term first put forward by Cisco, is sometimes also referred
to as Edge Computing [4], Mist Computing, Fogging or Cloudlets. Although there
are some subtle differences between these different terms, at a higher level, the terms
can be regarded as synonyms. The term ‘Fog Computing’ or ‘Edge Computing’
means that rather than hosting and working from a centralised Cloud environment,
Fog systems operate on network ends. It refers to placing some intelligence, pro-
cesses and resources at the edge of the Cloud, instead of establishing channels for
Cloud storage and utilisation [5, 6]. Fog Computing appears to be the next big thing
for the Internet of Everything (IoE). According to one research [7], the Fog
Computing market is currently valued at $22.3 million in 2017 and is expected to
expand at an explosive rate and grow to $203.5 million over the next 5 years.

In this chapter, we attempt to present, first, the various definitions of this
emerging paradigm known as Fog Computing and characterise some core aspects of
Fogging; then, we link it up to the Cloud paradigm discussing the limitations and
inherent difficulties of Cloud environments and how Fogging may possibly address
at least some of the related issues. We also articulate the subtle differences between
Fog Computing and Edge Computing and also suggest a layered approach to
visualise where exactly Cloud, Fog and Mist Computing may be placed in a wider
context of a Cloud–Fog-based system serving smart end-user devices in a dis-
tributed IoT environment.

1.2 Fog Computing

Fog Computing is a way of providing compute and storage services more imme-
diately and close to the physical devices of an organisation [5], i.e. at the Edge of
the Cloud network. Fog Computing can really be thought of as a way of providing
services more immediately, but also as a way of bypassing the wider Internet,
whose speeds are largely dependent on bandwidth and carriers [5].

NIST Special Publication 800-191 [8] defines it as horizontal, physical or virtual
resource paradigm that resides between smart end devices (that generally reside
within the organisations) and traditional Cloud Computing or connected data
centres. According to the OpenFog Consortium [9], Fog Computing is a horizontal,
system-level architecture that distributes computing, storage, control and net-
working functions closer to the users along a Cloud-to-Thing continuum. It is a
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highly virtualised platform that provides compute, storage and networking services
between end devices and traditional Cloud Computing data centres [4, 10].

The Fog paradigm provides reduced latency and context awareness because of
the localisation of Fog nodes and supports vertically isolated latency-sensitive
applications by providing ubiquitous, scalable, layered and federated network
connectivity [4]. Fog nodes deploy and provision same types of services as pro-
visioned by Cloud Computing, viz: Software-as-a-Service (SaaS), Platform-as-a-
Service (PaaS) and Infrastructure-as-a-Service (IaaS). Additionally, the Fogging
architecture uses one or more collaborative end-user clients or near-organisation
Edge devices to carry out a substantial amount of communication, control, con-
figuration, measurement and management services. It is a paradigm that extends
Cloud Computing services to the edge of the network. The distinguishing charac-
teristic being that: whereas Cloud environment may be geographically a long way
away from the organisation, often not even knowing where the Cloud-based ser-
vices actually reside, and relying heavily on the wider Internet bandwidths, Fog
services are much closer to the end-users, with dense geographical distribution, and
much better support for mobility.

As presented in Fig. 1.1, Fog Computing characteristics include the following [4]:

• Low latency—because of closeness of Fog nodes to the on-premise end-point
devices, resulting in response and analysis in a much quicker time frame,

• Rich and heterogeneous end-user support—because of proximity of Edge
devices to the compute nodes,

Fig. 1.1 Fog Computing characteristics
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• Multi-tenancy in controlled environment—because of highly virtualised dis-
tributed platform,

• Better support for mobility—because of more direct communication between
the Fog applications and the mobile devices,

• Interaction in real time—as opposed to batch processing as, for example, in case
of Cloud-based applications,

• Context awareness—as the devices and nodes in the environment have
knowledge and understanding of the environment,

• Geographical distribution—as Fog environment is geographically distributed, so
it plays active role in delivery of high quality of streaming services,

• Wireless access networking—that is more appropriate for wireless sensing
devices that require time-distributed analysis and communication,

• Support for heterogeneity—as the Fog nodes come in different form factors, and
deployed in a variety of distributed environments,

• Seamless interoperability and better federation—for better communication
between devices from various vendors and across various domains,

• Analytics in real time—which is easily possible because of ingestion and pro-
cessing of data close to the sources,

• Support for a wide variety of industrial applications—through processing and
analysis in real time.

These characteristics are useful when devising Fog Computing applications or
environments such as smart cities, smart home, smart grids, smart health and
eminent applications such as emergency response systems for flood monitoring and
recovery. Varshney and Simmhan [11] also discuss three essential characteristics—
resource; physical presence and access; and mobility—that distinguishes Fog
Computing from the characteristics of Edge and Cloud Computing. In addition, the
wider Fog paradigm is composed mainly of two other related technologies [1]:

• Cloudlets: These are applications located on the Edge of the network [12],
mainly to respond to low latency in machine communications. A Cloudlet is a
Fog node, resource-rich computer—or cluster of computers (a data centre in a
box), that is well connected to the Internet and available for use by localised
mobile devices. Fog nodes can be either physical or virtual elements and are
tightly coupled with the smart end devices or access networks. These have four
major attributes: self-managing, having computer power, low end-to-end latency
and having based on Cloud-related technologies. In the network architecture,
Cloudlets reside in the middle of the three-part mobile device—Cloudlet—
Cloud structure.

• Mobile Edge Computing (MEC): This is a technology related to mobile net-
working, within the radio access network (RAN) and in close proximity to
mobile subscribers [13]. It is a network architecture that enables Cloud
Computing capabilities and an IT service environment at the edge of the cellular
network. The underlying idea is that related processing is closer to the cellular
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customers that in turn helps to reduce network congestion and increase appli-
cation performance.

As for the advantages of Fogging, a closer look at the Fog model suggests that it
is about taking decisions as close to the data and sources of generation of data as
possible. In this context, Hadoop and other Big Data solutions have already started
the trend to bring processing closer to the location of data. Fogging is about doing
the same on a larger scale. There are obvious advantages in taking decisions as
close to where the data generation taking place and not needing for certain data to
be processed in the Cloud [5]. This, in turn, resolves the issues of security and
privacy as well—as the valuable and sensitive data should not really be travelling to
and through the Cloud Computing networks. Some of the advantages of Fogging
include:

• Dense geographical distribution and support for mobility,
• Low latency, location awareness and improved QoS,
• Greater business agility and reduced operating costs.

These advantages of Fog Computing concepts and principles need to be con-
sidered when designing applications with some of the key service design principles
of loose coupling, scalability and business process modelling and simulation. This
will also help to predict the Fog Computing characteristics discussed in this section.
However, there are some issues to be considered that are similar to Cloud
Computing research issues such as those relating to security and privacy, resource
management, shared boundaries in case of distributed environments and commu-
nication protocols.

1.2.1 Fog Computing Issues

Although the promise of Fog paradigm is attractive, it is important to note and
understand the different issues that come with the use and deployment of the Fog
Computing approach. Besides the issues inherited from Cloud Computing, some of
the Fog-specific issues refer to the following:

1.2.1.1 Security and Privacy

Most security-related issues of distributed computing environments apply to Fog
paradigm, and nature of some of these issues are subtly different because of the Fog
nodes residing at the edge of the network, close to the devices in the network. Main
issues relate to client authentication at different levels of gateway, as well as at the
level of networked devices. As an example, consider a smart metre that is connected
and has an IP address. A malicious user can easily tamper with this device or report
false reading or spoof an IP address. As another example, consider a gateway that
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serves a number of Fog devices. These may be easily compromised or replaced by
fake ones or by connecting to malicious access points that provide deceptive SSID
as a legitimate one. Also, as the man-in-the-middle attack in the Fog environment is
simple to launch, it can be difficult to address. Although, techniques such as sig-
nature or anomaly-based intrusion detection, multicast authentication and Diffie–
Hellman key exchange can be used to counteract, such issues at the local level are
matters of serious concern. The main issues can be grouped into the following
categories:

• Advance Persistent Threats (APT): These refer to unauthorised users gaining
access to systems or networks and remain there for a long time without being
detected

• Access Control Issues (ACI): These refer to unauthorised users managing to
install malicious software to gain unauthorised access to cause malicious
damage

• Account Hijacking (AH): Here, the intention of the attack is to gain access to
user accounts using phishing techniques for malevolent aim to compromise the
system

• Denial of Service (DoS): Here, the objective of the hacker is to disable and
render inaccessible the entire system or parts of the system resulting in the
interruption as authorised user’s access

• Data Breaches (DB): This refers to unauthorised or illegal viewing, access,
deletion, modification or retrieval of data by an individual attacker or malicious
application

• Data Loss (DL): This refers to an event or situation that results in data being
corrupted, deleted or made unavailable by an unauthorised user or a malicious
application

• Malicious Insider (MI): This is an authorised user who uses his access per-
missions for harmful, unethical or illegal activities to cause damage or harm to
the system resources

• Insufficient Due Diligence (IDD): This refers to lacking in the required stan-
dard of care and not fulfilling the legal obligation, as a result of which damage
or failures may be caused

• Shared Technology Issues (STI): These refer to multi-tenancy when many
users share the same resources that can result in compromising the system by
threats such as DoS, DL and DB.

1.2.1.2 Fog Network Topology and Location Awareness of Nodes

Fog networks are heterogeneous where management and maintenance of the con-
nectivity of a wide variety of diverse devices are not easy. In this context, design
and the arrangement of nodes therein, consisting of a wide variety of devices with
varied communication protocols, are one of the key issues. Architecture is grounded
in virtualisation technology and that itself has certain inherent limitations in terms
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of security and shared boundaries. Relevant issues, here, relate to network scala-
bility (horizontal, vertical, up and down), topological arrangement, virtualisation,
redundancy, measurement of performance, monitoring and management and
operational costs.

Although network topology issues can be managed using techniques such as
software-defined networking (SDN) and network function virtualisation (NFV), the
performance and scalability of virtualised network appliances are yet another
serious key concern [14].

It is important that interface mechanisms between nodes are dynamic and the
nodes themselves have an additional layer that have ambient intelligence
(AmI) embedded so that the nodes become location and context aware. However,
application-aware provisioning can be easily compromised because of the band-
width, storage and latency.

1.2.1.3 Resource Management

In any network, there are issues concerning resource discovery, end-point deter-
mination, resource allocation and resource sharing. Fog architecture is no different.
The most critical problem is designing resource management techniques that
determine which modules of analytics applications are pushed to each edge device
to minimise the latency and maximise throughput. We, therefore, need an evalua-
tion platform that enables the quantification of performance of resource manage-
ment policies on an IoT or Fog Computing infrastructure in a repeatable manner.

1.2.1.4 Interoperability

Another key challenge in facilitating Fog Computing is building the necessary level
of interoperability to support the access of Fog-based resources. This requires a
collaborative approach between the different elements of Fog infrastructure. One
solution towards achieving the interoperability is the need for an open architecture
that can significantly reduce the cost of developing Fog applications, increase the
adoption of Fog Computing model and ultimately increase the quality and inno-
vation of Fog Computing services [15].

1.2.1.5 Other Issues

There are also some serious issues due to the multi-tenant nature of the Fog
environment. Such issues revolve around security and privacy (as mentioned
above) and service-level agreements. Lack of appropriate tools for the measurement
of connectively, capacity, reliability, effectiveness and delay are also of serious
concerns [14]. Here, the issues are the same as for the Cloud paradigm because of
similarity due to the nature of distributed computing environments.
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To resolve, or at least minimise, the inherent issues of distributed computing
environments, we need new approaches that satisfy, at least, the following
requirements [13]:

• Minimise latency,
• Conserve network bandwidth,
• Address security and privacy concerns,
• Collect data securely from different environments,
• Manage data processing effectively.

1.3 Cloud Paradigm Versus Fog Computing

After briefly introducing the Fog Computing concepts, characteristics and issues in
the preceding section, the first part of the current section is about the Cloud
paradigm. Here, first, we present what this paradigm entails—mainly for the sake of
completeness. Later, in the section, we articulate the differences between the Cloud
and the Fog models.

1.3.1 Cloud Computing

Cloud Computing is a generic term for anything that involves delivering hosted
services over the Internet [16]. It is a paradigm based on a pay-as-you-go approach.
Gartner [16] defines Cloud Computing as a style of computing where massively
scalable IT-enabled capabilities are delivered ‘as a service’ to external customers
using Internet technologies. It is an all-inclusive solution in which computing
resources (hardware, software, networking, storage and so on) are provided rapidly
to users as demand dictates [12, 17]. Cloud Computing is the practice of using a
network of remote servers hosted on the Internet to store, manage and process data,
rather than a local server or a personal computer. It is generally a heavyweight and
dense form of computing power that promises the following benefits:

• Cost saving with respect to capital investment—as organisations can lease or
deploy Cloud-based resources, whether virtualised hardware, software, storage
or network capabilities from the Cloud providers,

• Reduction in costs with respect to developing and delivering IT services—as all
manner of services (software, hardware, networking, storage, etc.) are already
available in the Cloud environment,

• Reduction in management responsibilities and thus allowing key personnel to
focus more on production and innovation—as the maintenance and deployment
of services is the responsibility of Cloud owners/providers,
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• Increased business agility to allow enterprises to meet the needs of rapidly
changing markets—as the latest technologies can be easily provisioned on a
pay-as-you-go basis from the Cloud providers.

Some of the core characteristics of the Cloud paradigm include [10, 17]:

• On-demand self-service—to enable users to consume computing capabilities
(e.g. applications, server time, network storage) as and when required,

• Resource pooling—to allow combining computing resources (e.g. hardware,
software, processing, network bandwidth) to serve multiple consumers,

• Rapid elasticity and scalability—to allow functionalities and resources to be
rapidly and automatically provisioned and scaled up or down as demand dictates,

• Measured provision to optimise resource allocation—to determine usage for
billing purposes,

• Extension to existing on-premise hardware and application resources, e.g.
through Cloud bursting—to reduce the cost of additional resource provisioning.

Cloud-based services (software, hardware, networking, servers, virtualisation,
security, etc.) come in different varieties; however, these are generally classified as
three types: software services, platform services and infrastructure services. These
are generally abbreviated as Software-as-a-Service (SaaS), Platform-as-a-Service
(PaaS) and Infrastructure-as-a-Service (IaaS), respectively. More specifically, these
can also be of the following variety (and many more):

• Storage-as-a-Service,
• Database-as-a-Service,
• Security-as-a-Service,
• Communication-as-a-Service,
• Management/Governance-as-a-Service,
• Integration-as-a-Service,
• Testing-as-a-Service,
• Business Process-as-a-Service.

Cloud environments come in different varieties, and these may be deployed in a
number of ways, more generally as:

• Public or External Clouds—These are owned, managed and hosted by third
parties. Cloud providers assume the responsibilities of installation, management,
provisioning and maintenance. This variety of Clouds provides a much greater
level of efficiency of pooling of resources.

• Private or Enterprise Clouds—These are proprietary networks, often data cen-
tres, owned and managed by the organisations, and residing within the enter-
prise. Thus, the enterprises can take better control of all aspects of the provision
and functioning.

• Hybrid Clouds—These are combination of private and public Clouds, where the
management responsibilities are split between the enterprise and the public
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Cloud providers. The main advantage is that the organisations can keep the
sensitive data within the private Cloud and the rest in the public Cloud.

Although the Cloud paradigm presents numerous benefits and that is exactly the
reason that it is an attractive model for enterprises, there are also numerous inherent
issues. Some of these relate to the following:

• Data governance and service management,
• Product and process monitoring,
• Infrastructure reliability and system availability,
• Information and visualisation security,
• Business continuity,
• High latency and bandwidth bottlenecks,
• Data transmission across existing broadband speeds.

1.3.2 Cloud Versus Fog Computing Comparison

In this subsection, we compare the two models and look into the similarity and
differences and also discuss how some of the issues inherent in the Cloud paradigm
may be resolved, or at least, minimised by the Fog paradigm.

Fog Computing is a distributed computing paradigm that extends Cloud
Computing to the edge of the network—as a compliment to the Cloud solution, to
adjust to the emerging IoT vision. It facilitates the operation of compute, storage
and networking services between end devices and Cloud Computing data centres.
Fog Computing typically involves components of an application running both in the
Cloud as well as in the Edge devices in the Fog, i.e. in smart gateways, routers or
dedicated Fog devices. Refer to Fig. 1.2 where the bottom layer has the enterprise
smart sensor devices that are accessing resources and compute power from the

Fig. 1.2 Three-layer Cloud–Fog enterprise model
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middle layer as well as resources and compute power directly from the Cloud; the
Fog environment in the middle layer is also linked with the Cloud environment in
the top layer. Table 1.1 illustrates the benefits of storage and processing ‘closer to
home’ rather than in a geographically distant Cloud environment.

To summarise, the Cloud requires a huge amount of bandwidth, the Internet is
inherently unreliable, and wireless networks have limitations. By using Fog
Computing, the amount of bandwidth required is much reduced. It allows, essen-
tially, transmitted data to bypass the Internet, keeping it as local as possible, on the
smart devices in the Fog environment. The most valuable data may still be trans-
mitted through Cloud networks, but much of the traffic, especially the sensitive
data, could be kept off of those networks, freeing up bandwidth for everyone else
using the Cloud.

Similar to Cloud Computing, Fog Computing provides storage, compute and
applications to be consumed by end-users. However, Fog Computing has a bigger
proximity to end-users and bigger geographical distribution [18], as mentioned
before. Compared to the Cloud paradigm, Fog Computing emphasises proximity to
end-users and client objectives, local resource pooling, latency and the backbone
bandwidth reduction to achieve better quality of service (QoS) and Edge analytics/
stream mining, resulting in superior user experience [19]. Thus, Fog Computing
extends the Cloud model to the edge of the network to address applications and
services that do not fit the paradigm of the Cloud due to technical and infrastructure
limitation such as the following [16]:

• Applications requiring lower and predictable latency,
• Geographically widely distributed applications and processing,
• Faster mobility and mobile applications,
• Large-scale distributed control systems requiring faster processing.

There are certain inherent issues in Cloud Computing, as discussed before. Fog
Computing is highly suited to resolving at least some of these, e.g. reducing the
need for bandwidth by not sending every bit of information over Cloud channels
and instead aggregating it at certain access points [5]. This type of distributed
strategy, in turn, also lowers costs, improves efficiencies, and so the QoS. More
interestingly, it is another approach to dealing with the emerging and much popular
concept of Internet of Things (IoT).

Table 1.1 Fog Computing versus Cloud Computing

Fog Computing Cloud Computing

Response time Milliseconds, sub-seconds Minutes, days, weeks

Data storage period Transient Months and years

Applications e.g. M2M e.g. Data analytics

Location coverage Local Global
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1.4 Fog Computing Versus Edge Computing

Fog Computing and Edge Computing are often used to mean the same architecture,
and therefore, even in this contribution, we have regarded the terms as inter-
changeable; however, a subtle distinction can be made. In this section, we aim to
highlight the differences between the two architectures.

Although Fog and Edge Computing both refer to having intelligence, processing
and storage at the edge of the network, i.e. closer to the sources of data, the main
difference is to do with exactly where the intelligence and processing are placed.
Whereas Fog Computing pushes intelligence down to the local area network level
of the network architecture, processing data in a Fog node or the IoT gateway, Edge
Computing places the intelligence, processing and communication capabilities of an
Edge gateway directly into the smart devices like programmable automation con-
trollers (PAC) [20]. Besides, Edge Computing is an older expression predating the
Fog Computing term. While Edge Computing is typically referred to the location
where services are instantiated, Fog Computing implies distribution of the com-
munication, computation and storage resources and services on or close to devices
and systems in the control of end-users [4].

In Fog Computing, data communication between the data generating devices and
the Cloud environment requires a number of steps [21] including:

• Communication is first directed to the input/output points of a programmable
automation controller (PAC) that runs a control system program to perform
automation.

• It is then sent to a protocol gateway that converts data to an understandable
format such as HTTP.

• Data is then transmitted to a Fog node on the local network that performs the
required analysis and organises data transmission to the Cloud for storage, etc.

Thus, in the Fog environment, there are many links and so many potential points
of failures.

In Edge Computing, the communication is much simpler and there are potentially
less points of failures. Here, data generating devices are physically connected to PACs
for onboard automation aswell as for parallel processing and analysis of data. Again, it
is PACs that determine which data is to be stored locally or sent to the Cloud. Thus,
apart from reducing possibility of failures, there is saving of time and streamlining of
communication, as well reduction in the complexity of architecture [21, 22].

In Fog Computing, there is a single centralised device responsible for processing
data from different end-points in the network. In the Edge architecture, IoT data is
collected and analysed directly by the connected devices, so every network node
participates in the processing. Shariffdeen [22] suggests that whereas Fogging is
much preferred by the service providers and data processing companies, Edge
architecture is more preferred by middle-ware companies that own the backbone
and radio networks. Table 1.2 compares Fog vs the Edge Computing in terms of
advantages.
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According to [2, 9], Fog works with the Cloud but Edge is defined by the
exclusion of Cloud. Fog has a hierarchical and flat architecture with several layers
forming a network, whereas Edge is often limited to separate nodes (in addition to
compute power) that do not form a network. Fog also addresses networking,
storage, control and acceleration. Fog Computing has extensive peer-to-peer
interconnect capability between nodes, where Edge runs its nodes in silos, requiring
data transport back through the Cloud for peer-to-peer traffic [9].

The Fog model architecture consists of three main segments [23]:

• IoT devices: these are connected devices that generate and transit large amounts
of a variety of structured and semi-structured data.

• Fog network: that receives real-time data from IoT devices using a diverse
variety of communication protocols and performs real-time analysis.

• Cloud environment: that receives data for storage from Fog nodes and also
performs analysis for business intelligence.

Edge Computing architecture consists of the following components [23]:

• Edge devices: these are connected smart devices (sensors, actuators, etc.) that
generate, analyse and take other relevant actions.

• IoT Gateway: that has responsibility for connecting Edge devices with the
Cloud environment; deals with varied protocols and stores peripheral data.

• Cloud environment: that receives data from gateway, analyses and sends
instructions back to the gateway.

Design for resource-constrained Fog Computing applications requires
well-established principles of service computing and to follow a software engi-
neering approach to building Fog Computing applications that are safe and secure.
Therefore, OpenFog consortium has established a reference architecture which
provides an open, distributed and secure platform for developing Fog Computing
applications. This architecture is briefly outlined in the following section.

Table 1.2 Advantages of Fog versus Edge Computing

Fog Computing Edge Computing

Advantages • Location awareness, low latency, QoS—but
requires large resources

• Data closer to the user—but not for systems
that require limited data

• Integration of distributed data with Cloud
services

• All nodes participate so
reduced delays

• Real-time local analysis
• Lower operating costs and
network traffic

• Improved performance
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1.5 Fog Computing Reference Architecture

In order to develop a Fog Computing architecture, a collaboration by the name of
OpenFog Consortium, comprising the joints of industry (such as Cisco, Dell, Intel
and Microsoft), research institutions such as Princeton University and users, was
founded in November 2015. This consortium is an independent non-profit organ-
isation run under the direction of its board of directors; its committees and working
groups are run by its membership. Their deliberations have resulted in, what is now
called as the OpenFog Reference Architecture (OpenFog RA) that aims to help
business leaders, software engineers and system designers in developing and
maintaining hardware, software and system elements necessary for Fog Computing.

The OpenFog RA is built upon a set of eight core principles called Pillars, viz:

• Security: safety, trust,
• Scalability: scalable performance, capacity, reliability, security, hardware,

software,
• Openness: composability, interoperability, communication, location

transparency,
• Autonomy: of discovery, orchestration, management, security, operation, cost

savings,
• RAS: reliability, availability, serviceability,
• Agility: innovation, affordability,
• Hierarchy,
• Programmability: adoptive infrastructure, efficient deployment, effective oper-

ations, enhanced security.

In determining the relevant pillars, ISO/IEC/IEEE standards have been followed.
Figure 1.3 shows the OpenFog layered architectural logical view of the IoT

system from a computational perspective. The hierarchical layers are deployed in
the Fog–Cloud model as illustrated in Fig. 1.4.

In Fig. 1.4, we note that:

• Enterprise Systems (ESs) in the model designated as {1} reside only in the Fog
environment and are independent of the Cloud services.

• Model {2} uses the Cloud for ESs needed for business support at strategic level,
e.g. strategic decisions making.

• Model {3} suggests that local Fog infrastructure is used for time-sensitive
processing, while the Cloud provision is accessed for operational and business
support-related information processing.

• The last model, referred to as {4}, is employed in scenarios such as connected
cars etc.

The discussion in this section, so far, has referred to an abstract logical
higher-level architecture as proposed by the OpenFog RA. For various stakeholder
perspectives in terms of the other pillars and for more detailed information, reader is
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Fig. 1.3 OpenFog layered architectural view—ES refers to enterprise systems for implementation
of various systems within the hierarchy

Fig. 1.4 OpenFog hierarchy Fog deployment (in Fog–Cloud) models. Adapted from [24]
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referred to the OpenFog Consortium Reference Architecture paper [24]—as the
fuller description, here, is out of the scope of this chapter.

At this point, it is worth noting that the OpenFog RA offers a number of distinct
advantages which the OpenFog Consortium refer to as SCALE [24] that are as
follows:

• Security: additional security to ensure safe and trusted transactions,
• Cognition: awareness of client-centric objectives to enable autonomy,
• Agility: rapid innovation and affordable scaling under common infrastructure,
• Latency: real-time processing and cyber-physical system control,
• Efficiency: dynamic pooling of resources from participating end-user devices.

1.6 Fog Computing Application Scenarios

Having discussed the differences between Cloud and Fogging, there are many
commercial and industrial applications that require both Fog localisation and Cloud
globalisation, particularly for analytics and Big Data processing and manipulation.

Technology giants, such as IBM, are the driving force behind Fog Computing
and to link it to the concept of IoT. Most of the buzz around Fog Computing has a
direct correlation with IoT. The fact that everything from cars to thermostats to
pumps to smart energy metres are gaining Web intelligence means that direct
user-end computing and communication may become much more important than
ever. The following are some of the practical example applications where Fog
Computing is already being applied [5]:

• Smart grids: Fogging, for the same reason as above, provides fast
machine-to-machine (M2M) handshakes and human-to-machine interactions
(HMI), resulting in a more efficient cooperation with the wider Cloud provision.
Fog devices collect the local information and collectively take real-time deci-
sions based on 360° view of what is happening in the environment.

• Smart homes and cities: Fog Computing enables getting sensor data at all
levels of the activities of homes as well as from the entire cities, integrating the
mutually independent network entities within the homes and cities and faster
processing to create more adaptive user environments for better human condi-
tions and the quality of living.

• Connected vehicles: Fogging provides an ideal architecture for
vehicle-to-vehicle (V2V) communication, because of proximity of devices
embedded in cars, roads and access points. Fogging, with context awareness,
makes real-time interactions between cars, access points and traffic lights much
safer and more efficient.

• Self-drive cars: These vehicles rely entirely on automated input to perform
navigation. Thus, a slow response when vehicles are moving at 60 mph can be
dangerous or even fatal, so real-time processing speed and immediate decisions
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are required. Fog networks are especially suitable for applications that require a
response time of less than a second, according to Cisco [7].

• Traffic light system: Fogging is suitable for building smart traffic light systems
that change signals based on surveillance of incoming traffic to prevent acci-
dents or reduce congestion. Data can also be sent to the Cloud for longer-term
analysis. The communication between vehicles and access points are being
improved with the arrival of 3G and 4G and more powerful WiFi.

• Healthcare management: Cloud Computing market for healthcare has already
reached in excess of $5.4 billion [5]. Fog Computing is helping to speed up the
process by localising the device connectivity and proximity of devices to the
patients and user community.

• Medical wearables: These are increasingly being used by healthcare providers
to monitor patient conditions, to provide remote telemedicine and even to guide
on-site staff and robots in procedures as delicate as surgery. Thus, reliable
real-time data processing is crucial for these types of applications [7].

• IoT and cyber-physical systems (CPSs): Fogging has a vital role to play in CPSs
(integration of system’s physical and computational elements) and IoT (interlink
physical objects). The combination of these is already changing the world com-
prising computer-based control systems, physical reality and engineered systems.

Other application scenarios include: rail safety, power restoration from smart
grid networks, smart parking metres, self-drive cars and trains, air traffic control,
cyber security, IoT cyber-physical systems, machine-to-machine communication
and human–computer interaction.

1.7 Future of Fog Computing

Attractive nature of Fog and Edge Computing will result in the development of new
business models, thus helping the industries to grow more efficiently and much
faster. As a result, new vendors and new industries will come on board with new
offerings and new architectural approaches to networking.

One exciting area of development is Fog-as-a-Service (FaaS) where a Fog ser-
vice provider deploys interconnected Fog nodes to blanket a regional service area
[25]. This, in turn, will provide opportunities for creating new applications and
services that cannot be easily developed using the current host-based and
Cloud-based platforms; for example, Fog-based security services would address
many challenges that we are currently facing in the IoT environment.

The emergence of 5G technologies, development of smart city applications and
building the distributed computing environments with embedded ambient intelli-
gence will all help to revolutionise the quality of life and assisted living through
better and more efficient health monitoring and predictions, recycling and waste
management systems, connecting people, smart wearables, tourism, smart build-
ings, smart transportation and adaptable smart homes.
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1.8 Conclusion

Fog Computing is becoming an attractive paradigm for reasons of proximity of
processing, storage and data analytics to the devices that generate and exchange
data. In this chapter, we have discussed the Fog Computing paradigm in some
detail, compared it with the Cloud Computing model and presented the OpenFog
Reference Architecture, albeit only briefly. We have illustrated the usefulness of
Fog paradigm as an extension of the Cloud architecture and also presented some
use cases. The aim in this contribution has been to provide some general back-
ground information with some critical analysis so that the chapter serves as a
foundation for the more detailed accounts of the more specialised Fog-related topics
articulated in the other chapters in this book.
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Chapter 2
Fog Computing in the IoT Environment:
Principles, Features, and Models

Somayya Madakam and Pratima Bhagat

Abstract Internet of Things, abbreviated as IoT, is a distributed computing envi-
ronment that is full of promise, helping to shape the future of the world. IoT is a
network of smart devices capable of processing and storage. It integrates the
existing and upcoming technologies to ensure enhanced provision of quality of life
for human beings. IoT applications are immense, touching the varied fields of
aviation, medicine, home automation, manufacturing, mining, marine zone, agri-
cultural fields, forests, transportation, and citizens’ security, to name but a few. IoT
has already helped tag the tigers from forests and cows from farming fields for
identification and tracking. Smart wearable technologies have been embedded into
the human body for health monitoring. Recently, IoT has become the backbone of a
rising new distributed computing paradigm, called Fog Computing, also known as
Edge Computing. Fog Computing is the latest distributed computing model that
extends the Cloud Computing vision. The main advantage of the Fog paradigm is
that it brings partial computation and storage right at the edge of the network, thus
helping to reduce latency and the Internet bandwidth bottlenecks. With this back-
ground, this book chapter presents a detailed literature analysis using the Web of
Science and Relecura software. This chapter also outlines fundamentals of Fog
Computing such as its characteristics, models, theories, and different applications.
Moreover, various upcoming technologies and frameworks have also been illus-
trated for better understanding of the Fog Computing phenomenon.
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2.1 Introduction

Multinational companies are spending enormous amounts of money on salaries for
the technology experts in planning, designing, coding, developing hardware, soft-
ware, and networking products and services. These are direct products or tech-
nologies embedded into physical things to bring operational efficiency in objects
and systems, in relation to the Internet of Things (IoT) vision. It has been widely
misunderstood that IoT technologies are limited to sensors and radio frequency
identification. This is certainly not the case. Sophisticated technologies such as
Bluetooth, Wi-fi, ZigBee, EPC, Barcode, QR codes, IPv4/6, Microcontrollers,
Sensors, Actuators, Pumps, Social media, 4G/5G, Artificial Intelligence, Robotics,
Ambience intelligence, Web 3.0, Big Data Analytics, Cloud Computing, and many
more are under the IoT umbrella [1]. In fact, the IoT technologies extend even
further to cover all the existing software together with existing operating systems
such as Windows 16, Linux, SuSE Linux, Macintosh, Ubuntu, Android, Sun
Solaris, Unisys, CP/M, and upcoming Urban Operating Systems. Electronic hard-
ware devices including computers, laptops, servers, tablets, and smartphones are the
backbone of the IoT environment. These technologies are helping human life
become more comfortable, modifying public utility services to make them better fit
for the purpose, home automation, educational performance, good governance
practices, automated manufacturing process, defence services, and healthcare—all
in a big way.

Most of these technologies are already in existence and in the public domain,
except the technologies that are in advanced version usages. Using these tech-
nologies, even objects such as the tables, chairs, curtains, windows, fridges,
washing machines, clothes, and glasses can be connected to the Future Internet (FI).
Even the mountains, lakes, and forests can get connected via the Wi-Fi or local
wired connections for monitoring and securing them from willful damage. In fact,
natural or man-made inanimate objects can become capable of interacting with the
Homo sapiens! European countries, Singapore, Korea, Japan, China, and other
South Asian countries are proactively developing newer IoT technologies for better
business, effective operational efficiency and improved day-to-day human life.
Several collaborative projects in designing the hardware, software, and networking
products are underway. Some researchers are working on IoT architectures, their
inter-operability, and security mechanisms during data transmission among IoT
devices. Many multinational corporates, firms, organizations, and universities have
entered into a common understanding for developing IoT products under the
umbrella of the IPSO alliance. Another significant factor is the security of devices
and data transmission, for which many multinational corporate giants are in the line,
developing better high standard security software and mechanisms. Even
International cyber laws are coming into practice for the security of personal data.
A humongous amount of data is being generated by different objects getting con-
nected to the Internet. Benefits are numerous, however, computational issues,
storage scarcity, lack of speed capacity, and security concerns are a few of the
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challenges that face the new technologies. In order to solve these issues, a new
technology christened as “Fog Computing” has been gradually gaining foothold in
the market. Importantly, widespread adoption of the Fog Computing paradigm
requires the development of new network architectures and middleware platforms
deploying new emerging communication technologies such as 5G, edge analytics
tools for IoT, big data, and machine learning of novel context-aware management
approaches. Fog Computing is proposed to enable computing directly at the edge of
network, closer to the devices that generate and require processing of data, to
deliver new applications for billions of connected devices [2].

The organization of this book chapter is as follows. The next section discusses
the existing literature in some detail. The third section focuses on principles,
characteristics, and concepts of Cloud and Fog Computing. The next section is
devoted to discussing the models and Cloud/Fog architectures, and the last but not
the least section presents the conclusion.

2.2 Literature Review—Analysis

2.2.1 Methodology

The present literature review analysis on Fog Computing was purely dependent on
secondary data. The secondary data was collated from the Web of Science, which is
maintained by M/s. Thomson and Reuters. It is now known as a part of Clarivate
Analytics. Importantly, only the indexed articles in the Web of Science database
were considered for this study. The research articles were collected in February
2018. This Web of Science database is widely acknowledged by researchers as one
of best, yielding empirically-proven articles, manuscripts and whitepapers for
academicians, researchers, and corporate personnel alike. In total, 746 articles were
obtained from the Web of Science database regarding Fog Computing. The articles
published during the period from 2011 to 10 February 2018 were included in this
study. The keywords used to collate the article were “Fog Computing” and “Edge
Computing”. The purpose of this analysis was to analyse the Fog Computing
paradigm, with emphasis on the concepts, principles, models, and prominent con-
tributors in this domain. The literature analysis will help in understanding the
fundamentals of Fog Computing through explanatory figures, statistics, and tables.

2.2.2 Literature Analysis Using Web of Science

The phenomenon of Fog Computing traces its beginning to the year 2011. Soon
after, computer scientists, IT experts, engineers, and mobile computing developers
started developing Fog Computing-related hardware, software, and networking
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components in a bigger way. Figure 2.1 demonstrates the year-wise publications on
this topic. 282 articles were published in 2017, which was the highest figure obtained
during 2011–2018. It is likely that this figure for the year 2018 goes up as the present
study has only considered for the period of 1 January–11 February 2018. The year
2016 followed next, with 230 articles, followed by 100 publications in the year 2015.
The period between 2011 and 2017 showed a steady growth rate in the number of
publications, which indicates that the phenomenon is gaining popularity, touching
human life through more and more applications. Remarkably, Fog Computing is an
interdisciplinary subject. It marries all the elements involved in providing human
comfort, connecting several allied subjects. In the last 7 years, the applications
developed relating to this phenomenon of Fog Computing include Computer
Science, Engineering, Telecommunications, Radiology, Nuclear Medicine, Medical
Imaging, Optics, Oncology, Instruments Instrumentation, Transportation,
Chemistry, Meteorology Atmospheric Sciences, Electrochemistry, Imaging Science,
Photographic Technology, Physics, Automation Control Systems, Neurosciences,
Remote Sensing, Materials Science, Science Technology, Cardiovascular System,
Cardiology, and Energy Fuels to name a few. Figure 2.2 provides the
percentage-based classification of publications as per research area and subject.

The top 25 authors were Marin-Tordera E (10), Masip-Bruin X (9), Aazam M. (8),
Huh EN (8), Baccarelli E (6), Chen Y (6), Chiang M (6), HA S (6), Hong CS (6),
Ivanov S (6), Li Q (6), Li W (6), Liljeberg P (6), Naranjo PGV (6), Rahmani AM (6),
TenhunenH (6), Zhang T (6), ZomayaAY (6), Bruschi R (5), BuyyaR (5), ChenN (5),
Cheng XZ (5), Lago P (5), Li JH (5), and Liu AF (5). Numbers in parenthesis refer to
number of published articles by the authors. This data is represented in Fig. 2.3.

Figure 2.4 represents the geographical distribution of research centres where the
published articles were produced. The USA is conducting tremendous research in
this field, with 167 publications during the period being considered in this study.
China comes a close second, with 139 periodicals to its credit. Interestingly, third in
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line is Italy with 70 publications. The others in line are Australia (52), South Korea
(50), Canada (45), India (44), England (39), France (38), Taiwan (35), Germany
(32), Spain (32) Japan (24), Brazil (21), Finland (18), Ireland (18), Saudi Arabia
(18), Russia (15), and Sweden (15). These are the top 20 countries contributing
significantly to Fog Computing research. Thus, research and development in Fog
Computing is gaining popularity across countries. The International Journal of Fog
Computing, through its publications, aims to provide an international forum for
researchers to discuss and address these challenges and propose innovative solu-
tions, products, theories, and concepts for seamless future computing infrastructures
now and future.

2.2.3 Patent Analysis Using Relecura Software

Several multinational IT-related companies started working in planning, designing,
and developing the innovative Fog Computing technological products and services
to increase their business. These firms are working towards new hardware, software
and networking products, which shall possess embedding and interoperable capa-
bilities. On the other side, the companies are filing their new innovative products
and then striving to obtain Intellectual Property Rights in the form of patents, being
pioneers for particular technologies. Some individual scientists and companies are
selling their patents to other companies and R&D centres to convert them into
real-time products. In this scenario, authors are conducting Fog Computing patent
analysis to discuss the state-of-the-art of Fog Computing products and services at
the global level. This is likely to help other competitors innovate accordingly,
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reduce monopoly, and increase consumer convenience. For patent analysis,
Relecura software was used to categorise companies’ portfolios into multi-level
classifications, determine the strengths and gaps in the portfolio, and plan for
adequate patent coverage. This software helps track companies’ needs for
in-licensing or acquiring patents. This will be used to identify patents for sale or
licensing and generate leads for the same. Patent documents contain important
research results. However, they are lengthy and rich in technical terminology such
that it takes plenty of human efforts for analysis. Automatic tools for assisting
patent engineers or decision-makers in patent analysis are in great demand. Thus,
patent analysis is a unique emerging management tool all around the globe for
addressing the strategic management of business technologies, new products, and
service development processes. Table 2.1 and Fig. 2.5 illustrate patent analysis
using the Relecura software.

Table 2.1 Countrywide patent analysis on fogging

Year China USA Korea Germany Japan Taiwan India EP WIPO

2009 2 0 0 0 0 0 0 0 0

2010 4 0 1 0 1 1 0 0 0

2011 1 1 1 1 0 3 0 0 0

2012 20 0 0 0 0 1 2 2 2

2013 13 0 1 1 0 0 0 0 0

2014 14 5 1 0 0 0 0 0 0

2015 13 1 3 0 1 0 0 1 1

2016 15 1 0 0 0 0 0 0 0

2017 31 4 1 0 3 0 0 0 0

2018 0 1 0 0 0 0 0 0 0
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Figure 2.5 depicts the number of patents filed by different countries across the
globe in the field of Fog Computing. The European countries, EP [European Patent
Office] won 2 patens in 2012 and 1 in 2015, whereas WO [WIPO (PCT)] also
obtained 3 patents in the same period. In contrast, China bagged a good number of
patents compared to the other countries. The USA bagged 13 patents from the year
2011 onwards. Clearly, Fog/Edge Computing technologies are attracting the
attention of researchers, entrepreneurs, and academicians all over the world.

2.3 Principles

Fog Computing is a hyper term that is often used as a substitute to Cloud
Computing, though there are differences, as will be illustrated in the discussion
below. Fog Computing is a new concept that extends the cloud computing model to
the edge of the computing networks, much closer to where the devices, that gen-
erate data, exist. Fogging provides computation, data storage, and application
services to the end user. This facilitates a new variety of applications and services
[3]. As the Internet of Things (IoT) phenomenon matures into reality, a vast number
of devices are going to connect to the Future Internet (FI). Every physical thing and
object that will be connected to the Future Internet shall generate a huge volume of
data each nanosecond, in the range of Giga-, Tera-, Peta-, Exa- and Zetta-bytes, and
perhaps even in Yottabytes. Hence, the existing storage infrastructure with cloud
computing may not be capable of carrying out the required processing in the
required time. Data transmission bandwidth does not possess the required calibre to
accommodate all this data on a single occasion, given the voluminous data gen-
erated by multiple heterogeneous devices, and fast data transmission rates. Further,
unnecessary data transmissions in the unwanted networks of Wide Area Networks,
State Area Networks, Metropolitan Area Networks, Local Area Networks, and
Home Area Networks are also to be processed. Given this scenario, the concept of
Fog Computing comes to the rescue. Cloud computing has established itself as an
alternative of Information Technology (IT) infrastructure and service model.
However, as with all logically centralized resources and service provisioning
infrastructures, the cloud does not efficiently handle local issues involving a large
number of networked elements and it is not responsive enough for many applica-
tions that require the immediate attention of a local controller [4]. As we discussed
above, the traditional cloud-based infrastructures are not enough for the current
demands of IoT applications. Two major issues are the limitations in terms of
latency time and network bandwidth. The study conducted by Bierzynski et al. [5]
reveal that in recent years, the concepts of Fog Computing or Edge Computing were
proposed to improve these limitations by moving data processing capabilities closer
to the network edge.

The term Fog Computing is frequently associated with the networking multi-
national company “Cisco”. It is believed that Mr. Ginny Nichols, Cisco’s product
line manager coined the term, and hence he has been credited as the father of Fog
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Computing. While “Cisco Fog Computing” is a registered name, Fog Computing is
open to the community at large. Cisco recently delivered the vision of Fog
Computing to enable applications on billions of connected devices to run directly at
the network edge. Customers can develop, manage, and run software applications
on the Cisco framework of networked devices, including hardened routers and
switches. The OpenFog Consortium was founded in November 2015 by members
from Cisco, Dell, Intel, Microsoft, ARM and the Princeton University. The main
intention of the “OpenFog Consortium” mission was to develop open reference
architecture and convey the business value of Fog Computing. Fog Computing is
arguably the next frontier for accelerating IoT connections, offering increased
speed, performance, and a multitude of other benefits. Fog Computing is a highly
virtualized platform that provides computing, storage, and networking services
between end devices and traditional Cloud Computing Data Centres, typically, but
not exclusively located at the edge of the network. This means that Fog Computing
provides data, computing, storage, and application services to end users. Some
believe that Prof. Salvatore J. Stolfo, coined “Fog Computing” as “fogging”.

Fog Computing is defined as a disseminated computing infrastructure in which
the applications and services are handled either at the network edge or in a remote
data centre cloud. Therefore, in this requirement, the networking “Switches” and
“Mugs” and smart devices themselves become the calculating devices to carry out
the computing process within nanoseconds, for local computing. The concept of
Fog Computing was introduced by Cisco [6], as an analogy to Cloud Computing, as
clouds are far away from earth, but the fog is closer. Hence, the term Fog
Computing is considered to mimic the limited form of cloud behaviour, located
nearer to end users. Fog Computing was specifically introduced to facilitate
latency-sensitive applications and broader IoT vision. To mitigate real-time,
mobility, and location awareness, edge technologies such as fog, mobile edge,
cloudlets, and micro-data centres are foreseen as the Internet of Everything
(IoE) enabling technologies [7]. That means that Fog Computing is open to the
community at large. The choice of the word “fog” is meant to convey the idea that
the advantages of cloud computing should be brought closer to the data source. In
meteorology, “fog” is simply a cloud that is close to the ground. The cloud is
migrating to the edge of the network, where routers themselves may become the
virtualization infrastructure, in an evolution labelled as “the fog” [8]. With this
technology, every smart building/home can have their own Fog Computing facil-
ities for smart homeowners using smart mobiles or devices.

Fog Computing is better suited than cloud computing for meeting the demands
of numerous emerging applications such as self-driving cars, traffic lights, smart
homes, etc. However, it cannot replace cloud computing totally—as cloud will still
be preferred for high-end batch processing jobs that are very common in the global
business world. Hence, we can arrive at the conclusion that Fog Computing and
Cloud Computing will complement each other while having their own advantages
and disadvantages. Fog (Edge) computing plays a crucial role in the Internet of
Things environment.
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New studies related to privacy, security, system reliability, and security mech-
anisms in the Fog Computing platform are topics for fundamental research and need
to be explored. Fog Computing will grow in helping the emerging network para-
digms that require faster processing with less delay, whereas cloud computing
would help the business community meet their high-end computing demands and
lower their costs based on a utility pricing and the reliability of the networks of
smart devices. Combining the reliability requirements of grid and cloud paradigms
with the reliability requirements of networks of sensor and actuators, it follows that
designing a reliable Fog Computing platform is a feasible model. Hence, the Fog
Computing paradigm can be perceived as a non-trivial extension of the cloud [9].
This puts some types of transactions and resources at the edge of a communication
network rather than establishing channels for cloud storage and utilisation. Fog
Computing exponents debate that it can reduce the need for bandwidth by simply
not sending every bit of information over cloud channels, and instead, gathering it
at certain access points, such as modern routers. This computation allows for a more
strategic compilation of data that may not be needed in cloud storage right away, if
at all. By using this kind of distributed strategy, company’s project managers can
ensure lower costs, quicker processing and improved efficiencies of systems. In the
Fog Computing environment, processing takes place in a data hub on a smart
device like smart or android mobile, or in a smart router or mugs or network
gateways. This reduces the amount of data sent to the cloud via a network. It must
be especially noted that the fog networking complements do not replace cloud
computing at any point of time; fogging allows for short-term analytics at the edge,
whereas the cloud computing technology performs resource-intensive and
longer-term analytics. Initially, while the edge devices and sensors are where the
data is created and composed, they do not have the computation and storage
resources to perform advanced analytics and machine learning tasks. Though cloud
servers have the power to do these, they are often too far away to process the data
and respond in a timely manner. In addition, having all endpoints connecting to and
sending raw data to the cloud over the Internet can have privacy, security and legal
implications, especially when dealing with sensitive data subject to regulations in
different countries. In this scenario, fogging is the best available method.

Fog Computing has many advantages for services in numerous fields, such as
Wireless Sensor Networks, Smart Grid, Internet of Things, and Software-Defined
Networks (SDNs). However, some general issues associated with Fog Computing
are privacy, trust, and security service migration among Fog Computing devices.
The Global Fog Computing Market revenue is expected to reach $556.72 million
by 2023, growing at a CAGR of around 61.63% during the forecast period 2017–
2023.
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2.3.1 Characteristics

Fog Computing extends the cloud computing paradigm to the edge of the network,
thus enabling a new breed of applications and services [6]. Characteristics of Fog
Computing include:

• Low latency and location awareness,
• Widespread geographical distribution,
• Mobility,
• A large number of network nodes,
• Predominant role of wireless access,
• The strong presence of streaming and real-time applications,
• Heterogeneity.

Some authors have defined the Fog Computing physiognomies as follows:

• The main characteristic being that it is an edge location, with location aware-
ness, and low latency, which means that Fog Computing supports endpoints
with the finest services at the edge of the network.

• Secondly, its Geographical distribution has been very attractive in that the
services and applications in the fog are widely distributed across spaces and
nations. In sharp contrast to the more centralized Cloud, the services and
applications targeted by Fog Computing demand widely distributed deploy-
ments. The Fog, for instance, will play an active role in delivering high quality
streaming to moving vehicles, through proxies and access points positioned
along highways and tracks [10].

• The third attribute is support for mobility, i.e., using LISP protocol fog devices
to provide mobility techniques like decoupling host identity to location identity.
That means it is essential for many Fog and Edge computing applications to
communicate directly with mobile and other smart or computational devices.
Hence, the support for mobility techniques, such as the LISP protocol, which
decouple host identity from location identity and require a distributed directory
system are required.

• Ability for Real-time interactions in another attribute and an essential require-
ment. Fog Computing requires real-time interactions for speedy service without
any interruptions.

• Sky is the limit for connectivity of heterogeneous devices in the network. Fog
nodes can be deployed in a wide variety of environments. These environments
include the heterogeneity objects or devices such as computers, servers, laptops,
printers, pagers, and smartphones as well as physical objects including both
living and non-living things. Hence, one may well imagine a home where
everything—from appliances to pet animals—is connected to the Internet.

• Interoperability is one of the vital networking communication characteristics in
Fog Computing. This explains how different hardware devices or IoT objects
interact and cooperate during the data transmission process by software through

2 Fog Computing in the IoT Environment … 33



various networks. Fog components must be able to interoperate in order to give
a wide range of services such as platform-independent streaming.

• The end object is to improve the quality of life of general public. To do so, one
will have to overcome bandwidth limitations, increasing computing capabilities
and storages in these heterogeneous environments, and fogging technology is
the best method to fulfil these requirements.

Table 2.2 delineates the differences between Cloud and Fog Computing [11].

2.3.2 Concepts

The Fog Computing technology offers a number of benefits in the computing and
communication arena. As defined by Cisco in one of their research papers, “by
moving data processing and delivery closer to the requesting devices through the
expansion of their geographic network footprint and operating in node-based fog
architecture rather than in either cloud or traditional systems, response times to
customers can be improved almost exponentially”. Nearness is the major contrib-
utor to network efficiency, and the effect of moving data towards the consumer
along a communication network path through such fog nodes simply cannot be
overstated. The increased network efficiency through proximity multiplies many of
the benefits of the classic architecture while avoiding the drawbacks of such. As
part of this movement towards network nodes, congestion on the network is like-
wise drastically reduced. In the traditional architectural paradigm, the total of
processing is being demanded in a rather centralised system. Essentially, standard
architectures are glorified bottlenecks in all but a few specific use cases, where data
is trapped in a looping hold pattern. Thus, Fog Computing gets around this by
distributing this functionality across a much wider space. While cloud distribution
can indeed be negated by some solutions, it is problematic, as it also means that

Table 2.2 Difference between cloud and fog computing

Requirements Cloud computing Fog/edge computing

Latency time High Low

Delay Jitter High Very low

Access Fixed and wireless Mainly wireless

Service location Within the internet At the edge of the network

No. of server nodes Few Very large

Distance (client–server) Multiple hops Only one hop

Security Undefined Can be defined

Location awareness No Yes

Support for mobility Limited Supported

Geo distribution Centralised Distributed

Availability 99.99% Highly volatile/redundant
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network response as a whole suffers, even with multiplexing and other load bal-
ancing solutions. Users may still face bottlenecks, but the concept of load balancing
has been amply made use of, resulting in quicker data delivery and better network
efficiency. As more nodes become necessary, dormant nodes can be spun and
utilised. Fog Computing also boasts of impressive scaling abilities. Working with
nodes implies geographical nearness to the data request. This also indicates a boost
in security—data is encoded as it moves towards the edge of the network; and
changing node relations and presence means that the user attack surface is ever
changing. End devices, fog and cloud form a three-layer hierarchical service
delivery model, supporting a range of applications such as web content delivery
[12], augmented reality [13], and big data analysis [14].

However, several challenges are also associated with the Fog/Edge Computing.
The major disadvantage of the Fog technology and architecture is that it intensifies
the complexity of the communication network, and thus, adds a certain amount of
overhead in business terms—both directly and indirectly. Furthermore, imple-
menting Edge Computing means that the user is introducing an ever-increasing
number of points of failure. While privacy and security are benefited in a way by
this constant change, the maintenance and probability aspects are not. Besides, the
security and privacy should be addressed in every layer while designing the fog
Computing system [15]. In old-style solutions, the user has a single point of failure
with centralised effort to repair, maintain, and identify potential issues in the Fog
Computing architecture. By spreading out the computational load, users are
spreading out that effort and responsibility, which can make for stress on the entire
Fog Computing process. Fog is another layer of a distributed network environment
and is closely associated with cloud computing and the Internet of Things.

2.4 Models/Architectures

No standard architectures and tested models have been derived from empirical
research. However, some of the Fog Computing architectures have been described
in the following sections for better understanding of the Fog vision.

2.4.1 A Generic Fog Computing Architecture

Mind Commerce [22] has outlined a generic Fog Computing architecture that
consists of the following elements:

• IoT endpoints: which include end devices like sensors, gateways, edge devices,
and other physical computing objects that perform the required functions and
provide apps that are installed on the end devices. These devices are generally
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connected to a data storage. The IoT endpoints collect the data from other
different devices; process some data in real-time in the IP network data pro-
cessing units. The rest of the data is stored in a Cloud environment for further
processing.

• IP (Internet Protocol) Network: that provides distributed intelligence and is
linked to IoT End-point devices (e.g. sensors) to receive data from and also to
the Cloud environment to send required data for storage purposes and future
analysis. Purpose is mainly to provide communication links. the IP network
utilises distributed intelligence for supporting intelligence representation e.g. big
data mining etc. Distributed Intelligence is considered as a collective intelli-
gence that provides an effective theoretical framework for understanding what
humans can achieve and how artefacts, tools, and socio-technical environments
can be designed and evaluated to empower human beings.

• Centralised Control and Mediation Unit: which is a cloud-based unit in the
Cloud environment where the remaining data, which was not processed in the
data processing unit, is stored and analysed, as required. This unit is used for
storage, queries, and business analytics.

2.4.2 Fog Computing Environmental Model

Zhu et al. [16], in their seminal research paper “Improving website performance
using edge servers in Fog Computing architecture” structured the Fog Computing
Environmental Model. This model has been presented in Fig. 2.6. They have
divided the entire Fog Computing environment into three layers as follows:

Centralised Intelligence: Cloud Computing

Here, Data Centre Cloud may be employed for services for application hosting,
management. The Core Networking and Services are responsible for Internet
Protocols (IP), Multiprotocol Label Switching (MPLS), Quality of Service,
Multicast, Data Security, Network Services, and Mobile Packet Core functions.

Distributed Intelligence: Fog Computing

This layer is the primary one at the edge level. It may also be called Multi-Service
Edge. In this layer, 3G/4G/Long-Term Evolution (LTE), Wi-Fi, Ethernet, and
Programmable Logic Controller (PLC) technologies and other such can be
encountered. This is much like the field area network.

Distributed Intelligence: End-Point Computing

It can alternatively be called the Smart Things Network. This layer consists of
several embedding systems, objects and sensors. This indicates that smart and less
smart things like vehicles and machines are connected via wired and wireless
connections.
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2.4.3 A Fog Computing Architecture by Joud Khattab [21]

The Fog Computing model (Fig. 2.7) by Joud Khattab was published in August,
2017. In this approach, the Fog Architecture has been divided into seven layers, as
briefly articulated below.

IoT Sensors and Actuators

The bottom-most layer of the architecture in Fig. 2.7 is formed by IoT sensors and
actuators. This layer is geographically distributed and possesses sensing, commu-
nication, and application objectives, directing the fetched values to the next layers
via gateways for further processing. The IoT actuators play an important role in this
layer as they are responsible for controlling the mechanism or IoT system. They
fetch the data from the remote sensors and convert them into mechanical or

Fig. 2.6 Fog computer architecture (adapted from [16])
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electrical moments. The actuator usually responds to the sensors that sense the
changes in the environmental deviations.

Fog Devices

The next layer of the architecture has the “Fog Devices” that consist of gateways for
connecting the sensors to the Internet, edge devices and physical computing
devices. This layer is capable of hosting the different sorts of application modules.

Data Generation

The collected data from different sensors, RFID and other IoT devices is processed
further through this layer; of this, some data can be used for real-time processing;
some of the rest can be sent to a Cloud environment. An enormous amount of data
is generated at this layer.

Infrastructure Monitoring

This layer is mainly responsible for the monitoring of resource utilisation, avail-
ability of sensors, actuators, and IP network. It monitors and keeps track of the
services and applications deployed on the infrastructure. Depending on the
requirement, the monitoring component supplies the gathered information to other
services and application objectives.

Resource Management

The core layer of Fog architecture is resource management. It consists of compu-
tational components that systematically manage resources in such a way that
resource wastage is virtually minimised to zero. This layer has a uniform and
programmable interface for seamless resource management of hardware and con-
trolling. It provides generic Application Process Interfaces (APIs) for monitoring,

Fig. 2.7 Fog computer architecture by Joud Khattab (adapted from [21])
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and controlling physical resources such as CPU, Memory, network and IoT devices.
In this layer, the placement and scheduler components are the most important parts
as they keep track of the state of available resources.

Application Model

This layer of Fog architecture consists of the sense-process-actuate model in which
the sensor publishes measured data either periodically or in an event-based manner.
Applications running on Fog devices subscribe to and process data coming from the
sensors. Finally, insights obtained from the processing are translated into actions
forwarded to actuators. Two relevant models are briefly described below.

• Sense-process-actuate model: The information collected by sensors is trans-
mitted as data streams, which is acted upon by applications running on fog
devices and the resultant commands are sent to actuators.

• Stream-processing model: The stream-processing model has a network of
application modules running on fog devices that continuously process data
streams emitted from sensors. The information mined from the incoming
streams is stored in data centres for large-scale and long-term analytics. We
consider stream-processing model as a subcategory of the sense-process-actuate
model [17].

IoT Applications

No field, societal or commercial, has been left untouched by the Internet of Things
(IoT) applications. IoT scenarios includes healthcare, manufacturing, governance,
urbanisation, home automation, citizen security, education, transportation, defence
and many more [18].

2.4.4 Fog Computing Tree Model

Figure 2.8 shows another proposed architecture for the Internet of Things (IoT)
environment. This has been called the “Tree Model”. It describes the IoT archi-
tecture consisting of three layers. It has been developed based on the IoT Forum
Architecture, ITU Architecture, and European FP7 Research Project ARM models
of IoT Architectures. The model is an addition to IoT-ARM (Architectural
Reference Model) by the FP7 Research Project. The approach describes the com-
ponents including connectivity among them and process flow. IoT “Tree Model” is
like a tree structure with roots, trunk and unlimited leaves [19], [20]. The three
components of the Tree Model are the Processing, Transportation and Application
Layers, as elaborated below.

Processing Layer

For every tree, roots are the base and they are essential for the growth and entire life
of the tree. Similarly, in an IoT architecture, Processing Layer is the principal layer
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Fig. 2.8 Fog computing view of IoT—A tree model
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in the global IoT world, with interoperable capabilities. This layer generally has the
computing and embedding abilities with different physical objects or things. The
relevant technologies help in the identification of the objects, securing them, and
monitoring the events. Of course, these technologies are also capable of conducting
automation based on the protocols defined in the network connection and may end
up controlling even human beings.

A few of the technologies involved in the Processing Layer include Smart Cards,
Radio Frequency Identification, Electronic Product Codes, Barcode, IPv4/6, QR
Codes, NFC, Wi-Fi, Bluetooth, ZigBee, Sensors, Actuators, Hyper Text Mark-up
Language 5, robotics, microcontrollers, Big Data Analytics, Urban Operating
Systems, Windows, Linux, Android, and Social Networking.

Network Layer

The Networking Layer is placed between the Processing and Application Layer.
However, there are no hard and fast rules that fixate this sequence and in Fog
Computing, the Processing Layer and Application Layer are likely to be embedded
into each other. In the Network layer, there are sub-networks consisting of Home
Area Network (HAN), LAN, MAN, SAN, WAN, and overlapping.

HAN is a new and relatively unknown network. All the home appliances
including towels, shirts, utensils, windows, doors, tables, fans, fridges, radiators and
so on can get connected to the Internet through smart mobile/devices for easy
automation. To ensure ease of application, this Network Layer has high bandwidth
capabilities, and high data rate speeds for the transmission of yottabytes of data.
The 5G mobile and NG9-1-1 technologies are soon likely to be in place to further
enhance the capabilities. Fog Computing will occur via switches, thermostats,
actuators and smart mobile devices of this networking layer.

Application Layer

The Application layer is similar to leaves of the “Tree”. Like the uncountable leaves
on a tree, the IoT Application layer consists of a gamut of applications including
transportation, security, governance, education, health, pharmacy, logistics, man-
ufacturing and process industries. Beside these, Application Layers support the
technologies for improved Quality of Life in urban areas in public utility services.
These services include power management, water management, waste management
and irrigation management. In fact, even mining processes can be monitored
through this and the monitoring of natural ecosystems including ponds, forest,
lakes, and mountains also is possible, too. IoT has brought about a tremendous
number of services for round-the-clock provision of Quality of Life.
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2.5 Conclusion

Fog Computing-based systems are becoming important in our daily lives. It is
amply clear from the above discussions that Fog Computing will, in future, be
omnipresent and pervading across all disciplines, social and commercial. Through
this, even earthen things are likely to get high calibre computation capabilities,
through the inclusion of basic electronic devices and embedded processing capa-
bilities. The beauty of this technology is that all smart devices, including smart
phones, already possess this computation technology. The user-oriented applica-
tions are already fully loaded in almost all these mobiles. These applications include
Google, music, album, movies, camera, calendar, maps, alarms, Facebook, Twitter,
navigation, voice speech, Hangouts, voice dialler, WhatsApp, notes, Email and so
on. Edge technologies can be used to assist free-view videos by offering virtual
view synthesis and related multi-view video incentives. All these applications
require local storage and high-speed real-time processing, along with high-speed
connected bandwidth to perform edge computing. Even in the case of home
automation, smart devices are coming on board with facilities such as computation,
residential tracking, sensing and adapting the IoT environments through Ambient
Intelligence (AmI), as well as manipulation of databases in real-time situations. All
the IT-related companies are developing IoT products and services to interoperable
Fog Computing hardware, software, and networking. However, researchers still
have much work to do on the fundamentals of Fogging and its allied applications to
develop standard Fogging models and architectures.
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Chapter 3
Dichotomy of Fog Computing
in the Realm of Cloud Computing:
Exploring the Emerging Dimensions

Kelvin Joseph Bwalya and Bvuma Stella

Abstract There is much hype about the emergence of Cloud and Fog Computing
in achieving a truly pervasive access to information and computing resources.
Given the increased need for the instantaneous access and analysis of data with
huge dimensions (big data, with respect to volume, velocity and varied formats) and
the emergence of predictive analytics, individuals and businesses will experience
over-reliance on Fog Computing. Despite the promise, scholars and researchers are
finding it difficult to distinguish between Cloud and Fog Computing and find little
time in investigating the key issues that affect these emerging computing models. In
this context, the aim of this chapter is to explore the formulaic definitions and key
issues surrounding Cloud and Fog Computing. Using a meta-analysis of recent
literature on Cloud Computing literature and authors’ experience, this chapter
presents a development projectile and emerging dimensions of computing. The
chapter articulates how Fog Computing can be used at the centre of instantaneous
ubiquitous data and information management which is a key requirement for
competitive business entities in any given setup. At the end of the chapter, we
discuss Fog Computing landscape in Africa.

3.1 Introduction

Many organisations are transforming their organisation’s data management roles to
include Cloud and Fog Computing as a progressive reliant data and information
platform. Further, the Cloud Computing environment offers scenarios for seamless
and elastic technology resource sharing and provision unlocking opportunities for
ubiquitous information management [1]. It cannot be overemphasised that Cloud
Computing is a paradigm shift to the traditional computing technology model where
heterogeneous end-users are able to access computing resources and information
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using identical operations [2]. Cloud Computing provides virtually shared IT
resources with desired flexibility and modularity reducing the cost of providing
requisite IT services. Given this fact, many organisations, even in the context of
Africa such as the University of Johannesburg, have migrated many of their
information management tasks to the Cloud where its employees use thin clients to
access Cloud services.

Cloud Computing applications are rapidly developing given the ever-increasing
business needs and technological advances rather than user needs. It cannot be
overemphasised that Cloud Computing enables the sharing of a pool of resources
such as servers, storage, networks, applications, and a variety of services, thereby
completely transforming the way computing is perceived [3]. Cloud Computing can
be used especially in smart applications where the computation battery need not be
flat at any time. For example, consider a situation where an old man is let to live
alone in an isolated building. For someone to monitor his health and safety, one can
mount sensors throughout his house and on his body. These sensors are able to
automatically send signals on sleeping routines, health activity and his general
safety to relevant audience for monitoring or for action. This scenario depicts the
three typical layers of the Internet of Things (IoT) upon which many Cloud
Computing applications are designed: Sensing layer; Network layer; and
Application layer.

Despite a lot of progress made in Cloud and Fog Computing research and practice,
there are still serious issues such as limitation in the provision of appropriate and
adequate levels of seamless resource, information interchange and dynamic elasticity,
guaranteed service-level agreements (SLA) and the quality of service (QoS) that need
to be addressed. Other inherent issues include the appropriateness of service and
programming interface which in many instances causes lock-in, privacy and trust
issues, inadequate bandwidth, etc. [1]. Further, problems such as lack of requisite
mobility support, unreliably low latency, location awareness and agent identify pre-
vent Cloud Computing from being used at a large scale [4].

The main objective of this chapter is to locate Fog Computing within the broader
field of applied information systems, present synoptic articulation of gaps in re-
search and practice of Fog Computing, present the current status of Cloud and Fog
Computing in Africa (ICT infrastructure development status (fibre networks, virtual
networks, etc.), explore the existing legal and regulatory frameworks, etc., define
key terms in emerging Fog Computing research and practice domains, and to
present prior work done in this field, thereby articulating the gaps and grey areas,
etc., that need to be explored.

It is worth noting that this chapter does not claim to present novel ideas but
merely re-emphasizes many of the concepts that are currently being discussed in the
research community worldwide. The ‘novelty’ of this chapter is that it punches into
the future dimensions of Cloud Computing in as far as Cloud Computing imple-
mentation in the developing world is concerned. Further, the chapter is vital to
advancing scholarly discourse in that it explores a Cloud Computing architecture
which can be used in real-world setups.
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The arrangement of the chapter is as follows: the first section discusses the
fundamental concepts of Cloud Computing highlighting the key characteristics, the
second part discusses the key attributes of Fog Computing and thereafter compares
it with Cloud Computing, the third part discusses the design aspects of Cloud and
Fog Computing, the next section discusses the different issues that need to be
overcome in the Cloud/Fog Computing solutions such as legal aspects, and the last
part explores the status of Cloud/Fog Computing in Africa.

3.2 Key Tenets of Cloud Computing

Appreciating the key tenets of any phenomenon emanates from understanding in
detail what the phenomenon entails in any given context. It is important, therefore,
to understand what Cloud Computing entails in order to delve into its different
domains.

Several researchers have attempted to advance different definitions of what
Cloud Computing entails given the context in which they operate. Although this is
the case, there is a lack of agreed global definition of what Cloud Computing
entails. However, many people have adopted the NIST definition as one that fits
many contextual nuances. Therefore, many definitions for Cloud Computing have
been based on the NIST SP-800-145 definition: A model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g. networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service
provider interaction. This Cloud model promotes availability and is composed of
five essential characteristics, three service models and four deployment models.

The major tenet of Cloud computing has to do with the drive to exploit
opportunities of how to manage, process and integrate ashore and afloat data,
information and different network resources into the different business processes of
the organisation. The end-result is a significant reduction into IT costs that would
have otherwise been incurred by an organisation. Depending on the model of Cloud
Computing utilised and in what contextual setting the implementation is pursued, in
some circumstances Cloud Computing may prove to be an expensive option
especially in situations where the company offering Cloud services is corrupt.
Figure 3.1 below highlights the three basic levels of Cloud computing which
articulates the basic elements of Cloud Computing.

The layer with the highest degree of abstraction is the one detailing the essential
characteristics of Cloud computing applications. One of the key concepts upon
which Cloud Computing is hinged is resource pooling which entails that the Cloud
resources are accessible using a multi-tenant model by many end-users simultane-
ously. Cloud Computing uses dynamic provisioning which allows a single resource
to be accessed by multiple applications simultaneously. The Cloud services are
measured or timed and controlled to ensure that there is no abuse of the service.
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Each Cloud service needs to be offered immediately (on-demand self-service) in
many cases without the intervention of a human being. The Cloud services also need
to rapidly elastic and allow requisite broad network access—this means that the
Cloud services need to be vendor neutral and heterogeneous network configurations
should be able to access the services using identical operations or open interfaces.
The middle layer articulates some of the different service models that are used. As
espoused in Fig. 3.1, there are different service models for Cloud computing. These
service models allow the consumers to access Cloud services, resources and appli-
cations in different ways. Some of them are articulated below [5]:

• Cloud Platform as a Service (cPaaS): Using this model, programming tools
and languages are deployed into the Cloud infrastructure to create a platform or
interface for accessing the different resources provided in the Cloud. Unlike in
the cSaaS, the consumer does not go to control the Cloud infrastructure (net-
work, servers, storage, operating systems, etc.). However, the consumer can be
given a degree of control of the deployed applications. Force.com, Google* App
Engine, Red Hat* OpenShift*, VMware Cloud Foundry, and Windows Azure
are examples of cPaaS. Consumer and the producer are both given adequate
privileges to customise applications of the Cloud interface or service. An
example of cPaaS is Salesforce1 Platform that gives opportunities to end-user
apps based on the salesforce platform limiting them in getting user interfaces
based on applications from other vendors.

Deployment 
Models

Service 
Models

SaaS
CaaS

PaaSIaaS

Essential 
characteristics

the

Cloud Resource pooling

Broad Network 
Access

Measured and controlled service 

Rapid elasticityOn-Demand self 
service

Fig. 3.1 Key elements of Cloud Computing paradigm
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• Cloud Software as a Service (cSaaS): Here, the consumer is given rights to
access applications of the provider of a service running on Cloud infrastructure
through a thin client like Web-based mail. Using this model, the consumer is not
mandated to control or manage the Cloud infrastructure. In general, both the
end-user (consumer) and the producer have very limited control of the interface
upon which the Cloud Computing service is accessed. Amazon* Elastic
MapReduce, Cetas* by VMWare* analytics solutions, Google* BigQuery ser-
vices, Rackspace* Hadoop* service, and Windows Azure* HDInsight* are
examples of cSaaS.

• Cloud Infrastructure as a Service (cIaaS): In this model, the consumer has the
privilege to provide processing, storage, networks, etc., and also be able to
deploy and run arbitrary software. The consumer is not mandated to manage the
Cloud infrastructure. The cIaaS accords end-users maximum flexibility to cus-
tomise their Cloud services and therefore provides opportunities for the devel-
opment of a consistent user interface commensurate with the user characteristics.
Amazon* Web Services, Citrix* CloudPlatform, Windows Azure* and
Microsoft* System Center, OpenStack* software; Rackspace*, Savvis*,
Verizon* Terremark* and VMware vCloud* Suite are examples of cIaaS.

• Cloud Communication as a Service (cCaaS): This is a key platform for
interactions between producers and consumers of Cloud or Fog Computing
resources. It provides collaborative and audio/video communication services,
unified communications, instant messaging, email, data sharing in dynamic
platforms such as Web conference, etc.

• Cloud Network as a Service (cNaaS): Service providing the main space for
managing Internet access of Cloud resources (speed, availability, etc.). It
includes virtual private networks (VPNs) and Cloud Computing services which
are generally based on flexible and on-demand bandwidth.

The service models articulate the different usability needs of the consumers in
the light of their privileges with regard to resource interaction and management.
However, despite the many advantages brought about by the different service
models, it’s not automatic that anyone employing any of these models will benefit
from the implementation. There is a need for contextual other than formulaic
models in order to realise their full potential. Contextual service models are going to
be designed baring the contextual nuances in the area in which they are to be
employed. Other than the service models, deployment models are worth consid-
ering when designing Cloud service applications. Deployment models depict how
Cloud infrastructure is made available to the different sets of consumers. Some of
the common deployment models are briefly discussed below, mainly for the sake of
completeness:

• Community Cloud: Several organisations are able to share the Cloud infras-
tructure in order to share Cloud resources for the benefit with regard to shared
concerns. Given a situation where a community uses the cPaaS model, the
service-oriented-architecture (SOA) applets are specific to the overall requirements
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of the community, e.g. industry-specific, business-process-specific. This allows
members of the community to easily access Cloud service applications as the
underlying programming models have been made and they only have to plug in
their service needs.

• Private Cloud: In this deployment model, the Cloud infrastructure can be
deployed on-sight or off-sight and is managed by the organisation or a
third-party entity solely for the organisation. This deployment model entails that
no one other than the members of the organisation have the privilege to access
the Cloud network. Such kind of configuration is synonymous to an intranet
which restricts the access of the network resources to outsiders.

• Public Cloud: The general public has access to the Cloud infrastructure and its
resources or services. The need of such a network to design the Cloud service
applications on open and interoperable interfaces cannot be overemphasised.

• Hybrid Cloud: This is a composition of two or more Clouds retaining unique
attributes from each of the Clouds involved. The Cloud uses standard or propri-
etary technology enabling data and application portability. In most cases, this is a
powerful Cloud which is very competitive given the context in which it operates.

The different service and deployment models need to be considered when
designing Cloud computing services regardless of the context in which this is
implemented. It worth emphasising that following the standard design principles
and considering the local contextual characteristics when designing Cloud
Computing will culminate into improved cost efficiencies and innovation, improved
access to network or Fog Computing environment [6].

3.3 Cloud Versus Fog Computing

Just like Cloud computing as discussed above, in order to understand the contours
of Fog Computing, one first needs to understand what Cloud Computing entails.
Good-enough understanding of the logical and conceptual outlay of Cloud
Computing is important before attending to understand; let alone define what Fog
Computing is. The understanding is desired to articulate the differences between the
two concepts and articulate why there is a need for such a delineation.

Both the Cloud and Fog Computing are conceptually based on the understanding
of the Internet of Things (IoT). There has been a continuous push from technology
innovators to augment IoT applications with Cloud Computing. The IoT articulates
a connectivity environment which allows different resources to be accessed using
an interplanetary network hinged on either of the following: Personal Area Network
(802.15), Local Area Network (802.11), Metropolitan Area Network (802.16) and
the Wide Area Network (802.16). Both Cloud and Fog Computing environments
need to consider the basic building blocks that are needed in designing dynamic and
competitive application environments. Some of these technical building blocks are
discussed below:
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• Service Oriented Architecture (SOA)—this provides a library of tested and
functional software applets that can be configured together to become useful
application.

• eXtensible Markup Language (XML)—this allows the use of identifier tags that
are used to transport information of any kind to any designated application
based on the Internet.

• Application Programming Interfaces (APIs)—these are technical tags that can
be used to direct applets concerning the Internet.

Fog Computing is a system-level architecture that brings together storage,
processing and networking closer to the end-users with the Cloud-to-thing con-
sortium in edge computing [7]. Fog Computing takes virtualisation to another level
using edge computing. Virtualisation enables virtual machine instances or states to
be established on the heterogeneous wireless components. Cloud Computing lar-
gely focusses on making resources available through a virtually connected core
network, whereas Fog Computing focusses on the provision of elastic resources/
services at the edge of the network enabling new applications designed upon new
and emerging technologies. An example of edge technology is a commercial edge
router which is advantageous over the traditional routers by having built-in network
storage capacity, increased processing speed, etc [4]. Fog Computing is an exten-
sion of Cloud Computing with the differences in the network configuration where
the latter is implemented using edge of the network and the former is implemented
using the core of the network [4]. A common understanding of Fog Computing is
that heterogeneous non-disparate pervasive devices communicate and can poten-
tially coordinate amongst themselves in a scenario where some of them perform
storage and processing tasks.

Fog Computing is implemented using different configurations. In a situation
where Fog Computing is used at the server point in the processing and transition of
information, it significantly reduces the data latency and facilitates seamless
transmission of information. In this regard, the Fog server allows dynamic cus-
tomizable optimization owing to the client device and local context characteristics.
The Fog server can further sniff the user experience, knowledge which can be used
to improve the Web page rendering and surfing experience.

Synonymously, computing paradigms such as Mobile Cloud Computing
(MCC) and Mobile Edge Computing (MEC) are used in place of Fog Computing
applications. An example of MEC application could be a Cloud server mounted at
the end of a mobile network performing tasks that could not be traditionally exe-
cuted in a conventional network configuration [4]. The Google Glass, Microsoft
HoloLens and the Sony SmartEyeglass are examples of some of the popular
products designed on the Fog Computing conceptualisation [4]. Fog Computing
opens opportunities for enhanced capabilities with regard to data processing of
large data sets. This processing can achieve big data acquisition, aggregation and
preprocessing enabling data transportation and thereby balancing computing power.
Further, Fog Computing extends the benefits that can be extracted from the Internet
of Things.
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3.4 Promise of Cloud and Fog Computing

There is undoubted agreement amongst experts that the implementation of Cloud
and Fog Computing culminates into tangible benefits in the realm of flexibility and
convenience. The potential of Fog Computing in changing the way the end-user
computing is perceived cannot be overemphasised. However, there is also a line of
analysis which has revealed that Cloud or Fog Computing does not automatically
culminate into gains and reduction of costs as in some cases the gains may be less
than the costs of the entire model. Further, the ‘opportunity cost’ of engaging in
Cloud Computing is sometimes high in certain contain contextual settings. The
concept of the opportunity cost kicks in especially in resource-constrained envi-
ronments like Africa when it comes to considering whether to consider Fog
Computing or not. The unplanned high costs in Cloud Computing can be the
transfer of very large data sets to the Cloud and storing it there over longer periods
of time can be very costly to the company in the long run. Further, movement of
data sets between the company and the Cloud can culminate into huge costs in
terms of bandwidth especially if the throughput is low and data latency is high. The
key advantages of Cloud and Grid Computing include the following:

• Possibility of large enterprises in offloading a portion of their information
management roles to the Cloud and small enterprises including start-ups are able
to translate some of their business domains without incurring huge start-up
infrastructure costs.

• Accords chance to system developers to concentrate on the core of designing
business logic having not to worry about the question of infrastructure man-
agement and scalability.

• Service consumers can access services ubiquitously translating into increased
convenience.

3.5 Platform Design in Cloud and Fog Computing

Researchers and practitioners have attempted bringing out the key principles that
need to guide the design and implementation of Cloud and Fog Computing. For
example, the OpenFog Reference Architecture articulates principles that guide the
configuration of storage, network, computation, control and accelerators [7]. The
following principles are core to designing the Fog and Grid Computing
applications:

• Designs should observe the principles of reliability, availability and service-
ability. The quality of Cloud services should be in such a way that it always
accessible to the end-users. However, the need for universal accessibility of Fog
applications opens up such applications to the numerous security issues and
challenges. Real-world Fog Computing applications enable its exposure to the
different security dimensions to the security rules.
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• Tactical and strategic decision-making provides agile applications that are car-
dinal in the transformation of data and wisdom. Cloud services should be agile
in such a way that they allow changes in configurations and service models
whenever there is a justified change in the needs of the customers.

• Fully Cloud-enabled computational systems which observe autonomy at all
levels.

• Virtualisation and multi-tenant. End-users should access Cloud services.
Simultaneously without going through a reduction in the quality of the services.

• Flexibility and autonomy and observation of the true value of data.
• Specific to deployment needs and observation of all desired values of privacy.
• Because innovations change, and there are new services and applications that

emerge everyday, Cloud services should observe a higher degree of scalability.

Understanding Fog Computing goes down to understanding the Fog node
architecture. The Fog node is the smallest unit of analysis and its understanding can
be used in the understanding of the Fog architecture. The architectural configuration
of the server computing node is shown in Fig. 3.2.

Each of the different elements of the Fog node needs to be considered when
designing Fog services on the edge network. Some of the Cloud Computing
technologies include:

• Hadoop Distributed File System (HDFS), Apache Hadoop [8], Dryad—a dis-
tributed execution engine used for coarse grain data applications [9], Amazon
EC2, GoGrid [10], and ElasticHosts [11], MapReduce—lightweight runtime
programming model [12]. These technologies have unlocked exciting opportu-
nities in parallel computing especially with regard to handling large data sets [13].

Fig. 3.2 Architectural arrangement of the Fog node (Adapted from [7])
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• Open-source Cloud infrastructure such as Nimbus [14] and Eucalyptus [15], and
the open-source virtualization software stacks such as Xen Hypervisor [16],
Manjrasoft Aneka provides itself as a platform for creating scalable application
in different Clouds in a seamless and elastic manner [13].

• Some of the commercial technology products espoused on Cloud computing
include the Cloudlet, Cisco IOx.

The NIST Cloud Computing Reference Architecture is a high-level abstract
model focusing on ‘what’ Cloud services need to provide, disregarding the ‘how’ to
design. It provides a controlled vocabulary of Cloud Computing by articulating the
Cloud Computing taxonomy. The architecture is not tied to any specific Cloud
Computing or technology product. The conceptual Reference Model is hinged by
the Cloud carrier which is further connected to the Cloud provider, Cloud broker,
Cloud consumer and the Cloud auditor. Each of these parts of the reference model
has certain attributes that need to be considered when design Cloud or Grid ap-
plications. The Cloud auditor has the security audit, privacy impact audit and the
performance audit. These are different audit systems that focus on ensuring that
there is integrity in the over Cloud application provision. The Cloud provider
focuses on service orchestration by considering the physical resource later which
houses the hardware and facility. The service layer considers the different service
models of Cloud Computing such as the Platform as a Service. The service
orchestration is generally the resource abstraction and control layer. The Cloud
service management part houses the business support, provisioning or configuration
and portability or interoperability of platforms for accessing Cloud or Grid
Computing applications. The Cloud broker housed the service intermediation,
aggregation and arbitrage.

Technologies such as system on chip (SoC) which can embed the whole system
on a chip (i.e. CPU, memory, timers, external interfaces) and system in package
(SiP) embedding circuits in a single unit and extensively used in smart phones can
be used in the implementation of Fog Computing [17].

Web 2.0 applications are used to provide interactive and flexible information
sharing, user-centred and collaboration design, and application composition pro-
viding enhanced user experiences. This is made possible by the use of technology
standards such as XML, Web services, asynchronous JavaScript. In the light of
Cloud and Fog Computing, these technologies facilitate the building of applications
leveraged on the contribution of content by both users and producers. Users OF
Web 2.0 platforms do not necessarily have to install all new software releases but
can benefit from these by simply interacting with the Cloud applications made
possible by deployment of lightweight programming models, uses loose coupling
by integrating and synthesizing existing applications and services, and allowing
universal access to the Internet through a dynamic and user-friendly platform.

As a key reference model for Cloud and Fog Computing systems,
service-oriented computing allows system and application development to be
achieved by adopting ‘services’ as the main building block. Service-oriented
computing is the cornerstone for the development of interoperable, evocable
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applications and services which are low cost. The key ingredients of a service are
location transparency (the actual location of a resource should not be made known
to the user or consumer of that resource), loosely coupled, programme language
independent and reusable.

Cloud Computing enables us to carefully consider the concept of Web services
inferred by metadata standard the Web Services Description Language (WSDL) and
the interaction platform the Simple Object Access Protocol (SOAP) allowing dif-
ferent applications to access the Web Service platforms. Interactivity in the Web
Service platforms is achieved by the SP.NET and ADO.NET.

Resources managed and offered by/to multiple stakeholders with some form of a
metered service at different granularities given a desired SLA conforms to a Cloud.
In the EU, the OpenStack and OpenNebula consortia have delved into the devel-
opment of open-source platform and application development which are cardinal to
developing future-fit Cloud and Fog Computing applications [1].

3.6 Issues in Cloud and Fog Computing

In order for the objectives of Fog Computing to be accomplished, there is a need to
understand the different issues that come with Fog Computing implementation.
Some of these issues refer to the following:

1. Fog network: One of the key ingredients for a dynamic Fog Computing im-
plementation is the network itself which is at the centre of connecting all the
different heterogeneous components (devices and gadgets) accessing specified
resources. Issues such as achieving network scalability, reduction of costs can be
managed using emerging techniques such as Software-Defined Networking
(SDN) and Network Function Virtualisation (NFV). The SDN allows wired
ports on the Fog server to select optimum frequency on the wireless interfaces to
support privilege traffic reservation, network virtualisation, etc. The key func-
tion of the NFV is to replace the network functions with virtual machine
instances. The performance of virtualised network appliances is a key concern
that needs urgent attention [4].

2. Quality of Service (QoS): QoS is a very important measure of network service
quality in a Fog Computing network. It is measured using connectively,
capacity, reliability and delay. QoS is achieved by continuously measuring the
four metrics [4].

3. Interface and programming model: Because resources in a Fog Computing
network are accessed using virtual networks, there is need for robust and
dynamic interfacing and programming models. Current thinking points to
application-centric computing to have a brighter future in Fog Computing in
order to provide scenarios where components in Fog Computing environment
will be application-aware allowing different types of optimisations. Currently, it
is difficult to build compatible applications which can be accessible over
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multiple heterogeneous platforms. Although some authors, such as Hong et al.
[18], have developed high-level programming models for emerging internet
applications, it is important that more general schemes need to be built.

4. Computation offloading: It saves computational effectiveness by extending the
battery lifetime or facilitating a distributed shared memory on computational-
extensive tasks.

5. Provisioning and resource management: When the end node in Fog Computing
environment moves, application-aware provisioning is compromised due to dyna-
mism brought into the metrics such as bandwidth, storage and latency. Fog
Computing and the IoT have a future in playing critical roles in mobile
crowd-sourcing or sensing applications. Resource discovery in highly dynamic
information resource environments, and sharing resource discovery thereof, is of
critical important in Fog Computing environments. Resource sharing is a key
attribute that needs to be carefully considered in heterogeneous resource environ-
ments to overcome the different challenges brought about by Fog Computing [4].

6. Privacy and security: Although a lot of effort has been dedicated by various
researchers on security issues in Cloud computing, there are few interventions
and effort dedicated to Fog Computing. Customised systems on intrusion
detection systems can be deployed in geo-dispersed Fog Computing environ-
ments to detect suspected malicious activities such as denial of service (DoS),
port scanning. There is need to explore security issues in both hardware and
software layers.

Another key challenge in facilitating Fog Computing is building the necessary
level of interoperability to support access of Fog Computing resources. This requires
a collaborative approach given the multi-dimensionality of the different entities of
Fog Computing. One solution towards achieving the interoperability in Fog
Computing environment is the need for an open architecture which will not depend
on the make and type of technology innovation accessing the Fog Computing
environment. An open infrastructure will significantly reduce the cost to develop
Fog applications, will provide a common platform upon which Fog applications will
be developed, increase penetration and adoption of Fog Computing and ultimately
increase the quality and innovation of Fog Computing [7].

One of the key challenges of Fog Computing has been multi-tenancy—the
existing of heterogeneous agents accessing resources in the Fog Computing envi-
ronment separated by varying levels of security, service-level agreements (SLAs),
governance, policies, etc.

In a multi-tenant environment, the issue of security cannot be overemphasised.
In order to implement desired levels of security, one of the key requirements is
hinged on identify and access management (IAM). IAM involves understanding the
different component of IAM as espoused in the ISO/IEC 24760-1 such as Entity
(item that exists inside a system e.g. a device, SIM card), Identity (sum of attributes
defining an entity), Identifier (unique identity related to an entity), Credential (this is
a representation of an entity that is used to achieve authentication of an entity, e.g.
password, pin, password, smartcard).

56 K. J. Bwalya and B. Stella



The problems of Fog Computing can be dwarfed by continuously engaging into
the issues of efficiency and effectiveness. The key assumption in achieving dynamic
security management in loud computing environments is ensuring that there is
robust identity management.

3.7 Legal Dimensions of Cloud and Fog Computing

Law and order is very important in ensuring that there is sanity in the Cloud and
Fog Computing environments given the proliferation of Cloud service providers in
any given setting, especially that a multi-tenant model is utilised. The following are
some of the legal dimensions that need to be considered in Cloud and Fog
Computing environments:

1. There is a growing wave of competition in the provision of Cloud services
prompting some Cloud service providers to delivery implement service appli-
cations that lead to consumer lock-in, blockage and dependency. This is a
problem brought about by the varying data formats and interfaces upon which
Cloud services and resources can be accessed. There is need for legal frame-
works to protect the consumer of Cloud services given the environment in which
Cloud Computing operates. Further, legal frameworks should encourage the
provision of Cloud services on open interfaces so that issues of user lock-in are
going to be left in the past [19].

2. There is need for legal provisions where if either a consumer or provider wish to
part company with one another, they should do so without penalties, loss of data
or other unforeseen repercussions [19].

3. Legal instruments need to be made with regard to ensuring that there are
minimum quality levels espoused in the service-level agreements (SLAs) for all
Cloud and Fog service providers. This can wipe away many rudimentary and
unreliable data service management seen in many of the Cloud or Fog service
provides today.

4. Service providers need to be monitored to ensure that the data they may hold in
the storage confines of the virtual servers is not used at all costs to the disad-
vantage of the owner of the data.

5. Other practical issues need to be considered upon the design of Cloud com-
puting legal setups such as physical location of the data, legal status of the
Cloud service provider in the area it is providing the service and whether it is
authorised to use an infrastructure located outside the country of origin, what
will happen to the data upon the expiry of the contract, etc.

It is important to note that all the points given above are hinged on the need to
enable interoperability and reversibility in Cloud computing. Because of many
Cloud service providers offering all sorts of services, there is a need for Cloud
service to interoperate. In any given context, it is important that there is
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encouragement to adopt the regulatory and technical aspects to Cloud Computing
as espoused in the international coordination effort (see: www.itu.int/en/ITU-T/
focusgroups/Cloud/Pages/default.aspx).

3.8 Realisation of Cloud and Fog Computing in Africa

Although Cloud and Fog Computing implementation are relatively new, African
countries are jumping onto the bandwagon in as far as its implementation is con-
cerned. In conjunction with the international players, Africa is implementing var-
ious Cloud and Fog Computing projects given the appropriateness of the Cloud
Computing model to the African context. However, as aforementioned, technical
shortcomings and regulatory inefficiencies associated with advanced technologies
slow down the penetration of Cloud Computing. Because of underdeveloped ICT
infrastructure, the Internet in many parts of Africa is generally of poor quality of
service limiting the likelihood that Cloud Computing can thrive. It is posited that
the limited penetration of Cloud Computing in the African polity is a source for
concern as Africa misses out on exciting opportunities brought about by the digital
age and therefore misses out on information globalisation currently being advocated
for throughout the world.

There has been a growing trend in the capacity of African countries to offer
reliable Cloud computing services. For example, there are over 112 data centres in
Africa with South Africa taking the centre stage with 15 mostly operated by Teraco
in Cape Town, Johannesburg and Durban. Having data centres locally in Africa will
significantly reduce the cost of Cloud or Fog Computing services thereby allowing
more people and organisations to have access to different innovations surrounding
Fog/Cloud Computing.

Known as a continent stung by the lack of adequate resources to push the
development agendas, Cloud and Fog Computing are good candidates for
revamping the ICT experience and implementation in Africa owing to its
cost-effectiveness. The cost-effectiveness is achieved by the fact that there is no
need for expensive processing and storage systems as these tasks are done by virtual
servers in the Cloud, no IT maintenance costs and expensive software, no need for
dedicated experienced IT staff to drive technology innovation agenda as innovation
can be accessed through shared platforms online, accessed through simple
Web-based platforms, etc. Despite this being the case, there is need for adequate
levels of Internet connectivity, virtualisation needs to be achieved at a higher level,
and there should generally be higher trust in the security of the systems used [19].

In order to effectively tap into the different digital opportunities brought by
Cloud and Fog Computing at a continent level, there is a need for Africa to pursue
coming up with strategies that are going to be at the core of transition to Cloud or
Fog Computing given its unique contextual nuances. This strategy is going to act as
a blueprint for integrating and mainstreaming Cloud and Fog Computing in dif-
ferent business processes of both the public and private enterprises. One of the key
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roadblocks for the penetration of Cloud and Fog Computing in the different
socio-economic frameworks of Africa has been the varying legislative and regu-
latory frameworks. Looking at the EU, there was recognition that the different
frameworks at country level hampered the penetration of ICTs into the different
socio-economic establishments and therefore moved to come up with harmonised
and common ICT strategy for Europe. At the moment, ICT penetration in the EU is
comparatively higher than many regions of the world and there is now a serious
move to realise the benefits of cross-border ICT integration. Although Africa has
autonomous regional groupings, it is encouraged that these need to talk to each
other in order to come up with harmonised legal, regulatory and legislative
frameworks to promote seamless penetration of emerging technology innovations.
Another key requirement to realise the development of Cloud and Fog Computing
in Africa is the need for attracting investment towards the development of the ICT
infrastructure to support future technology innovations [19].

The emergence of Cloud Computing is going to create nearly 145,000 jobs in
South Africa. Sikhosana [20] articulated the key benefits of Cloud Computing
especially amongst the African business entities as it culminates into the reduction
of the cost in the investment of the ICT infrastructure. Cloud Computing will
further promote innovation in different socio-economic establishments by encour-
aging software development competence [21]. The Cloud readiness of South Africa
has attracted many Cloud providers such as Google to the South African technology
market [22]. Some of the common Cloud services in South Africa include email
hosting and archiving, Web hosting, data backup and configuration, application
development.

Because of the relatively advanced economy, South Africa has a comparatively
advanced Cloud services infrastructure with many different Cloud services provi-
ders. For example, a data centre to support Cloud services was built in
Johannesburg by the IBM in 2009. In the same year, Vmware launched vSphere as
a Cloud operating system specified oriented to serve the South African market.
Another Cloud provider very active on the South African landscape is Dimension
Data which offers Cloud business services such as OpSource and *BlueFire to the
Cloud consumers in South Africa. Dimension Data has developed capacity to
handle any contemporary Cloud service demands given their collective experience
with Managed Cloud Platforms (MCPs), CloudControl management system and
private service offerings. Xi [23] investigated penetration of Cloud Computing in a
provincial government in South Africa and found that Cloud Computing adoption
was in its embryonic phase. Further penetration of Cloud services is accentuated by
the continued improvement of bandwidth given the implementation of the undersea
telecommunication cables. Despite this being the case, there are clear indications
that South Africa presents a contextual terrain ready to adopt Cloud Computing.
Most of all, the leadership seems ripe as there are a lot of strategic movements
towards encouraging Cloud Computing development in South Africa [13].

A recent study done by the international data corporation (IDC) has opined that a
majority of the South African companies are considering the implementation of
Cloud Computing in one way or the other. Over 93% of the South African
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companies have or are in the process of developing Cloud Computing strategies.
Other countries such as Kenya and Egypt have a relatively developed Cloud and
Fog Computing infrastructure. Given the present state of affairs, the single-key
limitation of Cloud service penetration in South Africa has been the limited
understanding on the part of the individuals and business on what Cloud
Computing entails and how to implement it. Strategic initiatives needed for
development of Cloud Computing include the need to revise and strengthen most of
the current legislation on the management of Cloud-hosted data geared towards
preventing data lock-in, clarify the different roles and relations in the Cloud data
management environments such as data centre managers, data protection. There is
need to also put in place regulatory watch entities, training and awareness pro-
grammes, cross-border agencies, etc.

3.9 Conclusion

This chapter has articulated the development projectile of Cloud and Fog
Computing. The first parts of the chapter were hinged on articulating the basic and
fundamental concepts of Cloud and Fog Computing in the light of resource and
information management. It has been posited that the emergence of Cloud and Fog
Computing will change the computing paradigm towards pervasive information and
networked resource management.

Although there a myriad of benefits that can be accessed by using Cloud and Fog
Computing, there are a host of challenges that need to be overcome if Fog
Computing were to be adopted on a large scale. This chapter has articulated the
different issues and challenges that need to be addressed by yesterday. Currently,
there are different Cloud architectures that are being proposed from different con-
textual settings. The key thinking is that there is need to collaboratively work
towards designing open interfaces and systems that can go a long way in facilitating
access to Cloud resources by different technology platforms from diverse IT ven-
dors. One of the active players towards this effort is the OpenFog consortium which
has proposed an architecture which can be used as reference when designing Fog
applications.

Although other regions of the world over have shown increased adoption of
Cloud and Fog Computing, it is clear that Africa is lagging behind in this regard.
The challenges with regard to the penetration of Cloud and Fog Computing in
Africa can be mitigated by considering rigorous capacity building and institutional
training, amongst others. A lot of work needs to be done in order to achieve
meaningful penetration of Cloud and Fog Computing into the different
socio-economic establishments.
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Chapter 4
Fog Computing in a Developing World
Context: Jumping on the Bandwagon

Bvuma Stella and Kelvin Joseph Bwalya

Abstract The emergence of Fog Computing has culminated into a plethora of
service options for computing users. Fog computing provides opportunities where a
network of remote servers on the Internet can store and process data, rather than a
local server or a personal computer as elaborated by the Compaq Computer in 1996.
Defining policies for adopting Fog Computing from the perspectives of both the
individual users and organisations has become essential for choosing the right Fog
Computing services. The aim of this chapter is to articulate the vantage points of
Fog Computing in the informational computational continuum and explore the
factors affecting the adoption of Fog Computing by users or organisations with a
special focus in the developing world. Amongst others, the chapter explores the
contemporary privacy and security concerns and other issues of Fog Computing
especially from the standpoint of service excellence. Further, the chapter explores
contextual challenges that may be encountered when implementing Fog Computing
in developing world contexts such as low latency and jitter, context awareness and
mobile support due to underdeveloped ICT infrastructures. The chapter integrates
the Technology, Organisation and Environment (TOE) framework which can be
employed to understand the factors influencing the penetration of Fog Computing
in different businesses in the developing world. The chapter also explores oppor-
tunities bordering on how Fog Computing can advance the agenda of service
ubiquity and pervasiveness.

4.1 Introduction

Due to the importance of diverse emerging technologies in the different
socio-economic establishments in the world, technology adoption in different
contexts has been a hot research topic amongst researchers and practitioners. Fog
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Computing is proving to be a paradigm shift in computational sciences and brings
about ubiquity in the computation of diverse information resources and application
execution raising its popularity in many organisations around the world [1]. Fog
Computing brings about new computational capabilities in capturing, storage and
processing of large quantities of both structured and unstructured data (Big Data)
and enables application execution in remote sites using technology infrastructure
belonging to other entities. The advancement of Internet of Things (IoT), Big Data
and predictive analytics has made its demand around the world and in the devel-
oping world to go over the roof. In a nutshell, the emergence of Fog Computing on
the information management landscape unlocks opportunities that were unheard of
barely 20 years ago let alone perceived.

Fog or Edge Computing is a new computing paradigm, a concept proposed by
research community [2], that has emerged and seen as a disruptive technology
specifically on how humans utilise computers in their everyday lives. This para-
digm allows the flexibility to compute and store resources at the Edge of the
Internet, in close proximity to mobile devices, sensors, end-users and IoT devices
[3]. The conceptualisation of Fog Computing is hinged on the understanding of
contemporary and emerging information environments such as information
ecosystems and the ability of technology devices automatically communicating and
exchanging data using the machine-to-machine mode. In this scenario, the physical
proximity of the technology devices improves latency, bandwidth, trust and sur-
vivability. Organisations aiming to adopt Fog Computing need to have a clear
understanding of the factors affecting the adoption of emerging technology (ies). In
any given context where an emerging technology is here marked for adoption,
challenges and factors need to be outlined which in turn will assist the policy
makers or decision makers in developing clear understanding of the potential
benefits, as well as the challenges involved in the process of planning and imple-
mentation of the adoption.

Given the aforementioned, this chapter aims to explore the conceptual charac-
teristics of Fog Computing within the realm of the information computational
continuum and then explore the factors at the centre of adoption of Fog Computing
analysed with the lens of a developing world context. The chapter explores how
Fog Computing impacts on the informational computational continuum given the
different computing paradigms utilised in the management of heterogeneous
information resources. Out of these endeavours, the chapter proposes a conceptual
framework that may guide investigations of factors influencing Fog Computing in
developing world contexts.

This chapter is arranged as follows: the next section introduces the general
characteristics of Fog Computing and articulates the general functional and
non-functional characteristics of any Fog Computing environment, and the fol-
lowing main section explores the different factors influencing the adoption of Fog
Computing. Section 4.4 explores the general factors influencing technology
adoption and compares these with the factors influencing adoption of Fog
Computing, thereby proposing a conceptual framework for Fog Computing adop-
tion. Sections 4.5 and 4.6 explore and discuss technology adoption theories; and
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Fog Computing measurement constructs in terms of organisational, technological
and environmental factors. The chapter ends with a conclusion which gives a recap
of major themes discussed and outlines the future works that need to be further
explored to advance the vision of Fog Computing.

4.2 Fog Computing

Before the articulation of Fog Computing, it is important to understand its root by
exploring the fundamental characteristics of Cloud Computing especially with the
focus whence Computing emanates. Cloud Computing allows remote application or
program execution, information storage and processing owing to the scarcity
including higher cost of requisite and compete IT infrastructure which ensures that
the cost for business process automation and digitisation is significantly reduced.
The Cloud Computing paradigm has a couple of service models [4] which include
software as a service (SaaS), platform as a service (PaaS) and infrastructure as a
service (IaaS). SaaS provides users with the capability to utilise software applica-
tions running on the providers’ Cloud infrastructure and can be accessed using any
device with a Web browser. The IaaS offers the fundamental computing resources
as a capability, and IaaS allows the capability for users to manage processing
power, storage, networks and other fundamental computing resources and forms the
base on which PaaS and SaaS are supported. PaaS provides a development envi-
ronment with capability for users to create and run their own custom-made appli-
cations using programming languages and tools supported by the Cloud service
provider. While there are many concerns with regard to the safety of utilising the
Fog Computing services, the main concerns are confidentiality and security, the
available data and its integrity and authentication of available information. To date,
majority of people are utilising multiple devices on a daily basis, with personal
Cloud Computing as a major factor in storing data from multiple devices to the
same location. With so many devices connected to the Internet, it is more necessary
than ever to be able to access your files from every one of those devices: your phone
to your laptop, your iPad to your smart TV, etc. An easily accessible, user-friendly
personal Fog storage system that does not compromise on security will benefit and
boost the user’s confidence. Clients using either personal or public Cloud services
may suffer anxiety due to a lack of control over such things as availability,
portability, isolation, integrity, transparency and the confidentiality of their data.
These issues need to be addressed if anticipated benefits of Fog Computing are to
be harnessed and for universal adoption to be achieved.

There are many benefits associated with the use or adoption of Fog Computing.
These benefits outweigh those provided by Cloud Computing and usher in a
computing environment that has the capacity to reduce or remove cost strains and
increase the flexibility and scalability for innovative computing operations.
However, Fog Computing topology differs from that of Cloud Computing in that
Cloud Computing allows the storage of data or content in a data centre including
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the offsite or Cloud environment, whereas Fog Computing points of contact are
located on the edge of a network. In this regard, the use of the word “Fog” entails
that the points of contact or data are spread out amongst their users. Simply put,
instead of a remote site where computing activities are executed, a Fog Computing
environment entails that the different devices in the vicinity of a computing device
are able to exchange information and act of computing nodes.

The Cloud data centre is the offshore technology configuration that provides
several databases that are used for massive parallel data storage and processing, and
as a console for offshore programming execution. This enables Big Data mining,
access and processing which is at the centre of contemporary dynamic and real-time
information processing and management. The many databases in this centre enable
machine learning and as an overall platform provide dynamic information man-
agement in the Fog environment. The Fog node provides an overall Internet
gateway connecting the Cloud data centre to the communication highway to the
different interaction platforms in the Fog environment. The Fog node allows
real-time processing of the data, data caching and overall computation offloading.
Figure 4.1 provides a schematic representation of how Fog Computing works.

Fog Computing allows information processing to happen in a data hub on a
device on the edge of the network. For example, this processing can happen in a
smart router or gateway device. The Fogging process has a greater advantage
because it can generate huge amounts of data for processing and analysis. A great

Fig. 4.1 How Fog Computing works (Adapted from [38])
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deal of bandwidth is needed and the back-and-forth communication between the
sensors and the Cloud can negatively impact the performance. The latency issue can
result in negative impact in some cases such as gaming, but delays in data trans-
mission might become life-threatening in case of vehicle-to-vehicle communication
system or large-scale distributed control system for rail travel.

In summary, the special feature in Fog Computing is that it allows the moving of
data interface to the close proximity of the user. The data is not forwarded in several
network hops, to the central Cloud located on the other side of the globe, but in just
one hop, directly to the closest network component. The component is in charge of
processing and assessing the data, answering to it, if possible, or getting back to the
Cloud. Fog Computing brings in the advantage of data on the edge near [4] the
device which allows the data to be analysed at close proximity, produce data and act
on the data. A differentiate factor with the Cloud Computing architecture is that it
cannot conserve network bandwidth when moving all data to the edge of the data
centre for processing and results in latency. Because the Cloud servers lack the
ability to communicate with many protocols used by IoT devices, the regulations
and privacy concerns do not allow offsite storage of other data types.

Although Cloud Computing is still relevant when it comes to IoT applications, it
is quickly becoming obsolete. There is now a realisation that perhaps Fog
Computing will soon take over and Cloud Computing pushed to the side lines with
Fog Computing handling all the critical work. The current growth rate of the
Internet of Things emphasises the need for special infrastructure base that can
handle all its requirements, and at the present moment, Fog Computing seems to be
the most viable option available.

With regard to many of the developing world countries, Cloud and Fog
Computing paradigms present themselves as viable options given their lower cost.
It cannot be overemphasised that many of the developing countries are faced with
various challenges such as socio-economic and political problems that limit their
ability to invest in an expensive information and communication technology (ICT)
infrastructures. These various challenges which in turn cannot rule out the utili-
sation or adoption of technology are to be explored and managed effectively in
order to address them. Fog Computing is one of the new technology disruptors that
has emerged and made its entrances recently. Developing countries are to benefit
from this new emerging technology when they adopt or utilise it. However, it is
imperative that when adopting Fog Computing or any technology for that matter, an
in-depth understanding of benefits and challenges faced must be deeply understood.
Other than the aforementioned characteristics, the following section presents some
of the characteristics of Fog Computing.
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4.3 Characteristics of Fog Computing

4.3.1 Improved Quality of Service

The advantage of Fog Computing is the amount of time in providing response from
the data centre. When the response is quicker in particular with devices that has 5G
capability, the advantage that Fogging provides is the lower latency and jitter. Fog
Computing can therefore provide better or improved results, increase service levels
and safety in different environments such as transportation, mining and the public
sectors. In developing countries such as South Africa (SA), the government has
pronounced interest in providing accountable and transparent public service
delivery where the utilisation of ICTs is highly encouraged. In the contemporary
technology landscape, the use of emerging IT platforms and solutions such as IoT,
Cloud or Fog Computing may hugely benefit the governance constituencies.

Organisations focusing and intending on reliable business agility can benefit
with Fog Computing by managing the organisational applications effectively
because Fog application program allows the device to function according to the
user’s needs. Fog Computing provides improved awareness and response to events
by eliminating a round trip to the Cloud for analysis. It avoids the need for costly
bandwidth additions by offloading gigabytes of network traffic from the core net-
work. It also protects sensitive IoT data by analysing it inside company walls.
Ultimately, organisations that adopt Fog Computing gain deeper and faster insights,
leading to increased business agility, higher service levels and improved safety.

4.3.2 Reduction in Latency

The world Internet usage and population statistics tabled the current Internet usage
at over 3 billion, and this is seen to be increasing. Meanwhile the report compiled
by the ITU [5] indicates the increasing number from 738 million in 2000 to 3.2
billion in 2015. The increase of Internet users does not allow the sustainability to
continue relying on Cloud Computing as a centralised server, because Cloud
Computing allows access to online data and thus enabling users to access, share and
store data in remote servers. The challenge of a centralised Cloud server cannot be
dependable any longer, because they are commonly located not closer to the users
which leads to high access latencies, hence the suggested option is to move towards
a decentralised environment such as Fog Computing which is sometimes referred to
as Edge Computing. Cloud Computing gained its popularity with regard to data
processing and effective high computation power ability [6]. The challenges are
experienced when there is a bottleneck of huge data, due to lack of bandwidth
increase thus resulting in latency. One of the challenges with Cloud Computing is
the cost to transfer data from the Cloud, such as downloading large amounts of data
and storage costs, for example moving data takes time and is costly and poor
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unavailable capacity. The challenge of latency has been proven by Sarkar and Misra
[7] where they indicated a system that resulted in Fog Computing being lower than
the Cloud Computing using a theoretical model of Fog Computing architecture.

Fog Computing allows the decentralisation of servers, storage, services and
application to increase the reliable service and better experience. The platforms
such as the IoT or devices operating on a 5G model application which are com-
monly utilised on the Edge device may have devastating disadvantages.

Fog Computing has the capability to service users to proximity. They also have
the capability to execute computational task and allow the process of communi-
cating and storing users on the edge of the network. Fog Computing enables low
latency and effectively allows the real-time interactions especially for
latency-sensitive or time-sensitive applications [2]. According to Hu [8], when the
Fog Computing model is utilised into the identification users and resolution field, its
result is that the response time is less than the Cloud Computing response time.

4.3.3 Support for Mobility

With Fog Computing, multiple users, devices (vehicles, wearable gadgets, sensors,
smart devices, etc.) and organisation can cooperate with one another using their
own Fog infrastructures. The current paradigm of Big Data generated daily and the
strong entrance of IoT are processed by devices such as mobile devices transmitted
at the edge of the network or near terminal devices and allow local data to be
accessible. Moreover, various mobile devices can also communicate directly to
each other. The data does not have to be transmitted to the Cloud or even the base
station.

The accessing of mobile devices is fundamentally on physical proximity by
some communication technologies, such as Bluetooth, Near Field Communication
(NFC) or Millimetre Wave communication. This way they can avoid the inter-
mittent network connectivity caused by mobility [1]. Furthermore, by using the idea
of “Data Sherpa”, the data from a static sensor (Edge) can be transferred to a mobile
smart phone (Edge) with Bluetooth technology when they are proximity, and then
smart phone transmits the data to Fog or Cloud [9, 10]. Fog Computing architecture
supports location-based mobility demands and enables administrators to control
where users and mobile devices are coming in and how they access the information
[11]. This improves the performance of system and quality of service.

4.3.4 Enhanced Heterogeneity

Fog nodes are highly dynamic and heterogeneous at different levels of networks
hierarchy for low latency and scalability requirements. The Fog Computing envi-
ronment is deployed in many different forms that can be virtual or physical in nature
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[12]. The Fog Computing platforms such as routers on the Edge, access points and
gateways have computational and storage capabilities that can run on multiple OS
and process data application in different location. Azaan and Huh [13] agree that
because Fog Computing is highly virtualised in nature “virtual computing nodes
and virtual network nodes”, these nodes are seen to be used as Fog nodes therefore
becoming heterogeneous. Moreover, the network infrastructure of Fog Computing
is also heterogeneous, which includes not only high-speed links connecting to data
centre, but also wireless access technologies (e.g. WLAN, Wi-Fi, 3G, 4G, ZigBee)
connecting to the Edge devices [14]. The network platform of Fog Computing is
multi-tiered hierarchical architecture from the edge to the core where various IoT
applications (including intelligent transportation, smart cars, smart cards), the
resources and service interfaces of Fog nodes are highly dynamic and heteroge-
neous at different levels of architecture hierarchy to address the requirements of
widely distributed applications that need low latency [15].

4.4 Factors Affecting the Adoption of Fog Computing

4.4.1 Security of the Environment

Popovic and Hocenski [16] agree that Fog Computing presents critical research
areas for research. Users and organisations have similar concerns with regard to the
security equations around the utilisation of Fog Computing. According to Hugos
and Hulitzky [17], one of the concerns taking priority when considering the
adoption of technologies such as Cloud Computing is security concerns. The
concerns are typically the question around the originality and authenticity of the
data, data transmission, data storage or third parties’ access to an organisation’s
data. The risk associated with security concerns such as the authorisation and
authenticity of data from each node connected over the network, because Fog
Computing is an open network, there can be many users’ organisations, and users
should easily identify others connected or nodes that are connected should easily
identify each other (the process of knowing “who is who” while connected). The
focus should not undermine the planning and designing of how data centres are
structured and how authorisation techniques in a multiple Fogging environment are
implemented. Indeed, the planning and designing of Fog Computing in organisa-
tions are necessary to both their strategic feasibility and analysis of all possible
benefits such as operational and vulnerabilities’ factors.

The risk associated with the adoption of Fog Computing should be addressed,
and guidelines should be clear when formulating policies around the adoption of
Fog Computing. Linthicum [18] has pointed that many organisations are reluctant
in adopting technologies because of the security concerns. Organisations concerned
with regard to security, reliability are mainly due to unsecure connectivity in a
networking environment. The connectivity of malicious applications that threaten
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the connected nodes can affect the downtime which organisations cannot afford to
experience. Organisations are advised to enforce security measures when adopting
the Fog Computing network. The surety measures are necessary especially noting
that in Fog Computing you have multiple users connected at the edge of the
network and there may be multiple distributions of resources.

4.4.2 Connectivity with Respect to Access to Data

In order for organisations to have an effective Fog Computing environment, the
availability and access to data should avoid Internet interruptions or poor connec-
tivity. Fog Computing is not excluded from the disadvantages of technology inter-
ruptions experienced by the traditional IT environment, indeed even in the traditional
IT environment, when there are technological interruptions the users are affected
negatively and in many occasions productivity levels drop. The challenges of tech-
nology interruptions are not new especially where two or more nodes share or access
information or the networking environment. Fog Computing can be a beneficiary of
these challenges and lead to the vulnerability of attacks such as denial of service
(DoS) which is the process of an unavailable or interrupted server by its users.

Many organisations have suggested the solution of allocating various resources
to the users of DoS attack with the intention to prevent users from experiencing
interruptions by the attacks. Moreover, organisations are concerned with cost
reduction particularly on the hardware; however, it must be noted that saving or
reducing cost on hardware does not mean saving or reducing cost with bandwidth.
In fact, organisations may find themselves spending more money on bandwidth
because working with intense and complex data (Big Data) may require adequate
and sufficient bandwidth.

Poor access to connectivity is not new to SA; this is because certain geographical
areas have better coverage, while others are struggling, left behind in the “digital
divide”.

4.4.3 Governance and Support

The importance of government support when adopting any technology cannot be
emphasised enough. If the government including the policy developers do not have
proper structures and planning in place when adopting Fog Computing, it can
attribute to undesirable outcomes. Lam [19] indicates that there is a need to
understand the reasons why there is usually resistance by users and the employees
when new technologies are introduced in any organisation. One of the most likely
general cause of hesitation is the desire to avoid the changing world modules and
moving away from the comfort zones by employees. Therefore, in order to avert
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such scenarios, it is important for users to receive support from the start and during
the implementation of any new technology [20, 21].

Generally, the challenges that the South African government is facing with
regard to the digital dream include limited robust Internet infrastructure, limited
ICT skills and high cost of access and/or low connectivity. The results from the ITU
[22] research have tabled the factors showing that Africa is lagging behind with
regard to Cloud Computing skills. Government and top management in organisa-
tions have an obligation to provide in-depth knowledge of Fog Computing, and
they should deepen the understanding of legal issues, strategic alignment and
factors that affect the adoption of Fog Computing in order to be more flexible when
confronting new governance challenges in the Cloud Computing environment [22].

Users that have subscribed to mobile devices are deepening their cries when it
comes to cost, bandwidth size, reliable connectivity and the security concerns with
regard to adoption of Fog Computing. According to Kannabiran [23], lack of ICT
infrastructure, poor communication infrastructure and ICT skills affects the adop-
tion of technology.

In developing countries where ICT infrastructure is currently the main challenge,
particularly because there are rural and urban locations such as in SA, the con-
nectivity challenge is at the disposal which translates into certain regions not to
fully benefit from the emerging technologies such as Fog Computing. For example,
the banking industry may not operate in full functionality in rural areas where ICT
infrastructure is still a nightmare to many users. In order to understand the factors
that influence technology adoption at the individual level, it is important to explore
the technology adoption theories and models and understand how each of the
constructs influence technology adoption.

4.5 Technology Adoption Theories

There are various technology acceptance models used to explain individuals’
adopting of technologies when they are introduced for the first time. Fog
Computing paradigm is relatively new, and therefore, it can be posited that its
adoption needs to be understood and relatively planned in detail before the actual
deployment process. It can further be posited that understanding the factors
influencing individual adoption of Fog Computing has not been researched to any
appreciable extent in any context.

While there are many theories available with regard to technology adoption,
there are others gaining popularity such as the technology acceptances models
(TAM) developed by [24]. TAM has been reviewed by researchers as the most
popular model that predicts the use and acceptance of technology systems by
individual users; TAM uses two main variables which are the perceived ease of use
and perceived usefulness, and these variables simply present the thought that when
users are to use new technology they are usually influenced by how and when they
will adopt or utilise the technology [24]. For example, Davis [24] defines the
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perceived usefulness as “the degree to which a person believes that using a par-
ticular system would enhance his or her job performance”. Users may adopt or
utilise technologies such as Fog Computing or Cloud when they perceive them as
useful and add value to them, the same can be said with organisations; they can
only adopt if the new technologies are to add value to their organisations and even
allow them to remain competitive. If the technology does not add any value to
individuals or organisation, the level of adoption may be poor or lacking thereof.
Meanwhile with perceived ease of use, this variable defines the perception of the
user in terms of its complexity and usability; users may perceive that if the tech-
nology is effortless to use, they may adopt such technology. Figure 4.2 shows a
schematic representation of the different constructs used as individual technology
adoption entities in the TAM.

Other popular theories such as Unified Theory of Acceptance and Use of
Technology (UTAUT) [25], diffusion of innovation (DOI) Rodger’s theory and the
TOE framework [26] have been used extensively in measuring technology adoption
in different contextual settings [27]. DOI and TOE are the only ones that view
technology adoption at the organisational level. The TOE framework was found to
be consistent with the DOI theory, in which Rogers [26] identified the internal and
external characteristics of organisation and the individual characteristics of
employees as drivers for organisational innovation.

Tornatzky and Fleischer [27] developed the TOE framework by identifying three
context groups: technological, organisational and environmental. The technological
context looks at the internal and external effects of a technology on the business.
Organisational context looks at several attributes regarding the organisation that
could affect the technology adoption. The Environmental context looks at the
organisations sector, competition and any other external factors.

Fig. 4.2 Technology acceptance model (Adapted from [24])
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The TOE framework looks at the same features in its technology and organi-
sation contexts, but it also includes the environment context, which makes it the
more appropriate choice to explain innovation adoption in an organisation [28].
Conceptualised upon Tornatzky and Fleischer [27] and Low et al. [29] TOE
framework, this chapter conceptualises the conceptual usage of the TOE in Fog
Computing environments. It is worth noting that the Fog Computing environment
includes the need for a requisite legal and regulatory framework that can pave way
for both the public and private sectors to engage in Fog Computing applications.
The TOE framework in Fog Computing environments is shown in Fig. 4.3.

The TOE framework model is used to explore the technological, organisational
and environmental factors that could influence the Fog adoption. Relative advan-
tage, redundancy and performance are identified as the key technological factors,
and complexity, compatibility and security are found to be the key technological
challenges faced by the organisations. Management support, the size of the
organisation and technological readiness are recognised as important organisational
factors while competitive and trading partner pressure are identified as key envi-
ronmental factors. The factors and challenges identified could be valuable for the
planning stage of the adoption process and could provide guidance for organisa-
tions that are potential Fog Computing adopters.

Figure 4.4 articulates the proposed conceptual framework that can be utilised in
measuring the degree of penetration of Cloud Computing at the organisational
level. This framework is based on the TOE and can be used especially in public
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Fig. 4.3 Technology, organisation and environment framework for Fog Computing
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sector organisations. The framework only presents the constructs that can be
modified given the context in which it is used. The following section articulates
each of the factors presented in the framework in Fig. 4.4.

4.6 Fog Computing Measurement Constructs

In understanding the different constructs at the centre of Fog Computing adoption,
it is important to consider each of the different constructs espoused in the TOE
framework as shown in Fig. 4.4.

4.6.1 Organisational Factors

4.6.1.1 Top Management Support

The organisational factor includes the planning and understanding of the adoption
of technology. Top management and all decision makers must be involved when
planning the adoption of the new technology. There is need for a deeper under-
standing of what is involed in the design and deployment of Cloud/Fog Computing
before moving into the next phase of implementation. Top management must
ensure that all factors that will affect the deployment of the technology are

Fig. 4.4 Conceptual framework Fog Computing adoption model
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understood by all parties involved; this include the users of the technology in order
to increase performance and provide productivity. This is a crucial phase because if
there is level of uncertainties with the adoption of the technology, it can affect the
organisation negatively [30].

Wang [31] agrees that the top management support plays a significant role when
intending to adopt new innovative technology. He further alludes that it is critical to
have top management support when deploying innovative, reengineering and
change process.

4.6.1.2 Skills and Training

The skills required for the implementation and maintained of the Fog Computing
environment must be in place. In order to achieve the full potential of any tech-
nology such as Fog Computing, it is imperative that correct skills and the
employees with adequate skills are deployed to manage the environment. The
intention is to place the right people at the right place. Unskilled and lack of
readiness of users within an organisation may harbour negative results when
implementing Fog Computing. Organisations must ensure that there is technology
readiness of all members involved to ensure successful implementation.

4.6.2 Technological Factors

4.6.2.1 Reduced Complexity and Ease of Use

Technological factors play an important role in adopting Fog Computing, for
example when users are to adopt any technology, there are several key factors to
consider such as their perceived trust towards the technology. The complexity of
the technology may reflect negatively from the user’s perspective when considering
utilisation of the technology. Other challenges to consider are the connectivity, data
security and privacy of the technology. Poor technology infrastructure also hinders
the adoption of technology.

4.6.2.2 Infrastructure, Connectivity and Availability

It is imperative to manage the challenges of infrastructure and connectivity.
Infrastructure challenges are usually associated with cost factors which have
massive influence when considering technology adoption. Sarkar and Misra [32] in
their study presented evidence that the service latency for a system associated with
Fog Computing was significantly lower than that with Cloud Computing by the-
oretical modelling of the Fog Computing architecture. Fog Computing operates on
the platform that is decentralised, thus the importance of availability of data on the
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edge is influential factor when coming to adoption of Fog Computing. In Fog
Computing, there is a need to be in good operation and effective functionality in
order to provide end-users with reliable and accurate available data. Fog Computing
environment must be reliable and provide instant response without interruptions
thus ensuring that end-users are recipients of high-quality service, high transmission
rate and recovery.

4.6.2.3 Security and Privacy

Organisations have the responsibility to analyse and understand the adoption of Fog
Computing, provide strategies to address the security concerns such as privacy and
protection of data, backup and recovery plans of data. The platform in which Fog
Computing operates is on the edge meaning at close proximity with the end-user.
Devices on the Fog Computing platform are not guaranteed privacy and security.
Hu et al. [33] and Qui et al. [34] have found a common ground that they are
vulnerable to encounter malicious attacks. However, encryption and decryption can
be deployed to attend to the unauthorised access or attacks. Lee [35] alluded to the
fact that the solution to attacks can be resolved when implementing lightweight
encryption algorithms or masking techniques. Various concerns with regard to
security and privacy are presented as a result of a multi-level collaboration on
multiple devices connected over the network; these concerns according to Dsouza
et al. [36] can be addressed using the proposal that state the importance of a
policy-based resource management and access control in Fog ecosystem. This
policy-based resource management support collaboration that is secured and
interoperability between heterogeneous user-requested resources.

4.6.3 Environmental Factors

4.6.3.1 Government Legislation and Policies

According to Bernsmed [37], the legislation and policy concerns are the obstacles
that affect the adoption of technology in the health services. Government should
provide clear legislation and policies that do not hinder the adoption of technolo-
gies. These policies have an impact on implementation, security and privacy.
Government needs to provide clear guidelines with regard to compliance with
regulations, for example if the government does not have proper guidelines on
compliance and regulations, then organisations will be reluctant to adopt tech-
nologies with the concern of breaching of data, access and sharing data.
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4.6.3.2 Competitive Pressures

Organisations are now competing globally and focusing on how to remain com-
petitive; it has become obvious that for organisation to remain competitive it is
critical for them to adopt the “right” technologies. There is huge amount of pressure
for the world to compete globally, and these competitive advantages are facilitated
by deploying innovative technologies. Government should provide leadership that
plans to achieve the benefit of gaining a competitive advantage and operate within
the competitive pressures or defend them against the competitive threats. This
includes having the ability to gather information about the competitive and tech-
nological environment in order to succeed, the possibilities of surviving the com-
petitive pressures can be gained by flexible legislations and policies that do not
hinder technology adoption.

4.6.3.3 Location

The location or geographical location is a factor when considering the adoption of
technology such as Fog Computing. Government institutions such as in SA are
faced with challenges of crafting policies and regulations that can protect the data
shared on the edge on an international level. The challenge with not having
international policies and regulations is that it creates an opportunity to poor pri-
vacy and security issues.

4.7 Conclusions

The emergency of Fog Computing has revitalised computing towards a more ubiq-
uitous mode where information can be anywhere anytime and computer applications
or solutions executed automatically and pervasively. This has metamorphosed user
experience in the information computing environments. This chapter has articulated
fundamental concepts in FogComputing and briefly discussed some of the key factors
that may influence individual’s and organisation’s adoption of the Fog Computing
paradigm. The chapter has posited that there are acute issues that need to be overcome
if the benefits promised by Fog Computing were to be amassed.

Cloud Computing has presented its own challenges such as bandwidth resulting
from sending all its data over a Cloud channel. The other characteristics shown
from the Cloud Computing environment is the inability to provide quicker response
time and the scalability challenge that results from server dependence located in
remote place. However, in the Fog Computing environment, data is presented in a
decentralised format and operates on the edge of the network thus consuming less
time. Fog Computing produces less demand of bandwidth because all its data are
aggregated at specific access points rather than sending them over the Cloud
platforms.
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The entrance of Fog Computing does not overrule the challenges and security
concerns. Noting that in Fog Computing the application to process data to and from
different or multiple nodes introduces issues of data privacy its visibility for the
third parties. However, it is worth noting that unlike in Cloud Computing, Fog
Computing has much more improved security because data in encrypted form easily
travels to and from the network core. The process is managed when the data is
processed through firewalls and other security points which in turn will allow early
detection of malicious programs.
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Part II
Frameworks and Technologies



Chapter 5
Analyzing IoT, Fog and Cloud
Environments Using Real Sensor Data

Tamas Pflanzner and Attila Kertesz

Abstract There is a growing number of communicating devices joining the
Internet, and we will soon face a world of a distributed computing environment with
interconnected smart devices. Cloud-based systems have also started to dominate the
Internet space, with the emergence of the Internet of Things (IoT) paradigm. In spite
of the huge developments in the connectivity of devices, there is still much to do in
areas such as device connectivity, communication protocols, latency, Internet
bandwidth, inter-operability. In this context, Fog Computing, the latest paradigm,
can come to rescue to improve the service quality by keeping and processing the data
close to the user. This suggests that IoT applications can be supported by Cloud and
Fog technologies to aid in the data management tasks. Besides, in many real-world
solutions, we need to use simulations to investigate the inner workings of complex
ICT systems. In the current presentation, our goal is to provide means to develop
efficient data management algorithms in a simulation environment. In this chapter,
we first analyze sensor data formats in the context of smart cities and develop a data
retrieval tool for gathering and filtering the considered open datasets. We analyze
three smart city initiatives that met our criteria and publish open data produced by the
IoT sensors and devices. Then, we discuss how IoT data could be made available via
the use of this tool for simulation environments. We also exemplify its utilization in
an open-source IoT device simulator.

5.1 Introduction

Internet of Things (IoT) solutions represent a new trend for forming a dynamic
global network infrastructure with self-configuring capabilities [1]. In these net-
works, smart devices are interacting and communicating not just among themselves
but also with the environment by exchanging data, and reacting autonomously to
events by triggering actions with or without direct human intervention [2].
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According to recent reports [3], there will be close to 30 billion devices always
online and more than 200 billion devices discontinuously online by 2020. Such
estimations call for smart solutions that provide means to interconnect and control
these devices in a secure and efficient way. Cloud computing [4] has the potential to
serve the IoT needs, since it enables flexible resource provisions to quickly respond
to dynamic conditions, and it is able to store and process sensor data in a remote
location accessed from anywhere.

In the past decade, we experienced an evolution in Cloud Computing. The first
Clouds appeared in the form of single virtualized datacenters, and then these
broadened into a larger system of interconnected, multiple datacenters. As the next
step, Cloud bursting techniques were developed to share resources of different
Clouds, and then Cloud federations were realized by interoperating formerly sep-
arate Cloud systems.

In the case of IoT systems, data management operations are better placed close to
their origins, thus close to the users, which resulted in better exploiting the edge
devices of the network. The group of such edge nodes formed what is termed as the
Fog [5], where Cloud storage and computational services are performed at the edge
of the network, closer to the user organisations. This new paradigm enables the
execution of data processing and analytics applications in a distributed way, possibly
utilizing both Cloud and nearby in-house resources. Fog Computing can be used to
reduce service latency and to improve service quality by keeping and processing the
data close to the user. As a result, Cloud and Fog technologies can be used to aid data
management tasks, but their application gives rise to complex distributed systems
that still need a significant amount of research. In this chapter, we:

• Analyze sensor data formats and datasets of three smart city projects,
• Propose a data retrieval service for gathering and filtering open datasets to

provide means for gathering and filtering open IoT datasets, and
• Discuss how IoT data could be made available by this tool for simulating IoT–

Fog–Cloud systems, and we also exemplify its utilization in an open-source IoT
device simulator.

The remainder of this chapter is structured as follows: Sect. 5.2 discusses related
approaches in this field, while Sect. 5.3 analyzes the available open datasets of three
smart city initiatives. Section 5.4 introduces our proposed data gathering tool and
exemplifies its utilization with an IoT device simulator called MobIoTSim. Finally,
we conclude our presentation in Sect. 5.5.

5.2 Related Works

In the IoT–Fog–Cloud environments, data is generated by sensors, actuators, and
other smart devices, and collected, stored, and processed by local or remote gateway
services depending on the applications of Fog or Cloud services. The design and
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application of such gateway solutions is not trivial. Kang et al. [6] introduced the
main types and features of such IoT gateways, representing the state-of-the-art, and
research directions in this field. Besides in real-world solutions, in many cases, we
need to use simulations to investigate the operation of such gateways and to
understand the inner workings of complex IoT–Fog–Cloud systems. There are many
simulators available to examine distributed, and specifically Cloud and IoT, systems.

Zeng et al. [7] proposed IOTSim that supports and enables simulation of big data
processing in IoT systems limiting themselves to the MapReduce model. The
iFogSim solution [8] can also be used to model IoT and Fog environments by
investigating resource management techniques. They use an online gaming appli-
cation to demonstrate the usability of their tool. The DISSECT-CF simulator [9] has
also been extended with IoT features, and its operation is demonstrated with a
meteorological case study.

Moving closer to real-world applications, we may choose to simulate a part of the
ecosystem, e.g., the devices that produce the data to be processed. For such purpose,
we may use the simple IoT Simulator [10], which is an IoT sensor or device simulator
that is able to create test environments made up of thousands of sensors and gateways
on a computer, supporting many of the common IoT protocols. Its drawback is that it
needs a specific, RedHat Linux environment. The Atomiton simulator [11] manages
virtual sensors, actuators, and devices with unique behaviors. With this tool complex,
dynamic systems can be created for specific applications, but it is a commercial,
Web-based environment with very limited documentation.

A more advanced and generic solution, developed by the authors of this chapter,
is MobIoTSim [12] that can be used to simulate any smart device; it can also be
connected to any Cloud. It has predefined device templates and a built-in con-
nection with the IBM Cloud. We use this tool to demonstrate our proposed
approach later in Sect. 5.4. When using MobIoTSim for simulating IoT systems,
working with real data could result in more convincing and more reliable
applications.

In research works addressing distributed, Grid and Cloud systems, two main
sources are normally used: grid workloads archive [13] and the parallel workloads
archive [14]. These archives contain trace files of real-world utilization. Our goal in
this chapter is to show our first attempt to create a similar archive for the benefit of
the IoT research community.

5.3 Analyzing Sensor Data Formats in the Context
of Smart Cities

As a first step in this research, we searched the Internet for publicly available
projects of various IoT application areas. We found three smart city initiatives that
met our criteria that had published open data of IoT sensors and related smart
devices. In this section, we analyze these projects and the data in detail.
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5.3.1 Sensor Data in the SmartME Project

The SmartME project [15] was initiated in 2015 by a group of researchers in the
Mobile and Distributed Systems Laboratory at the University of Messina. Their
goal was to set up a crowdfunded system using the IoT paradigm in the munici-
pality area of the city of Messina, Italy. During the planning phase of the system,
they found Cloud services very useful to be integrated with the IoT components to
enable a virtual infrastructure management framework. They used OpenStack to
implement the required Cloud services. They named this approach a
software-defined city, where techniques of computer science, networking, data
storage and sensing can work and interact together. Their solution also served as a
reference architecture for building up smart cities, which represents a unified en-
vironment of static sensor network components and dynamically connecting mobile
devices and objects, where contextualization is an important enabler of
geo-awareness.

The project has an illustrative Web site [16], where the installed sensors and
devices can be overviewed in a map. The related IoT system is composed of
low-cost microcontroller boards equipped with sensors and actuators and installed
on buses, traffic lamps, and buildings over the municipality area of Messina. This
sensor network can be used to collect data and information of the urban area to
design advanced services for citizens. In the SmartME project, they use a collection
of sensors to monitor environmental properties, traffic conditions, and energy
utilization.

Some of the smart city data is published in an open data platform [17] with the
use of an open-source data portal software called CKAN [18], to store and visualize
the collected data in a standard open data format. It has a layered structure to
categorize and store data, which are accessible in different formats through an API.
To collect the sampling data from the installed sensors and devices and send them
to the CKAN datastore, they developed specific plugins running asynchronously on
the IoT devices. The plugins periodically check the voltage levels of the connected
pins of the sensors, through which they obtain the environmental data to be sent to
the datastore, together with a timestamp and the geographical position of the device,
which are Arduino YUN boards. It is an embedded board based on Atmel and
Atheros micro-controllers running Linino OS, a Linux OpenWrt distribution based
on OpenWrt. The boards have built-in Ethernet and WiFi support, as well as
micro-USB connections. To host a set of low-cost sensors, a Tinkerkit Shield is
used attached to a YUN board. They use a Tinkerkit thermistor, Ldr and Mpl3115
sensors to monitor temperature, brightness, and pressure properties. A Honeywell
HIH-4030 sensor is used to monitor humidity, and an Arduino KY38 to track the
environmental noise level. Finally, a Groove MQ9 sensor is planned to be installed
for monitoring air quality, but such data is not available by the time of writing.

CKAN provides a flexible way for collecting, storing and accessing data, but
after analyzing the SmartME repository we found it hard to compose a group of
sensor data to be used for a specific simulation. This strengthened our research
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hypothesis that there is need for a mediator service, which is able to gather and filter
data automatically, tailored for a specific requirement.

Now, taking a closer look at the SmartME Web site [16], we can see (at the time
of writing) that there are 21 sensors groups (or nodes) within the Messina region.
Each group collect sensor data at a given location about the following environ-
mental properties: temperature, brightness, humidity, pressure, and noise. Table 5.1
summarizes these properties and the sensor and device types used to monitor them.
After analyzing the open datasets, we can state that property values are sampled
every 10 min, which are varying based on the device location and the actual
weather conditions. They were monitored between 2016 and 2017. In the follow-
ing, we present the statistical result of our investigation, in which we analyzed five
datasets for each sensor type.

To measure temperature values in the SmartME project, Tinkerkit Thermistor
sensors are used. The voltage level of the module varies between 0 and 5 V,
depending on the outdoor temperature. The sensed value range is between 0 and
1023, these are converted to C. Table 5.2 shows statistical summaries for the
examined 5 datasets (denoted by a prefix of their original identifier).

A sample temperature measurement from these datasets in JSON format can be
seen in Listing 5.1. The same temperature measurement in CSV format can be seen
in Listing 5.2.

Table 5.1 Sensor types in the smart city of Messina

Property Model Unit Device

Temperature Thermistor °C TinkerKit

Brightness LDR Lux TinkerKit

Humidity HIH-4030 % Honeywell

Pressure Mpl3115 hPa TinkerKit

Noise KY-038 Amp Keyes

Table 5.2 Temperature measurements in the smart city of Messina

Database ID Interval Freq.
(s)

No. of sample Values
(in °C)

2f4bbebc–… 2017.05–06 605 117 28–32

cf5c179a–… 2016.04–2017.09 605 6548 6–29

6f88f1eb–… 2017.05–09 605 10,458 18–54

606903a8–… 2016.03–2017.09 605 46,120 3–41

fdcf57f7–… 2016.04–2017.09 605 63,515 5–33
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Listing 5.1 Sample temperature sensor data of SmartME

Listing 5.2 Sample temperature sensor data of SmartME

To measure brightness, a TinkerKit Light Dependant Resistor (LDR) module is
used, its resistance is decreased with higher brightness (it outputs 5 V under no
light, and 0 V for the highest brightness). Table 5.3 shows the summary of
brightness data in SmartME.

A sample brightness measurement from these datasets in JSON format can be
seen in Listing 5.3. The same brightness measurement in CSV format can be seen in
Listing 5.4.

Table 5.3 Brightness measurements in the smart city of Messina

Database ID Interval Freq.
(s)

No. of samples Values

c54a6a42–… 2017.05–06 605 117 1–368

af811db2–… 2016.04–2017.09 605 6544 0–754

407eea34–… 2017.05–09 605 10,452 1–1231

84e60570–… 2016.03–2017.09 605 46,126 0–916

f8c80ed5–… 2016.04–2017.09 605 63,515 0–2562
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Listing 5.3 Sample brightness sensor data of SmartME

Listing 5.4 Sample temperature sensor data of SmartME

Table 5.4 shows statistics of humidity environmental properties for 5 datasets in
the SmartME project. They were measured with Honeywell HIH-4030 sensors,
which are ideal for battery powered applications.

A sample humidity measurement from these datasets in JSON format can be
seen in Listing 5.2a. The same humidity measurement in CSV format can be seen in
Listing 5.5.

Table 5.4 Humidity measurements in the smart city of Messina

Database ID Interval Freq.
(s)

No. of samples Values

9124f050–… 2017.05–06 605 117 31–56

ea82840b–… 2016.04–2017.09 605 6544 17–110

337adbaa–… 2017.05–09 605 10,449 18–113

bde446bc–… 2016.03–2017.09 605 46,125 10–95

2be73f19–… 2016.04–2017.09 605 63,518 10–90
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Listing 5.2a A sample humidity measurement in JSON

Listing 5.5 Sample humidity sensor data of SmartME

To monitor air pressure, MPL3115 sensors are used with TinkerKit. They
provide high resolution and support power saving mode, and their operating range
is between 20 and 110 kPa. Table 5.5 provides pressure-related statistics.

A sample air pressure measurement from these datasets in JSON format can be
seen in Listing 5.6. The same air pressure measurement in CSV format can be seen
in Listing 5.7

Table 5.5 Pressure measurements in the smart city of Messina

Database ID Interval Freq.
(s)

No. of samples Values

e025857e–… 2017.05–06 605 117 1005–1010

c1f5e699–… 2016.04–2017.09 605 6573 946–1007

e42905aa–… 2017.05–09 605 10,457 1001–1024

4f185156–… 2016.03–2017.09 605 46,123 3–1033
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Listing 5.6 Sample air pressure sensor data of SmartME

Listing 5.7 Sample air pressure sensor data of SmartME

For sensing noise, they use Arduino KY-038 microphone sound sensor modules
providing both analog and digital outputs (with adjustable sensitivity). Table 5.6
summarizes noise measurement statistics for five datasets.

A sample noise measurement from these datasets in JSON format can be seen in
Listing 5.8. The same noise measurement in CSV format can be seen in Listing 5.9.

Table 5.6 Noise measurements in the smart city of Messina

Database ID Interval Freq.
(s)

No. of samples Values

a61d33f0–… 2017.05–06 605 124 0–3

24ef5d60–… 2016.04–2017.09 605 6546 0–65

356224e4–… 2017.05–09 605 10,451 0–73

9bf842ca–… 2016.03–2017.09 605 46,120 0–55

5c1c9944–… 2016.04–2017.09 605 63,518 0–151
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Listing 5.8 Sample noise sensor data of SmartME

Listing 5.9 Sample noise sensor data of SmartME

Besides environmental property monitoring, prototypes have been developed for
smart energy, parking, and traffic management. According to the information
provided in the project Web sites [16] and [17], these parts of the SmartME project
are still under development and testing, therefore partial datasets are available, and
no real-time measurements are performed currently. Nevertheless, we found it
interesting and useful to examine the open data on traffic light lamps. The summary
of these measurements published in a single dataset is shown in Table 5.7. In this
set, ten lamps were monitored for 10 days, and their actual working hours and states
were saved.

A sample traffic light measurement from this dataset in JSON format can be seen
in Listing 5.10. The same noise measurement in CSV format can be seen in Listing
5.11.

Table 5.7 Traffic light measurements in the smart city of Messina

Database ID Interval No. of samples Working hours Values

54b1f2ee–… 2017.06.17–26 5713 0–3825 True/False
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Listing 5.10 Sample traffic light sensor data of SmartME

Listing 5.11 Sample temperature sensor data of SmartME

5.3.2 Sensor Data in the CityPulse Project

CityPulse was a former European FP7 project [19] run between 2014 and 2016. As
stated on their Web site [20], its goal was to develop innovative, reliable, and
real-time smart city applications by adopting and integrating the Internet of Things
paradigm, knowledge-based computing, and reliability testing.

The project designed a flexible and extensible smart city data analytics frame-
work. They developed software components for real-time data stream publication
and annotation, installed at two locations: in Aarhus, Denmark, and in Brasov,
Romania. The project team composed of citizens, stakeholders, and technical col-
leagues has developed over a hundred smart city scenarios that were published and
made available online. The set of key datasets are published as CityPulse Reference
Datasets that consists of over 180 GB of time series data and live data feeds
according to [21].

The CityPulse Dataset Collection containing various semantically annotated
datasets is available in [22]. In this subsection, we summarize the contents of these
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datasets archiving weather observations and parking-related monitoring informa-
tion. The collection also includes datasets of specific events, which we found less
relevant for further investigations and simulations, therefore, we excluded them
from our work. Most measurements are available in raw JSON format and in
annotated TTL formats. Some measurements are also available in CSV format.

In the CityPulse project, the following environmental properties were monitored
both in Aarhus and Brasov: temperature and dew point (in °C), pressure (in mBar),
humidity (in %), wind direction (in degree) and wind speed (in kph). We could not
find detailed information on the exact sensors used to perform these measurements.
By examining the datasets, we can see that there in no more real-time monitoring,
and the publicly available data dates back to 2014, containing only some months of
measurements. The data structure is different than the one used in the previously
seen SmartME project. The frequency of sampling is also different: generally three
measurements are performed in an hour (after 10, 20, and 30 min in a loop).

We examined in detail the two available datasets of drewpoint observations from
the city of Aarhus. The summary of these measurements is given in Table 5.8.

A sample traffic light measurement from this dataset in JSON format can be seen
in Listing 5.12.

Listing 5.12 Sample traffic light sensor data of SmartME

Table 5.9 shows statistics of air pressure environmental properties at the same as
the previous drewpoint measurements.

A sample air pressure measurement from this dataset in JSON format can be
seen in Listing 5.13.

Table 5.8 Drewpoint
measurements in the smart
city of Aarhus

Interval Freq. (s) No. of samples Values (°C)

2014.02–06 600–1800 8352 2014.02–06

2014.08–09 600–1800 3782 2014.08–09
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Listing 5.13 Sample air pressure sensor data of SmartME

Table 5.10 shows statistics of humidity environmental properties at the same as
the previous drewpoint measurements.

A sample humidity measurement from this dataset in JSON format can be seen
in Listing 5.14.

Listing 5.14 Sample humidity sensor data of SmartME

Table 5.9 Air pressure measurements in the smart city of Aarhus

Interval Freq. (s) No. of samples Values (mBar)

2014.02–06 600–1800 8353 986–1038

2014.08–09 600–1800 3782 992–1030

Table 5.10 Humidity
measurements in the smart
city of Aarhus

Interval Freq. (s) No. of samples Values (%)

2014.02–06 600–1800 8353 15–94

2014.08–09 600–1800 3782 16–94
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Table 5.11 shows statistics of temperature environmental properties at the same
as the previous drewpoint measurements.

A sample temperature measurement from this dataset in JSON format can be
seen in Listing 5.15.

Listing 5.15 Sample temperature sensor data of SmartME

Table 5.12 shows statistics of wind direction environmental properties at the
same as the previous drewpoint measurements.

A sample wind direction measurement from this dataset in JSON format can be
seen in Listing 5.16.

Listing 5.16 Sample temperature sensor data of SmartME

Table 5.11 Temperature
measurements in the smart
city of Aarhus

Interval Freq. (s) No. of samples Values (°C)

2014.02–06 600–1800 8353 −3 to 25

2014.08–09 600–1800 3782 2–27

Table 5.12 Wind direction
measurements in the smart
city of Aarhus

Interval Freq. (s) No. of samples Values (°)

2014.02–06 600–1800 8353 0–360

2014.08–09 600–1800 3782 0–360
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Table 5.13 shows statistics of wind direction environmental properties at the
same as the previous drewpoint measurements.

A sample wind speed measurement from this dataset in JSON format can be seen
in Listing 5.17.

Listing 5.17 Sample temperature sensor data of SmartME

Besides weather observations, we can find a parking-related dataset as well. It
contains sensed information of 8 different parking lots in the city of Aarhus. The
published data covers a period of 6 months. The statistical summary of this dataset
is provided in Table 5.14.

Finally, pollution monitoring was supposed to complement parking space
monitoring in the CityPulse project. Since no such sensor infrastructure was
installed within the project, they decided to simulate this data and to generate
artificial datasets for pollution information. The dataset was generated randomly
(within a predefined range) to cover 3 months with 449 observation points,
including the following properties: ozone, particulate matter, carbon monoxide,
sulfur dioxide, and nitrogen dioxide.

Table 5.13 Wind speed measurements in the smart city of Aarhus

Interval Freq. (s) No. of samples Values (kph)

2014.02–06 600–1800 8353 0–63

2014.08–09 600–1800 3782 0–39

Table 5.14 Parking data in the smart city of Aarhus

Parking lot Interval Freq. (s) No. of samples Total spaces No. of cars

8 places 2014.05–11 30 553,055,303 131k65–1240 0–1236

8 places 2014.02–10 30 55,303 65–1240 0–1236
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5.3.3 Sensor Data in the Smart City of Surrey in Canada

The government of the city of Surrey, Canada, has defined its Open Data Program
in 2014 [23]. Their original goal was to set up an open, transparent, and accessible
government and to empower citizens and to help small businesses to create value.
The open data published through its projects is freely available for everyone to use
and republish according to the Open Government Licence of Surrey (details in
[24]). By the time of writing, 359 datasets are available through its Web site [25].

It has many dataset categories, e.g., land use, infrastructure, transportation,
environmental services, business, economy, and culture. One of the earliest datasets
in this database is the Historical Climate Data, which contains environmental
measurements sampled between 1929 and 2007. It contains information on mea-
sured minimum and maximum temperature values, and information on rainfall,
snowfall and gust. Table 5.15 presents statistical information on this dataset.

There are also many water-related measurements. Many of these samples are
viewable and searchable through a service called City of Surrey Mapping Online
System (COSMOS) having a graphical interface [26]. They are able to monitor
residential water consumption and have access to various valves, mains, fittings,
and drainage monitoring devices. For example, water meters are specific devices
used to measure the amount of water flowing through water connections. This
dataset contains 65,798 samples with various parameters, such as identifier, location
(street, number), status, and geolocation of the device. Water pipe underground are
used to transfer drinking water. A dedicated dataset is used to monitor their
availability and properties including 28,100 samples.

Another possibly reusable dataset is the container of water levels of the river
Fraser that flows nearby Surrey. The set contains measurements for two months in
2015 at two locations. Statistical data on this dataset is depicted in Table 5.16, and
detailed statistical sample values of this dataset are shown in Table 5.17.

Table 5.15 Historical climate data of surrey

Type Interval Freq. No. of samples Values

Temperature 1929.01–2007.02 Monthly 658 −9.7 to 25.2 °C

Rainfall 1929.01–2007.02 Monthly 493 0–333 mm

Snowfall 1929.01–2007.02 Monthly 496 0–92.7 mm

Table 5.16 Statistics on the river fraser water levels dataset

Name Interval Freq. No. of samples Sample size (kB)

Waterlevels-2015 March 2015.03 60 1488 45

Waterlevels-2015 April 2015.04 60 1433 43
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In the group of environmental datasets, we can find further information, e.g., on
tree planting (Park Specimen Trees). This sample set contains information on trees
living in the parks, along the major roads, or specific properties of Surrey. In the
transportation category, we can find information related to cars, transit, routes and
gas emissions. Using the real-time transit dataset, live transit information including
stops, stop estimates, buses, routes, and statuses, which are also available in a map
representation.

5.4 Filtered Datasets for Experimenting with IoT–Fog–
Cloud Environments

In the previous sections, we introduced datasets of three smart cities. There are
many other smart city projects in the world, and this number is expected to grow in
the near future. Hopefully, more and more datasets will be accessible publicly
containing useful sensor information. To efficiently and easily work with several
datasets located at different sources, we need a service which gathers and filters
such data. There are three main functions that should be implemented in such a
service, via:

• List the datasets
• Show detailed informations about a specific dataset
• Query/filter a dataset.

For browsing and searching for the required sensor dataset for further reuse, a
Webpage is the best way to provide these features. To help other applications to
reuse the data and for filtering capabilities, an API is also preferable. The dynamic
list of the available datasets can be collected in different ways, based on the data
source. A datasource can be online accessible through an own API, or it can be
downloadable stored in a file or in a local database. This list should contain basic
information about the datasets, such as the name, source, categories and size. Even
this list could be searched, filtered and ordered to help finding the right dataset for
the user or application. After selecting a specific dataset, more details can be
obtained, like the date interval of the data, field names, types, and ranges, with an
example datasample. Even different statistics can be calculated and displayed in a
table or with a chart. The query/filter should include at least the following three
main parts:

Table 5.17 Statistics on the
river fraser water level
monitoring stations

Name Station Values (m)

Waterlevels 2015 March Manson −0.899 to 2.022

192 ST −0.649 to 2.062

Waterlevels 2015 April Manson −0.752 to 1.673

192 ST 0.3288–1.8522

5 Analyzing IoT, Fog and Cloud Environments … 99



• Opportunity to include or exclude fields from the results;
• Responsible for the data filtering based on the filed types. For example, if the

field is an integer, the minimum and maximum values can be given, similar if it
is a date type, just in a valid date format. In case, when the field contains a name
or ID, the tool should display the possible distinct values. If the field type is a
Boolean, the user could select a criterion to select only the true, false, or both
values.

• Specification of the result format. It can be a preview or a downloadable file in
JSON format or even a stream.

To implement the above-mentioned requirements, we propose a tool called
SUMMON, which is an abbreviation for smart city usage data management and
monitoring. Its main features and operations are depicted in Fig. 5.1. In the first
prototype of the proposed tool, we implemented some basic features. It is a Web
site implemented in nodeJS and uses the CKAN system API.1 In case of the
SmartME smartcity project, a base URL2 for the API requests is also available.
The CKAN system has a hierarchical structure, where the so organizations are on
the top. It is possible to list all organizations with the http://smartme-data.unime.it/
api/action/organization_list call, we can even request more information with the
all_fields = true parameter, but unfortunately the datasets (or in CKAN
dialect: packages) of an organization cannot be listed, and this is the reason why we
used a different API call to query the datasets. We can get more detailed infor-
mation about a dataset, like the license, maintainer, author.

SUMMON uses an API call to receive the schema of the dataset, so it can
generate a form based on that. After the user finished with the form, the settings are
used to generate an SQL statement, which is runned with the following call: http://
smartme-data.unime.it/api/action/datastore_search_sql?sql = <SQL > . The results
are displayed as a preview, embedded in an html code with the possibility to modify
the form and see some example results, or in JSON format to be downloadable.

In order to demonstrate the applicability of SUMMON, we used a mobile IoT
device simulator called MobIoTSim [12]. It was developed to target researchers and
future IoT application users with the aim to exemplify IoT device handling without
owning or buying real sensors. It can be used to test and demonstrate the inner
workings of IoT Cloud systems utilizing multiple devices. It can be easily con-
nected to a private gateway service (available and referred to in [27]) we formerly
developed for the IBM Cloud platform. It is able to receive process sensor data
coming from several devices simultaneously. It has a Web-based graphical interface
to visualize sensor data coming from MobIoTSim. Messages (defined in JSON
format) sent by the simulated devices are managed by an MQTT server. It can also
be used to send responses (or notifications) back to the simulated IoT devices in
MobIoTSim.

1http://docs.ckan.org/en/latest/api/index.html
2http://smartme-data.unime.it/api/action
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As Fig. 5.2 shows the simulation of a whole IoT environment scenario starts
with the filtered JSON data from SUMMON imported to the MobIoTSim simulator.
When the user starts a simulation with MobIoTSim, the sensor data are sent in the
form of messages to the MQTT Broker of the IBM Bluemix IoT Service [28]. After
it receives these real-life values, the broker forwards them to a gateway application.
The gateway application shows a real-time chart with the data, even from several
devices simultaneously.

In cases, where we need just the specific values from the dataset, or just a
specific number or value of records, SUMMON can generate a form, where the
required criteria can be added, as shown in Fig. 5.3.

The downloaded JSON data from SUMMON can be imported to the
MobIoTSim simulator. The process can be done similarly as creating a new device
(as shown in Fig. 5.4), but instead of generating random data, we can select the
downloaded file to read the values from it. In this way, the created simulated device
can send real-life data to the Cloud. Even more simulated devices can be added,
with the same or different datasource imported from SUMMON.

The IoT Service in the IBM Bluemix Cloud receives the data from the
MobIoTSim with MQTT protocol, and forwards it to a gateway Web application.
This application is capable of plotting a real-time chart with the received data,
shown in Fig. 5.5.

Fig. 5.1 Basic operations of SUMMON
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Fig. 5.2 IoT environment simulation with SUMMON and MobIoTSim

Fig. 5.3 Form generated by SUMMON
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Fig. 5.4 Import file to MobIoTSim

Fig. 5.5 Gateway shows real-time chart in the IBM Bluemix Cloud
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5.5 Conclusion

Following the recent technological trends in ICT, IoT environments generate
unprecedented amounts of data that needs to be stored, processed, and analyzed.
Cloud systems already started to dominate the Internet, and with the appearance of
things of the IoT paradigm, IoT Cloud systems are formed. Fog Computing can be
used to reduce service latency and to improve service quality by keeping and
processing the data close to the user. IoT applications can also be supported by Fog
technologies to achieve these goals, resulting in IoT–Fog–Cloud systems having
many open issues.

In this chapter, we addressed some of these issues and analyzed sensor data
formats and datasets of three smart cities projects. Based on the results of these
investigations, we proposed a tool called SUMMON to provide means for gathering
and filtering open datasets. We also discussed how filtered IoT data could be made
available by this service to perform IoT–Fog–Cloud investigations in simulated
environments. Finally, we demonstrated its utilization with an open-source IoT
device simulator called MobIoTSim.

Our future work will address the extension of our proposed data retrieval service
by supporting additional sensor datasets from different IoT application areas, and
we also plan to enable additional APIs for communicating with our service.
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Chapter 6
Performance Enhancement of Fog
Computing Using SDN and NFV
Technologies

J. Pushpa and Pethuru Raj

Abstract The concept of Edge or Fog Computing is fast emerging as a powerful
Computing paradigm for real-time data capture, processing, decision-making and
actuation. The accumulation of Edge devices in different forms in multiple envi-
ronments is the key motivation for the surging popularity of Fog Computing. In this
chapter, we concentrate on identifying the important parameter of device perfor-
mance in Fog Computing environments. This measurement metric helps to analyse
the Quality of Service (QoS) attributes for Fog or Edge applications. The Fog
device connectivity guarantees the goal of low latency for fulfilling time-sensitive
applications and use cases. However, there are issues with the participating devices
and the connectivity between devices and the intermediaries such as the IoT
gateway, broker or the middleware. The primary communication happens in
wireless mode, and hence, there are several variables that can intermittently go
wrong. The purpose of this chapter is to expose the various performance issues
being associated with the Fog Computing model and to convey the ways and means
of establishing and sustaining the goal of high performance.

6.1 Introduction

The faster maturity and stability of Edge technologies has blossomed into a big
factor in realizing scores of digitized elements, smart objects and sentient materials
out of common and casual items in our midst. These empowered entities are data
generating, data capturing, buffering and data transmitting devices. That is, tangible
things are peppered with intelligence and prepared for the future to ease human
existence. These are mostly resource-constrained, and this latest phenomenon is
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called the Internet of Things (IoT). Furthermore, a wider variety of gadgets and
gizmos in our working, walking and wandering locations are futuristically instru-
mented to be spontaneously interconnected and exceptionally intelligent in their
behaviours. Thus, we hear, read and even feel connected with the cognitive devices
and machines in our everyday life.

Once upon a time, all our personal computers were connected via networks
(LAN and WAN), and nowadays, our personal and professional devices (fixed,
portables, mobiles, wearables, handhelds, phablets, etc.) are increasingly inter-
connected (through BAN, PAN, CAN, LAN. MAN and WAN) to exhibit a kind of
intelligent behaviour. This extreme connectivity and service-enablement of our
everyday devices go to the level of getting seamlessly integrated with off-premise,
online, and on-demand cloud-based applications, services, data sources and content.
This cloud-enablement is capable of making ordinary devices into extraordinary
ones. However, most of the well-known and widely used embedded devices indi-
vidually do not have sufficient computation power, battery, storage and I/O band-
width to host and manage the complex IoT applications and services. Hence,
performing data analytics on individual devices is a little difficult.

As we all know, smart sensors and actuators are being randomly deployed in any
significant environments such as homes, hospitals, hotels in order to minutely
monitor, precisely measure and insightfully manage the various parameters of the
environments. Further on, powerful sensors are embedded and etched on different
physical, mechanical, electrical and electronic systems in our everyday environ-
ments in order to empower them to join in the mainstream Computing. Thus, not
only environments but also all tangible things in those environments are also
smartly sensor-enabled with a tactic as well as the strategic goal of making them
distinctly sensitive and responsive in their operations, offerings and outputs.
Sensors are sweetly turning out to be the inseparable eyes and ears of any important
thing in near future. This systematic sensor-enablement of ordinary things not only
makes them extraordinary but also lays out a stimulating and sparkling foundation
for generating a lot of usable and time-critical data. Typically, sensors and
sensor-attached assets capture or generate and transmit all kinds of data to the
faraway cloud environments (public, private and hybrid) through a host of
standard-compliant sensor gateway devices. Precisely speaking, cloud environ-
ments represent the dynamic combination of several powerful server machines,
storage appliances, and network solutions and are capable of processing tremendous
amounts of multi-structured data to spit out actionable insights.

However, there is another side to this remote integration and data processing.
For certain requirements, the local or proximate processing of data is mandated.
That is, capturing sensor and device data and transmitting them to the faraway
cloud environments is not going to be beneficial for time-critical applications.
Thereby the concept of Edge or Fog Computing has emerged and is evolving fast
these days with the concerted efforts of academic as well as corporate people. The
reasonably powerful devices such as smartphones, sensor and IoT gateways, con-
sumer electronics, set-top boxes, smart TVs, Web-enabled refrigerators, Wi-Fi
routers are classified as Fog or Edge devices to form Edge or Fog clouds to do the
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much-needed local processing quickly and easily to arrive and articulate any hidden
knowledge, thus making those devices powerful and eminent by improving their
performance. Achieving the performance of Fog devices is wrapped up with many
parameters such as low latency, suitable protocols, upstream and downstream the
data, node discovery algorithm, load balancing, resilient and data processing. In this
context, the performance parameters are an indefinite set whose size varies with
nature of application and environment.

This chapter is organized as follows. In Sect. 6.2, we articulate the Fog
Computing paradigm comparing with cloud Computing and in the Sects. 6.3–6.5,
Fog Computing paradigm and Fog nodes with their functionality and behaviour are
discussed. Section 6.6 accumulates the inputs from the previous discussion and
develops an algorithm for Fog Computing working strategy. Sections 6.7 and 6.8
are the crucial part of our chapter for understanding the parameter to measure the
Fog Computing and its performance improvement.

6.2 The Paradigm of Fog/Edge Computing

Traditional networks, which feed data from devices or transactions to a central
storage hub (data warehouses and data marts), cannot keep up with the data volume
and velocity created by interconnected IoT devices, nor can the data warehouse
model meet the low latency response times that users demand. The Hadoop plat-
form in the cloud was supposed to be an answer. But sending the data to the cloud
for analysis also poses a risk of data bottlenecks as well as security concerns. New
business models, however, need data analytics in a minute or less. The problem of
data congestion will only get worse as IoT applications and devices continue to
proliferate.

There are certain interesting use cases such as rich connectivity and interactions
among vehicles (V2V) and infrastructures (V2I). IoT provides solution for domains
like entertainment, education, and information, public safety, real-time traffic
analysis and information, support for high mobility, context awareness and so forth.
Such things see the light only if the infotainment systems within vehicles have to
identify and interact with one another dynamically and also with wireless com-
munication infrastructures made available on the road, with remote traffic servers
and FM stations, etc. The infotainment system is emerging as the highly syn-
chronized gateway for vehicles on the road. Local devices need to interact them-
selves to collect data from vehicles and roads/expressways/tunnels/bridges to
process them instantaneously to spit out useful intelligence. This is the salivating
and sparkling foundation for Fog/Edge Computing.

The value of the data decreases as the time goes. That is, the timeliness and the
trustworthiness of data are very important for extracting actionable insights. The
moment the data gets generated and captured, it has to be subjected to processing.
That is, it is all about real-time capture. Also it is all about gaining real-time insights
through rule/policy-based data filtering, enrichment, pattern searching, aggregation,
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knowledge discovery, etc., to take a real-time decision and to build real-time
applications. Graph 6.1 clearly articulates how the delay in capturing and analysing
data costs a lot in terms of business, technical and user values.

The latest trend of Computing paradigm is to push the storage, networking and
computation to Edge/Fog devices for availing certain critical services. As devices
are interconnected and integrated with the Internet, their computational capabilities
and competencies are uniquely being leveraged in order to lessen the increasing
load on cloud infrastructures. Edge devices are adequately instrumented at the
design stage itself to interconnect with nearby devices automatically so that mul-
tiple devices dynamically can be found, bound and composed for creating powerful
and special-purpose Edge clouds. Thus, the concept of Fog or Edge Computing is
blooming and gaining much attention.

The essence and gist of Fog Computing are to keep data and computation close
to end-users at the Edge of the network, and this arrangement has the added
tendency of producing a new class of applications and services to end-users with
low latency, high bandwidth and context awareness. Fog is invariably closer to
humans rather than clouds, and hence, the name ‘Fog Computing’ is overwhelm-
ingly accepted across. As indicated and illustrated above, Fog devices are typically
resource-intensive Edge devices. Fog Computing is usually touted as the supple-
ment and complement to the popular cloud Computing. Students, scholars and
scientists are keen towards unearthing a number of convincing and sellable business
and technical cases for Fog Computing. Being closer to people, the revitalized Fog
or Edge Computing is to be extremely fruitful and fabulous in conceptualizing and
concretizing a litany of people-centric software applications. Finally, in the era of
big, fast, streaming and IoT data, Fog/Edge Computing can facilitate Edge ana-
lytics. Edge devices can filter out redundant, repetitive and routine data to reduce
the precious network bandwidth and the data loads on clouds. Figure 6.1 vividly
illustrates the fast-emerging three-tier architecture for futuristic Computing.

Graph 6.1 Slow performance
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The digitized objects (sensors, beacons, etc.) at the lowest level are generating
and capturing poly-structured data in big quantities. The Fog devices (gateways,
controllers, etc.) at the second level are reasonably blessed with computational,
communication and storage power in order to mix, mingle and merge with other
Fog devices in the environment to ingest and accomplish the local or proximate data
processing to emit viable and value-adding insights in time. The third and final level
is the faraway cloud centres. This introduction of Fog devices in between clouds
and digitized elements is the new twist brought in towards the ensuing era of
knowledge-filled services. Fog devices act as intelligent intermediaries between
cloud-based cyber/virtual applications and sensor/actuator data at the ground level.
Here is another representation of Fog Computing as articulated in Fig. 6.2.

6.3 Defining Fog Computing

Technology is accelerating rapidly with nature of work gets done is smarter and
challenging. This can be achieved by making your device computationally capable
and intelligent to take appropriate decision in IoT. IoT is a great opportunity for
making cities as smart cities with a network enabling for the transformation of given

Fig. 6.1 End-to-end Fog–cloud integration architecture
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data. The demand for IoT devices with high response and minimal latency in Edge
network is increasing rapidly. As per research reported in [1], by 2020, smart devices
in use will touch around 15 billion units, providing the service to all these devices is
one of the biggest challenges. Cloud service will support IoT by Scaling up and
controlling the data generated by IoT. The biggest challenge in cloud technology
arises when an IoT environment requires low latency for mission-critical data which
require results in a mini- or microsecond. This necessitates the Edge network in the
cloud to be located closer to IoT devices. But, providing such big cloud infrastructure
nearing smart device is expensive and unrealistic.

Here, a new idea emerges, i.e. making the networking device smarter makes the
job simpler for the above problem associated with cloud environments. This
mechanism is rising on the concept of the self-driven car which requires massive
data of road history and quick response for immediate action. Hence, Edge
Computing has come into the picture with tremendous change in the industry but as
we know that each advantage has its own disadvantage. Edge Computing brings
computation power into networking device but fails when devices fail or sabotage
(single point of failure). The fault or drawback of Edge Computing is overcome by
a new concept called mini-cloud or Fog Computing in networking Edge of IoT.
A small data set or small cloud service has to be located near to IoT, and these small
clouds create a Fog node. The concept of Fog Technology was introduced by Cisco
in January 2014 as Fog Computing to address the demand for cloud service in IoT.
Fog Computing is a networking hub of Fog nodes which perform application

Fig. 6.2 Fog as the intermediary between physical and cyber worlds
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processing or providing services to the IoT in a distributed system with minimal
latency. Fog Computing plays a major role in fields such as vehicle-to-vehicle
communication, Smart Light monitoring system, diagnosing the patient for treat-
ment, chemical industry, oil industry, which expects agility in a special situation.
Melioration of Fog nodes in term of performance can be achieved by encapsulating
objects such as Scalability, Security, Hierarchy and Agility is a research topic to the
world. Further, we will discuss Fog Computing and mainly focusing on the per-
formance which is one of the pillars of Fog node.

The concept of Fog Computing is to bring the process closer to the Edge of the
network for analysing and processing the data generated by IoT. It acts as a middle
layer between cloud services and IoT devices [2]. Ken Hosac, VP of Business
Development at Cradlepoint, defines the concept of Fog Computing as an ‘exten-
sion of cloud Computing to the utmost Edge of the Network’. Matt Newton,
director of technical marketing at Opto 22, suggests that Fog Computing pushes
intelligence down to the local area network level of network architecture, pro-
cessing data in a Fog node or IoT gateway. According to Cisco, the Fog paradigm
extends the cloud to be closer to the things that produce and act on IoT data. Each
view is different, but conceptually Fog works like a cloud but is not a replacement
for cloud.

Cumulating the above definition, one can realize that Fog Computing is a virtual
or physical distributed paradigm of resources with computational, analytical, stor-
age and network connectivity which look like a mini-cloud. In Fig. 6.3, Fog
Computing is depicted as a class with a collection of functions and parameters. An
instance of the class is called object, and Fog node is an object of a class Fog.
A Fog node behaves like a mini-cloud and interoperates with various Edge/IoT
devices.

In Sect. 6.4, we discuss the criteria, functionality and behaviour of Fog nodes.

Fig. 6.3 Fog Computing
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6.4 What Are Fog Nodes?

A Fog node is defined as an element for processing the computation by filtering the
data which is sent by the Edge or sensor devices. Fog node can be either hardware
component or software component which is arranged in a hierarchical structure.
Fog nodes play major role in Fog Computing, and the function of the node is
defined in an intelligent way which should satisfy the following criteria:

• High response time (RT) in terms of milliseconds.
• Low latency.
• Decision-making (data analysis).
• Storing the critical data.
• Optimal bandwidth.

Fog node are the building block of Fog Computing. Cisco attempts to define Fog
node as providing infrastructure to the IoT devices by receiving the data which
require RT in a millisecond and forward the remaining data to cloud service for
further processing using some protocol such as DDS/RTPs, where Distributed Data
Store (DDS) is used for replication in case of failure of any node and Real-Time
Transport Protocol is used to transfer the real-time data of any type of stream. Fog
node receives the data and performs analysis on streams of data for its time sen-
sitivity. Fog node also provides transient storage for 1–2 h by sending the periodic
summary to cloud. Fog Computing by Marin-Tordera [1] discuss different angles
such as the producer–consumer layer, embedded system, Computing layer and a
system with CPU and storage device.

So, Fog Computing leverages system with collections nodes to achieve the
desired result by IoT. Nodes of Fog are also known as Fog nodes. Fog nodes can be
any router, wireless access points, switches, host, router, video surveillance camera,
Cisco Unified Computing System (UCS). As Bonomi et al. [3] said, the Fog nodes
concept is not defined; hence, it opens interpretation with various angles. Fog nodes
according to OpenFog [4] are embedded with intelligent algorithms for Computing,
storing the critical data and forwarding the data between Edge device to Fog and
Fog to cloud with the smart network as depicted in Fig. 6.4. Here,

• Computation is the process of Computing the data for the desired result; it
encapsulates many operations such as technique/model for offloading data from
the smart device, high-performance IO devices and multi-tenant instantiation.

• With respect to Storage, accessing the data also impacts on the performance of
Fog. Hence, storage tier should accomplish reliability, robust, low power and
cost-sensitive devices.

• An Accelerator such as Graphics Processing Unit (GPU), Digital Signal
Processor (DSP) and Field Programmable Gate Arrays is the units for providing
the additional power of processor if required for the critical task.

• In Fog Computing, a Network of Fog node should qualify scalability, guarantee
delivery and latency sensitive.
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Distinct Features of Fog nodes

A cluster of Fog nodes makes Fog to be closer to Edge devices for providing better
computation and viable to ease the execution of IoT applications. Its main goal is to
improve the performance of the network with low latency (discussed in Sect. 6.6).
Considering the application of IoT such as Smart cities, smart vehicle, traffic
control, smart building and much more are growing drastically by generating a
gigantic quantity of data in terms of a trillion. As we discussed earlier, a Fog node is
a small cloud which cannot process the big volume of data. Edge Computing
devices or smart network devices filter the data at the receiving level and send quick
response expected data to Fog. Fog nodes have the image of IoT application to
analyse and compute the data accordingly. When traffic increases towards the Fog,
Fog instantiation happens dynamically by a hypervisor. Hence, we can conclude
that a Fog node is not the only physical device that can be a virtual node. Fog is
composed of the following features to provide better QoS to the client [4], as
discussed below.

• Monitoring the emergency requirement: Fog stores the image of the respective
IoT which is collaborated to it for a quick response.

• Satisfying the response time criteria: Prioritizing the critical time constraint
request.

• Computation in a robust manner: Fog is located in LAN; hence, time delay is
comparatively less and the CPU is robust for computation.

• Providing the security wall: Data Protection Mechanism is enabled for the
ingress.

• Supporting heterogeneous Edge devices: Fog Computation is distributed in
nature; hence, it follows a hybrid structure which gives better efficiency com-
pared to the tree structure.

Compute

Storage

Accelerator

Network

Fig. 6.4 Member function of
fog node
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• Regular interaction with the cloud: Fog updates and monitors the data period-
ically from the cloud for new images.

A Fog node can be a single processing node or it can be a cluster of nodes which
are distributed and follow the decentralized or hybrid structure. In hybrid structure,
some of the Fog nodes are interconnected with each other to establish peer-to-peer
connectivity, and in distributed structure, each node is a monolithic processor which
share distributed database and establish the connectivity. Connectivity between Fog
nodes also influences on the QoS of Fog Computing. Without connectivity study,
the chapter of Fog Computing will be incomplete. In the next section, we discuss
device connectivity and the communication bandwidth.

6.5 Connectivity Technologies

Network connectivity refers to the level and variety of connections that are
established between Fog nodes and IoT devices. Connectivity can impact high on
the performance since it is intermittent in the rural area or in a remote place. Hence,
opting the best Technology for connectivity is also one of the major parameters.
Network connectivity of Fog devices can be wired and wireless connectivity. Wired
connectivity is typically Ethernet connectivity supporting speed from 10 Mbps to
100 Gbps; links may be copper or fibre links which support different wavelengths
and transmission mode. The speed of the network connectivity is specified in
Table 6.1.

Here, we are focusing more on wireless technology than wired since wired
connection already proved by itself as reliable connectivity but distance, cost,
maintenance and natural disaster are some of the weakest points in it. Virtualization
and mobile network are the emerging transmission models of data, which manifest
new technology to achieve time-sensitive network. Wireless technologies are more
flexible and provide mobility compared to a wired network as shown in Fig. 6.5.

The underlying wireless connectivity approaches relating to IoT are now dis-
cussed below [5]:

Table 6.1 Rate of data
transfer

Speed Rate of data transfer

ZigBee 250 kbps

Wi-Fi 20–100 Mbps

Bluetooth 25 Mbps

3G 20 Mbps

4G 50 Mbps

5G 20 Gbps

LPWAN 800 Mbps
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a. 3G/4G: These are based on cellular technology which is based on a high speed
of around 1 Gbps [4] and lower latency. 3G networks come with anywhere–
anytime communication by providing high data rate within Radio Access
Service. It paved for video conference, broadband and smartphone. Long-term
evolution (LTE) and eNBs make differences in 3G for controlling the radio
resources [6]. 4G network is an extension of 3G by establishing high-speed data
packet for uplink/downlink which signifies speed of 4G is 10 times greater than
3G. Upcoming network connectivity expected in 2020 is 5G mobile wireless
technology which is more suitable for IoT devices. It is most power-efficient
technology than any other. It supports superfast download to IoT for small data
requirement and crowned with the low latency of <1 ms as quoted by matt’s in
Qualcomm.

b. Bluetooth: It is a wireless technology specially designed for short-range com-
munication between the devices. New Bluetooth mesh technology extends its
service by improving scalability, security, reliability and also support broadcast
topology. The strength of Bluetooth is less energy consumption which helps to
avoid battery drain. This technology is appropriate for small business such as
tracking oil, monitor construction equipment or home appliances. At present, it
covers the radius about 100 m and the data as to pass through a gateway for
communication.

c. NFC: Near field communication enables peer-to-peer connectivity which
requires 0.2 s for establishing a connection is used for social networking. Its
usage is basically to communicate between smart devices and share the data
which is being close to each other with a distance in terms of inches. Its ability is
to provide the connectivity for unconnected objects. IoT can leverage the NFC
in smart grid for providing the interface between the nodes. Comparatively, it is
cost effective with minor security threats.

Fig. 6.5 Connectivity technology
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d. ZigBee and Z-Wave: They are WPAN technologies which are low power
consumption and low cost; the area ranges up to 100 metres and controls mostly
used in home automation. Both are IEEE 802.15.4 and mesh network tech-
nology, suitable for Personal Area Network (PAN). With respect to throughput,
ZigBee is in the race but falls back in energy consumption comparatively more
than Z-Wave.

e. Wi-Fi: It is a WLAN technology that covers smaller geographical areas local to
campus or building depends on a number of the access point. The rate of data
transfer ranges from few megabyte to multiple gigabytes. The most common
standards are IEEE 802.11a, b, g, n and ac. IEEE802.11ac is appropriate for IoT
scenario which requires low power consumption; due to the larger wavelength
of the 5 GHz band it can penetrate through any obstacles results in minute signal
loss and speed up to 500 Mbps.

f. LPWAN: Low Power Wide Area Network (LPWAN) Low data transfer, low
cost and greater power efficiency to cover the large area. LPWAN provides the
longer connectivity with low power consumption for a longer period of time.
There are various LPWAN technologies available such as M2M, weightless,
LoRA/LoRaWan and Ingenu. Those technologies are varied with respect to
speed, scalability, low cost, the rate of data transfer. LPWAN has emerged with
varying feature varying with uplink, downlink and speed with following
technologies:

• When the system requires connectivity with the limited downlink of small
data, then choose SigFox.

• The connectivity between sensor and gateway with prime uplink then LoRa
will be suitable for the system.

• RPMA is suitable for high-speed connection with superior uplink and
downlink.

Choosing the suitable network connectivity also plays a major role to achieve the
goal towards better performance.

6.6 Structure and Behaviour of Fog Computing

In the previous section, we discussed Fog Computing, Fog nodes and their con-
nectivity. Combining those concept helps to design the structure and write the
algorithm which is discussed as a workflow in stepwise in this section. Fog is a
distributed Computing system which is located in the middle layer between IoT and
cloud. Edge–Fog cloud architecture [7] proposed by Nitinder Mohan is almost
nearing the concept proposed by Cisco [4] regarding the structure of Fog envi-
ronment. Considering their inputs, Fog Computing as depicted in Fig. 6.6 suggests
that Fog Computing is a layered architecture following a hierarchy. The top layer is
cloud system which provides the service application for computation, resource
sharing, storing the data as ubiquitously and connected to the high-speed network.
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It is a data centre where data is handled by Big Data; cloud follows centralized
infrastructure which supports complex topology and scalability but fails in easy
access in terms of quick response due to locality. This drawback is overcome by
Edge Computing. Edge devices directly connected to IoT device as networking
devices provide services with low latency since it is directly connected to smart IoT.
It may be a switch, mobile, system and gateway with Computing and storage
services. Since it is a hardware device, it fails to support heterogeneity which makes
collaboration complex. Fog Computing overcomes the drawback of cloud and Edge
Computing to make the IoT system robust. Fog Computing is looking like a
reflection of the cloud as shown in Fig. 6.6 whose performance can be brightened
with new emerging technologies like SDN, NFV and management service (host/
Node, resource, structural arrangement, data analysis).

Fig. 6.6 Architecture of Fog Computing
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Algorithm
Step 1: Role of Edge Device

• A smart device will send a request to Edge devices. The Edge device is a
gateway between cloud and IoT devices.

• Edge device decides whether to send data to cloud or Fog using data analysis
algorithm.

• Filtration model or logic resides in Edge device to make such decision and
forward the data to appropriate environment.

• If the expected time duration is short in terms of seconds, it forwards to Fog else
to cloud.

Step 2: Role of Fog node

• If the data request is sent to Fog, it receives the request by the Edge device.
• IoT Application is deployed on Fog. Fog nodeprocesses the request and replies

to a smart device.
• The content table which contains the IoT Application information is updated.
• Fog sends the data summary to the cloud and updates its table content.

Step 3: Role of Cloud

• If the data request is sent by Edge/Fog device, then cloud processes the data and
sends the response to the smart device.

• Cloud also analyses the request sent by Fog for periodic updating.
• Cloud also sends rules to Fog if any changes to be done in Fog.

The working scenario is good enough for a limited transaction. Assume if the
number of smart devices increases, then we require a cluster of virtual nodes to
handle the scenario and a controller to monitor them. Virtualization will introduce
by itself for the proliferation of smart device and Fog nodes to utilize the resources
efficiently. In our chapter, we also propose about interconnected Fog.
Interconnected Fog, communicates with each other for exchanging the data if the
round trip is less than cloud round trip. We assume that round trip between Fogs is
lesser since the traffic congestion is minimum compared to the cloud since Fog is
closer to smart devices than cloud. We will discuss the connected Fog with an
example in a case study.

Our discussion encourages to adopt the Fog paradigm in the IoT scenario but
some question arises. What happens when connected Fog node fails? How does
Fog handle traffic congestion? Is Fog the ultimate solution to IoT? After a survey,
we found the following answers to those questions.

1. What happens when connected Fog node fails?
Solution: Resilience, it can be achieved by hybrid topology or by duplication of
the node or by virtualization.

2. How does Fog handle traffic congestion?
Solution: Distribute Computing or Multi-tenant Environment or Instantiation.
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3. Which parameter decides the sensitivity?
Solution: Parsing the metadata by the Fog node provides the sensitive infor-
mation in term of response time.

4. Which is the best topology does Fog follows?
Solution: Hierarchical or hybrid structure of node is the best topology which
provides better connectivity between the Fog nodes.

5. Is Fog the ultimate solution to IoT?
Solution: Agility and Fog sever with the control system (support hardware and
software).

The above questions are the considerable inputs for performance, and the
solutions are characteristic of adopting the technique for Fog Computing. These
two concepts are discussed in Sects. 6.7 and 6.8, respectively.

6.7 Analytic and Performance Parameters
for Fog/Edge Nodes

In Fog Computing, Fog nodes are the devices of Fog which process the requests.
Thus, Fog nodes can be routers, switches, gateways and any smart devices which
compute, store and transmit data. Improving their efficiency improves performance;
the real opportunity lies in configuring the nodes and optimizing their performance.

Performance, efficiency, and latency are the key factors for success of Fog
Computing. Performance of Fog Computing is achieved conceptually as shown in
Table 6.2. As we discussed in Sect. 6.4, Fog node is a device which is a compo-
sition of computation, storage and networking service. Time complexity is
influencing all those services such as data accessing and manipulation in the storage
system, the network speed and time to process the data by computation service. In
Fog, time complexity is known as latency. Latency is the time taken to transfer the
data between the nodes (Smart device, Fog node, Edge node, networking devices),
and the latency influenced by parameters such as bandwidth, delay, the rate of data
transferred, throughput and delay. Table 6.2 exhibits the parameter to measure
performance in Fog Computing conceptually.

Performance measurement and related parameters are big ocean of which we
cover only a part of it by focusing on traffic flow, response time, low latency and
protocols as depicted in Fig. 6.7. Cost, energy consumption, scheduling and storage
are some of the parameters which present some of the added challenges to measure
the performance of Fog Computing.

Table 6.2 Conceptual performance parameter

Entity Characteristics/attributes

Computation Data analysis, compression, scheduling, filtration

Storage Data transaction, query language, updating, recovery management

Network Traffic management, topology management, load balancing, connectivity,
conservation of bandwidth
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Considering the parameters for better performance, Fog nodes should possess
the above attributes. For this, numerous approaches have been proposed, e.g. in [4,
8–10]. Many associated discussions focus on virtualization with intelligent pro-
gramming to make Fog nodes more efficient and robust to handle the growing IoT
situations. Some relevant factors are discussed below:

• Latency: Low execution time of a task is called latency; this can be achieved
with a way of handling packet as in GTP gateway [11] and employing new
paradigms such as SDN or NFV.

• Response time: The duration of response received and request sending is
response time (RRT); bandwidth plays a major role for quick response time
[12].

• Bandwidth: The volume of data carried is bandwidth. Edge analytics, stream
mining [12] and 5 g connectivity are used to improve the bandwidth.

• Protocols: Protocol is a prominent role to provide state of information, queuing
system, management of devices, gathering data and security (XMPP, AMQP,
SNMP, CoAP).

• The rate of data transfer: The time taken by the data packet to travel a given
destination.

• Delay: This is the time taken by a process while waiting in a queue.
• Throughput: This refers to amount of data processed for a given time.

6.8 Performance Enhancement Techniques

It is generally accepted that Fog nodes should adopt the following strategies for
higher performance:

• Virtualization techniques
• Hierarchical models
• Software defining.
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Fig. 6.7 Performance
parameters
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In Network Function Virtualization (NFV), hypervisor creates multiple virtual
Fog nodes which help to use resources and handle the traffic. The virtual Fog nodes
share the resource in an efficient way and can process the different request parallel
or can distribute the computation among them to achieve high response time. The
way of communication or interaction is defined with the help of a hierarchical
model. A hierarchical model may be tree topology or star topology or
Fog-interconnected topology or maybe the combination of differing structure which
helps to define our paradigm in an easily approachable way. An important tech-
nology for networking is SDN which makes Fog nodes more intelligent, analytical
and efficient by programming them as custom based. SDN decouples the for-
warding and control plane of the device which also inclusive of management plane
in the device. Control plane is intermediary between data plane and forwarding
plane; this concept helps to write the decision-making algorithm, management
policy, route discovery, etc., in the data plane. Many frameworks have also
emerged that are mainly concentrated towards managing the network by pro-
gramming model and resilience of the infrastructure using virtualization.
Virtualization is a concept used for creating multiple virtual instances of Fog. This
can be accomplished by using Network Virtualization Function (NVF) and creating
a programmable network using SDN by managing the nodes by structural
arrangement using hierarchical model. The following sections present a discussion
on the three technologies listed above.

6.8.1 Network Function Virtualization (NFV)

This refers to creating a new instance of an object with the properties of class
virtually. Network Function Virtualization (NFV) brings benefits to enterprises by
creating virtual storage, computation and networking to reduce the expenditure by
providing scalability. Deploying NFV helps to achieve load balancing, scaling,
network upgrading, optimize power consumption and reduce the cost in terms of
Capex and Opex. NFV is a software application which creates the virtual systems
by cloning system behaviour for different computation. Provision for multi-tenant
from a different vendor which provides the openness may need to integrate with
Fog server, hypervisor and virtual appliances. NFV relates with SDN to orchestrate
the network system. Fog server is a centralized system which conjugates with
distributed Fog nodes. Each Fog node works independently with instruction pro-
vided by Fog server. NFV also facilitates resource sharing between the nodes,
orchestrating between Fog nodes and restructuring when nodes shrink and grow. It
not only creates the computation class but also virtualizes the storage for resource
accessibility and routing devices such as switches. Hence, virtualization mends the
performance of latency and throughput towards progress.
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The roles of NFV technology in Fog Computing are:

• Sharing resources: Consolidating the resources or distributing the resources can
be achieved by NVF.

• Reducing power consumption: Location optimization, storage structure and
workload consolidation are the features of power management.

• Replacing traditional appliances with hardware: NFV supports hybrid network
with hardware and a virtual network appliance. It also manifests by moving
from error-prone structure to stable structure that is achieved by the feature of
resilience.

6.8.2 Software Defining

NFV virtualizes the hardware, whereas SDN controls the services offered by the
programs. SDN is an intelligent technology in the network that controls the for-
warding devices and manages the networking policy dynamically. SDN is designed
with four parts and three layers. It follows the layered architecture as shown in
Fig. 6.8. The top layer of SDN contains application services call it as Northbound
(NB) layer which contains security, flow rules, intelligent action services, a middle
layer of SDN will orchestrate the networking operation, control and manage the
data is known as the controller. There are many controllers which are classified

NBI REST

SBI OpenFlow

Fig. 6.8 SDN layers
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based on their efficiency in terms of throughput, round trip and bandwidth con-
sumption; some of the controllers are ONOS, ODL, Floodlight and many more. The
controller controls the routing devices through OpenFlow channels. OpenFlow
helps to transmit commands, request, status and statistic and filters which helps to
filter the data to protect against attacks such as MitM attack. Broom Filter, proposed
in [13], performs filtration to avoid the malicious data in the packets.

SDN leverages the integration, aggregation and compression by incorporating
NB service in Edge Computing. The smart way of processing the data requires for
fussing and diffusing the information. It enables the module to integrate with any
updates to the existing base code. Load balancing, partitioning, topology discovery,
host remote access are some of the features of NB; it also expands the module with
user required service module.

Southbound (SB) layer prime operation directs the networking device to forward
the packet. Here, Edge devices such as gateway, switches, hub and router can
perform computation by filtering the data in the metadata which is available in the
packet and make a routing decision. If networking device fails to perform the action
on arrived packed, then controller commands the switches for further action and
update the routing table.

The roles of SDN controller in fast-expanding Fog Computing approach are as
follows:

• Fog Orchestration: SDN controller will perform Fog orchestration for moni-
toring and controlling the data stream in Fog. The Controller is the brain of SDN
which performs network operating system. Orchestration can help to allocate the
resources, scalable and balance the nodes by structural arrangement.

• Traffic Management: Load balancing and route optimization can be achieved in
traffic module in NB of SDN. When traffic congestion in networks occurs, then
offloading the loaded nodes or diverting the packet to optimize the route.

• Resilience: Fog node can create a mesh by linking the nodes for intercommu-
nication laterally within Fog tree. When any node fails then hypervisor provi-
sions the virtual node for achieving fault tolerance.

• Proactive model for time sensitivity: SDN supports two models, proactive and
reactive models. Fog fits into a proactive model which stores the node location
and routing decision in the node (statistical report) which helps to compute
quick support time sensitivity.

• Dynamic policy-based management: An incoming service request policy from
the repository for managing the services varies based on constraints or customer
requirement. SDN manages repository and integrates new policy for suitable
action.
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6.8.3 Hierarchical Models

The structural arrangement of nodes varies with a parameter of priority, efficiency,
complexity and capacity. This model helps to aggregate or distribute the data. The
hierarchical structure not only benefits Fog node management and associated
database but also helps to direct the traffic to control and reduce the congestion.

In this context, peer-to-peer communication requires limited bandwidth com-
paratively but increases the delay and traffic towards Fog. Hence, Fog Computing
follows the hierarchical model which supports quick response, sharing a resource,
distributed Computing, hazardous detection and scheduling.

The main purpose of hierarchical models is represented in Fig. 6.9; the four
components are briefly elaborated as follows:

• Resource Allocation: The resource allocation is done at the top level of structure
based on inputs such as priority or critical time.

• Load Balancing: A job broker in Fog node allocates the jobs to the node which
may be the root of the cluster or individual node. Root node will distribute the
job to Edge devices either at the smart device and organized in a hierarchical
structure.

• Quick Response: Responsiveness depends on aggregation of computation time,
traffic, data offloading, connectivity and structure of node association. In the
hierarchical structure, the speed is high due to its distributive service helps to
achieve a quick response [14].

• Collaboration: Task distribution, resource sharing and resilience help to achieve
collaboration. In a hierarchical model, security management can be achieved
with a cluster of Fog node and the scan process detects the hazards in the
network [15].
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Figure 6.10 shows the difference between Fog Computing before and after
deployment of SDN and NFV. It addresses the performance issue by spanning
virtual switches and Fog nodes and also centralizes and programming the for-
warding control from network model by deploying SDN control on Fog server
which increases the rate of data transfer, throughput and minimizes the delay.

6.9 Fog Computing Use Cases

We consider a scenario of Smart City as IoT environment with sensors for traffic
detection (TD), IoT for health care (HC), VANET and mobile communication
(MC). Each data is processed by different Fog nodes where appropriate IoT deploys
respectively. In this situation, when a vehicle has an accident and an occupant gets
hurt, the patient can get treatment with minimal time as VANET sends critical data
to Fog such as nature of accident and location where it happened. This data also
reaches the TD system that helps to direct traffic on different roads and send
messages to HC for treatment through Fog-interconnected nodes. Let us discuss
some more case studies such as video surveillance and vehicle detection.

Video Surveillance

Security threats arise in all situations, and monitoring security manually is an
unachievable goal. IoT provides a solution with the help of closed-circuit television
(CCTV) in which real-time data is sent to the network. Consider a situation where
rubbery takes place in a locked house pictured in Fig. 6.11. If there is a constant
image, then data is moved to cloud else if any alert message passes, then data is
moved to Fog. Fog Computing contains smart router or hub which speed up to
computation by the root node. SDN plays a crucial role in time sensitivity situation
by establishing the route to specify the destination using proactive model, here to

Fig. 6.10 Software defines Fog Computing
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the nearest police station or to the owner if he is nearby using decision-making
algorithm. Through SDN, resource sharing and virtualization are achieved by NFS.
Edge devices connected to the IoT devices which send the data from the sensor
have been processed by Edge node or Fog node. If the data volume is big, then the
hierarchical model of distribution is adopted. In this example, heterogeneous nodes
are communicating which requires more bandwidth than homogenous nodes.

Vehicle Detection

In this scenario, hierarchical model approach plays a vital role, by detecting the
missing vehicle. The scenario is summarized in Fig. 6.12. The root device sends
data to its child node to sense or capture the missing vehicle with few details like
the image, type and vehicle number. For example a missing car is indicated by the
red line and after detecting by Fog node sends a signal to owner represent in green
line in the Fig. 6.12. Edge device filters the data by using the parameter sent by the
root node. Once it is identified by an Edge node, its sends to its hierarchy and the
SDN controller updates the flow table. The pictures and detailed information of the

Fig. 6.11 Video surveillance

Fig. 6.12 Vehicle detection
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vehicle are sent to the nearest station for tracing the vehicle. The IoT devices such
as traffic light, CCTV and smart vehicles act as a sensor and send the signals to the
Fog nodes (marked red lines are sensor devices), and if data is found the credential,
then the authority sends the response to the centre (Fog updates the historical data to
central data centre cloud).

6.10 Summary

With billions of connected devices joining in mainstream Computing, the future of
Edge or Fog Computing is scintillating indeed. There are a number of industry use
cases coming up for Fog Computing and analytics. All kinds of real-time analytics
and applications are to be defined and designed through Fog Computing. With more
number of devices in a Fog Computing environment, the operational complexity,
the performance issues and the security problem are bound to escalate. There are
enabling architectural patterns, simplifying frameworks, best practices, automated
tools, accelerators and other contributing things in order to make Fog Computing
and analytics pervasive and persuasive. IT professionals are working overtime in
order to identify the barriers and surmount them in order to make the Fog idea
visible and viable.

The traditional, closed, inflexible and expensive network infrastructures are
transitioning towards open, flexible, virtualized, containerized and affordable net-
work infrastructures. With the faster adoption and adaption of software-defined
networking (SDN) and Network Function Virtualization (NFV) technologies and
the associated tools, the network phenomenon is bound to see a series of paradigm
shifts in the years ahead. Multiple and heterogeneous devices ought to be found and
connected to capture, cleanse, store and crunch data being emitted by millions of
digitized items and implantable sensors, fixed, portable and nomadic actuators in
our personal, social and professional environments, the SDN and NFC-sponsored
Edge or Fog Computing is the key requirement. However, with such massive
number of connected devices and digitized assets in place, the performance Fog
Computing and analytics have to be substantially improved in order to be
people-centric.

In this chapter, we discussed the QoS parameter of Fog Computing and tuned
our discussion to learn more about performance measurement of Fog Devices and
connectivity. Performance of Fog is composed of many key values such as latency,
bandwidth, connectivity, storage security. Approaching the new technology such as
SDN and NFV is the more suitable solution for Fog sustainability. We also dis-
cussed some of the protocol and algorithm which serve as chain service to Fog
Computing.
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Chapter 7
Mechanisms Towards Enhanced Quality
of Experience (QoE) in Fog Computing
Environments

P. Beaulah Soundarabai and Pethuru Raj Chellaiah

Abstract The Fog or Edge computing emerges as one of the important paradigms
for setting up and sustaining smarter environments across industry verticals. Our
everyday environments are being meticulously advanced and accentuated through a
bevy of edge and digital technologies and tools in order to be situation-aware and
sophisticated. On the other side, we have powerful Cloud environments contributing
as the one-stop IT solutions not only for business automation but also for people
empowerment. Compared to the number of prospective Cloud environments, the
number of Fog environments is going to be quite large with the availability of
billions of connected devices. The scope of Fog environments, which are being
touted as the most crucial for empowering people and in their everyday activities, is
bound to escalate in the days to unfurl. The immediate challenge for Fog environ-
ments is to drastically enhance the quality of experience (QoE) for users. Academic
professors and industry professionals have come out with a number of solution
approaches and algorithms. This chapter is being specially prepared and presented in
this book to tell all about the role and responsibility of Fog computing environments,
the unique use cases and the various challenges, etc. Furthermore, the significance of
QoE is described in detail and how that requirement can be attained by smartly
applying various proven and potential technologies. This chapter also aims to
motivate the readers and researchers to dig deep into this new critical requirement to
unearth pioneering solutions towards enhanced QoE.

P. B. Soundarabai (&)
CHRIST Deemed to be University, Bangalore, India
e-mail: peterindia@gmail.com

P. R. Chellaiah
Reliance Jio Cloud Services (JCS), Bangalore, India

© Springer International Publishing AG, part of Springer Nature 2018
Z. Mahmood (ed.), Fog Computing,
https://doi.org/10.1007/978-3-319-94890-4_7

131

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94890-4_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94890-4_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94890-4_7&amp;domain=pdf


7.1 Introduction

Applications of the Internet of Things (IoT) are rapidly scaling up in almost all
major domains of life due to the rapid inventions and development of networking
technologies. Dynamic data communication in the real-time and delayed service
defies the IoT applications to be placed on Cloud servers. Fog computing is an
evolution of Cloud computing that extends the Cloud services to the IoT devices at
the edge of networking. We have introduced IoT devices in each and every aspect
of our lives, and our day-to-day activities are monitored by the relevant tech-
nologies; Cloud-based utilities take an enormous time to store and analyse this huge
volume of data. IoT Cloud-centric architectures have only two layers such as the
sensor and the Cloud layers. These two layers require higher sensors-to-Cloud
bandwidth and complete and continuous connectivity. Device-to-Cloud commu-
nication is not much faster when comparing the essential business requirements and
connectivity costs spent [1].

Several researchers have proposed an intermediate layer between the sensing
resources and the Cloud-IoT architectures and named this middle layer as Fog
computing. To analyse and act on this diversified volume of data, Fog nodes are
used, in the Fog layer, that are generally network routers, switches and gateway
servers. Fog computing is also known as Edge computing with the following
advantages:

• It reduces the network congestion and load by ensuring the on-time delivery and
services.

• It takes decisions and controls the IoT devices based on the action policies.
• It stores the data in the Cloud servers for later usage and for further big data

analysis.

One difference between the Cloud and the Fog paradigm is that Cloud data stores
are generally geographically far away from the IoT devices, whereas the Fog nodes
are geographically distributed and available very close to these devices. This
arrangement helps to reduce the round-trip time and increase the data processing by
increasing the various storage and analytical resources availability.

Fog computing handles the variety, volume and velocity of data, generated by
the IoT devices, with the new computing paradigm. It majorly reduces network
bandwidth by reducing the amount of data travelling between and through the
Cloud networks. It also avoids the cascading failure of the Cloud system by ana-
lysing the data close to the sensing devices themselves. Security measures of data
are taken care of very well by monitoring and protecting them from unauthorized
access and analysis.

Fog computing is well placed and geographically distributed gateway nodes near
the edge of the network of dense IoT sensors and actuators. But the application-
specific and design-related issues have to be addressed to get the best of this Fog
decisions to the real-time usages. Integration of Fog and Cloud is also in the
research field. There are different policies required to obtain the expected outcome
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in Fog; Quality of Service (QoS), situation and resource-aware application are also
proposed [2]. As much as QoS is reviewed and revised, there should be researches
on Quality of Service (QoS) also. QoE is the measurement of the services offered by
the Fog nodes, and it is purely customer-centric measurement. There will be a vast
difference of opinion and satisfaction level in the real-time environment, due to
heterogeneous users of different services of the Fog computing. QoE is the overall
customer satisfaction with the products or the services, and it’s purely user
dependent and in Fog computing. Although QoE improves the data processing
time, quality of the network, proper resource utilization, etc., measuring QoE with
the user’s interests with various services varies from one to another and so
developing QoE-aware policy models for Fog is a big challenge.

After deploying the system in place, if the QoE is evaluated on the application, it
would create a number of complications that will lead to modifications in the
system based on the feedback of QoE. On the other hand, it is also very difficult to
evaluate the application and then deploying it, which satisfy the needs of user’s
interests. User feedback and the QoE of the specific application should continu-
ously be monitored to have a better QoE ratio.

This chapter analyses several user’s interests and expectations which can dras-
tically impact the QoE. Required resources, data accessing, processing time and
quality of analysis are some of the major User Expectation Metrics (UEM).
Prioritizing a user application is based on this metric. Initially, though, this chapter
briefly looks at the characteristics and some general applications of Fog computing,
for the sake of completeness.

7.2 Key Characteristics of Fog Computing

Fog computing is being touted as the next-generation computing paradigm to solve
some of the unique problems that are not being attended by Cloud computing. This
section illustrates some of the distinct competencies of Fog computing.

• Heterogeneity—The device ecosystem is growing fast. It is anticipated that
there may be billions of connected smart devices in the years ahead. The par-
ticipating and contributing devices, machines, instruments, equipment, utensils,
robots, consumer electronics, etc., for the Fog conundrum are going to be
heavily different, distributed and decentralized. Also, these participants are
being fitted with increasing compute, storage and networking power. Therefore,
Fog computing is a highly virtualized and shared platform that provides com-
pute, storage and networking capabilities. The services being provided by Fog
environment devices are going to be disparate.

• Edge location—The Fog devices are being found at the edge of the network.
That is, we have self-surroundings and situation-aware devices to form smart
Fog environments. Devices are being networked in an ad hoc manner to form a
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dynamic cluster of devices to work out bigger and better things and to provide
real-time processing and decisions.

• Location and Context Awareness—As indicated above, the devices in the Fog
environment know their environment details. Also, the activities going on, the
presence of people, and their timely and spatial needs, etc., are being captured
by Fog devices in order to come out with various unique services, including
monitoring and reacting to the ambient environment.

• Low latency—There are several new applications and services emerging and
evolving fast and that is the main reason for the surging popularity of Fog
computing. Especially real-time applications are the most mandated ones for the
leverage of Fog computing. That is, Fog environments are highly attractive for
low-latency and time-sensitive applications. The widely used applications
include distributed gaming, video streaming, and virtual and augmented reality.

• Geographical distribution—As we know, Cloud computing environments are
typically centralized, consolidated, virtualized, containerized, automated and
shared environments. On the other hand, Fog computing environments are
distributed, many, environment-specific. Homes, hospitals, hotels, airports and
other important junctions are being empowered with Fog devices to form
competent Fog environments for devising and delivering new-generation
applications. Inside advanced smart and connected cars, a kind of miniatur-
ized Fog computing environments is being worked out in order to sharply
enhance the experience of car occupants and driver.

As indicated elsewhere, sensors and actuators are the most prominent and
dominant entities and elements in our everyday environments. Sensor and actuator
networks are monitoring various environments, and the physical, mechanical and
electrical systems and assets are being stuffed with sensors in order to participate in
the mainstream computing. Furthermore, as far as the number of devices partici-
pating in a typical Fog environment is concerned, it is going to be huge. Fog
devices are also seamlessly getting connected with mobile devices in order to be
comprehensive in their actions and reactions.

In short, Fog computing is an attractive model for real-time data capture, storage,
communication, processing and mining, knowledge discovery and dissemination,
and actuation.

7.3 Fog Computing Applications

Having understood the unique properties of Fog computing, industries and orga-
nizations are unearthing a variety of applications—some of these are explained
below.
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7.3.1 Smart Grids

Smart grid is one of the prime applications where Fog computing has been fully
utilized. Depending on varying demands for energy, low-cost and its achievability,
smart grids can easily switch to other energy supplies such as winds and solar. The
Edge or Fog devices collect all the local information and collectively take the
real-time decision in order to enable smart grids to switch over to alternative energy
sources. Also, Fog environments are being fitted with dashboards to give 360° view
of what is happening in the environments.

7.3.2 Smart Traffic Lights

Fog devices smartly enable traffic signals to open lanes on observing flashing lights
of the ambulance. It determines the existence of bikers and pedestrian and evaluates
the distance and speed of the nearest vehicles. On detecting any kind of movements,
cameras and sensors immediately turn on to capture and transmit. Smart lights
support as Fog devices synchronize to forward warning signals to the nearby
vehicles. The communication between the vehicle and access points are being
improved with the arrival of 3G and 4G, powerful Wi-Fi, roadside units and smart
traffic lights.

7.3.3 Self-maintaining Trains

A train ball-bearing monitoring sensor observes the changes in the temperature
level, and any disorder automatically alerts the train operator and builds mainte-
nance departments, thus helping to avoid dangerous disasters.

7.3.4 Wireless Sensor and Actuator Networks (WSAN)

The WSNs were originally intended to increase battery life by consuming less
power. Actuators work as Fog devices to manage the measurement mechanism.
Furthermore, the Fog devices capture the consistency and the oscillatory nature by
generating a closed-loop system. For instance, in the life-saving air vents, sensors
on vents monitor air situations flowing in and out of mines and automatically
change airflow if conditions become harmful to miners. Most of these WSNs
require less energy, less bandwidth, very low processing power and operating as a
sink in a unidirectional manner.
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7.3.5 Decentralized Smart Building Control

In decentralized smart building control, wireless sensors are set up to evacuate
humidity, temperature or levels of several gaseous components in the building
environment. Hence, information can be exchanged between all sensors in the floor
and the reading can be mixed to form reliable evaluations. Utilizing distributed
decision building, the Fog devices react to data. The system prepares to work
together to decrease the input fresh air, temperature and output moisture from the
air or increase humidity. Sensors reply to the movements by switching off or on the
lights. The Fog computing is used for smart buildings which can manage basic
requirements of conserving internal and external energy.

7.3.6 IoT and Cyber-Physical Systems (CPSs)

Fog computing has an important role in CPSs and IoT environments. IoT is a
network that can interlink normal physical objects with identified address
employing telecommunication and Internet. CPSs refer to the integration of sys-
tems’ physical and computational elements. The combination of IoT and CPSs will
change the world with communication and computer-based control systems,
physical reality and engineered systems. Fog computing is made on the embedded
system concept in which computers and software programs embedded.

The prime examples are linked vehicles, medical devices, etc. The objective is to
combine the precision and concept of software and networking with the uncertain
and vibrant environment. With the increasing cyber-physical systems, we will be
capable to develop smart buildings, intelligent medical devices, agricultural and
robotic systems.

7.3.7 Software-Defined Networks (SDN)

SDN is an increasing networking and computing concept. SDN concept integrated
with Fog computing will eliminate the main problems in vehicular networks
irregular collisions, connectivity and high packet loss rate. SDN provides support to
vehicle-to-vehicle with vehicle-to-infrastructure communications and main control.
It separates control and communication layers; control is performed by central
server and server selects the communication route for nodes.

Researchers and IT professionals are constantly coming out with different
industry cases for sustaining the Fog paradigm. There are several research papers
exclusively pointing out next-generation.
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7.3.8 Demystifying the Fog Computing Paradigm

Fog computing is a term originally introduced by Cisco. With the growing adoption
and adaptation of the Internet of Things (IoT) technologies and tools, the Fog
computing started to acquire a lot of attention. The main idea of Fog computing
architecture is to distribute data processing and operation procedures over various
devices that are connected with one another as well as with the faraway Cloud
applications, services, platforms and databases.

One of the key features of Fog computing is a vertical distribution of functions
by layers that extend from sensors, to the Fog, and, finally, to the Cloud depending
on the processing latency. This architecture implements high-latency (days to
months) enterprise operations in the Cloud, whereas technical operations with low
latency (milliseconds to hours), starting from high speed to transactional analytics,
are realized in Fog nodes. Patterns and rules for machine learning algorithms are
formed in the Cloud; then they moved to the Fog for quick implementation.

7.4 Challenges of Fog Environments

With the growing number of connected and embedded devices, the device Cloud
comprising several disparate devices is being formed in order to do local data
capture, crunching and visualization. There are multiple device-to-device (D2D)
and device-to-Cloud (D2C) communication protocols and channels. There are also
a number of device data formats. The seamless connectivity and service integration
are required for the successful implementation of Fog devices. Clouds are getting
complicated with the entering of multiple devices in any environment (personal,
professional and social). Data and protocol translations involve a lot of smart
works, and there came numerous connectors, drivers, adapters, etc.

The other crucial challenge ahead is how to enhance the user experience while
receiving the various services of Fog computing environments. There are tech-
niques, technologies and tips being circulated in order to substantially increase the
Fog environment experience. This chapter is being specifically prepared and
incorporated in this book in order to tell all about the ways and means of enhancing
the user experience.

7.4.1 Need for Quality of Experience (QoE)

Defining QoE for the Fog-based IoT applications is complicated and diversified,
and to explain it, QoE can be compared with QoS [3]. QoS always checks the
overall services and functionalities of the system to meet up the requirements and
needs of the end-user, which is based on the definition of QoS by International
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Telecommunication Union (ITU). According to ITU, QoS is defined as the com-
plete feature of system services, and thus, meeting up the needs of the end-users.
But ITU defines QoE as end-users’ total acceptability of system services and thus
assuring the meeting up of the specified needs of the end-users. QoE checks on user
requirements and needs but QoS continuously monitors the attributes such as
throughput, cost, service delivery deadline, packet loss ratio, throughput.

From the definitions of QoE and QoS, one can understand that fundamentally
they both are different aspects but, in a few perspectives, they look the same. For
instance, the users’ expectation analysis for QoE will end up improving the QoS
and thus will achieve QoE at a later stage. When users require clarity in the images,
the systems model of image rendering changes by enhancing the algorithms which
are improving the QoS, which will further enhance the QoE. To improve QoE,
QoE-aware application placement has to be done wisely deciding which application
is best suitable for which the customer’s QoE gets improved along with system QoS
improvement in the areas such as throughput, packet loss ratio, lower latency and
meeting up the deadlines given by an authorized user.

To enhance the user experience of Fog computing, the applications need to be
placed in a proper instance of Fog so that it becomes a QoE-aware app placement
that will ensure that users get improved QoS with respect to service, latency,
throughput and packet loss rate and even the service cost. While the mapping of
applications to the Fog instances benefits in all the way, the task of mapping should
not consume much time and processing power which might become a contradicting
overhead to the system [3].

IoT applications in the Fog computing are divided into a number of intercon-
nected application modules; but in general, there are two important modules:

• The first module, running at the users’ smart devices such as mobile phones,
bedside monitors, desktops and wearable devices, television sets, provides an
interface for sensing data, data aggregation, authenticating the users, data
storage in the sensing devices. This module is called client module and runs on
the users’ devices and senses the contextual data, aggregates and sends the data
to the second application module and receives the output from the application
module for the users.

• The second is the application module that performs the data operations. Here,
the result of the processing is the end product of the Fog-based IoT applications.
The application module is responsible for the data cleaning and filtration
analysis and decision-making. The decision made by this module is sent back to
the client module as notification and the data storage instructions.

Cloud data centres are the supreme computational location, and IoT devices are
merely the data generators. IoT devices normally don’t process the data which is
sensed by them for the resource and energy utilization constraints. The Fog module
comes in between these two modules to provide the better performance and
response rates. Fog majorly operates between the Cloud and the user devices so as
to reduce the latency and to obtain better user experience.

138 P. B. Soundarabai and P. R. Chellaiah



The Fog layer itself is logically divided into two sublevels such as Fog gateway
nodes (FGN) and Fog computing nodes (FCNs). FGNs are responsible for inter-
action between IoT devices and processing devices. FCNs are the upper level for
nodes, which provide the resources and interface for the processing and analysis of
data signals. Open Fog Consortium [4] says that the capacity and the intensity of
computational processing and resource utilization for the gateway nodes and the
computational nodes are completely different. Each Fog node can provide the
interface for the application programs (API) so as to query the node. A hierarchical
network model of Fog computing is provided in Fig. 7.1. It originates from the user
IoT devices, reaches FGN through FCN and finally reaches the Cloud servers for
bigger processing and storages purposes.

Invariably, all the Fog nodes will provide dynamic and faster communication
with its other accessible nodes through powerful protocols [5] like CoAP and
SNMP. There is a varying capability for the resource accessibility and the pro-
cessing capacity between the lower-level and the higher-level Fog nodes; even the
Fog nodes in the same level also might have distinguished privileges.

7.5 5G Technologies and the Fog Architecture

Fog and Cloud computing are the two powerful technologies that enable the 5G
customers to have a computing paradigm which will help the requirements of the
real-time application and also the low-latency applications running in the IoT
network edge. The support for complex analysis and durable data storage in the 5G

Fig. 7.1 Network model of
FOG computing
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core are also the preferred qualities. The shift from Cloud to Fog in 5G, as presented
in [6], discusses the key challenges and runtime adaptation of Fog services which is
essential for IoT application.

In the next ten years, massive amount of objects of our day-to-day life will
interact with each other to create a smarter living environment. This will signifi-
cantly increase the user experience, and most of the objects will be very inde-
pendent and create a proactive lifestyle. The sensors in the smart things are
connected to the Internet services automatically sensing the required data at the
right time by becoming context-aware and provide experiential information to the
customers. In this way, they help the humans or the machines to make apt deci-
sions. With the right way of processing the relevant sensed data, and the right
connections between the devices and processing Fog nodes, IoE becomes more
reliable and preferred by the customers.

Thus, the sensed data becomes information and will turn into actions automat-
ically creating new capabilities with wide experience and unprecedented economic
opportunity for an individual human being, business organizations, or even to the
nations. By integrating Fog and Cloud services in 5G, it would minimize the
network response time.

7.5.1 Fog Radio Access Network (FRAN)

FRAN is a potential paradigm for 5G mobile networking systems. It makes the best
of Edge networking by integrating the Fog computing capabilities with RAN. In
comparison with the conventional RAN, FRAN is slightly different with respect to
the storage, computing and networking. Earlier, the centralized Cloud RAN
(CRAN) was a popular technology and due to its monolithic and centralized nature,
the increasing number of base stations, unpredictable user mobility and the huge
volume of data, it has shown its limitations [7]. Later, heterogeneous CRAN has
also been proposed which shows economic efficiency than CRAN, but all the data
are exchanged through BaseBand Unit (BBU) pool that causes additional burden on
the wireless links. Both CRAN and HCRAN have utterly failed due to the
increasing data generated through social media communication channels.

FRAN was introduced by CISCO, to perform distributed signal processing and
computing rather than by the centralized BBU pools. It also offers the storage of
local data in the access points and user equipment instead of the Cloud data centres.
It also performs collaborative radio signal processing and maximizes the Edge
device usages.
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7.5.2 FRAN Architecture

In the FRAN architecture, macro and small remote radio heads and access points of
Fog computing connect to the BBU pool. Fronthaul is a connection between a new
network architecture RAN consisting of centralized baseband controllers and
remote stand-alone radio heads installed at remote cell sites located a few metres to
tens of kilometres away.

The access points are connected using fronthaul links. So, the access points can
implement radio signal processing locally and collaboratively with the help of their
computing skills and can also manage the caching flexibly. Access points of Fog
(FAPs) integrate the fronthaul RF and the functionalities of physical layer pro-
cessing to the upper layers of the architecture.

Both the radio heads and FAPS are capable of caching but their cached data are
completely different; FAPs fill their cache with locally most accessed data which
are not cached by radio heads. The Edge devices are equipped with distributed
storage, processing and control along with the effective resource management.
Figure 7.2 depicts the FRAN architecture.

To have a better QoE, FRAN is adapted with four transmission modes such as
the following:

• Device-to-device relay mode
• Distributed (local) coordination mode
• Centralized (global) mode
• Macro Remote Radio Heads (MRRH) mode [8]

Fig. 7.2 FRANarchitecture
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The Fog user devices dynamically decide the mode of transmission based on the
communication location, the distance between the communicating devices, com-
puting and caching capacities and the Quality of Service (QoS).

7.5.3 Handover Administration in FRAN

Administering the handover in any mobile communication is the most important but
critical technique to guarantee an unfailing network experience. There are broadly
two types of devices based on the mobility in mobile communications, viz the
high-speed Fran User Equipment (FUE) and the low-mobility Fran User
Equipment. High-speed FUEs need to use MRRH mode that has large geo coverage
and reliable network, whereas the low-mobility FUEs can use a small-range radio
head. Radio link failures and unwanted handovers are always possible in mobile
networks due to a small area of access. Fronthaul gets overloaded due to frequent
and rapid handovers affecting the whole network communication. So, the access
points and radio heads can collaborate with FUEs in the decision-making of the
transmission modes.

One of the main characteristics of 5G technology which yields to QoE is its
ability to serve heterogeneous and diversified applications using the same com-
munication platform. Due to the heterogeneous nature, there are many kinds of
packets travelling in the network each with different traffic requirements, for
instance, the vehicular network requires a very minimal latency. Context-aware
applications are able to serve the types of traffic requirements. Fog computing is
possible in any of the Edge nodes, core Cloud network or in third-party data centres
where the local baseband units can become the computing servers. Computations
happen in two ways such as communicational ones or the traffic flow ones.

FRAN attempts to take complete advantages of the Cloud computing model,
diversified networks and Fog computing capabilities. The four types of Cloud are:

a. Global centralized communication and storage Cloud which is the same as of
the centralized Cloud

b. Centralized control Cloud that is used for processing the high-power node
functions

c. Distributed logical communication Cloud that is available in FAPs and FUEs,
which are responsible for communication in local collaborate radio signal
processing

d. Distributed logical storage Cloud that is responsible for the caching and local
storage of data in the Edge equipment.

FRAN’s performance gets affected due to the severe interference since all the
four modes of transmission use the same radio resources for the shared FUEs. Two
interference suppression techniques are proposed, namely coordinated precoding
and coordinated scheduling. Coordinate precoding model is used to reduce the
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interference in the physical layer and the coordinated scheduling is for reducing the
interference in the medium access control layer (MAC layer).

Though FRAN addresses the disadvantages faced in Cloud RANs and hetero-
geneous Cloud RANs to a certain extent, there are still issues like caching in the
Edge devices, network function virtualization (NFV) and software-defined net-
working (SDN) which need to be addressed technically.

7.5.4 Caching in Edge Devices

Caching in Edge devices of FRAN reduces the latency in the content delivery and
also provides better performance and customer experience by the flexibility in the
content-aware techniques. The space for caching is rather very small as compared to
the centralized Cloud caching mechanism; the hit rate is also less in Edge caching.
So effective utilization of this Edge caching space is very essential. Policies such as
what data to cache and when to release the caches require protocols to enhance the
caching policies. The caching algorithms like most recently used, round robin, least
recently used, first in first out, last in first out models need to be studied, and
appropriate policy has to be used in FRANs.

7.6 Network Function Virtualization (NFV)
and Software-Defined Networking (SDN)

The NFV deals with the functionality transfer from hardware devices to the soft-
ware applications in the telecommunication firm by delinking the network functions
from its underlying hardware. Virtualizing the SDN controllers in FRAN and how
NFVs can be used to virtualize them are still a major challenge.

Edge computing platforms are compatible with proprietary gateways which
hardly allow the external third-party services to deploy in them. Participatory Edge
computing is proposed for home gateways which act as an open environment for
deploying the external services in them. This creates flexibility in the platform for
enabling local services to work on them [9].

There are many open Fog platforms with an objective of allowing the users to
run their services in their local home computing devices. Sandstrom, Yunohost and
Flockport are just to name a few. Sandstrom and Yunohost provide graphical user
interfaces and allow them to create private Cloud platforms at home with few
clicks. The Flockport platform runs on Linux through Linux containers to provide
applications, but the scope of those applications is limited only to the availability in
the Flockport application store. Figure 7.3 depicts the open platform Edge Cloud
known as Guifi.net community that consists of heterogeneous distributed devices.
These computing devices use Cloudy software to run their common services.
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Heterogeneous hardware is used due to the contribution of many types of devices
for the community Cloud, and most of these devices are cheaper ones such as mini
PCs; infrastructure is also distributed as the community devices are spread inside
the home premises of the user.

Cloud nodes include different hardware devices and its distributed application is
installed on every device connecting them to the community Cloud. These Cloud
nodes are distributed over the Fog network. Mini PCs and smartphones are used in
the user premises, and the desktop PCs are majorly available in the municipality
controls creating the community Cloud. Both Cloud infrastructure and the appli-
cation services are scalable and so they allow new devices and new services to be
added easily. Initially, the community Cloud has the preset of installed services, and
it is also open for the new services inclusion. This system is not only flexible but
also user-friendly due to the availability of graphical interface for the installation
and services. Security and commercial application services would still enhance the
system for an economy generation with a secure way of communication and
interaction.

7.7 Challenges of Fog Computing

As Fog computing environment is spread over the mobile devices of the user, and
even in the backend Cloud server, application process scheduling in Edge com-
puting is a tricky one compared to the Cloud computing situation. Decision-making

Fig. 7.3 Guifi.net’s Cloud
community network
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as to where to do the computation is also difficult. Unpredictable latency and
round-trip time, low bandwidth decision-making of the Fog node for computation,
low-level hardware are very common in Fog. Minimum network utilization com-
pared to Cloud computing, caching in the client’s data are the advantageous benefits
of Fog computing. The major threat would be on security as the Edge computing
giving room for the processing to happen in the clients’ devices there can be
malicious nodes joining the Fog acting like a right user and would give serious
security issues. To achieve preferred user experience, effective way of scheduling,
deployment of authenticating the nodes and other security measures and
decision-making of where to process the data are inevitable.

In all the ways other than the latency issues and network utilization, Cloud
computing is highly preferable to the centralized control of processing; and security
is provided by the Cloud servers. Since the independent agents are contributing
towards Fog, the trust for Fog nodes and data security is to be standardized to get
the best of Fog computing.

Though Cloud computing supports heterogeneous data processing and appli-
cation services, it has dedicated platforms to take care of hardware and software
management, resource sharing and scheduling based on the type of data and
hardware and software resources compatibility with the incoming data. Fog com-
puting can transparently move the data and computation from one device to the
other based on the resource and energy availability information. There might be
many users who connect to the network very briefly say maybe for a few minutes
while they are in a moving state; there may be other users who move from one Fog
node to another Fog node due to the mobility. Smooth handover policies are very
much essential for the better user experience, and the Fog users should not feel the
delay due to unpredictable delays and scheduling of the processes in continuously
different devices.

Data management in Fog computing is also another challenge where the Cloud’s
gigantic “centralized storage” concept is overridden by the Fog’s distributed storage
into many nodes. Pedagogies to efficiently store and access the data, fetch the data
with low latency, caching the encrypted data and still achieve energy consumption
are the recent research issues in Fog. Achieving data consistency in the Fog
environment, while caching and fetching data, is also a challenge and an open
question for the researchers in this field. Arbitrary devices in the Fog architecture
find it very difficult to exchange data due to the encryption and strict policies on
privacy. Authentication protocols and measures for distributed denial of service
attacks (DDoS) and other unauthorized activities should be dealt with very seri-
ousness as sensitive data might be in the Fog environment which requires a high
degree of security. The WMFOG, proposed by Hao et al. [10], takes the advantage
of Fog computing model and achieves flexibility and performance improvement. It
customizes policies to use the hardware resources connected with it.

Day by day, there is an exponential increase capability and the volume of sensor
data, but the network performance is not scaling up to that level leading to a limited
performance in IoT sensor network. Multipath transmission protocol for TCP is
proposed with retransmission or acknowledgement under transmission rate network
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conditions, and it ensures the lower overhead [11]. But when the network is poor,
this multipath transmission shows drastic difference due to the many numbers of
retransmissions, packet loss, jitter and traffic congestion.

In the research reported in [12], a variety of multimedia-based services are
offered for the smartphone and mobile device users through various wireless net-
works. The forecasts for the year 2020 predict that the 90% of global data traffic
would have multimedia data and over 50% of the overall traffic would be video
delivery data in wireless mobile devices. To cope with this multimedia era, pow-
erful next-generation technologies like 5G network and mobile Edge computing,
SDN and CRAN are already available.

Interactive 3D, high-definition (HD), ultra HD streaming of video, video on
demand are the emerging multimedia applications which require unprecedented
high speed and access along with very little latency. The user’s expectation with
respect to video data is to get videos on demand anywhere and anytime with a full
satisfaction which defines the QoE. ABR and caching technologies for Fog nodes
would facilitate this kind of QoE of providing video on demand.

ABR schemes such as Apple live streaming and Dynamic Adaptive streaming
are also used over HTTP to provide such quality video streaming data without
delay. Group of users in hot spots, from the same geographical area, might share the
same preferences and they try to search for the same videos which are on hit for the
day causing too many duplicate downloads. From the studies, we come to know
that reduced traffic loads are because of downloading the same popular contents in
the network. 10% of the top news or breaking news of the present day’s video is
watched by almost 80% of viewers. The cache schemes available for Fog com-
puting to avoid redundant content transmission by making its users access from the
caches in the Fog network. Relying on the Cloud for UHD video files will not
provide the required QoE, rather it will end up having data tsunami that will
saturate the network by increasing the delay. Fog supplements the Cloud by per-
forming the data pushing, processing and decision-making in its Edge devices.
A single Fog node can provide computing services to many mobile devices through
virtualization paradigm. It creates many instances of the service to be virtualized
and performs simultaneous tasks of different application services in them, which is
a powerful feature of Edge computing and virtualization. So, part of Cloud’s
application services migrate to the Edge nodes and do the user requirements with
QoE. Rosario et al. [13] have proposed an architecture for providing service
migration, which is composed of Cloud computing tier in the first layer, with
multiple tiers of Fog nodes (tiers 2, 3, 4, etc.). Video dissemination is provided by
video services migration that can be triggered by energy conservation, user’s
movement inside the network, or traffic load increment or reduction.

Fog storage uses Rados and Rados as an object distributed storage model; it uses
the CRUSH algorithm to locate the data in the network without any remote com-
munication. Rados have two kinds of nodes such as the monitors and the Object
Storage Daemons (OSD). Here, the object storage daemon nodes are used to store
data. One of the monitors is chosen as the coordinator node that is responsible for
up-to-date view of the clustermap. Initially, each client gets the clustermap details
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from the monitor and using crush algorithm locates the object. Hashing technique is
used to locate the object. The replications of the same objects are placed in the same
device. CRUSH algorithm is run to identify the object’s location. Major design
issue of such a model is how to deploy a Fog computing application node in the
Edge network [13] which should continue to cooperate with the Cloud constantly
and the methodology to provide network resources to such hybrid network which
comprises of many layers or tires.

7.8 Future of Fog Computing

Fog computing provides ample opportunities for creating new applications and
services that cannot be easily supported by the currently available computing and
communication models. The Cloud computing paradigm is maturing and stabilizing
fast. The next and intense focus is going to be on Fog computing. There are a few
critical use cases that demand the Fog capability. The real-time applications, ana-
lytics and services demand matured and stabilized Fog environments. The Quality of
Service (QoS) and experience (QoE) attributes need to be fulfilled in order to take the
Fog concept to the next level. The faster proliferation of Fog environments is the
need of the hour. The fulfilling technologies are being given extra thrust in order to
simplify and streamline the set-up and sustenance of Fog computing environments,
which are the most sought-after solution for producing and delivering people-
centric, context-aware, real-time, service-oriented, event-driven, Cloud-hosted,
insights-driven services. Scores of new Fog-based security services will be able to
help address many challenges we are facing in helping to secure the Internet of
Things.

The other reason why Fog will be shining in the days ahead is that data loses its
value when it cannot be analysed fast enough. Fog computing infrastructure can
capture any data immediately, subject them to a variety of investigations in order to
extract and expose actionable insights. The Fog analytics is the greater enabler of
many use cases across industry verticals such as oil and gas production to banks and
retailers.

Security cameras, smartphones, sensor-attached physical assets, digitized enti-
ties, drones, robots, thermostats, advanced cars and IP televisions are being
extensively used in our everyday environments. These generate a lot of usable and
useful data to work on. Industrial environments are stuffed with a variety of sensors
and actuators. Retail stores, warehouses, oil wells, refineries, pipelines and pro-
cessing plants are being empowered with a bunch of sensors. Thus, the amount of
IoT data gets bigger as days go by. Having understood that data is a strategic asset
and we cannot throw out data. Instead, we need to cautiously collect all kinds of
internal as well as external data, stock them in hot and cold data storages, process
them through integrated analytics platforms to made sense out of data. Also, data
monetization is another prospective domain being explored by various industry
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verticals. The fast-changing size, scope, speed and structure of data bring forth
immense opportunities and possibilities for the technical professionals.

Organizations are beginning to look at Fog computing as the answer. Fog
computing consists of putting microdata centres or even small, purpose-built
high-performance data analytics machines in remote offices and locations in order
to gain real-time insights from the data collected or to promote data thinning at the
edge, by dramatically reducing the amount of data that needs to be transmitted to a
central data centre. Without having to move unnecessary data to a central data
centre, analytics at the Edge can simplify and drastically speed analysis while also
cutting costs.

Organizations are currently reliant on large and complex clusters for data ana-
lytics, and these clusters are rife with bottlenecks including data transport, indexing
and extract, as well as transform and load processes. While centralized infrastruc-
tures work for analyses that rely on static or historical data, it is critical for many of
today’s organizations to have fast and actionable insight by correlating newly
obtained information with legacy information in order to gain and maintain a strong
competitive advantage.

Data is priceless right at the beginning, in the seconds after it has been collected—
consider the instance of a fraudster or hacker accessing bank accounts—but it loses
all value during the time it takes to move it to the centralized data centre infras-
tructure or when it is upload to the Cloud environment. Losing value from that data
due to slow transmission or decisions is not acceptable, especially when an edge
computing platform that eliminates moving data provides the near-instant intelli-
gence needed. Organizations cannot afford to wait days, weeks or even months for
insights from data. With data analytics at the edge, users do not have to wait longer;
besides possibility of data loss or theft is reduced.

7.9 Fog Data Analytics and Use Cases

The compelling use cases remain the key differentiator and motivator for the
unprecedented success of the Fog computing model. The success of Fog computing
is to do a lot of good things for the faster spread of the flourishing IoT concept.
With IoT spreading its wings far and wide, the resiliency of Fog analytics of IoT
data (big data, fast and streaming data) is being looked with aspirations. IoT
evangelists, exponents and experts are articulating the need for the success of the
Fog computing paradigm in taking the IoT discipline to the next level. Furthermore,
there are cognitive analytics methods through the machine and deep learning
algorithms, computer vision, natural language processing and neural networks.
These advancements ultimately benefit the Fog analytics requirements to extricate
actionable intelligence out of IoT data heaps.
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7.9.1 IoT Sensor Data Monitoring and Analysis

IoT sensors are already creating massive amounts of data, and with the number of
sensors collecting data growing, data volume is set to continue growing exponen-
tially. Moving data analytics to the Edge in the Fog environment, with a platform that
can analyse batch and streaming data simultaneously, enables organizations to speed
and simplify analytics to get the insights they need, right where they need them.

7.9.2 Retail Customer Behaviour Analysis

Brick-and-mortar stores are looking for any competitive advantage they can get
over Web-based retailers, and near-instant Edge/Fog analytics—where sales data,
images, coupons used, traffic patterns and videos are created—provides unprece-
dented insights into consumer behaviour. This intelligence can help retailers better
target merchandise, sales and promotions and help redesign store layouts and
product placement to improve the customer experience. One way that this may be
accomplished is through the use of Edge/Fog devices such as beacons, which can
collect information such as transaction history from a customer’s smartphone, then
target promotions and sales items as customers walk through the store.

7.9.3 Mobile Data Thinning

Mobile data, much like the IoT sensor data, is being created with increasing rapidity
but the downside of all of this data is that some, or even most of it, is not needed to
answer data analysis queries. How can a company hone in quickly on which ad is
having the most impact, while eliminating the “noise” of other social activities
happening around it? Having edge/Fog analytics enables companies to better
understand their data and analytics needs to thin big data and only process and
analyse the information necessary to the query.

7.9.4 Compliance Analysis at Financial Branch Locations

One major function of data analysis at financial institutions is to find, and stop,
non-compliant transactions. When organizations have to take the time to move data
back to the central data centre or upload it to a Cloud environment for processing
and analysis, the lag time decreases the value of this data. Using microdata centres
in financial institution branches enables analytics to happen in real-time, meaning
that non-compliant transactions are caught and stopped much more quickly, which
can have a real and positive impact on the bottom line.
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7.9.5 Remote Monitoring and Analysis of Oil and Gas
Operations

Edge computing for manufacturing and oil and gas operations can mean the dif-
ference between normal operations and a disaster. Today’s traditional centralized
data analytics infrastructures can tell you what caused downtime, or in the very real
case of these types of operations, an explosion—but only after the fact. Having
near-instant analysis at the site as the data is being created can help these organi-
zations see the signs of a disaster and take measures to prevent a catastrophe before
it starts.

Thus, there are a number of newer capabilities being brought in by the Fog
computing model. There are new deployment models, premium services, solving
some of the toughest problems, real-time analytics, etc. These innovations, dis-
ruptions and transformations pitch for the Fog computing model.

7.10 Conclusion

Enhancing the quality of experience (QoS) is vital for the survival of any
technology-inspired services. As there are more Fog environments popping up
across the world, the important parameter and metric to be considered is the quality
of user experience, QoE. We have discussed the importance of QoE and its
enhancement techniques in this chapter in some detail. We have also described why
QoS matters for the intended success of Fog computing. We have also written about
the various benefits and real-world use cases relevant to the Fog computing para-
digm. This computing model is to flourish in the days ahead as it is showing a lot of
positive vibes and promises for the business worldwide as well as for the general
public in the distributed IoT environments. We have also listed the key inherent
challenges and how they are being addressed through a host of collaborative
research endeavours, around the world.
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Chapter 8
Specifying Software Services for Fog
Computing Architectures Using
Recursive Model Transformations
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Abstract Due to massive amounts of data transfer between smart devices, the
adoption of mobile Internet and Internet of Things (IoT) within Cloud Computing
applications has resulted in numerous issues including data decentralizing chal-
lenges. As a resolution, a new service-oriented approach called Fog Computing has
appeared to resolve at least some of these. However, the design of Fog Computing
architectures also lacks a systematized approach for using models aiming to abstract
the fog environments’ services specification. In this context, this chapter proposes
the use of a set of software engineering approaches for Fog-based architecture
design, centered in UML artifacts and executing the four-step-rule-set (4SRS)
method. Here, the Fog Computing microservices are modeled in SoaML’s Service
Participant, Capabilities, Service Interface, and Service Architecture diagrams. The
approach is demonstrated within a research project that aims to develop a set of
services for Cloud, Fog, and IoT paradigms in a distributed industrial environment.
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8.1 Introduction

Nowadays, the service-oriented (SO) paradigm is heavily adopted in the software
industry generally in every business domains, mainly due to the widespread use of
Cloud Computing. The other driving forces for adoption are the increasing popu-
larity of other technology enablers such as the Fog paradigm and microservices
architectures. Service Orientation allows software solutions to invoke functionali-
ties, in the form of software services, which may be deployed within external and
distributed platforms. Service specification has gained special attention within the
industrial domain, where the emergence of topics such as Industry 4.0 and
Industrial Internet of Things (IoT) has been advocating strongly interoperable
systems, promoting the use of technologies like Fog and Cloud Computing, IoT,
cyber-physical systems, and machine-to-machine communications. However,
requirements elicitation faces many obstacles, due the heavy reliance on interop-
erability (at system level, enterprise level, data acquisition level, etc.) and a per-
ceived complexity of the underlying architectures. There is not yet a context for
upfront eliciting requirements that specifically relates to technical, infrastructure,
and deployment decisions to Cloud, Fog or, IoT software services.

The proliferation of Cloud Computing and the IoT technologies was in the
genesis of a service-oriented approach for integrating data between the two, called
Fog Computing. Fog Computing is defined as a scenario where a huge number of
heterogeneous (wireless and sometimes autonomous) ubiquitous and decentralized
devices communicate and potentially cooperate among them and with the network
to perform storage and processing tasks without the intervention of third parties.
These tasks can be for supporting basic network functions or new services and
applications that run in a sandboxed environment. Users leasing part of their
devices to host these services get incentives for doing so [1]. It is used for mid-
dleware purposes, but also includes its own virtualization, computation, and per-
sistence needs. Thus, its related architecture requires well-defined design
approaches for handling the complexity. The design approaches for Fog Computing
architectures also lack the systematized use of models for supporting the services
specification.

This chapter proposes an approach for supporting requirements elicitation and
architecture design based on the four-step-rule-set (4SRS) method [2] that is able to
include Fog Computing-related implications regarding architectural models and
service conceptualizations. Our approach starts by eliciting software user require-
ments and deriving the software component-based logical architecture by per-
forming the 4SRS method. The 4SRS method takes as input a set of UML Use
Cases, describing the user requirements for tackling the initial problem, allowing to
derive a logical architecture representation of the system using UML Components
diagram. Specification refinement through model transformations [3] is an approach
that promotes an overview of the overall system for afterward having a context to
elicit the technical requirements.
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As already mentioned, this chapter attempts to use requirements engineering
approach, in particular the 4SRS approach, to deal with the inherent complexity of a
Fog-based architecture design. The approach addresses upfront the identification
and organization of the required features that respond to elicited requirements.
Additionally, the approach allows addressing issues related to communications and
data flow between resources (software systems, IoT, CPS, etc.), integration and
interoperability, multi-tenancy, software deployment, among others. The software
logical architecture is partitioned into sub-systems, where each of them will ulti-
mately derive a service-oriented logical architecture. For deriving the services
architecture, we propose an SOA variant of 4SRS [4] using SoaML [5] notation.
This variant of 4SRS is improved with data inputs for specifying services, like API,
ports and communication formats, required consuming services. The approach is
validated using a real research project for a Fog Computing solution, called Unified
Hub for Smart Plants (UH4SP). It is used as a case study since it is composed with
software services to address data flow from Cloud-based platforms, industrial
systems, brokers, and IoT systems.

The UH4SP project aims to develop a platform for integrating data from dis-
tributed industrial unit plants supported by software applications and services
deployed in a Cloud platform. It uses the data acquired from IoT systems for
enterprise-level production management and collaborative processes between
plants, suppliers, forwarders, and clients. The UH4SP services were validated
within the project by performing a set of pilot scenarios, mostly related to the
cement domain. The project started by eliciting user requirements for tackling the
business processes, without refining technical requirements whether regarding
Cloud, Fog, and IoT systems. The use of the recursive model transformationsal-
lowed addressing iteratively the service specifications of the UH4SP system in a
microservice architecture paradigm [6], ultimately regarding to the composing
layers of the platform related to Cloud, Fog, and IoT. For the validation, it is also
included in this chapter the definition of a set of scenarios related to the specified
services, which supported the project’s pilot scenarios.

This chapter is structured as follows: Sect. 8.2 presents the UH4SP project
requirements, the Cloud and Fog imperatives, and the main concepts within Fog
Computing architectures; Sect. 8.3 briefly presents the process of eliciting user
requirements and its refinement for the services specification; Sect. 8.4 describes
the derivation of the software logical architecture based on the user requirements;
Sect. 8.5 describes the model recursive transformations for designing a
service-oriented architecture for Fog contexts; Sect. 8.6 demonstrates the approach
by presenting the Fog scenarios within the UH4SP project; Sect. 8.7 presents the
conclusions.
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8.2 Background

8.2.1 Review of Fog Computing Architectures and Modeling

The rapid development of mobile Internet and the Internet of Things (IoT) appli-
cations has presented severe challenges for Cloud Computing applications. These
challenges are mainly due to massive amounts of data transfers toward the Cloud
and the inability to achieve responsiveness in some application fields that demands
rapid reaction to events [7]. In response, a paradigm for an architecture is based on
the edge of the network emerged: called Edge Computing. In Edge Computing, the
massive data generated by different kinds of IoT devices can be processed at the
network edge instead of transmitting it to the centralized Cloud infrastructure due to
bandwidth and energy consumption concerns [8].

Fog Computing [9] is a highly virtualized platform that provides compute,
storage, and networking services between end devices and traditional Cloud
Computing Data Centers [10]. Its benefits relate to reducing the need for bandwidth
by not sending every bit of information over Cloud channels and instead aggre-
gating it at certain access points [11].

Large technological enterprises, e.g., IBM and Cisco, have fostered the linking
between Fog Computing and IoT, promoting the emergence of services and
applications in domains such as connected vehicles, smart grids, smart cities, health
care and wireless sensors and actuators networks. In this context, Fog Computing
extends the Cloud Computing paradigm to the edge of the network to address
applications and services that do not fit the paradigm of the Cloud due to technical
and infrastructure limitation including [11]:

• Applications that require very low and predictable latency
• Geographically distributed applications
• Fast mobile applications
• Large-scale distributed control systems

This paradigm is composed mainly of three technologies [8]: Cloudlets, Mobile
Edge Computing (MEC), and Fog Computing. The applications located on the edge
of the network, called Cloudlets [12], were proposed for responding to low latency
in machine communications. A Cloudlet is a trusted, resource-rich computer—or
cluster of computers—that is well connected to the Internet and available for use by
nearby mobile devices. MEC is a technology in the mobile network, within the
Radio Access Network (RAN) and in close proximity to mobile subscribers [13].

Fog architectures may be deployed with several tiers (N-tiers) of nodes between
the Cloud on top and the IoT devices at the bottom: (i) some nodes located at the
edge (typically focused on sensor data acquisition/collection, data normalization,
and command/control of sensors and actuators); (ii) some nodes located in a higher
(middle) tier (focused on data filtering, compression and transformation, and some
edge analytics, including machine and system learning capabilities, required for
critical real-time or near-real-time processing); and (iii) some located at the higher
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tiers or near the backend Cloud (typically focused on aggregating data and turning
the data into knowledge). Edge routers each implement distributed capabilities,
namely regarding computation, networking, and storage. Fog nodes in this network
cooperate to implement distributed IoT applications [14].

Fog Computing performs computation, networking, and storage at intermediate
levels, between the Cloud and the IoT. The research in [14] lists key requirements
for a Fog architecture, namely: low latency, reduced network bandwidth, enhanced
security and privacy, geographic locality of control, data-rich mobility, reliability
and robustness, advanced analytics and automation, hierarchical organization,
energy efficiency, environmental constraints, multiple-level programmability,
multi-tenancy, virtualization, orchestration and management, scalability, agility,
modularity, and openness.

A Fog infrastructure ranges from data centers, core of the network, edge of the
network, and end points. The Fog architecture enables distributed deployment of
applications requiring computing, storage, and networking resources spanning
across these different players. Similar to Cloud, Fog architecture supports
multi-tenancy pattern, where each tenant perceives its resources as dedicated, and
defines its own topology [10].

The Fog-as-a-Service (FaaS) relates to the Fog-based services that perform
between Cloud and the IoT environments. Here, a Fog service provider owns an
array of Fog nodes. The software architecture related to the FaaS paradigm includes
the following [14]:

• Fog hardware layer for networking, compute, and storage elements and their
device drivers

• Fog infrastructure software layer including a versatile execution environment.
Also, one or more operating systems, and functions to optimize virtualization
and the use of containers

• Fog management software layer to support operational functions like life cycle
management and orchestration, as well as rich application programming inter-
faces (APIs) for supporting the development of applications, and software
development kits (SDKs) for supporting programmers to develop in the pro-
gramming environment

• Cloud infrastructure software layer, composed of software supporting the Fog
that runs on the Cloud, providing portals, services, resources, and tools

• Business/user applications layer that runs at the top of the stack; policy/security
and analytics/data model blocks that span the vertical hierarchy, providing their
capabilities at all layers.

The software architecture for a Fog platform is composed of the following [10]:

• Heterogeneous Physical Resources, i.e., Fog nodes (ranging from high-end
servers, edge routers, access points, set-top boxes, and even end devices such as
vehicles, sensors, mobile phones etc.)

• Fog Abstraction Layer that provides generic APIs for monitoring, provisioning,
and controlling physical resources
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• A service orchestration layer
• Northbound APIs.

Additionally, it is possible to integrate this mode, with an M2 M architecture
[15]. In terms of technology, containers and clusters are used for supporting
microservices in Fog settings [16], also using Topology and Orchestration
Specification for Cloud Applications (TOSCA) [17] framework for designing the
orchestration of the containers and clusters.

The OpenFog Reference Architecture (OpenFog RA) [9] is the de facto standard
for Fog Computing architectures, which refers to hardware, software, and system
elements for Fog settings. It is developed by the OpenFog Consortium, which was
founded by the collaboration of ARM, Cisco, Dell, Intel, Microsoft, and Princeton
University. The OpenFog RA is complementary to other IoT and industry stan-
dards, namely Industrial Internet Consortium (IIC), ETSI-MEC (Mobile Edge
Computing), OPC-UA, Open Connectivity Foundation (OCF), OpenNFV, among
others. The OpenFog RA enables Fog–Cloud and Fog–Fog interfaces. It defines the
required infrastructure to enable building FaaS, which includes Infrastructure-as-a-
Service (IaaS), Platform-as-a-Service (PaaS), Software-as-a-Service (SaaS), and
many service constructs specific to Fog.

To the best of the authors’ knowledge, there is not much research in the literature
on modeling of Fog architectures using UML. In comparison with Cloud appli-
cations, the Cloud Application Modeling Language (CAML) approach [18], the
MultiCloud Migratable Applications (MULTICLAPP) framework [19], and the
Cloud Modeling Language (CloudML) approach [20] refer to UML profiles in
order to model applications for provisioning and deployment in Cloud platforms.
The research in [21, 22] proposes an approach for deriving functional requirements
and modeling them in UML Use Cases of Cloud applications.

8.2.2 Cloud- and Fog-Related Imperatives of UH4SP

In this subsection, the industrial context of the UH4SP project is briefly described,
as well as the common domain production management difficulties, motivating the
need for solutions as the ones the UH4SP project proposes. Additionally, main
arguments as to why the data management using Cloud Computing and IoT systems
suggested the development of an intermediate Fog layer and its related architectural
imperatives are also presented.

The UH4SP project emerged as a solution for the cement production industry. In
this domain, an industrial unit plant is typically composed of a set of: (1) fabric
silos, responsible for storing bulk and bagged materials, which may contain grain,
coal, cement, carbon black, woodchips, food products, and sawdust; (2) logistics
circuits, where trucks follow a path for loading or unloading material; and (3) other
points for transformation activities, where some industrial activities typically end in
storing a good in a silo or warehouse.
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A production unit typically relates to a local brand unit, i.e., an industrial plant of
a given industrial group (typically multinational corporations). While an industrial
unit plant manages only their local productions, the industrial group is responsible
for the business management of all group’s plants. Industrial unit plants may also
have an associated end customer, which is an entity that belongs to the industrial
group but is responsible for retailing the produced goods. Customers and suppliers,
respectively, purchase and provide material to the industrial unit plants. Finally, a
forwarder is responsible for the transport of material from/to the plant. They may
relate to a contracted service, or a given client may have their own forwarder. Some
industrial groups additionally have intermediary warehouses. It is a warehouse from
a given industrial group, responsible for storing loaded and unloaded goods. These
warehouses typically perform as intermediaries, facilitating long-distance dis-
placement of goods as they are usually located between routes from the industrial
group’s plants. Finally, production management may also include external services,
i.e., services provided to an industrial unit plant, e.g., equipment (kiosks, weigh-
bridges, etc.) maintenance, software providers.

The UH4SP project focused at the industrial unit plants where the production
management systems were developed by Cachapuz Bilanciai Group, located in
Braga, Portugal, since Cachapuz was in fact the leader entity of the UH4SP project
consortium. Cachapuz’s production system is responsible for performing the con-
trol of trucks arrival/exit as well as the loaded/unloaded activities, and for com-
municating with the plant’s ERP and the industrial hardware. The current solution is
deployed on-premises. It is designed for process automation and operations
improvement within an industrial unit. It has a considerable scaling and complexity,
which made it not adequate and flexible to enable the development and deployment
of Cloud services based on modules and external access. The on-premises
deployment is difficult for promoting a corporate-level management, since in order
to the industrial group manager to have an integrated analysis of the group’s plants,
he was only able to access each plant’s ERP one at a time using a remote virtualized
environment (Fig. 8.1). The remote business analysis was also impossible to per-
form in some contexts, namely within plants located in low-connectivity spaces.
The current solution did not enable the incorporation of remote technical inter-
ventions. Finally, the current solution was not able to respond to a previous need to
enable third-party access (e.g., forwarders, customers, suppliers) to allow the
inclusion of collaborative tools in process execution and analysis.

To overcome these issues, the settled UH4SP project objectives were: (1) to
define an approach for a unified view at the corporate (group of units) level; (2) to
develop tools for third-party entities; (3) ensure in-plant optimization; and (4) en-
sure system reliability. The strategy was based on the adoption of Industry 4.0 and
Industrial Internet of Things paradigms, namely:

• To evolve the information systems architecture for a Cloud-based model,
namely to enable the applications availability in a Software-as-a-Service (SaaS)
model
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• To provide a corporate, aggregate, and integrated vision of the operations car-
ried out in several industrial unit plants, regardless of their geographic location

• Replace the hardware installation (service kiosks, information panels, etc.) at the
level of the industrial unit plant by the use of intelligent sensors, advanced
identification systems, and mobile devices

• Provide robust Disaster Recover and Business Continuity mechanisms required
by the high availability and criticality of this type of solutions.

The UH4SP project has included the development of a Cloud Computing and
service-based architecture, IoT systems and desktop and mobile Web-based
applications. Early within the requirements elicitations and architecture design
phase of the project, the consortium identified latency issues that the solution would
encounter once implemented and in execution. Remote business analysis and
Disaster Recover/Business Continuity would face some issues that would not be
assured by a centralized Cloud platform. Namely, there were some predicted
high-volume of uploaded production data, as well as some identified scenarios with
low-connectivity problems. Hence, a Fog Computing layer was proposed.

Thus, the project’s architecture design included the design of a Fog layer.
Specifically relating to Fog Computing architectures, the UH4SP project aimed the
following imperatives:

Fig. 8.1 Problem overview
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• To optimize the upload of production data to the Cloud, spread through the
edges

• To optimize Disaster Recover/Business Continuity mechanisms with redundant
data throughout the edges, so production data can be accessed even when
connectivity problems with the pre-defined edge occur (at least, the neighbor
edge)

• To ensure a gateway for local services, for a correct orchestration of the edges of
each factory.

These imperatives are mainly related to middleware services and are part of the
project’s user requirements, along with additional requirements for handling the
data within the enterprise-level production and collaborative tools. All user
requirements were elicited and included in the software logical architecture. The
refinement of the Fog services specification was only possible after the recursive
model transformations.

8.3 Overview of Service Specification Approach

Using a UML Use Case-based approach, very common in software engineering, for
designing a service-oriented architecture, allows identifying some of these ele-
ments; nevertheless, much information is lost as UML Use Cases relate to user
requirements and these are far from the desired architecture elements. Thus, by
using a software engineering method as the 4SRS [2], the derived information will
now relate to the system requirements. For Cloud applications, modeling includes
the desired software features and also the provisioning and deployment in Cloud
platforms [18]. Fog applications modeling faces similar needs. Specification
refinement through model transformations [3] is an approach that promotes an
overview of the overall system for afterward having a context to elicit the technical
requirements.

In the present work, we propose a model-based approach for a Fog-based ar-
chitecture design, using requirements engineering approaches to design
service-oriented architectures that respond to elicited requirements. This approach
firstly uses typical gathered user requirements, namely functionally decomposed
UML Use Cases and a Domain-driven Design (DDD) [23] approach, which are
input for the 4SRS method that allows modeling of the entire Fog Computing
architecture in a logical architecture diagram (using UML Component notation).
Afterward, we propose to refine sub-systems of the architecture iteratively, in order
to identify, model, and specify a set of software services in SoaML diagrams, such
as Service Participants, Service Interface, Capabilities, Service Data, Service
Architecture, Service Contracts, until all logical architectural elements are sup-
ported by software services.

The 4SRS method takes as input a set of UML Use Cases describing the user
requirements and derives a software logical architecture using UML Components.
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The logical architecture is then refined trough successive 4SRS iterations (by
recurring to tabular transformations), producing progressively more detailed
requirements and design specifications. An overview of the approach is depicted in
Fig. 8.2.

We propose the architecture design to be performed and refined iteratively,
where each iteration regards the refinement of a given subset of the architecture.
Afterward, the approach provides the tools to derive the services for that subset of
the architecture and the required inputs for specifying the services. The result of this
approach is the services specification related to all software features in SoaML
diagrams for a Fog Computing solution. Additionally, the use of the 4SRS in this
approach also allows for new features and services to be added.

For understandability purposes regarding the used architectural views—the
software logical and the refined services logical—they are contextualized regarding
the abstraction level, purpose, and associated phase (Fig. 8.3). For the abstraction,
architectures are contextualized under the levels of OMG’s model-driven archi-
tecture [24], where both are classified as Platform-Independent Model (PIM).
Kruchten’s 4+1 model [25] allows to contextualize the views, where the software
logical architecture relates to the Logical view and the refined service logical
architecture relates to the Development view. Finally, both architectures are used,
mainly, within the design phase of software development.

Fig. 8.2 Recursive architectural model transformations for Fog-based service design
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8.4 From Software System Logical Architecture
Design to Services’ Identification

This section describes the initial phase of the previously described approach. This
initial phase starts by gathering high-level requirements and designing the logical
architecture of the entire software system. Requirements are modeled in UML Use
Case diagrams. The logical architecture is derived by performing the 4SRS method
and modeled in UML Components diagram. Afterward, the architecture is parti-
tioned so that only Fog functionalities are identified, creating context for further
Fog’s microservices specification.

8.4.1 Designing the Software System Logical
Architectural View

This subsection relates to the first 4SRS method execution, where the goal is to
design a software system logical architecture of the overall project.

At the inception stage of the requirements elicitation project, the business
information that serves as input for requirements is gathered, e.g., business needs,
project goals, vision document. Techniques like interviews, questionnaires, work-
shops are additional and complemental approaches of the aforementioned document
analysis for gathering inputs on requirements. Reference models are also inputs for
the requirements. Cloud Computing references such as NIST [26] are inputs for
Cloud-related functionalities [21]. The Fog Computing issues are based on the
architectural layers [14], e.g., business applications, Cloud management, Fog
management, Fog infrastructure, and IoT systems.

The goal is to model requirements in UML Use Case diagrams, following
functional decomposition techniques. The use of UML Use Case diagrams for
specifying requirements is mandatory, since the 4SRS method for deriving the

Fig. 8.3 Contextualization of the software and the refined services logical architecture by a the
abstraction level and Kruchten’s 4+1 model (on the left) and b the software development phase (on
the right)
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logical architecture uses Use Cases as input. Figure 8.4 depicts the first-level Use
Cases, as follows:

• Use case {UC.1} Manage business support—relates to the management of
Cloud services that support the UH4SP processes, e.g., user accounts and profile
configurations, customer licenses configurations, etc.

• Use case {UC.2} Configure Cloud service—relates to service configuration and
monitoring, e.g., manage Cloud services, monitor platform, measure services
utilization, configure deployment models and define service level agreements.

• Use case {UC.3} Manage Cloud interoperability and portability—relates to
system interoperability and portability, where the required configurations are
assured to synchronize data and integrate local (industrial units) information
systems with the Fog and, afterward, with the Cloud.

• Use case {UC.4}Manage Cloud security and privacy—relates to Cloud security
and privacy, e.g., manage backups, monitor activities, and configure data access
control.

• Use case {UC.5} Manage industrial units—relates to the management of
industrial unit information and configurations.

• Use case {UC.6} Manage local Platform—relates to the management of Fog
environments, e.g., system admin assistance, IT resources management.

• Use case {UC.7} Performs business activities—relates to a set of functionalities
performed within the industrial units, involving acquisition from equipment,
augmented reality technology, and other technological support within the
business processes.

At the end, the Use Case model is composed by 37 Use Cases after the
decomposition and encompasses functional requirements related to the local IoT
communications, Fog-level management, Cloud-level management, and business
(Web and mobile) apps. A subset of the refined Use Cases is depicted in Fig. 8.5.

Fig. 8.4 Recursive architectural model transformations for Fog-based service design
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Having all the requirements elicited, gathered, modeled, and validated, these Use
Cases can now be used as input for the logical architecture derivation. The 4SRS
method supports the functional decomposition of requirements and derives a logical
architecture composed by UML Components that relate to each functionality [2, 27].

The execution of the 4SRS transformation steps can be supported in tabular
representations. Moreover, the usage of tables is a tool so that the transformations
can be partially automated. These tabular representations constitute the main
mechanism to automate a set of decision-assisted model transformation steps. The
cells are filled with the set of decisions that were taken and made possible the
derivation of a logical architecture for the Cloud design. A small part of the 4SRS
method execution table is represented in Fig. 8.6. Each column of the table con-
cerns a step/micro-step of the method execution.

The first step regards the creation of software architectural components. At this
point, the method execution is agnostic if the components are to be executed within
the business apps, Cloud, Fog, or local communication level. It is agnostic since at
this point the requirements relate to user needs and only after the refinement the
technical aspects regarding Cloud, Fog, IoT, and apps are addressed. The 4SRS
method associates, to each component found in analysis, a given category [2]
referring to interface, data, or control. Interface components refer to interfaces with
users, software, or other entities (e.g., devices); data components refer to generic
repositories (data), typically containing the type of information to be stored in a
database; control components refer to a control component, where the business
logic and programmatic processing are included. This categorization makes the
architectures derived by the 4SRS to be compliant with architectures from
object-oriented programming or by Model-View-Controller (MVC) and Entity-
Boundary-Controller (EBC) patterns.

Fig. 8.5 Recursive architectural model transformations for Fog-based service design
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In the second step, components are submitted to elimination tasks according to
pre-defined rules. At this moment, the system architect decides which of the
original three components (i, c, d) are maintained or eliminated taking into account
the entire system. The components are first compared for its representation in the
context of a Use Case and later compared for redundancy within the entire system.
Additionally, each maintained component is named and textually described relating
to its behavior.

In the third step, the remaining components (those that were maintained after
executing step 2), for which there is an advantage in being treated in a unified
process, should give the origin to aggregations or packages of semantically con-
sistent components.

The final step refers to the associations between components. The method
provides steps for identifying such associations based on descriptions from Use
Cases, as well as from the own components during the components creation.

The UH4SP logical architecture had, as input, 37 Use Cases and, after executing
4SRS method, was derived with 77 architectural components that compose it
(Fig. 8.7). Architectural elements were grouped into five major packages, namely:

• {P1} Configurations—related with system configurations, that is accounts
configurations, services configurations, security configurations, and tasks
configurations;

• {P2} Monitoring—related with system monitoring, for example measure ser-
vices utilization, consult SLA, monitor activities, and others;

Fig. 8.6 4SRS method execution using tabular transformations
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• {P3} Business management—related with logistic operations, information
consults, simulation models, interventions and maintenance needs, and others;

• {P4} UH4SP integration—related with system integration between IoT systems
and the Fog; this package is composed mostly by control components that
integrate the various information systems, sensors, and mobile devices;

• {P5} UH4SP Fog data—related with temporarily stored data in Fog databases,
storing all industrial local data from systems, sensors, mobile devices, and
business processes, which are then synchronized to the Cloud and available to
authorized stakeholders. It is not the purpose of this diagram in this paper to
analyze its components, but rather to have a representation to follow the
incremental design; thus, the figure is not zoomed.

Fig. 8.7 UH4SP logical architecture derived after 4SRS execution
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The logical architecture is composed of components that can be related to the
typical FaaS layers presented in [14], namely apps layer, Cloud services layer, Fog
services layer, and IoT layer. Functional specification for components related to
business apps is included in {P3} Business management. The Cloud services layer
is specified by the components included in {P1} Configurations. Fog management
layer is included in {P4} UH4SP integration (Fig. 8.8), which is also responsible
for the integration with the IoT layer. Fog infrastructure services layer is included in
{P2} Monitoring. {P5} UH4SP Fog data refers to the Fog hardware management.

8.4.2 Defining Cloud/Fog Applications and IoT Layers
Within the Architecture

The partition initiates with the identification of architecture subsets (or modules).
The identification of architecture subsets is dependent on the identification of
software concerns [28]. If the concerns relate to layers, like in the case of Fog
architectures [14], one possible way to define the architecture subsets is to base
them in those layers, like business apps, Cloud management, Fog management, Fog
infrastructure, and local IoT. Figure 8.8 depicts the architecture partition for the Fog
layer.

In the case of the UH4SP project, it is composed of different entities for software
development, where each entity was included in the project due to different
expertise. The project team was composed as follows: (i) Cloud and Fog infras-
tructure experts, (ii) Cloud and Fog architecture experts, (iii) industrial software
service development experts, (iv) mobile, image recognition, 3D, and augmented
reality experts, and finally (v) industrial process simulation experts. Thus, the first

Fig. 8.8 Package {P4} UH4SP integration of the logical architecture, which refers to Fog
management layer
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concern in modularizing the architecture is in identifying architecture modules by
the entities’ core competencies (Fig. 8.9).

Each modularization may be refined. Flow between components (including
components from different modules) is validated by modeling some processes.
Dependencies can be depicted using, e.g., sequence diagrams as in [29], namely
some functionalities that must be implemented and executable in order for other
functionalities to properly execute. In fact, the variant sequence diagrams presented
in [29] are powerful tools for bordering the modules, as well as validating (not just
the modules but as well the whole) architecture.

It must be assured that a module has composing software components that,
together, deliver working software. Only if the set of components are able to deliver

Fig. 8.9 Architecture modularization
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working software, it is also possible to perform acceptance testing and, afterward,
integration testing within the code deployment.

We applied filtering and collapsing techniques as in [27, 28] to the border that
relates to the architectural elements within the module. These techniques redefine
the system boundaries, which now regards only the given module as a sub-system
for design. During the filtering process, all entities not directly connected to the
module must be removed from the resulting filtered diagram.

Inside the system border defined for the given module, through the respective
coverage, the architectural elements were maintained as originally characterized.
The architectural elements with direct connections to the module are maintained,
and the ones without direct connection are removed. Figure 8.10 shows one of the
UH4SP sub-systems, namely the one composed of Fog-related functionalities.

The transition from the software system logical architectural diagram to the
service Use Case diagram is performed by applying defined rules [27]. An inbound
(software) component is transformed into a (service) Use Case of the same type. By
inbound, we mean that the element belongs to the partition under analysis. On the
other hand, an outbound (software) component is transformed into an actor, rep-
resenting an external software component that interacts with the (service) Use Case,
for instance, through messaging or APIs. The service Use Case diagram referring to
Fog management is depicted in Fig. 8.11.

Fig. 8.10 UH4SP FOG-related sub-system
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8.5 Software Microservice Design for Fog Computing
Architectures

In the previous section, the 4SRS method execution was agnostic. The second
4SRS method execution relates to specific contexts if the architecture is composed
of different layers, like this case. If the architecture subset is related to business
apps, the 4SRS as suggested by [2] is used for the Cloud management layer and the
4SRS method for Cloud design [29]. In this section, we present a 4SRS method
execution for designing Fog Computing architectures. For modeling purposes, we
propose the use of SoaML diagrams.

8.5.1 Specifying Services for the Fog Environment
Using 4SRS

The Use Cases from Fig. 8.11 are then used as input for a recursive execution of the
4SRS [27]. The recursive execution of the 4SRS method is composed with the same
steps as the previous execution, with the difference that at this point the addressed
requirements relate to refined functionalities. This section describes how to use the
4SRS within the design of the microservices architecture for managing the Fog.
With that purpose, the 4SRS is used to derive services based on Use Cases, sim-
ilarly to [4]. The front-end apps used within the monitor and configuration of the

Fig. 8.11 Refined Use Cases resulting from the model transformation
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Fog infrastructure, namely its computation and storage, are not described since it is
out of the presented partition. In this case, the 4SRS must derive typical software
components rather than software services.

The 4SRS method associates, to each component found in analysis, a given
category (interface, data, control). Even though a service is composed of interface,
control, and data layers (if within a MVC pattern), the category relates to the main
logic within the service. Like in the 4SRS presented in the previous section, ser-
vices are submitted to elimination tasks according to pre-defined rules. The 4SRS
method includes a micro-step related to the service behavior description. It includes
a general purpose, the HTTP verbs under which the microservice is exposed to
other services as a REST API, the invocation of HTTP methods required to con-
sume services that are necessary in order to fulfill its purpose, and the properties
that compose the dedicated database of the microservice. At the end of the 4SRS
method execution, the output is a set of microservices.

8.5.2 Representation Using SoaML Diagrams

In the previous section, microservices were identified based on refined functional-
ities from recursive model transformations. In this section, we provide guidelines for
using service behavior from the 4SRS method execution in SoaML diagrams,
namely: Service Participants, Service Capabilities, Service Architecture, and Service
Interfaces. The following inputs for SoaML diagrams are available: Participants,
namely the identification of «request» (i.e., the invoked services) and «service» (i.e.,
the exposed REST API) ports and the required Service Interfaces; Capabilities,
namely the included invoked methods required for providing the services and the
classes that refer to the resources of the REST API; and Service Data, namely as it is
able to provide the composition of the tables regarding the dedicated database of the
service. The Service Data diagram was not addressed in this contribution; however,
it is planned to be included in future research. The used inputs are the following:

• HTTP verbs (from the service description micro-step) relate to the API speci-
fication, to be included in the Participant and in Service Channels diagrams as a
service port (i.e., service output) and finally used in order to define the “pro-
vider” role in Service Interface diagrams and Service Architecture diagrams.

• HTTP methods (from the service description micro-step) list of the methods
called in order to fulfill the services purpose, included in the Service Participant
and in the Service Capabilities.

• Properties (from the service description micro-step): data attributes related to the
(shared or dedicated) microservice database, within the Service Participant.

• Associations (step 4 of 4SRS): service requests to other Service Participants
within the microservices architecture, to be included as input port in the
Participant and in Service Channels diagrams and finally used in order to define
the microservice as a “consumer” role in Service Interface diagrams and Service
Architecture diagrams.
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Each microservice identified within the 4SRS method execution is represented as
a Service Participant. Thus, the set of Service Participants compose the microser-
vices architecture. The required invocations for the Participant (Fig. 8.12) were
identified based on the Use Case description, where the interactions with other use
cases were previously described. Additionally, the same interactions allowed
identifying the need for methods that call those services and the properties (data)
within the Capabilities.

The Capabilities of a given service are applicable for a database per service
scenario. On the other hand, Capabilities of services that include representation
(micro-step 2.v) as well as the services with association (further in Step 4) are
applicable for a shared database scenario.

A given ServiceChannel is related to a service association from the 4SRS (step
4). They allow that services can consume or provide other services. Within SoaML
diagrams, these associations provide input for the Service Interface or Contracts
between services, and a Service Architecture with the definition of provided and
consumed services (Fig. 8.13).

The Service Architecture includes the other services that are consumed.
Additionally, microservices are consumed by exposing an API. Hence, it is not
specified in this diagram any particular service but rather the «Microservice API»
stereotype of service interface (the specification of such extension to the metamodel
is out of the scope of this paper).

This API is also referred in the Participant diagram, which supports the service
ports Get Plant Data API and Put Plant Data API. The remaining consumed
services are represented in the request port.

The Service Interface diagram (Fig. 8.14) refers to one of the interfaces included
in the Service Architecture. It should be noted that the use of tools such as API

Fig. 8.12 Participant with ports, interfaces, and capabilities (methods/properties)
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Gateway or Enterprise Service Bus and the representation of the associations
between services in such scenarios are out of the scope of this chapter.

8.6 UH4SP Fog Scenarios and System Overview

In terms of modeling, the services specification ends with the definition of a set of
scenarios. By modeling a variant version of sequence diagrams as the ones pre-
sented in [29], which are composed by the architecture components rather than the
classes, allows to validate the information flows defined by the services interfaces.

The sequence diagrams, in this section, refer to pilot scenarios performed within
the UH4SP project, namely: (1) remote check-in of truck drivers via a mobile app;
(2) remote business plant key performance indicators analysis; and (3) remote
monitoring of plant equipment.

Fig. 8.13 Service architecture

Fig. 8.14 Service Interface
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Additionally, after modeling efforts output components structuring, i.e., archi-
tecture and behavior, i.e., sequence diagrams, allowed creating context for depicting
the system for the UH4SP project, namely business apps, Cloud, Fog, and IoT.
A detailed discussion is presented at the end of this section.

8.6.1 Remote Check-In

The truck driver, in Fig. 8.15, accesses a mobile device and wishes to perform a
remote check-in in a given industrial unit plant. In order to access the application,
he has to introduce his user credentials (username and password). Afterward, the
user chooses the plant that has to go to load or unload. However, this action requires
validations from the local systems; e.g., it may be necessary for the ERP or MES to
validate data of the driver, truck, company, or cargo (using an API). The driver
waits until receiving notification that can be to enter in the plant, which is sent to the
mobile app in a JSON format.

8.6.2 Remote Plant Business Analysis

A given stakeholder, as shown in Fig. 8.16, accesses the platform, via the Web or
mobile app, and consults the business indicators. This consultation includes the

Fig. 8.15 Remote check-in sequence diagram
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visualization of waiting times/operations and deviations by trucks, product, local
operations, etc. The visualized data depends on the user permissions.

A corporate manager consults the aggregate data about the corporator’s plants.
The plant admin only consults data about his plant. The forwarder consults data
about his trucks and drivers operations. The suppliers and clients, represented by
forwarders, consult the operations.

8.6.3 Remote Equipment Monitoring

In Fig. 8.17, the plant IT manager accesses the mobile or Web app and wishes to
use the “equipment management service.” After that, the user will have at his
disposal all the equipment to which he has access to and that can be consulted.

8.6.4 Discussion on the Overall System

The deployment scenario is depicted in Fig. 8.18. Here, the Fog management
layer-related services are deployed between the services referring to the local plant
“things” layer and the Cloud services. Some business apps may communicate
directly with the Fog layer.

Fig. 8.16 Remote business analysis sequence diagram
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The UH4SP business apps, either desktop Web apps (e.g., remote plant business
analysis, remote equipment analysis) or mobile Web apps (e.g., remote check-in),
are the main interfaces with human actors. For supporting the business processes,
the apps perform invocations to microservices from the UH4SP Cloud mostly
regarding required validations for performing those processes (e.g., authentication,
tenant authorizations). After these validations, the apps perform invocations to Fog
microservices from the intended plant. In the UH4SP project, the Fog services relate
to middleware services such as integration, data synchronization, and service
orchestration. Finally, these Fog services interoperate directly with the plant’s IoT
systems to support the remote executions, as described within the scenarios in the
previous sections.

Finally, the UH4SP pictorial architecture is depicted in Fig. 8.19. Represented
on the top are the business apps for the actors like the IT supplier, corporate
manager, and third parties (e.g., forwarders, drivers, suppliers, clients) to perform
business processes. These apps use Cloud Computing services.

Fig. 8.17 Remote equipment analysis sequence diagram
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Specifically relating to the Fog Computing issues, this layer is composed of
middleware microservices that enable the integration, synchronization, and
orchestration of production data from the plant’s IoT systems.

The Fog services are specified in order to be used within plants (mostly cement
plants), whether the plant interoperates with Fog using IoT (“smart”) systems and
devices or just plant’s software systems through APIs. They are also applicable if
the data relates to production in cement plants or in intermediary warehouses
(specially dedicated to logistics processes).

Fig. 8.18 Overview of the deployment
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8.7 Conclusion

Fog Computing architecture design relies very heavily on interoperability, as this
technology executes as intermediary integration between the Cloud Computing and
the IoT systems. Although complex, Fog architecture design lacks of systematized
support of model-driven approaches.

In this chapter, we proposed an approach for using models in designing Fog
Computing architectures, starting with UML Use Cases for user requirements, using
the 4SRS method to derive a software logical architecture in UML Components and
a recursive model transformations based again on the 4SRS method to refine the
service specification and its modeling in SoaML diagrams.

The first execution of the 4SRS produces a software logical architecture based
on the elicited user requirements, without having concerns of refining technical
requirements for executing in the Cloud or with Fog technologies. By using
recursive model transformations, the software components are input for identifying
service Use Cases which, after a second execution of the 4SRS, derives logical

Fig. 8.19 Pictorial representation of the UH4SP Fog context
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architecture composed with refined information, more suitable for specifying ser-
vices. The Fog layer within this approach is based on a microservice architecture,
modeled as SoaML diagrams.

In the case of the UH4SP project, the Fog Computing mainly relates to mid-
dleware services. It was addressed in this chapter in a microservices approach. In
the future, computation and virtualization components from the Fog layer will be
addressed in UML, SoaML, or any other modeling language that is suitable.

The SoaML diagrams are used as complimentary views for modeling the Fog
applications, software services, communications, and data flows between the soft-
ware, the IoT environment, and the CPS systems. Additionally, the use of models
allows addressing interoperability at an abstract level, allowing clearly identifying
the needs.
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Chapter 9
A Data Utility Model for Data-Intensive
Applications in Fog Computing
Environments

Cinzia Cappiello, Pierluigi Plebani and Monica Vitali

Abstract Sensors, smart devices, and wearables have been widely adopted in
recent years, bringing to the production of a vast amount of data which can be
shared among several applications as input for their analysis. Data-intensive
applications can benefit from these data but only if data are reliable and timely, and
if they fit the requirements of the application. Designing data-intensive applications
requires a trade-off between the value obtained by the analysis of the data, which is
affected by their quality and volume, and the performance of the analysis that can
be affected by delays in accessing the data and availability of the data source. In this
chapter, we present a Data Utility model to assess the fitness of a data source with
respect to its usage in a data-intensive application running in a Fog Computing
environment. In this context, data are provided using a Data-as-a-Service (DaaS)
approach, and both data storage and data processing can be placed in a cloud
resource as well as in an edge device. The placement of a resource affects the
quality of the service and the data quality as well. On this basis, the Data Utility
model provides a support for making decisions on the deployment of data-intensive
applications according to the impact of the task location, and on the selection of
proper data sources as input for the application according to the application
requirements, taking into consideration that both tasks and data can be moved from
the edge to the cloud, and vice versa, to improve the efficiency and the effectiveness
of applications.

9.1 Introduction

Due to the huge amount of data that are continuously produced by the smart devices
in the Internet of things (IoT) environment, more and more data-intensive appli-
cations are required to properly manage these data. Indeed, data need to be stored,
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retrieved, processed, and provided in an efficient way. This means that the
data-intensive applications need to be scalable, reliable, widely accessible, also
considering possible privacy restrictions.

Currently, several tools focusing on different aspects have been proposed, for
instance, HDFS [1] to provide a distributed file system, NoSQL databases [2] (e.g.
MongoDB [3], Cassandra [4]) to ensure more flexibility and reliability, new pro-
gramming models (e.g. MapReduce [5]), as well as new architectures (e.g. Lambda
Architecture [6]) to improve the scalability. It is worth noticing that most of the
approaches proposed so far go in the direction of making the data processing more
efficient. For this reason, most of the solutions are conceived to run on cloud
resources as they provide an environment ensuring scalability, reliability, and
security.

Nevertheless, if we consider not only the data processing but the entire data
management life cycle, it is clear how the cloud environment cannot be considered
the only option. In fact, especially in IoT (Internet of Things) scenarios, data are
produced on the edge (e.g. machineries, deployed sensors), then moved to the cloud
where they are stored, processed, and, finally, sent back to the same place where
they are generated to, for instance, better configure the machinery that has been
monitored, or to create reports used by the operators of those machines. This simple
example highlights how data continuously move from the edge to the cloud and
vice versa, and, due to the network infrastructure, a significant latency could be
introduced.

A reaction to this situation has been to leave the data processing to where the
data are produced. This is the Edge Computing [7], and it works perfectly when the
data processing does not require a significant amount of resources, as they need to
leave only on the edge of the network. At the same time, Fog Computing has been
arising as a platform able “to provide compute, storage, and networking services
between cloud data centres and devices at the edge of the network” [8]. Similarly,
as proposed by the OpenFog Architecture [9], we can consider Fog Computing as
the useful combination of Cloud and Edge Computing where these two paradigms
seamlessly interoperate [10].

In such a scenario, the approach proposed in this chapter relies on the
Service-Oriented Computing paradigm where data sets are exposed as Data as a
Service (DaaS). This requires a proper description of the data to the final user
where, in addition to the functional aspects, it includes the non-functional aspects
concerning the location in which the data are stored, the format used, and the
quality of such data. Since the user will base the decision of using or not this data
source according to her/his needs, the more dimensions we put in the description
the more the variable the user has to consider; thus, the less usable will be the
approach. For this reason, we introduce the notion of Data Utility, defined as the
relevance of data for the usage context, where the context is defined in terms of
the designer’s goals and system characteristics. The developers’ requirements are
expressed in terms of functional (e.g. the application need to extract the data about
the exams of the patients performed in the last year) and non-functional
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(e.g. latency, data completeness) aspects as well as constraints (e.g. data must be
stored encrypted). The model of Data Utility has been discussed in [11].

If, on the one hand, users can take advantage of this concise description, on the
other hand, a higher burden is left to the providers. Indeed, the heterogeneity of the
devices living on the edge or on the cloud, the influence of the network, the inherent
Data Utility of the data sources are dependent to each other, and the goal of this
chapter is to model such dependencies.

The chapter is organized as follows. Section 9.2 gives an overview of the state of
the art in this field. To better clarify the need and the usage of the Data Utility
model, we use the running example introduced in Sect. 9.3. Section 9.4 discusses
the conceptual model of data-intensive applications running in a Fog environment.
Section 9.5 introduces Data Utility and the concepts related to Data Utility defi-
nition and evaluation. Section 9.6 presents the life cycle of the data sources and
their Data Utility from the application developer and the data owner perspectives.
Section 9.7 discusses the implication of Data Utility during the application de-
ployment. Section 9.8 concludes the chapter outlining possible future directions.

9.2 Related Work

The concept of Data Utility has been used in several contexts. Various definitions
have been provided in the literature. For the general IT context, Data Utility has been
defined by Kock [12] as “The relevance of a piece of information to the context it
refers to and how much it differs from other similar pieces of information and
contributes to reduce uncertainty”. The value of data has been also of interest in the
business scenario, where Data Utility has been defined as “business value attributed
to data within specific usage contexts” [13]. A more complex definition has been
given by Hundepool et al. [14] for Data Utility in the statistics context: “A summary
term describing the value of a given data release as an analytical resource. This
comprises the data’s analytical completeness and its analytical validity”.

The common factor between all these definitions is that the utility of a data set
cannot be considered independently from the context in which data are used.
Defining the context is not trivial, and several elements can be included in its
definition. Moreover, the concept of context can change dynamically, including
new elements that were not relevant before. For instance, the concept of Data Utility
has been applied in its early stage in the information economics area. As discussed
in [15], the economic factors considered relevant for the assessment of Data Utility
are the predicted benefits and the costs of: (i) the analysis of the dataset, (ii) using
the results of the analysis, and (iii) building the algorithms for executing the
analysis of the dataset.

An important characteristic of Data Utility relates to its variation with respect to
the specific goal of the data analysis. As an example, in [16], Data Utility is
analysed for data mining applications while in [17] the focus is on users’
requirements. Moreover, Data Utility might be influenced by the quality of service
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and the quality of data. For instance, the relation between Data Utility and quality of
service has been investigated in [18], which discusses Data Utility with a focus on
energy efficiency of mobile devices in a mobile cloud-oriented environment. The
issue of energy efficiency for discovering interrelations between the evaluation of
the data value and the effectiveness of run-time adaptation strategies has been
discussed in [19]. Similarly, the influence of data quality on Data Utility is con-
sidered in [20], where relevant quality dimensions (e.g. accuracy and completeness)
are considered in relations with Data Utility.

Finally, Data Utility has also been analysed with respect to the relation between
IT and business, and this has paved the way for associating Data Utility to business
processes. In this context, Data Utility is defined as a measurement of the gain
obtained by using a dataset inside an organization [21]. Moreover, [22] discusses
which are the information quality requirements in order to obtain reliable results
from the execution of business processes.

The aim of this chapter starts from the results available in the state of the art for
providing a definition of Data Utility comprehensive of all the relevant aspects
emerged by this analysis: the context in which data are used, the content of the data,
and the execution environment. We also evaluate how different configurations in
terms of resource and data placement can affect Data Utility by using the concept of
data movement introduced in [23] as a strategy for improving Data Utility.

9.3 Running Example

Being Data Utility a context-dependent aspect, a proper discussion about it requires
the definition of a running example. In particular, this chapter relies on a scenario
related to smart buildings. In more detail, we consider a building in which each
room is monitored with sensors which allow a computing infrastructure to collect
information about humidity, brightness, and temperature. Sensors store this infor-
mation at the edge of the network and make it available to several applications,
which want to manage the smart building. Additional data sources can be provided
as DaaS and integrated with the information collected by the sensors. As an
example, weather data provided by external services can be used to support some
analyses.

In this running example, we focus on a specific data-intensive application which
uses as input all the illustrated data sources. The goal of the application is to analyse
and improve the comfort in the building. To reach this goal, the application exe-
cutes several tasks:

• Task A—Ambient Sensing Alignment: this task collects data coming from the
temperature, humidity, and brightness sensors located in the rooms of the
monitored building. These data are pre-processed to prepare them for further
analysis (e.g. timestamps alignment and data cleaning).
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• Task B—Ambient Sensing Aggregation: the pre-processed data obtained in the
previous step are analysed to obtain some statistical information like maximum,
minimum, and average value for each sensor. Also, data of similar sensors are
compared to obtain a typical behaviour for each kind of sensor (e.g. average
temperature in the rooms of the building). This statistical information is stored to
be used in further steps of the application.

• Task C—Data Enrichment and Prediction: this task performs predictions about
the status of the rooms in the building by using the data generated in the
previous step integrated with external information about the weather of the zone
or city in which the building is located.

• Task D—Visualization Preparation: this task is in charge of presenting the
results of the analysis performed in the previous tasks to the final user through
visualization tools.

The structure of the application and the data sources involved in the analyses
performed by its tasks are shown in Fig. 9.1. Tasks are represented as boxes
labelled with the names of the tasks. The order in which the tasks are executed is
modelled as a flow, represented through arrows connecting the different tasks. Data
sources (DS) are modelled as inputs for the tasks. Two data sources are depicted:
sensors of the building (labelled as DSB; where B stands for building sensors)
representing streaming data collected from sensors, and databases containing
weather data, labelled in the figure as DSW, where W stands for weather data. It is
worth noticing that the output of a task can be considered as an input for the
following task. This input is depicted in the flow between task ti to task tj as Ei;j;
i.e., the information flow between Task A and Task B is labelled as EA;B. In Fig. 9.1,
this exchange of information is depicted as a data object attached to the flow
between two tasks with a dashed line and labelled as described.

Other relevant information about the input of the tasks is related to the owner of
the data source: data can be generated by sensors controlled by the application
administrator (e.g. sensors in the building are the input of Task A, referred as DSB)
or by an external DaaS (e.g. weather data are the input of Task B, referred as DSW).

Fig. 9.1 Example of data-intensive application in ambient intelligence domain (adapted from
[11])
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Moreover, the location of the data source is another element which affects the
application (e.g. sensor data might be stored in an edge resource or in a cloud
storage).

While for Task A, only a specific data source can be selected and identified in the
sensors of a specific building, in other cases, alternative data sources might be
associated with a task. This is the case of Task C, where the input is weather
information, which can be retrieved by different DaaS providers fitting the re-
quirements of the application. In this context, selecting the data source that better
fits the requirements might be not trivial. In fact, several variables influence the
efficiency and effectiveness of the task. One variable is related to the relative
location of the task and the data source. As an example, placing Task A at the edge
of the network might improve the execution of the task reducing the amount of data
collected by the sensors in the building that need to travel from the edge to the
cloud. Similarly, also Task B might be conveniently located in the edge. Another
variable to consider is the type of resources available in the edge and in the cloud.
In fact, computation in the edge is usually executed on devices with limited
capabilities and performance, and this might have a negative impact on the appli-
cation, creating a bottleneck. Finally, in case of alternative data sources, we might
take into consideration that different data sources provide data with different quality
of data (e.g. the different weather data sources could have different quality levels).
The selection of a provider instead of another one eventually affects the quality of
the analysis performed by the whole application.

All the described variables might be considered during the deployment of the
application, making the work of the application developer really hard. To support
someone in this job, Data Utility provides a complex metric reflecting to which
extent a data source satisfies the requirements of an application. The introduction of
Data Utility can reduce the effort of the application developer in the selection of the
data sources and the tasks location.

9.4 A Model for Data-Intensive Applications in Fog
Environment

Data-intensive applications are applications whose main goal is to manage a sig-
nificant amount of information. They can be therefore defined by the data that they
receive as an input, the processing steps executed to get results from them, and
where the data are initially stored as well as where they are stored during the
processing steps. According to this, data-intensive applications are usually mod-
elled as a data flow between several processing steps. In this context, it is important
to capture the relation existing between the data and the tasks operating on them. In
[24], this relation is represented through a UML profile. A more refined attempt of
modelling data-intensive applications is presented in [25], where they are modelled
from different perspectives (from business to technical aspects).
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With respect to the existing work, a peculiar aspect of the approach discussed in
this chapter relies on the adoption of the Fog Computing paradigm for designing
and running the application. As a consequence, the model adopted to define a
data-intensive application mainly goes in the direction of specifying how Fog
Computing may affect the design and the execution of this type of applications.

Fog Computing gets advantage of the capabilities of cloud extending them
towards the edge of the network. In this way, the computation and data storage can
be moved nearer to the final user, improving response time and reducing latency.
The tools supporting Fog Computing hide the complexity and heterogeneity of the
environment and data-intensive applications can consider cloud and edge devices as
a continuum. From a designer standpoint, instead of specifying a precise deploy-
ment plan, it is more interesting to specify which are the characteristics that a node
should, or must, have to run a task or to store data. At design time, movement of
data and tasks between devices in the cloud or in the edge can be enacted to
improve the efficiency and effectiveness of applications during their execution.

Based on these assumptions, and focusing only on the design standpoint that
reflects the main goal of this chapter, we can model a data-intensive application as
composed of three main elements: resources, data sources, and tasks. Figure 9.2
reports some of the characteristics of these elements with an emphasis on the
relationships among them using the UML notation for class diagrams. In the model,
a data-intensive application is represented as a composition of tasks and its related
to resources and data sources. The three main elements are now described in details
in the following paragraphs.

Fig. 9.2 Data-intensive application model (adapted from [11])
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9.4.1 Resources

Resources are the nodes in which the application can be deployed and in which data
can be stored. According to the Fog paradigm, resources can be placed either in the
cloud or in the edge on heterogeneous devices, including virtual machines, sensors,
laptops, and smart devices. The computational and storage capabilities of these
nodes are of interest since they might affect the execution of the application and its
performance. Knowing this information about a resource makes it possible to
understand if it is suitable for hosting the application or the data consumed during
its execution. According to this, when describing a resource, we need to define the
computational capabilities in terms of number and frequency of CPUs, and the
storage capabilities in terms of both RAM and disk capacity. The exhaustive
description of the hardware features of a node is not of interest in this chapter, but
standard approaches as the DMTF-CIM [26] can be adopted.

In Fig. 9.2, resources are classified in cloud and edge using the generalization
notation of UML. In fact, this distinction is not only due to the location of the
resource, but also to its features. First of all, one difference is related to the own-
ership of the resource. Usually, a cloud infrastructure is not managed by the
application developer but belongs to an external entity, which provides only a
limited set of information about, for instance, the location and features of the
resource itself. For example, when deploying a VM on a cloud infrastructure, the
cloud provider usually shares the information on the site in which the VM has been
deployed, but it is not possible to access any information on the specific physical
machine hosting it. Yet, the application developer has no control on migration of
the VM from one server to another since this decision is managed by the cloud
provider. In the case of an edge resource, we assume that the application developer
can use only resources that s/he owns. According to this, the developer has a full
knowledge and control on these resources and can reconfigure and adapt them
during the execution. As an example, we assume that it is possible to adjust the
sampling rate of a sensor for making it in line with the needs of the application.

9.4.2 Data Source

The second element of data-intensive applications that we want to analyse is the
data source. The data source indicates the input of the application, including all the
data required for executing the analysis and the relevant information written during
the execution. Adopting the Service-Oriented Computing paradigm, data sources
are exposed as DaaS; thus, we model them accordingly.

From a functional perspective, APIs can be used to define which are the type of
data that the data source makes available [27], as well as information is related to
how data can be accessed (i.e., endpoints). Being independent from a specific
implementation, with APIs, it is possible to abstract from specific resources,
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and this is an advantage when dealing with heterogeneous environments as in the
case of Fog Computing. In this way, the movement of a data source does not affect
how the tasks access the content of the data source. Due to the different nature of
data sources available, also different interactions are possible. We distinguish
between conventional interactions, where data are accessed through queries, and
stream interactions, which better reflect sources as sensors and monitoring systems,
where data are continuously produced and updated.

A data source is stored in one of the resources described in the previous para-
graph (either on the edge or the cloud), but it can be moved in other resources
taking advantage of data movement in Fog environments. Following the approach
in [24], data sources are classified into internal sources containing data that can be
managed by the application designer and external sources, which are data provided
by an external service. The former class includes also the data produced by the
application during its execution and exchanged between its tasks, as well as data
stored in edge and cloud devices but owned and/or managed by the application
developer. In Fig. 9.1, examples of this kind of sources are the data produced by
sensors (DSB) and data exchanged among tasks (Ei;j). External sources are managed
externally from the application, e.g. the weather data DSW in the example.

Finally, a data source is associated with the resources. With initial resource, we
indicate the resource in which a data source is deployed at the moment of the Data
Utility evaluation. With possible resources, we indicate the set of storage nodes
satisfying functional constraints of the data source (e.g. storage size and file system)
in which the data source can be moved.

A data source described in this way can be associated with a Data Utility value
expressing its relevance in a given context. Using the model for data-intensive
applications introduced in this paragraph, Data Utility characterizes the association
between a task and a data source providing the data. It depends both on the content of
the data source and its location. As regards the content, it can be evaluated by
considering the classical data quality dimensions, therefore, Data Utility is a multi-
dimensional evaluation including attributes like accuracy, reliability, timeliness,
precision, completeness [28]. As regards the location, Data Utility is affected by the
resources involved in the deployment for both hosting the tasks and storing the data
sources, and their location. For this perspective, Data Utility can be evaluated using
classical quality of service dimensions (e.g., response time, availability, and throughput).

9.4.3 Tasks

A data-intensive application can be seen as a sequence of tasks, each one with
inputs and outputs, each of them cooperating in the analysis of the data set for
extracting the desired knowledge. As discussed in [25], a task is a unit of work with
a duration in time and, in the context of data-intensive applications, we can identify
a specific set of tasks, e.g. data cleaning, data integration, compression, and
encryption. Typical tasks are associated with typical algorithms, but can be
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personalized and integrated with custom scripts. A data flow model can be used to
express how data are acquired, transformed, and returned by the tasks composing
the data-intensive application [29]. To represent the order in which tasks are exe-
cuted, the flow of tasks is expressed using the next and previous attributes. Tasks
are also associated with the data sources which contain their inputs and host their
outputs. An output is always connected to a data source which is an internal source,
since the data produced by the task are managed internally. On the contrary, an
input can be stored both in an internal source (in case of data exchanged between
tasks or data source managed by the application developer) or an external source (in
case of a data source managed externally from the application).

Tasks are deployed on computational resources available in the described Fog
environment. Similarly, to the data sources, a task is associated with the resource in
which it is initially deployed (initialResource) and with a list of computational
resources which are able to host the task (possibleResources).

9.5 Data Utility in Fog Computing Environments

As discussed in Sect. 9.2, Data Utility has been defined in different ways in the
literature. All these definitions agree on its dependency on the context in which data
are used. Therefore, the assessment of Data Utility is a complex issue since context
can be composed of several elements, and it usually changes over time. Moreover,
Data Utility aims to provide an indication of the relevance of data for the usage
context that is defined in terms of system characteristics and application designer’s
goals. Therefore, before discussing Data Utility in detail, we present in the fol-
lowing the components of the usage context.

9.5.1 Usage Context

As stated above, the usage context depends on the status of the system and the
application designer requirements. According to the proposed model introduced in
Sect. 9.4, Data Utility is defined as an association class among tasks and data sources.

Starting from the available data sources, for each data source, it is important to
know the data source schema (Sj), the initial resource irj

� �
on which it is currently

deployed, and the set of possible resources on which it could be deployed PRj
� �

.
Thus, the set of all the available data sources DS can be represented as:

DS ¼ dsj
� � ¼ Sj; irj; PRj

� �� �

where dsj is the single data source and each data source is defined by a data source
schema Sj, an initial resource irj, and a set of potential resources PRj.
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Moving to the tasks that compose the data-intensive application, each task
should be described by the application developer in terms of the following:

• a description of the operations performed by the task Di (e.g. aggregation,
filtering, clustering, association);

• the set of inputs and outputs INi and OUTi;
• the position of the task within the data flow in terms of the set of tasks that

precede and follow (Pi and Ni);
• the current resource iri on which the task is deployed and the resources on which

it can be potentially deployed PRj the analysed task in the data flow process.

Formally, we assume that each task ti is defined by:

ti ¼ Di; INi;OUTi;Pi;Ni; iri; PRih i

It is worth noticing that, as also depicted in Sect. 9.3, tasks may gather inputs
from:

1. a specific data source (i.e. Task A);
2. a previous task (i.e. Task B);
3. a data source that should be selected from a set of candidate sources (i.e. Task

C).

We can see the first and the second cases as situations in which the task relies on
a single and known source. Conversely, the last case concerns the situation in which
the application developer could need support in the selection of the sources.

To better distinguish among these situations and to also consider that a task may
have several inputs, we can model the k-th input of the i-th task (INikÞ as:

INik ¼ Aik;CDSikh i

where Aik is the set of the attributes of the data source required by the task (e.g.
temperature, humidity), and CDSik the set of candidate data sources from which
data have to be extracted. Since candidate data sources are a subset of the data
sources available according to the needs of the designer, we can say that
CDSik � DS. Such set can include both internal and external sources. If the car-
dinality of this set is more than one, it means that the designer would like to be
supported in the identification of the most suitable source among the ones available.
In this case, for triggering the selection procedure a data request Rik is created for
capturing the application designer’s goals, i.e. the elements that can affect the
source selection. The data request Rik is composed of three elements as follows:

Rik ¼ INik; f
�
ik;NF

�
ik

� �
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where

• INik is the input definition: a task may require several inputs. For each input, the
application designer has to specify the list of attributes that the task needs and
the set of candidate data sources from which data have to be extracted;

• f �ik is the list of functional r equirements: the * indicates that it is an optional
parameter used to express functional requirements. It can be seen as a predicate,
composed of atoms linked by traditional logical operators (i.e. AND, OR) that
allows the designers to specify restrictions over the allowed values in order to
better drive the source selection (e.g. city = “Milan” AND Temp > 23);

• NF�ik is the list of non-functional requirements: also optional, they contain
requests related to data quality, QoS, and security aspects.

Note that all the non-functional requirements can be expressed by the developers
or automatically gathered considering the kind of task. Each non-functional
requirement is an expression with which the related constraint to a DQ or QoS
dimension is specified (e.g. data source completeness >0.9 or latency <10 s).

Quality requirements include:

• Data quality requirements: they focus on the quality of the content provided by
the source;

• QoS requirements: they focus on non-functional properties such as availability,
latency, or cost. Since the assessment of such properties mainly depends on the
resources on which the task or the data are deployed/stored, the evaluation
whether QoS requirements are met has to consider the placement of the tasks
and data sources.

Therefore, for example, if an application wants to analyse the data related to the
temperature values collected in a specific room of the building in the month of
August, the data request can be the following:

• Date, time, temperature;
• Date BETWEEN 01/08/2017 AND 31/08/2017;
• latency <60 s AND accuracy >99% AND completeness >98%.

It is possible to enrich the request with additional non-functional constraints that
can be derived by the type of task. For example, a task that performs data mining
operations requires a high amount of data and high completeness. If the developer has
not specified requirements on such dimensions, the system, by analysing the type of
task, will add these constraints to improve the effectiveness of the source selection.

9.5.2 Data Utility

The fitness of a data source to the application developer’s requirements is expressed
through the evaluation of the Data Utility. This evaluation is led by the request Rik
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provided by the users together with the characteristics of the data source and of the
task that requests it. For each data source provided by a DaaS, the Data Utility
evaluation is performed to assess which is, among the alternative sources, the one
better fitting the application developer’s requirements. In particular, Data Utility
evaluation has to take into account the capability of the source to satisfy the
functional requirements of the task: the degree with which the source contains the
data requested by the application:

• the capability of the source to satisfy non-functional requirements of the task:
the degree with which the source is able to satisfy quality requirements;

• the reputation of the source: the degree with which the source is trustworthy.

More formally, we assume that the data sources are associated with a set of
metadata that reveal the Potential Data Utility (PDU) that summarizes the capa-
bilities of the data source and can be periodically evaluated independently of the
context. The PDU is calculated by looking at the data and the characteristics of the
data source. It is derived from a data quality and a reputation assessment. From a
data quality perspective, it is important to highlight that errors, missing data, or
updated data might significantly affect the usage and potential benefits of data. The
assessment of data quality dimensions may contribute to the understanding of the
potential value of the data. The list of dimensions (e.g. accuracy, consistency,
completeness, timeliness) and the assessment metrics depend on the type of data
contained in the source. For example, in case of data collected from sensors, pre-
cision and data stability constitute the two most relevant dimensions to take care of.
Generally speaking, we assume that each source is associated with a set of data
quality dimensions and related values. Besides the content, also, the usage of the
source is considered and defined as reputation index. This index depends on the
frequency with which the source has been successfully used and on the scope of
data (e.g. generic or specific, be integrated with other sources, used with other
sources).

A data source has to be evaluated by considering the context that in our scenario
is composed of a data-intensive application and the available resources. QoS
capabilities have to be evaluated by considering all the available options that the
Fog environment offers. Thus, both tasks and data can be moved: (i) from edge to
cloud, (ii) from cloud to edge, (iii) from edge to edge, and finally (iv) from cloud to
cloud. Variation of the placement of a task or a data source on a specific resource
has surely an impact on the QoS: in fact, the computational cost for obtaining data
and the latency changes on the basis of the chosen location. For instance, it is
reasonable to assume that the ambient sensing alignment task can be more efficient
if it is executed closer to the sensor data to be aligned. As we assume that both data
and task can be moved, we calculate the QoS dimensions for each possible con-
figuration defined in terms of task placement associating a task ti to the resource rx
in which it is deployed ti; rxh ið Þ and data placement associating a data source dsj to
the resource ry where it is stored dsj; ry

� �� �
:
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Data Utility of a data source dsj for a task ti is defined as:

DUixjy ¼ f ti; rxh i; dsj; ry
� �� �

Both tasks and data sources, according to our data-intensive application model,
can be placed on different resources belonging to PRi and PRj. Data Utility depends
also on the task placement ti; rxh ið Þ and data sources placement dsj; ry

� �� �
where

rx 2 PRi and ry 2 PRj.
In summary, as shown in Fig. 9.3, Data Utility can be assessed by considering

three main aspects: data quality, reputation, and quality of service. Each of them is
evaluated by means of dimensions, each one associated with different metrics (more
than one assessment function might be available for a single dimension).

9.6 Data Life cycle

As Data Utility evaluation is dynamic and changes over time according to the
variation in terms of its components (e.g. data quality, quality of service, and
reputation), we can describe the life cycle of a data source from two perspectives:
the DaaS perspective and the application developer’s perspective. The former

Fig. 9.3 Model of the utility components (adapted from [11])
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considers the data source in the traditional life cycle phases: from the data source
creation to the disposal. The latter considers the data source as an object to access
and manipulate.

Focusing on the DaaS perspective, the data life cycle is represented in Fig. 9.4.
Firstly, the data source, in order to be managed by the platform, has to be registered,
and the registration requires the definition of metadata that describe the source and
its contents. Once that the source is registered, the Potential Data Utility can be
evaluated as all the quality dimensions independent from specific context in which
data are used (e.g. accuracy, completeness, consistency) can be assessed. In this
way, the source is enriched with PDU metadata that are one of the main drivers for
the selection of data with respect to the applications requests. After this phase, the
source is available for use. Periodically, the PDU is re-evaluated and corresponding
metadata are updated. All the criteria of the Data Utility are instead assessed when
an application sends a request. Data Utility evaluation considers the different
variants of the context on the basis of the location of the application and the data
source. This means that, for each request, several Data Utility vectors are calculated
and a ranking can be defined.

Moving to the application developer’s perspective, the data life cycle starts with
the submission of the data request in which the application developer specifies the
data sources, and the functional and non-functional requirements (see Fig. 9.5).
Once the set of valid data sources is identified on the basis of the functional
requirements, each source is enriched with the utility scores that are evaluated
considering the application and data source status. On the basis of these data, the

Fig. 9.4 Data life cycle from the DaaS perspective

Fig. 9.5 Data life cycle from an application perspective
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application developer makes the final decision and the selected data source is
instantiated and bind to the application.

9.7 Using the Data Utility Model

Given a task and a data source composing the data-intensive application, the
evaluation of the Data Utility considers all the possible configurations, in the edge
or in the cloud, of both the data source and the task. At this stage, the Data Utility
model returns an evaluation based on three main dimensions, i.e. reputation, data
quality, and QoS. Thus, a tool supporting the designer by adopting the proposed
Data Utility model can show, for each task and each configuration, where more than
a data source is available (e.g. Task C), and how these three dimensions vary (see
Fig. 9.6). In case a ranking of the different alternatives is required, different
methods for identifying the best data source are available. They range from a simple
aggregation (e.g. average or weighted average) of the different dimensions to more
advanced techniques for multiple criteria decision analysis (i.e. MCDA methods).

Although the proposed model provides a significant and useful tool for
data-intensive application designers to understand the impact of moving data and
tasks with respect to the Data Utility, this evaluation focuses only on a task level
analysis. For this reason, we advocate the need of a global Data Utility model that is
able to capture the Data Utility of the entire application based on the selection of the
different sources. At this stage, the definition of a Global Data Utility measure, that
is the utility of the results provided to the final user, is under investigation, and here,
we would like to outline which are the main elements to be considered.

First of all, we want to highlight that an increasing number of tasks and possible
data sources imply an exponential increasing of the Data Utility evaluations
required. This increment can be mitigated by the number of constraints that the
designer can put to the requests in terms of allowed data movements. For instance,
Task A and source DSB are only considered in the edge because of a constraint
forbidding to move the data produced by the sensors. For simplification, we assume

Fig. 9.6 Using Data Utility model to evaluate alternative data sources (adapted from [11])
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that each task can be moved in the edge only if its predecessor is already in the edge
(otherwise moving it does not provide any advantage since communication is not
improved). This is true for our example, but not generally true when several tasks
use data produced by edge devices.

To give an idea, referring to the example discussed in Sect. 9.3, the different
possible configurations are summarized in Table 9.1, where only two weather data
providers are considered: DSW1 and DSW2. The table is horizontally divided into
four sections, each one representing a possible task deployment configuration,
where on the right all the combinations about data source selection and placement is
considered.

A second aspect to be considered concerns the mutual influences between tasks,
making the data source selection and movement a complex decision. Two factors
should be considered in the global Data Utility computation:

• The Data Utility of a task ti influences the Data Utility of a task tj with ti
successor of tj. It means that the selection of a data source for task ti has an effect
on tj which uses the output provided by ti, both directly and indirectly. In the
example depicted in Fig. 9.1, selecting a data source DSWx optimizing the Data
Utility for Task C impacts on the Data Utility of Task B in which different
requirements could make a data source DSWy more convenient for the global
Data Utility. On the computation movement perspective, this dependency is also
relevant. As an example, moving Task B to the edge may improve its Data
Utility by allowing a faster access to its input (generated by Task A), but affects
the performance of Task C for which a higher latency in data retrieval must be
considered.

Table 9.1 Deployment alternatives in a Fog environment

Task A Task B Task C Task D DSB DSW1 DSW2

Depl. 1 Edge Edge Edge Edge Edge Edge –

Depl. 2 Edge Edge Edge Edge Edge Cloud –

Depl. 3 Edge Edge Edge Edge Edge – Edge

Depl. 4 Edge Edge Edge Edge Edge – Cloud

Depl. 5 Edge Edge Edge Cloud Edge Edge –

Depl. 6 Edge Edge Edge Cloud Edge Cloud –

Depl. 7 Edge Edge Edge Cloud Edge – Edge

Depl. 8 Edge Edge Edge Cloud Edge – Cloud

Depl. 9 Edge Edge Cloud Cloud Edge Edge –

Depl. 10 Edge Edge Cloud Cloud Edge Cloud –

Depl. 11 Edge Edge Cloud Cloud Edge – Edge

Depl. 12 Edge Edge Cloud Cloud Edge – Cloud

Depl. 13 Edge Cloud Cloud Cloud Edge Edge –

Depl. 14 Edge Cloud Cloud Cloud Edge Cloud –

Depl. 15 Edge Cloud Cloud Cloud Edge – Edge

Depl. 16 Edge Cloud Cloud Cloud Edge – Cloud
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• The Data Utility of a task tj influences the Data Utility of a task ti with ti
predecessor of tj. Maximizing the Data Utility means selecting the best coupling
between a task and a data source according to the task requirements, while
maximizing each components of the Data Utility model. As an example,
focusing on source selection, if both DSWx and DSWy satisfy the task require-
ments, DSWx could be selected because of a better timeliness if compared with
DSWy. However, tj requirements could be violated by DSWx, and in this case,
DSWy would be preferable.

Finally, providing techniques and heuristics for selecting the deployment con-
figuration maximizing the global Data Utility for the user of the application is out of
scope, but is an interesting challenge that might be considered in the future.

9.8 Concluding Remarks

Nowadays, the amount of available data sources is continuously increasing. This is
mainly due to the fact that new technologies and applications allow us to transform
many aspects of our life into digital data. Data-intensive applications analyse such
data in order to understand them and support decision-making processes, the design
of advanced services, or the optimization of existing processes.

However, having a high quantity of accessible data sources is not always an
advantage for the application developers. In fact, they may experience some diffi-
culties in selecting the appropriate source for their goals. For this reason, in this
chapter, we have introduced the Data Utility concept that is able to evaluate the
relevance of a data source along the usage context. The context is defined in terms
of both the developers’ requirements and the status of the system in which data
sources and applications are stored and deployed. In particular, we define our
approach by considering data-intensive applications running on a Fog environment.
In such scenario, the location of both tasks and data sources can be changed by
using cloud or edge resources; therefore, the influence of data and computation
movement is also considered in the Data Utility definition. Currently, the presented
contribution supports the Data Utility driven selection of the data sources at the task
level. However, the evaluation of the optimal utility for an application as a whole is
under investigation to consider the influences among tasks, as well as the con-
straints over the deployment.
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Chapter 10
Context-Aware Intelligent Systems
for Fog Computing Environments
for Cyber-Threat Intelligence

Arif Sari

Abstract The capture and deployment of intelligence to build strong defense is
more holistic and a more focused approach to security for private and government
organizations, due to diversified activities of threat actors and malicious users. It is
essential for the private sector and government organizations to use technologies
such as Cloud, Fog and Edge Computing that provide storing, processing, and
transferring vast amounts of public and private data that can be used to generate
classified and unclassified threat intelligence. Fog Computing is a platform that uses
computation, storage, and application services similar to the Cloud Computing
paradigm but fundamentally different due to its decentralized architecture. It is an
emerging technology that gives the Cloud a companion to handle the exabytes of
data generated daily from the devices in the Internet of things (IoT) environment. In
this scenario, the context-aware intelligent systems of Fog Computing that analyze
the IoT data become crucial weapons to detect, mitigate, and prevent any possible
cyber-threats, much earlier. The IoT environments generate vast amount of data that
requires different context-aware intelligent systems to analyze this volumetric and
complex data for security proposes to provide cyber-threat intelligence (CTI).
The CTI is a collection of intelligence combining open-source intelligence
(OSINT), social media intelligence (SOCMINT), measurement and signature
intelligence (MASINT), human intelligence (HUMINT), and technical intelligence
(TECHINT) from deep and dark Web. All these intelligence systems have functions
that are based on specific context-aware intelligence mechanisms. In this chapter,
sensitive data collection and analysis methods and techniques are elaborated
through several context-aware intelligence systems to expose the use of Fog
Computing for analysis of edge networks data for cyber-threat intelligence.
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10.1 Introduction

The incident detection and response becomes one of the major challenges for any
organizations, since threats are relentless and come in all shapes and sizes due to
rapid development and diversification of cyber-threats. Thus, the use of cyber-threat
intelligence becomes an essential component of an organization’s security policy
since the significant increase in frequency and sophistication of cyber-attacks by
different threat actors that compromise systems, disrupt services, commit financial
fraud, and expose or steal intellectual property and other sensitive information.

Traditional security approaches and deployment of traditional incident response
methodologies are no longer sufficient in the face of the widening gap between
offensive and defensive capabilities and prediction of diversified and sophisticated
techniques of adversaries to prevent attacks. Cyber-threat intelligence
(CTI) provides information that can help public or private organizations to identify,
assess, monitor, and respond to cyber-threats. The cyber-threat information pro-
duced by organizations covers tactics, techniques or procedures (TTPs) about threat
actor(s), security alerts, state-of-the-art system, and recommended security system
configurations and many details related with the threat depending on intelligence
system used to [1].

In order to develop a proactive methodology to fight against cyber-threats, it is
necessary to constantly harvest and process knowledge about the corresponding
threat actors but not just the specific incidents. Collection of in-depth information
about adversaries’ actions and knowing the “who,” “what,” “where,” “how,” and
“when” these actions are taking place are the key factors to establish security and
decrease the possibility of adversaries’ success [1].

Development of a threat intelligence platform (TIP) is an inevitable action for the
organizations to examine current systems and adjust security policies and config-
urations to defend systems against adversaries’ sophisticated and evolving attacks.
The threat landscape is already large, and it is growing, becoming more complex
and getting more efficient as time passes. The TIP is used to manage the flood of
data since volume of intelligence is so massive and conduct in-depth analysis to
organize tactical, operational, and strategic reporting in one platform. It is well
known that public, private, and even governmental organizations operate in Cloud,
Fog, and Edge Computing environments. Even the smallest unit of data which is
stored in the Cloud, Fog, or Edge that will be collected, analyzed, and processed
into information is crucial for threat intelligence to protect systems against adver-
sary’s actions [2].

The Cloud paradigm has provided vast amount of opportunities for enterprises to
take an advantage of big data analytics because of its available features such as
distributed data management scheme and scalability. But both scalability and
processing power have been affected due to a burden of exploding amount of big
data. Apart from this, low latency at the edge of network and additional needs of
services such as demand of location awareness becomes significant challenges for
Cloud Computing.
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The emergence of Fog Computing paradigm was introduced as an extension to
Cloud Computing at the edge of machine-to-machine (M2M) network to support
the Internet of things (IoT) vision. Variety of advancements resulting due to the Fog
Computing paradigm includes location awareness, mobility, low latency, and
possibility of geographically widespread distribution [2].

The data that is stored or transferred through edge (infrastructure) networks, as
well as the Fog and Cloud systems, is the main source for CTI either classified as
public or private data resources. CTI aggregates, analyzes, and acts based on this
volumetric flow of data and generates tactical, operational, or strategic intelligence
reports.

In the rest of this chapter, Sect. 10.2 elaborates the technologies used by private
companies and government such as Cloud, Fog, and Edge Computing including
architectures and working mechanisms; Sect. 10.3 presents the classification of
cyber-threat intelligence components, methods, and techniques such as OSINT,
SOCMINT, MASINT, HUMINT, and TECHINT while Sect. 10.4 discusses
methods to use Fog and Edge Computing technologies for context-aware intelli-
gence. Section 10.5 presents a brief summary with conclusions.

10.2 Cloud, Fog, and Edge Computing Paradigms

Fog Computing has an independent management computing structure that is pro-
cessed and stored among the real resources and the Cloud infrastructure [3]. This
develops data processing performance by reduction of the data transfer costs and
consequently reduction of the need for processing and storage of unnecessary data
in the Cloud platforms. The Fog Computing paradigm leads to a steady rise in the
Internet of things’ (IoT) devices to a major extent, giving a constantly rising
quantity of devices (in terms of capacity, diversity, and speed) [3]. In the IoT
environment, in order to process the obtained data, there is a need for computing
resources that are necessary to sustain a best level of functionality. This can raise
availability, scalability, and credibility problems in client/server paradigm where
data is detected by the client and processed by the server. When traditional client/
server architecture encounters an overcharge, this overcharge leads many connected
nodes and devices to become inactive.

The goal of the Fog paradigm is to develop a scalable solution in a decentralized
architecture. This is achieved by constituting a hierarchically local platform based
on the Cloud system and end user devices. Figure 10.1 illustrates Cloud, Fog, and
Sensor layers and communication pattern between these layers [4].

The analyzing, processing, collecting, filtering, and transmitting data over this
platform save time and increase efficiency. It is Cisco who initially presented the
idea for a new paradigm, called Fog Computing [5].

Figure 10.2 illustrates the connections and relationship between the Cloud, Fog,
and Edge networks. As shown in the figure, the Cloud platform solutions (such as
data centers) have direct connections with Fog nodes, where these Fog nodes
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receive data from edge devices of edge network. There are many Cloud platforms
that are used for commercial solutions. On the other hand, there are some issues
with this platform such as lag, portability, or intelligent networks, and networks that
are already connected to devices. Latency increases with distance, the velocity of
the Internet connection, and with the resource contention on virtual machines [6].

Additionally, software applications tend to process a variety of data at high
speed, and by the time the data in the Cloud system is analyzed, it may be too late to
respond to the relevant IoT devices. Consider an example from the medical field.
Here, the IoT device’s delayed effect with sensitive data may well become life
threatening. Based on the aforementioned problems, Cisco provides and expands
the Cloud platform closer to end user’s devices and proposed solution by way of
Fog Computing architecture [7].

Fog Computing distributes the computing tasks throughout the network that
contains geographically widespread nodes to minimize the communication over-
head and achieve high-performance computing (HPC) [3]. One of the main

Fig. 10.1 Communication between Cloud–Fog–Sensor layers

208 A. Sari



characteristic of Fog network is that it contains separate communication layers
combined with very small scale of networks to decrease latency. Figure 10.3 pre-
sents the separated layers of Fog Computing with edge infrastructure.

The Edge Computing is a new model for optimizing Cloud Computing systems
through performing data processing at the edge of the network, near the source of
the data. The edge nodes collect data to be analyzed through specific algorithms and
prepare meaningful information through visualizations and reporting facilities [4, 6,
7]. In a later section of this chapter, data collection and analysis of data through
edge networks are explained in more detail.

Fig. 10.2 Cloud, Fog, and Edge network classification
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10.3 Cyber-Threat Intelligence (CTI)

The cyber-threat intelligence can be obtained from internal or external sources. This
intelligence is the knowledge of a threat’s capabilities, infrastructure, motives,
goals, and resources. The information assists in the operational, tactical, or strategic
defense of network-based assets of public, private, or governmental organizations
[8]. The internal resources such as internal network event data, log files (DNS logs,
firewall logs, event logs), alerts, and past incident response reports provide infor-
mation to recognize adversaries and strop threats. Apart from this, retaining the
malware previously used for attack purposes, relevant packet capture and net flows
are some of the invaluable internal resources to recognize and stop threats [8]. The
external resources are the “open-source” intelligence-classified resources such as
structured or unstructured reports, emails of sharing groups and blogs of particular
groups or government, which are available to public in some extent and provide
indicators based on relevance for detection and recognition of the attack [9]. An
effective and efficient CTI relies on the following characteristics [10]:

Fig. 10.3 Fog Computing architecture with edge infrastructure
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• Timely: The intelligence must be delivered rapidly and on time, with minimal
delay and latency, and provide sufficient information related to threat actors and
prepare a suitable action against it.

• Relevant: The collected intelligence must have applicability with an operating
environment of the recipient, address threats that corresponding organization
may likely to face, and provide insight related to degree of risk associated with
particular threat.

• Accurate: The collected intelligence must be correct, complete, and consistent.
There must not be any ambiguity related to collected intelligence which may
lead to false positive or false actions to be taken that may result in an inap-
propriate response or false sense of security.

• Specific: The collected intelligence must have concrete and significant details
related to threat actors and provide details about how threat or threat actors can
affect the system or organization.

• Actionable: The collected intelligence should identify the actions that can be
taken as a suitable response to threat in order to prevent threat actors to damage
or mitigate their attacks.

As mentioned previously, CTI is a collection of intelligence from open-source
intelligence (OSINT), social media intelligence (SOCMINT), measurement and
signature intelligence (MASINT), human intelligence (HUMINT), and technical
intelligence (TECHINT) from deep and dark Web. All these intelligence systems
have functions based on specific context-aware intelligence mechanisms [10]. The
following subsections elaborate each of these intelligence systems in detail.

10.3.1 Open-Source Intelligence (OSINT)

The OSINT is intelligence derived from publicly available data which can be
obtained legally and ethically from the public domain [11]. One of the main
advantages of OSINT is that it is available at low cost and cannot be ignored. The
sources can be classified as not just publicly available data but also unpublished
materials including electronic information and human knowledge which is acces-
sible legally and ethically. Since data and information sources are crucial for
intelligence, one of the major difficulties of using OSINT is identifying relevant and
reliable sources from the vast amount of publicly available information.

The private sector is one of the main reliable sources for cyber-threat intelligence
due to technologies used in private sector such as Cloud, Fog, and Edge Computing
provides storing, processing, or transferring vast amount of public or private data
that can be used to generate classified or unclassified threat intelligence.

There are different ways to expose the importance of private sector for collecting
intelligence and its potential contribution to cyber-threat intelligence needs. The
different ranges of information services offered in private sector to satisfy the
demand of intelligence in the market such as direct observation, document
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acquisition, telephone surveys, market research, broadcast translation, experts
on-demand, multi-expert research, recruited agents and industrial espionage (of-
fered by competent organizations), commercial online searching are another evi-
dence of robust intelligence capability potential of private sector [11, 12].

Table 10.1 shows the private sectors that store, process, or transfer data which is
not available through commercial online services.

Schools provide intelligence about individuals who receive education pertaining
specific languages in specific area. This information is effective intelligence for
agencies to contact individuals and offer part-time or full-time translation jobs.
Apart from this, schools that provide technical- or certification-based special
trainings and qualifications are the key sources to form technical support team for
customized tasks and operations. Libraries store vast amount of data that servers as
a repository for archiving historical, political-military, geographical or economic
data pertaining to specific regions or countries.

Businesses and organizations are also unprecedented sources of intelligence that
collects information through primary or secondary research such as communication
infrastructure and logistics, political conditions, economic and financial state, rate
of corruption, climate conditions, demographic structure and culture about countries
and regions around the world that are targeted to make an investment. This type of
information is crucial for the business since it affects the operational efficiency and
is quite useful source of intelligence.

Countries or regions where it is not possible to explore through communication
infrastructures such as satellites or other different intelligence channels require
external intelligence resources for intelligence exploitation. Here, information
brokers or field specialists are the key sources of intelligence in case of a lack of
intelligence sources related to the targeted country or region. A leading business-
man, leading scholar, or an information broker specializing in targeted region or
country can quickly identify or provide information as intelligence [11, 12].

Governments have experts in different fields with specified areas of operations.
Bringing those experts who serve in different fields together can help to achieve
extraordinary intelligence since most of these experts do not fully communicate
what they know during their regular submission of reports.

Other intelligence resources such as “intelligence organizations” operating
within targeted country are also repository of information and data relating to
targeted region or country. Private businesses and governments use a variety of
technological infrastructures such as Cloud or Fog Computing to collect, process,
analyze, and transfer intelligence pertaining to targeted market country or region.

Table 10.1 Private sectors that feeds intelligence

Schools Universities Libraries

Business Private investigators and information brokers Defense

Media Government Intelligence
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10.3.2 Social Media Intelligence (SOCMINT)

Social media is a popular form of virtual communication platform designed to bring
people together for different forms of communication. It is also the collection of
online communication channels (forums, social networking, micro-blogging,
Wikis,) dedicated to categorized inputs of different community’s interaction,
content-sharing, and collaboration activities. The Web sites, Web portals, or appli-
cations designed and dedicated to different types of social media channels include
Facebook, Google, YouTube, Twitter, Vimeo, Flicker, Snapchat, Instagram,
Wikipedia, LinkedIn, Reddit, Swarm, and Pinterest [13].

The volume and variety of data produced through intensive use of social media
channels for different purposes is increasing at an exponential rate. The data gathered
from different social media channels is analyzed through social media analytics that
produce information useful for making strategic business decisions. Intelligence
agencies around the world are demanding to know more about threat actors, targets,
their identities, behaviors, locations, financing and intentions, life styles, relation-
ships, and similar content which is useful for cyber-threat intelligence [13].

Social media applications proposed to share information between members of
dedicated social media groups which are categorized based on the content such as
video, text, news, pictures. The Facebook, LinkedIn, or Instagram, used for sharing
information, posts, or pictures between members of group, and Twitter are used to
broadcast information to entire platform. Also, YouTube–Vimeo serve as platforms
where videos and other media files can be shared easily with public or dedicated
groups [13].

Context is a most important factor for social media analysis and for all
semantics. The interpretation of data may be difficult due to lack of observation of
formal grammar and syntax usage by the peers or users. Social media interpretation
is not literally minded since users and peers in the system rely on their past
knowledge and conversation experience of each other to arrive at specific and
correct interpretation. The monitoring of social media offers a variety of precious
and useful information; however, it requires management, analysis, and processing
of vast amount of data produced through usage of social media. The mapping of
social graphs of relationships between individuals exposes their links and collab-
oration on events, cases, people, or incidents.

Application programming interfaces (APIs) provide context-aware analysis of
Facebook or Twitter that allows external analyzers to gain access to original online
service. Using the relevant APIs of Twitter, the developer or analyzer can conduct a
context-aware search based on keywords, hash-tags, or other filtering parameters
[13, 14]. The Twitter API collaborates with integrated Twitter deck to conduct
analysis of very large number of topics.

There are also numerous different analysis types, used for context-aware intel-
ligence systems, dedicated to different intelligence platforms. Some of these are
briefly discussed below.
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The sentiment analysis (SA) provides opportunity for all tweets to be classified
semantically whether corresponding or targeted tweets expressing different emo-
tions such as like–dislike, fear–anger, hostility–passivity. Such analysis is poten-
tially useful source of intelligence for the armed forces or for the police to forecast
the mood of a crowd or demonstration. This is important and an efficient way to
measure public reaction against specific events such as economic crises or political
elections in advance. The sentiment analysis is based on specific algorithms
designed to correlate statistically with the expression of some emotional indicators
and classify the text accordingly. Most of these algorithms are supported by
machine learning (ML) or artificial intelligence (AI) algorithms in order to model
the behavior from the analysis of these texts. The sufficient volume of the material
is critical for an appropriate, reliable, and validity of the analysis [13, 14]. This
system is deployed as “All-Source Intelligence Hub” and used by metropolitan
police to provide operational intelligence to the armed forces and local police
departments. Interpreting and examining the volumetric social media posts’ data is
inevitable in order to cope with public events and forecast the likelihood of criminal
violence or disturbance and adjust the volume of intervention with an appropriate
type of armed forces to enhance public safety.

Apart from the issues of SOCMINT, already discussed, videos posted on
YouTube or Vimeo contains terrorist propaganda and instructional material such as
building explosives, traps, bombs, or similar violence-supported videos are traced
by the intelligence services. Some of the videos posted by the terrorist groups or
supporters include their contact details where intelligence services trace these links
to collect in-depth information about the source of the propaganda [15]. Even
though the users sign a privacy agreement during their registration progress with
social media platforms such as Twitter, Facebook, and Instagram, there are reports
that social media platforms share personal details with third parties and therefore
violate the privacy agreements—as these disclose the categorized information and
private data of social media users to others.

10.3.3 Technical Intelligence (TECHINT)

Technical intelligence is an intelligence type used by military or governmental
officers about weapons, equipment, tools, and technologies of the foreign nations.
The main theme of using TECHINT is to provide in-depth information about the
targeted threat factor to expose the basic engineering techniques of developed
weapons, equipment, or tools and technologies of foreign nations. The collected
information provides insight about basic technical characteristics, capabilities and
limitations, production methods, applied research and applied engineering of the
targeted weapon systems, communication systems and related infrastructures. The
collected scientific information is crucial to expose current state of the targeted
nations and threat actors in world market [16].
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The TECHINT considers three main steps to provide intelligence report about
targeted threat actors. These are shown in Table 10.2.

The collection of materials (weapon, system sample, tool, equipment, and
component) is one of the important phases of TECHINT. The material captured
during battlefield or obtained through spying activities provides opportunities to
exploitation and in-depth investigation of materials to expose details about corre-
sponding threat actor technologies as stated above. The exploitation phases cover a
variety of in-depth operational and technical tests. The in-depth exploitation of
material or item provides details for production of finished intelligence [16].

10.3.4 Measurement and Signature Intelligence (MASINT)

Measurement and signature intelligence (MASINT) is where technical intelligence
obtained by quantitative and qualitative analysis of measurement data is collected
through different communication channels [17, 18].

Due to its useful context with a requirement to detect, track, identify, and
describe the signatures (distinctive characteristics) of fixed or dynamic target
sources, the accurate MASINT provides a strategic advantage in the planning of
military operations and deployments. Table 10.3 indicates the data used in
MASINT and analysis of data collected from different objects. In order to operate in

Table 10.2 TECHINT report
production

TECHINT report components

Collection of material

Exploitation and testing

Production of finished intelligence

Table 10.3 MASINT data analysis

Data Comments/relevant questions

Thermal Infrared
(JR) heat imaging

Where are the hot spots and how does the target look when in
operation?

Near IR imaging Just past visible light; used by night vision goggles; camouflage
detection and use in night operations

Acoustic signatures What does the system sound like, or where is a target such as a
sniper

Seismic data How much does the ground shake when the target roles past

Imaging radar data Seeing through smoke, haze, foliage, and even water to try to
detect and identify a target

Laser imaging and
detection

Use of laser imaging systems for target and chemical/biological
agent detection; detection and classification of emitters

Dimension and feature
profiling

Deriving measurements on dimensions, weight, capacity, color,
etc. to support modeling, simulation and algorithm development
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functional operations and data collection, MASINT has diversity of component
systems. MASINT includes all the components shown in Table 10.4.

The measurement capabilities of MASINT identify the battle space entities via
multiple means that are difficult to spoof, and it provides intelligence that confirms
the more traditional sources. The MASINT has to infer things about an object that it
can only sense remotely [14, 18, 19].

10.3.5 Human Intelligence (HUMINT)

Human intelligence (HUMINT) is a category of intelligence derived from human
sources such as their activities, interrogations, and conversations [14]. Human
interrogation collectors are responsible for supervising and performing information
collection progress and operations. The information that is necessary for intelli-
gence can be collected in different ways that may be categorized as “special re-
connaissance,” “espionage,” or “clandestine.” Table 10.5 shows the categories of
human intelligence collection methods used by different authorities.

As it is shown in Table 10.5, the categorization elaborates different types of
methods to collection corresponding intelligence. The main aim of clandestine
intelligence is to observe and report enemy positions (e.g., artillery, air base) against
any possible attack [20]. The special reconnaissance is a method used by military
personnel or variety of highly trained government and quasi-government officials.
The other two are elaborated below.

Clandestine HUMINT

This refers to an intelligence collection through recruitment of human agents for
specific tasks known as “spies” who work for specific organizations, governments,
or authorities within a host country. Clandestine cell system is another method of
organizing group of people in particular organization, government, or in bodies of
the government in order to take specific actions and create resistance against
penetration and opposing organization or government. The cell structure is a kind of
hidden structure to maintain security. In this hidden structure, each small group of

Table 10.4 Components of MASINT

Radar
Intelligence
(RADINT)

Acoustic
Intelligence
(ACOUSTINT)

Nuclear
Intelligence
(NUCINT)

Radio Frequency/
Electromagnetic Pulse
Intelligence (RF/
EMPINT)

Laser
Intelligence
(LASINT)

Infrared
Intelligence
(IRINT)

Unintentional
Radiation
Intelligence
(RINT)

Chemical and
Biological
Intelligence
(CBINT)

Electro-optical
Intelligence
(ELECTRO-OPTINT)

Directed Energy
Weapons
Intelligence
(DEWINT)

Spectroscopic
intelligence

Materials
intelligence

Effluent/debris
collection
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people in the cell knows the identities of only the people in their cell; the other cells
and members, activities, or responsibilities are not visible to these cell members.
Thus, a cell member who is apprehended and interrogated will not know the
identities of other cells, their activities, or the higher-ranking individuals in the
organization. The direct action is used by the military or special forces classified as
short-duration strikes or small-scale offensive actions (seize, capture, exploit,
destroy, recover, or damage) that use clandestine approach to target with high level
of secrecy and exfiltration as soon as objective is completed [20]. The covert action
is a method of clandestine HUMINT that provides remote actions with high level of
secrecy such as financing local participants or specific groups in the different
countries for specific events to lead specific actions such as sabotage, explosion,
rebellion, assassination.

Espionage HUMINT

This has a variety of different subsequent methods to collect information from
people either in a position of trust for the enemy, or with access to people with such
access. This method is also known as “agent handling.” Communication between
these agents and headquarter proceeds through different communication channels
such as direct communication, radio signals, or by conventional communication
method such as leaving a message in a hard-to-find place. Another commonly used

Table 10.5 HUMINT collection methods

Human Intelligence Collection Methods

Special reconnaissance

Clandestine (a) Asset recruiting
(b) Cell system
(c) Covert action
(d) Direct action
(e) Operational techniques

Espionage (a) Agents (field-handling)
(b) Asset black operation (black bag)
(c) Concealment device
(d) Cryptography
(e) Cutout
(f) Dead drop
(g) Denial and deception
(h) Eavesdropping
(i) False flag
(j) Industrial espionage
(k) Intelligence assessment
(l) Interrogation
(m) Numbers station
(n) Official cover (Non-official)
(o) One-way voice link
(p) Resident spy
(r) Steganography
(t) Surveillance
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method is “dead drop” which is widely used by intelligence services to exchange
data during espionage activities [17]. For instance, USB devices are widely used for
public dead drop where the corresponding intelligence data or information stored
inside this item is passed on using a secret location between two individuals or
agents. The way of using such methods do not require both parties to meet directly
or physically thus maintaining operational security [20]. However, using this
method is not a fail-proof, since exposure of one of the parties may lead to revealing
the location of that specific drop. This may result for the counterintelligence to feed
deceptive information to their enemy through this channel or expose and identify
the other operative using it.

10.4 Using Fog/Edge Computing for Context-Aware
Intelligence

Due to production of vast amount of data around the world and exposure of big data
technologies, Fog Computing is adopted in industrial Internet of things (IIoT) with
cooperation of Mobile/Edge Computing [21].

Cloud technology is too heavy to process data and respond in real time, and IoT
nodes do not have computing and storage resources to perform analytics and
machine learning tasks. As mentioned in a previous section of this chapter, the Fog
technology is placed at an appropriate position (at the edge of the network) that has
sufficient computation, storage, and networking functions to mimic Cloud capa-
bilities and provide local data intake with low latency and holistic intelligence
simultaneously. The efficiency of Fog Computing technology conducts short-term
analytics at the edge that reduces the amount of data that needs to be sent to the
Cloud for processing [21].

The successful adoption of IoT requires deployment of Fog and Cloud
Computing technologies together since Cloud Computing is centralized and highly
efficient computing infrastructure that can perform analysis of large volume of data
from largely dispersed sources while Fog technology provides processing, trans-
ferring, or analysis of specific data (nearer to the devices that generate such data)
with accuracy and low latency.

The power of Fog Computing provides a variety of advantages for those com-
panies that analyze and process vast amounts of data during their business opera-
tions. Moving computation from Cloud to Fog networks provides ability to generate
faster data analysis time to produce actionable insights in real time and gain sig-
nificant business benefits [22] such as quicker strategic decisions. In fact, with Fog
Computing shouldering the burden of short-term analytics at the edge, Cloud
resources will be freed to take on the heavier tasks.

It is not necessary for all raw applications’ data to be processed entirely in the
Cloud infrastructure. It is more suitable to do a pre-processing, classification, or
analysis of the data at the edge and then send only the pertinent information to a
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centralized data center or the Cloud. The complete application and processing of
data are composed by Edge and Cloud Computing.

The main characteristics of intelligence explained previously in this chapter are
intersecting with advantages of Fog Computing technology which are shown in
Table 10.6.

The advantages of Fog Computing provide timely, relevant, accurate, specific, and
actionable analysis results which completely intersect with Fog Computing tech-
nology. Since Edge and Fog paradigms complement each other, Fig. 10.4 illustrates
the cooperative functionality of Fog Computing with edge technology [22].

As shown in Fig. 10.4, Fog Computing performs data processing with low
latency, performs responses at the edge of the network, manages, orchestrates,
organizes, and filters these results and transfers the information to the data center.
The relevant data determined at the edge networks is analyzed which satisfy the
requirement of relevancy of intelligence. There are differences between Fog and
Edge Computing, especially the Mobile-Edge Computing (MEC) [22] as classified
in Table 10.7.

Ambient-assisted living (AAL) is a novel discipline proposed for real-time
processing of data collected from sensors to elevate senior citizens’ life style and
independence [23]. However, delay-sensitive applications were not convenient

Table 10.6 Fog Computing advantages and characteristics of intelligence

Intelligence characteristics Fog Computing advantages

Timely Low latency for processing data and very low delay jitters

Relevant Categorization and analysis of specific data at the fog layer

Accurate Geographically distributed with location awareness ability

Specific Provides proximity to its end users or targeted systems

Actionable Provides real-time instructions to take action

Fig. 10.4 Functionality of Fog and Edge Computing
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because of requirement of real-time processing with lowest latency. The Fog
technology becomes an inevitable tool to cope with latency and delay issues for
delay-sensitive applications. The context awareness is also important key parameter
for intelligence when processing vast amount of data while latency, accuracy and
relevance are critical parameters. It is also crucial for the applications and use cases
where information about corresponding networks and surrounding devices are
exposed to the Edge nodes.

In this context, the Mobile/Edge Computing servers prove to be advantageous
since they are placed in the radio network controllers. The servers receive infor-
mation about the device location, load on the network and also the capacity of the
network. However, since the nodes for Fog Computing are usually devices with a
narrower view of the network, like routers or switches, the context awareness is less
than that of Mobile/Edge Computing. However, the ability to communicate among
the nodes themselves mitigates this issue to some extent [24].

The conceptual architecture of Context-Aware Intelligent system of Fog
Computing is shown in Fig. 10.5, where the real-time data processing is available at
the edge level which provides real-time data analytics. This opportunity provides

Table 10.7 Classification of Fog and Edge Computing implementations

Fog Computing (FC) Mobile-Edge Computing (MEC)

Node devices Routers, switches, access
points, gateways

Servers running in base stations

Node location Varying between end devices
and Cloud

Radio network controller/macro base
station

Software
architecture

Fog abstraction layer based Mobile orchestrator based

Context awareness Medium High

Proximity One or multiple hops One hop

Access mechanisms Bluetooth, Wi-Fi, mobile
networks

Mobile networks

Internode
communication

Supported Partial

Bandwidth
utilization

Low Very low

Server overhead Low Very low

Scalability High High

QoS and quality of
experience

High High

Energy consumption Low Low

Storage Low Low

Storage duration Data can be stored for hours
up to days

Temporary storage, does not support
huge data collection

Network congestion Low Low

Energy consumption Low Low
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timely intelligence related to threat actors. Data caching is also provided which
leads vast amount of data collection opportunity with computation offloading.

Real-time information sharing, filtration, analysis, processing and real-time data
extraction, real-time visual assistance and face recognition, video surveillance,
smart healthcare, and ambient-assisted living are some of the key beneficiary areas
for using Fog model to analyze data at the edge for intelligence [24–26].
Intelligence at the edge can also play a key role in reducing network traffic and

Fig. 10.5 Conceptual model of context-aware Fog Computing
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saving bandwidth by deploying different analytical algorithms such as anomaly
detection from crowd behavior.

The edge nodes collect data which are analyzed through specific algorithms and
prepare meaningful information through visualizations and reporting facilities.
Refer to Fig. 10.6 that illustrates the progress of data collection and processing
through Fog nodes in Edge Computing through deploying algorithms on Edge
nodes and data aggregators [27–30].

As presented in Fig. 10.6, collection of intelligence progresses through Fog/
Edge nodes and completed through exploratory analysis. The Edge nodes receive
data from the public and transfer it through data communication channels to data
aggregators. Exploitation of the communication devices such as Fog nodes can
provide low latency, fast-track data analysis opportunity for targeted data or threat

Fig. 10.6 Collection of intelligence progress through Fog/Edge nodes
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actors. The algorithms that are deployed to conduct in-depth analysis in Fog nodes
are used by exploratory analysis phase separately based on all-source intelligence
hubs (OSINT, SOCMINT, HUMINT, TECHINT, and MASINT). This provides a
great challenge for data reduction at analysis stage, decreases latency and increases
reliability since source of data is closer to the targeted threat actors. Collection,
management, and exploitation are shown as separate steps in Fig. 10.6. The col-
lection phase indicates the public and private users communicating through Fog
nodes for active participation in online services and transfers data to data aggre-
gator. The management phase contains classification of collected volumetric data
since incoming network traffic comes from different resources through Edge net-
works, to form big data. The deployment of algorithms on data aggregator for
classification eliminates complexity of targeted data analysis for intelligence
reporting and data visualization [30, 31].

The algorithms can support devices such as surveillance cameras to locally
process video images and only dispatch relevant information based on contextual
requirements. For example, analytical algorithms can detect anomalies locally after
processing the video streams and can reconfigure the camera settings (video quality,
camera angle, operational configurations, and so on) and/or trigger actuations to
switch between analytical algorithms deployed at the edge or the Cloud.

10.5 Conclusion

This chapter highlighted the importance of Fog Computing technology and its
widespread use for cyber intelligence. The Fog networks become a bridge between
Edge networks and Cloud architectures which expose a new field of study and
expertise that offers a lot of research challenges, but the main goal of this chapter is
to make sense of data in any Fog environment. This newly proposed Fog networks
can provide intelligent connection of objects, people, processes, data, and things in
hierarchical IoT networks. The Fog architectures and their deployment exposed
significant improvements of performance, networking, and enhanced computation
power that affected latency, bandwidth, reliability, security, and overall Internet of
Edge network performance for cyber intelligence.

Since effective threat intelligence management is an ongoing effort, researches
have focused on how to exchange cyber-threat intelligence (CTI) and critical
information through a secured shared platform among organizations to expand level
of protection against adversaries. However, a significant gap has existed in terms of
availability of real-time cyber-threat intelligence systems and development of
cyber-threat intelligence frameworks.

The collection of mechanisms and methods that currently exist for cyber-threat
intelligence such as OSINT, SOCMINT, MASINT, HUMINT and TECHINT,
gather intelligence based on data stored and transferred through Cloud, Fog, or
Edge networks and provide specific reports or information about threat actors.
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These reports or information about threat actors which are not shared with other
public or private authorities creates a vulnerability for other chains in the market.

The threat landscape is already large, and it is growing at a fast rate. It is
becoming more complex and getting more efficient as time passes due to variety of
methods, techniques, and platforms used by threat actors. Public and private
authorities, governments, corporate organizations, and all other digital market
participants should examine their defensive positions and adjust their operations
with new strategies and policies against evolving technologies, methods, and
platforms of threat actors that endanger themselves.
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Chapter 11
SEF-SCC: Software Engineering
Framework for Service and Cloud
Computing

Muthu Ramachandran

Abstract Service computing and cloud computing have emerged to address the
need for more flexible and cost-efficient computing systems where software is
delivered as a service. To make this more resilient and reliable, we need to adopt
software engineering (SE) principles and best practices that have existed for the last
40 years or so. Therefore, this chapter proposes a Software Engineering Framework
for Service and Cloud Computing (SEF-SCC) to address the need for a systematic
approach to design and develop robust, resilient, and reusable services. This chapter
presents SEF-SCC methods, techniques, and a systematic engineering process
supporting the development of service-oriented software systems and software as a
service paradigms. SEF-SCC has been successfully validated for the past 10 years
based on a large-scale case study on British Energy Power and Energy Trading
(BEPET). Ideas and concepts suggested in this chapter are equally applicable to all
distributed computing environments including Fog and Edge Computing
paradigms.

11.1 Introduction

Service-oriented software engineering and cloud software engineering have
emerged to address software as a set of services which deal with user needs. At the
same time, we have seen a large number of downfalls due to software failures. This
was in part due to the lack of adopting well-designed software engineering prac-
tices. Now, there is a need to revise these practices given the emergence of service
and cloud computing, which will revolutionise the next generation of software
engineering.

Software engineering reinforces the application of engineering principles to
software development. The major difference between software engineering and
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other branches of engineering is that software is intangible. However, if there is any
malfunction in a software system, it can have tangible effects. In recent years, with
the use of software systems and/or software as a service (SaaS), especially for high
integrity applications such as airborne, for financial clouds to medical IoTs, which
lead to a very high possibility of a software failure and cyber-attack causing loss of
life and financial instability. These software systems are used to conduct our daily
routine activities as well as run business organisations. With the possibility of a
system overload and hackers, existing systems are far from being secure and safe.
Therefore, it is important to build software which is reliable and trustworthy. Some
of the reasons why systems and software fail are:

• Increasing complexity of software systems that are distributed in nature,
• Failure to use software engineering methods, techniques, and processes,
• Lack of adopting and implementing building security, and
• Lack of adopting secure software engineering practices.

Appropriate software engineering techniques help us to build larger and more
complex systems that demand changes rapidly and on-the-fly. Systems have to be
built and delivered more quickly; their complexity has to be managed. Thus, new
systems need to have new capabilities that were previously thought to be
impossible.

Software can be written without using software engineering methods and tech-
niques. However, studies show that many software failures and breach of security
have happened in recent years. Many companies have drifted into adopting soft-
ware development practices as their products and services have evolved. This is
mainly because they have not used software engineering methods during the
development phases. Consequently, their software is often more expensive and less
reliable than it should be.

The following are some of the important reasons why software engineering
principles need to be used in service and distributed computing scenarios including
cloud and Fog computing, viz:

• Good software engineering software design improves software reliability,
extensibility, reusability, quality, and maintainability.

• Technical debt in a project should not be accumulated.
• Growing complexity of information systems.
• Systems and software complexity in terms of design and code is increasing.

This chapter presents our approach to evolving a systematic software engi-
neering paradigm known as SEF-SCC which offers new service and cloud software
engineering method, process, reference architecture, and techniques, and addresses
some of the key research questions using BPMN (Business Process Model and
Notation) modelling and simulation during requirements engineering for service
computing, as follows:
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• How do we determine that the proposed business requirements and processes
will perform efficiently?

• How do we model and simulate business processes effectively?
• How long does it take to find a composable service?
• What is the optimum allocation of services and resources?
• Does the process work well against a large number of service requests?

This is where BPMN modelling and simulation tool helps us to model the
business processes and study their performance effectiveness.

11.2 Service and Cloud Computing Paradigms

SOA is a formalised way of integrating applications (traditional applications and
legacy systems) existing in an enterprise architecture and hence a suitable approach
for interconnecting IoE (Internet of Everything) devices. In simple terms, it can be
defined as an architecture based on reusable and well-defined services implemented
as IT components where the components are loosely coupled. Some of the
advantages include: reduced impact of change, platform independence, technology
independence, language independence, and flexibility to design new solutions from
existing IT solutions regardless of where they reside or how they were created.

Service providers build services and offer them via an intranet or Internet. They
register services with service brokers and publish them in distributed registries.
Each service has an interface, known as contract and functionality, which is kept
separate from the interface. The service consumers search for services based on
some criteria, and when found, a dynamic binding is performed. In this case, the
service provides the consumer with the contract details and an endpoint address.
The consumer then invokes the service.

Services, implemented as Web services (WS), are delivered using technologies
such as eXtensible Markup Language (XML), Web Services Description Language
(WSDL), Simple Object Access Protocol (SOAP), and Universal Description
Discovery and Integration (UDDI). Enterprise service buses (ESBs) build on
MOM (message-oriented middleware) to provide a flexible, scalable, standards-
based integration technology for building a loosely coupled, highly distributed
SOA. ESBs contain facilities for reliable messaging, Web services, data and mes-
sage transformation, and content-based ‘straight through’ routing. Along with Web
services, ESBs are proving to be the major technical enablers for actual SOA projects.
Figure 11.1 shows the benefits of service and cloud computing. It supports multitude
of devices, provides distributed services, seamless data, service intelligence, and
platform integration. It also allows for managers to take business decision and make
predictions based on the performances.

SOA is founded on the notion of services, and each service is characterised by
three distinct layers:
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• Policies and service-level agreements (SLAs),
• Service interface, and
• Service implementation, with the first two (policies, SLAs and interfaces)

forming what is generally referred to as service contract.

Every service supports the business/functional capability assigned to it through a
set of well-defined operations that are offered on the interface of the service under
the specified SLAs (often called QoS parameters). These operations consist of a set
of messages that are exchanged between the consumers and providers during ser-
vice invocation.

A service is an implementation of a clearly defined business function that
operates independent of the state of any other service. It has a well-defined set of
platform-independent interfaces and operates through a pre-defined contract with
the consumer of the service. Services are loosely coupled (in the sense that a service
need not know the technical details of another service in order to work with it), and
all interaction between services takes place through service interfaces.

Data between the consumer and the service are passed in XML format over a
variety of protocols. The main protocols that Web services use today are SOAP
(Simple Object Access Protocol) and REST (Representational State Transfer).
While REST uses the existing Internet infrastructure (HTTP), SOAP is independent
of the network layer and can use a variety of network protocols like HTTP, SMTP.

However, lack of building trust in the Internet-based technologies remains an
outstanding issue for software engineering researchers which has been witnessed
numerous cyber-attacks globally, in recent years. In addition, the core lesson
learned from software failures points to the lack of application of established key

Fig. 11.1 Service and cloud
computing benefits
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software engineering principles and practices across the software development
lifecycle. Therefore, this chapter presents a novel software engineering paradigm
comprising methods, framework, and tools (e.g. SOA) for service and cloud
computing. This chapter also distinguishes between software engineering for ser-
vice and cloud computing and cloud software engineering as articulated in the
following section. As mentioned before, the proposed SEF-SCC method is also
applicable to cloud-based IoT environments and Fog and Edge computing para-
digms [1–3].

11.2.1 SE for Cloud Computing Versus Cloud SE

SE for cloud should focus on engineering approaches to service development
process, methods, developing reusable services, systematic approaches to
cloud deployment, management, pricing, design for scalability and elasticity that
needs to be built-in, tested, and deployed by cloud providers.

Cloud SE should focus on engineering approach to developing new services
offered by a cloud with emphasis on built-in for scalability, service reusability, and
elasticity. Some challenges for cloud software engineering as mentioned by
Sommerville [4] are:

• Building a software development environment that radically simplifies hosting
scientific applications on a range of clouds,

• Building applications that make use of the cloud providers’ platform as a service
(PaaS) APIs to access common services,

• Effectively using existing PaaS APIs for computationally intensive applications,
and programming models for developing cloud services,

• Setting up systems that support Web-based applications,
• Investigating how to adapt applications that are computation/data intensive to

run within the constraints set by the PaaS interfaces from cloud providers,
• Designing application architectures for the cloud: noting that underlying

infrastructure management is done in the program itself, depending on perfor-
mance and cost requirements, and abstractions needed for this,

• Developing innovative programming models for distributed environments,
• Building PaaS for high-performance/throughput computing, and
• Development of cloud-aware software engineering environments.

In addition, it is also the key foundation to innovate new abstraction of a service,
similar to objects, components, and packages. There are other key challenges such
as software engineering approaches to green cloud computing, in other words, to
reduce the amount of power consumed by cloud data centres, emerging IoT, and
Fog computing applications. It is important to make this distinction as, in this case,
the cloud service providers will be able to follow strict engineering principles when
they design and install new cloud services. Our earlier work on designing cloud
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services using service component models and the design of an independent security
service component model can be used as a plug-in [5, 6]. This work has also
demonstrated the issue of design for software security as a service (SSaaS) [5, 7].
Therefore, for these above reasons of engineering and achieving required quality of
service (QoS) (accuracy, trustworthy, safe, and secure), SEF-SCC has been
developed and applied to various applications and presented in the following
sections.

11.3 Software Engineering Framework for Service
and Cloud Computing (SEF-SCC)

SEF-SCC has evolved from various research projects on software components,
reuse, and cloud security framework. We believe, by adopting a systematic
framework for service and cloud computing, the trust in service and cloud com-
puting will increase and be sustainable for all variety of applications from social
media, entertainment, medical, financial, and migrating IT systems to the cloud.
Figure 11.2 shows the SEF-SCC framework which consists of methods and design
principles supporting service component models, the processes, reference archi-
tectures, tools, SE-SCC services, SEF-SCC adoption models, and evaluation
techniques. Some of the components of the proposed model are briefly described
below.

Fig. 11.2 Software engineering framework for service and cloud computing (SEF-SCC)
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Methods and Design Principles

Service component-based method and design strategies using UML components
and SoaML have been developed and demonstrated as part of the Business Process-
Driven Service Development Lifecycle (BPD-SDL). This has been demonstrated
with key design principles of separation of concerns, service components,
component-based architectures, interface design, reuse by service composition for
Amazon EC2 case study which involved re-engineering EC2 architecture from the
document review process with user guides and published research chapters [5, 6]
and software project management as a service (SPMaaS) design with SoaML [8].

Processes

These provide a full lifecycle support starting with service requirements with
BPMN modelling and simulation. SEF-SCC provides a Business Process-Driven
Service Development Lifecycle (BPD-SDL).

Reference Architecture

This explicitly supports SOA-based design and therefore provides concrete design
principles to be sustained for the product line of services.

Tools

These are set of tools such as Visual Paradigm, Bizaghi, and Bonitasoft BPMN
modelling and simulation tool for capturing service requirements and to validate
business process and performances.

SEF-SCC Services and Applications

These are services such as software engineering as a service (SEaaS), software project
management as a service (SPMaaS) [8], software process improvement as a service
(SPIaaS), software security requirements engineering management as a service
(SSREMaaES) [6, 7], as well as Cloud Computing Adoption Framework for
Financial Cloud (CCAFaaS) [9], SE for BD, SE for IoT, SE for cyber-physical
systems. Adoption models supporting domain-specific application areas based on
SEF-SCC have been developed and demonstrated for cloud computing, enterprise
security, and improvement models. For example, we have developed a Cloud
Computing Adoption Framework (CCAF) for cloud security and resiliency frame-
work [10], enterprise security framework [11], and a framework for Internet security
[12]. SEF-SCC applications refer to applications such as software project manage-
ment as a service (SPMaaS) [8], SOA for big data analytics and business intelligence
[13], SOA for E-Gov [14] and have been applied to validate the framework.

Integrated Framework for Service Computing

Service computing requires multidisciplinary skills from computing, social science,
engineering, and other disciplines to understand what it involves developing a service
rather than traditional software which is often not experienced by computer science
and software engineering experts. In addition, there are three key challenges in
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service computing: service development, service security, and service reuse. In this
context, this chapter proposes three integrated frameworks for service computing as
shown in Fig. 11.3. Service development aims to provide the development of a
secure, safe, reusable, accurate, correct quality of service (QoS) based on engineering
lifecycle development stages whereas the service security engineering focuses on
Building Security In (BSI) based on the principles of secure service requirements
techniques such as application of misuse and abuse service requirements process to
the selected service requirement processes using BPMN modelling and simulation to
validate consistent processes. The service reuse engineering provides design for
reusable services, design with reusable services, application of commonality, and
variability analysis techniques to selected BPMN services [15–17].

The three-tier integrated framework (Fig. 11.3) aims to emphasise the key ser-
vice design principles of engineering service development, service reuse, and ser-
vice security by supporting the following:

• Secure and reusable services,
• Accuracy, correctness, and QoS,
• Adherence to service design principles, and
• Adherence to BPD-SDL stages.

Each framework can be run in parallel for achieving engineering service devel-
opment systematically, design for service reuse, and design for service security.
However, this chapter aims to focus mainly on the service development framework.

11.3.1 SEF-SCC Process: Business Process-Driven Service
Development Lifecycle (BPD-SDL)

As part of the SEF-SCC service development lifecycle, we have developed a
Business Process-Driven Service Development Lifecycle (BPD-SDL) as shown in

Fig. 11.3 SEF-SCC: service-security-reuse—an integrated service engineering framework
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Fig. 11.4. The BPD-SDL is a key development in addressing the need for a modern
software engineering for service and cloud computing (SE-cloud), and it consists of
the following stages which can be iterative and agile; however, BDP-SDL rein-
forces the engineering approach:

1. Service requirements—This stage consists of eliciting service requirements from
various stakeholders, modelling service requirements using BPMN, conduct
simulation, and validate service requirements. Also, identifying service
requirements into functional and non-functional services forms a set of criteria
for performance evaluation of the acquired services. The performance evalua-
tion of time, cost, and resources is the key aspects of service computing, and
they will be deployed in a cloud which needs to meet those performance criteria.
During this stage, it is also a good idea to classify business processes into
various business to consumer matrix according to proposal by Chen [18]:

Fig. 11.4 Business process-driven service development lifecycle (BPD-SDL)
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B2B (business-to-business), B2C (business-to-consumer), C2C (consumer-to-
consumer), etc. This will be useful to maintain requirements traceability and
consistency.

2. Conduct BPMN workflows—This stage consists of categorising services into a
number of classes such as task and entity, and enterprise-oriented services, as
shown in Table 11.1. This table is useful in managing service requirements and
to specify detailed WSDL description in the following stage on service interface
identification and specification.

3. Service interface identification and specification using WSDL—WSDL pro-
vides a clear template for specifying message-oriented service interface
abstractions (InMessage, Operations, OutMessage), port type (The bindings)
which provides the details of the location and its binding.

4. Service design with SoaML: SoaML has been developed for service computing
by extending the standard UML. SoaML provides different dimensions of the
design aspects: Service contract, service component interface design, and SOA.
This is illustrated in the next section on service design.

5. Service cost estimations using service component interfaces [19] and modified
COCOMO model for cloud computing [20]—This stage aims to develop service
effort estimation based on sum of the number of interfaces plus adding
weighting factors. The second method is a modified form of COCOMO model
of cost estimation.

6. Service implementation—RESTful-based services provide a lightweight
implementation for service-based systems.

7. Service testing—Service testing should include traditional testing techniques
such as unit testing, boundary value analysis testing, integration, and acceptance
testing. In addition, for test cloud services as well as SOA, testing should
include performance testing, model-based testing, symbolic execution, fault
injection testing, random testing, and in particular privacy-aware testing as
proposed by Priyanka, Chana, and Rana [21].

8. Service delivery/deployment—This stage aims to deploy and capture expected
QoS and performances as predicted during service requirements simulation
using BPMN models.

Table 11.1 Categorising and classifying service requirements workflows

Business types Service types

Task-oriented
services

Entity-oriented
services

Enterprise
services (B2B)

Utility services

Business services

Coordinations and
choreographic services

Human services
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The BPD-SDL provides a comprehensive set of guidelines based on the prin-
ciples of service computing, and the detailed service elicitation, elaboration, and
specification support consistent design, implementation, testing, and deployment of
services.

11.3.2 SEF-SCC Design: Service Component-Based Design
Method with SoaML and SOA-Based Reference
Architecture

SEF-SCC design principles are based on the key concept of separation of concerns
as part of the domain modelling process, design for service reusability, and design
for service security. To achieve this, SEF-SCC design proposes to use high-level
abstractions such as virtual machines, service components, and packaging. These
design concepts are a natural extension of a software component concept by sup-
porting the notion of provider and requires interfaces. Similarly, the concept of
microservices, containers, and serverless programming abstractions, all are based
on service components abstraction, as shown in Fig. 11.5.

SEF-SCC approach to service design emphasis is based on the foundation of
design principles such as high-level abstraction to achieve loose coupling required
for implementing cloud services and SOA-based reference architecture. In addition,

Fig. 11.5 Design abstraction
principles
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in order to maximise reuse, scalability, and elasticity, SEF-SCC emphasises on
component-based design as it provides a natural extension of a software component
to implement message-oriented architecture which is required for service and cloud
computing. To support, service computing software engineers, SEF-SCC provides a
design rationale for selecting appropriate design abstraction based on established set
of design criteria, as shown in Table 11.2. We believe this is important for making
design decisions based on the fundamentals of software engineering to achieve
developing a trustworthy cloud service. The design rationale is understanding the
definitions of abstractions, loose coupling versus simpler abstraction, lightweight
versus heavyweight design, implementation, response time, interoperability of
multi-clouds and cloud federation, infrastructure support, stateless versus stateful,
end-to-end application versus flexible packaging, and more efficient cloud
resources.

As discussed earlier, component-based design of cloud as well as Web services
provides a natural dimension to design which incorporates most of the design
foundations that are required such as interface-based design, high-level abstraction
of supporting cohesion, and loose coupling through separation of concern and
flexibility of interface coupling and decoupling to achieve and maximise reuse
through service composition. A simple service component model for implementing
SEF-SCC as a service (SEFaaS) is shown in Fig. 11.6, as a plug-in service com-
ponent model; the SEF-SCC service security as a service (S3aaS) service compo-
nent model is shown in Fig. 11.7, as a plug-in service security component model.

As shown in Fig. 11.6, a conceptual service design component model, SEFaaS
service component model, can be packaged as a container in the cloud environment
providing service interfaces (application services) for various SEF-SCC applica-
tions discussed earlier such as IClassicalSEaas which aims to provide traditional
software engineering as a service on requirements engineering, cost estimation,
software project management, design (structured, object-oriented, and software
components, and packaging), and testing methods such as unit, integration, and
acceptance. Service interface on ISEF-SCC as a service (I3SEaaS) aims to provide
SEF-SCC as a service. Service interface on ISEforBigData as a service aims to
provide software engineering for big data services of streaming, analysing, evalu-
ating, pruning, visualising, analytics, and predictions.

Cost estimation for service computing is relatively a new area which
remains unexplored in research. However, Gupta [19] has proposed a service
point estimation model which aims to calculate the sum of service component
interfaces with some weighting factor. Therefore, the service interface,
IServicePointCostEstimation as a service (ISPCEaaS), aims to provide an auto-
nomic service for computing the service cost and therefore achieving the estimation
of service complexity analysis before actual implementation and the performance
characteristics can also be evaluated and measured against initial BPMN simula-
tions. In addition, Guha [20] has proposed a modified cloud COCOMO model with
weighting for cloud computing projects which are: a = 4, b = 1.2, c = 2.5, d = 0.3.
Therefore, the effort and cost estimation equations are:
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Cloud computing project effort applied EAð Þ
¼ a� Service Pointsð Þb HumanMonthsð Þ ð11:1Þ

Cloud computing development time dtð Þ ¼ c� Effort Appliedð Þd Monthsð Þ ð11:2Þ

Number of ServiceDevelopment Engineers Required
¼ Effort AppliedðEAÞ=Development TimeðdtÞ ð11:3Þ

Equations 11.1, 11.2, and 11.3 provide cloud project effort and cost estimations
based on service points which are the sum of all interface function points.

Similarly, the service interface, ISoftwareProjectManagement as a service
(ISPMaaS), aims to provide support for classical project management activities
such as requirements management, scheduling, planning, managing resources, and
efficient resource management. In addition, the best practice service component
design principles are:

Fig. 11.6 SEF-SCC service component model [SEF-SCC as a service (SEFaaS)]: a plug-in
service component model

Fig. 11.7 SEF-SCC service security as a service (S3aaS): a plug-in service security component
model
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• Use port concept to define all interfaces, and
• Always follow best practice guidelines on interface design principles with

service components which is a natural extension of a service.

As shown in Fig. 11.7, a conceptual service design component model, SEF-SCC
service security as a service (S3aaS) component model, can be packaged as a
container in the cloud environment that provides service interfaces (provider
application services) for various SEF-SCC service security applications
such as IAutentication&Authrisation, IIdentityManagement, IFirewallManagement,
ICryptograhyManagement, and ICyberSecurityManagement for services against
malware, adware, and DDoS attacks.

As part of our best practice design guidelines, BPMN modelling and simulation
for capturing and validating requirements, SOA design method consists of
designing service components, designing SOA-based reference architecture and
designing SoaML SOA, and finally mapping service components to SOA reference
architecture. The following section presents SOA-based SEF-SCC architecture
design and best practices.

11.3.3 SEF-SCC SOA-Based Reference Architecture

SOA is a design method based on service provider, service consumer, and service
directory model which has been established as a proven design method for service
computing. One of the key importance of proposing SEF-SCC reference architecture
is to standardise the evolution of SOA-based software products and cloud-based
services for all software as a service paradigm design and implementation.

In addition, a reference software architecture provides a generic structure for a
class of software systems and software product line engineering to achieve a
standard practice [25]. Similarly, NIST reference architecture for cloud computing
defines to provide an overall framework and to communicate accurately across
cloud services, hence providing support for vendor neutral design [26]. In this
context, SEF-SCC has developed a reference architecture based on SOA framework
(RAG-SCC) as shown in Fig. 11.8.

RAG-SCC follows the design principles of SOA and provides three-layer
architectural model. The top layer is orchestration and coordination services which
focuses on new service composition for new business creation and choreography;
the middle layer is known as the business layer which provides container for all
business services components and their connections and focus on user-centric
business services such as secure access, business utility and coordination services
(task-oriented, entity-oriented, and enterprise-oriented services), the enterprise
service bus which is the backbone of SOA architecture by providing common
communication pathway (supporting the concept of unified modelling) for all
services from various layers; and the bottom layer is known as the infrastructure
layer which provides core infrastructure services, infrastructure utility services,
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infrastructure coordination services. We also recommend service security is built-in
security component as plug-in and in all layers in the reference architecture.

The next step in the SEF-SCC design process involves designing SOA design
with SoaML which is one of the best practices for providing a completed design as
shown in Fig. 11.9 for all SEF-SCC services such as the consumers are multi-cloud
users, the provider is multi-cloud agent with cloud software engineers; there are
SLAs for both parties to connect and communicate for using and composing new
services, and the sample services are:

• Cloud project management as a service (CPLaaS),
• Cloud reuse patterns as a service,
• Software security engineering as a service,

Fig. 11.8 Reference architecture for generic service and cloud computing (RAG-SCC)

Fig. 11.9 SOA design for SEF-SCC services with SoaML
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• CloudML as a service,
• Software process improvement as a service,
• Cloud RE as a service,
• Cloud project cost estimation as a service,
• Design for service reuse as a service,
• Cloud testing as a service,
• BPMN as a service,
• Continuous delivery as a service, and
• Cloud service design as a service.

There are plenty of services that can be coordinated and composed for new
services, and therefore, it is one of the best practices for service design offered by
SEF-SCC design approach.

After SOA design with SoaML, the final step in the design process is to compose
the classified service as shown in Table 11.1 and map them into the reference
architecture as shown in Fig. 11.10.

The mapping of services into the SOA architecture requires architectural design
skills to evolve the design rules that can be embedded into the services and the
architectural layers. The following section shows a proposed automated CASE tool
for developing secure cloud services based on the best practice guidelines presented
in this chapter.

11.3.4 Autonomic CASE Tool for Service Computing

Autonomic service computing is emerging faster as it is SOA-based which supports
autonomic computing using reuse of knowledge and services. For example, Bellur
[27] proposes an autonomic service-oriented middleware for IoT-based systems

Fig. 11.10 Mapping services to SEF-SCC reference architecture

244 M. Ramachandran



(AUSOM) by applying MAPE-K loop (monitor, analyse, plan, act using stored
knowledge). Similarly, Bocciarelli [28] proposed the design of business process
modelling and simulation as a service (MSaaS). Therefore, with the emergence of
AI, we believe we can develop an autonomic system as shown in Fig. 11.11 based
on model services, design and develop services, test and deploy services using
stored knowledge, best practices of SEF-SCC, and reuse of services by
composition.

As shown in Fig. 11.11, SEF-SCC CASE aims to provide support for a complete
business-driven service development lifecycle discussed in this chapter (BD-SDL)
with service requirements modelling and simulation with BPMN engine; knowl-
edge discovery engine provides best practices on service development and service
component reuse.

11.4 SEF-SCC Framework Evaluation Case Study
on BEPET and SEF-SCC Applications

This section aims to illustrate how BD-SDL and SEF-SCC best design practices
have been evaluated using a case study on BEPET over 10-year period with more
than 12 software engineers who are trained on the method and have been strict to
use the BD-SDL principles. Chart 11.1 shows the empirical evaluation of the
method proposed in this chapter. Chart 11.2 shows the number of service com-
ponents developed for SPMaaS, SSEREaaS, SPIaaS, and SEaaS applications
designed as part of the SEF-SCC applications.

There are further research challenges ahead in developing autonomic CASE
presented in this chapter as well as developing numerous applications as a service.

Fig. 11.11 Service CASE tool for developing cloud services
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11.5 Conclusion

Service computing has emerged to offer greater business flexibility and globalising
of economy as well as social mobility by connecting and communicating with
people.

This chapter has presented our approach to Software Engineering Framework for
Service and Cloud Computing (SEF-SCC) to address the need for a systematic
approach to design and develop robust, resilient, and reusable services. This chapter
presented SEF-SCC methods, techniques, and a systematic engineering process
supporting the development of service-oriented software systems and software as a
service paradigm. As a part of the SEF-SCC design process and its best practice,
design guidelines have been valuable assets for creating an engineered approach to
SOA and cloud services and also have been used to train software engineers for
more than 10 years for developing their skills in service computing.

Chart 11.1 Evaluation results on the applicability of SEF-SCC service development lifecycle

Chart 11.2 Number of service and service security components for SPMaaS, SSEREaaS,
SPIaaS, and SEaaS
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Chapter 12
Data and Computation Movement
in Fog Environments: The DITAS
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Abstract Data-intensive applications are becoming very important in several
domains including e-health, government 2.0, smart cities, and industry 4.0. In fact,
the significant increase of sensor deployment in the Internet of things
(IoT) environments, in conjunction with the huge amount of data that are generated
by the smart and intelligent devices such as smartphones, requires proper data
management. The goal of this chapter is to focus on how to improve data man-
agement when data are produced and consumed in a Fog Computing environment,
where both resources at the edge of the network (e.g., sensors and mobile devices)
and resources in the cloud (e.g., virtual machines) are involved and need to operate
seamlessly together. Based on the approach proposed in the European DITAS
project, data and computation movement between the edge and the cloud are
studied, to create a balance between such characteristics as latency and response
time (when data are stored in edge-located resources) and scalability and reliability
in case of data residing in the cloud. In this contribution, to enable data and
computation movement, an approach based on the principles of Service-Oriented
Computing applied to a Fog environment has been adopted.
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12.1 Introduction

In various fields, commercial and social, the amount of data produced and pro-
cessed is ever increasing and so appropriate applications are required that are able to
manage this vast amount of data, commonly known as Big Data. Scientific disci-
plines, such as bioinformatics or astrophysics, have already encountered this data
deluge several years ago and have recognized the data-intensive science as the
fourth research paradigm in addition to the experimental, theoretical, and
simulation-based paradigms [1, 2]. For this reason, parallel computing, even based
on specialized hardware—and where scaling-out approach was preferred to a
scaling-up approach—has been adopted to produce tools for improving the effi-
ciency of scientific computations.

With the proliferation of smart devices, the same type of scenarios is turning up
in other domains. Predictions on IoT (Internet of things) estimate 32 billion con-
nected devices by the year 2020 that will produce in excess of 440 petabytes of data
(accounting for approximately 10% of the world data) [3]. On top of such huge
amounts of data, data processing and analysis are required, often in real time, to
extract meaningful information. This becomes crucial when data comes from the
operational infrastructure of large companies, and analysis is required to compute
key performance indices (KPIs) and to produce reports for the management to
support strategic business decisions. Combining this complexity with the need for
being faster in management decisions, real-time processing of data streams becomes
fundamental [4].

In cloud platforms, these data-intensive applications (DIA) have found the ideal
environment for executing tasks and processing significant amounts of data, while
scalability and reliability are guaranteed by the underlying infrastructure [5].
Furthermore, the adoption of cloud solutions has had a significant impact on costs,
as storing and managing data in the cloud are typically inexpensive compared to
on-premises solutions. The development of this type of applications took advantage
of several approaches that had been proposed in the recent years. Especially within
the Apache community [6], several projects have been started to deal with batch
processing, e.g., Hadoop and real-time processing, e.g., Storm, Spark, or Kafka, just
to name a few. With these tools, data-intensive application developers can rely on a
specific programming model that simplifies access to heterogeneous data sources
storing data in different formats and significantly reduces the effort required to make
data processing scalable and reliable. To reduce the inherent latency of the cloud,
specific architectures, e.g., the Lambda Architecture [7], have been proposed for
real-time analytics.

Although these approaches are now widely adopted, there are situations in which
relying on a cloud infrastructure for implementing data-intensive applications is not
beneficial, especially when data are produced outside of the cloud by devices (such
as smart objects, laptops, servers, dedicated systems) residing on the premises of
who want to analyze the data thus produced. Firstly, when data are produced at the
edge of the network but processed in the cloud using the solutions mentioned
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above, bandwidth could become a bottleneck thus increasing the latency. Secondly,
security and privacy issues are still one of the main reasons why cloud adoption
remains limited especially in application domains where data processing mainly
involves sensitive information (e.g., e-health) that usually cannot be moved to the
cloud as they are. On the other hand, applying the data processing solutions
developed for cloud-based infrastructure directly to the edge could be very chal-
lenging: Each infrastructure has its own characteristics, could be managed differ-
ently, and involve a variety of devices with different characteristics that make a
one-size-fits-all approach really difficult.

In such a scenario, Fog Computing [8], often also referred to as Edge Computing
[9] becomes attractive models. Fog Computing is an emerging paradigm that aims
to extend the Cloud Computing capabilities to fully exploit the potential of the edge
of the network where traditional and commonly used devices (e.g., handheld
devices, laptops, sensors) as well as new generations of smart devices (e.g. smart
wearables and mobile devices) are interconnected within the IoT environment.
Especially for data-intensive applications, since the IoT is a source for enormous
amounts of data that can be exploited to provide support in a multitude of different
domains (e.g., predictive machinery maintenance, patient monitoring), this new
paradigm has opened new frontiers [10]. In fact, with Fog Computing, we can take
advantage of resources living on the edge of the network and the cloud environment
to exploit the respective advantages. Data could be stored closer to where they are
produced using edge-located resources if the data cannot leave the boundary of the
organization that owns them; conversely, cloud solutions could be adopted only
after data are transformed to preserve privacy. Orthogonally, data processing could
occur on the edge when the available information, computational power, and the
response time do not require a scalable solution. On the other hand, data processing
will be moved to the cloud when limitation of network bandwidth is not an issue.

The goal of this chapter is to discuss how data management in data-intensive
applications can be improved through data and computation movement in Fog
environments. In particular, this chapter focuses on the experience of the
European DITAS project [11] which aims to improve, through a combined cloud
and fog platform, the development of data-intensive applications by enabling
information logistics in Fog environments for delivering information at the right
time, the right place, and with the right quality [12] using both resources belonging
to the cloud and the edge. The resulting data and computation movement are
enabled by virtual data containers (VDCs) that provide an abstraction layer,
adopting the Service-Oriented Computing [13] principles and hiding the underlying
complexity of an infrastructure made of heterogeneous devices. Applications
developed using the DITAS toolkit are able to exploit the advantages of both
cloud-based solutions in terms of reliability and scalability, as well as edge-based
solutions with respect to latency and privacy.

The rest of this chapter is structured as follows. Section 12.2 introduces the
characteristics of data-intensive applications when immersed in a Fog Computing-
based environment. Section 12.3 discusses the approach adopted in the DITAS
project to support the deployment and execution of a data-intensive application in
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Fog environments, while Sect. 12.4 specifically focuses on the data and compu-
tation movement actions. Finally, Sect. 12.5 discusses related work, while
Sect. 12.6 concludes the work outlining the future work that the DITAS project
focuses on.

12.2 Data-Intensive Applications in Fog Computing

Data-intensive applications are becoming more and more crucial elements of IT
systems due to the ever-increasing amount of data that needs to be managed.
Several types of data-intensive applications can be developed to cover one or more
phases of the data management, i.e., data capture and storage, data transmission,
data curation, data analysis, and data visualization [5].

In recent years, usually under the umbrella of Big Data, researchers and prac-
titioners have focused on providing tools, methods, and techniques for efficiently
managing extensive amounts of data in various formats and schemas. As a result,
distributed file systems (e.g., HDFS), new generations of DBMS where the rela-
tional model is no longer adopted (e.g., MongoDB [14], Cassandra [15]), and new
programming models (e.g., MapReduce), as well as new architectures (e.g.,
Lambda Architecture) have been proposed. Regardless of the specific solution,
most of them usually rely on resources available on the cloud, thus offering the
possibility to easily scale applications in or out with the amount of data to be
processed. Actually, in some cases, relying only on cloud infrastructures cannot be
feasible for two main reasons: (i) data cannot be moved from where they are
collected due to privacy/security issues, and (ii) the time required to move data to
the cloud could be prohibitive. In such a scenario, Fog Computing [7] aims to
support the required synergy between the cloud—where the application usually
runs—and the devices at the edge of the network—where the data are generated—
especially in IoT environments. In fact, cloud and edge are usually seen as two
distinct and independent environments that, based on the specific needs, are con-
nected to each other to move data usually from the edge to the cloud. To create a
synergy between these two paradigms, Fog Computing has been coined—initially
in the telco sector—to identify a platform able “to provide compute, storage, and
networking services between cloud data centers and devices at the edge of the
network” [16]. Based on this, and also in the light of the definition proposed by the
OpenFog Consortium [8], we consider Fog Computing as the sum of Cloud and
Edge Computing where these two paradigms seamlessly interoperate to provide a
platform where both computation and data can be exchanged in both downstream
and upstream direction [17] (refer to Fig. 12.1).

Based on these definitions, Cloud Computing is mainly related to the core of the
network, whereas Edge Computing is focused on supporting the owners of
resources through the local “in-situ” means for collecting and preprocessing data
before sending it to cloud resources (for further utilization), thus addressing typical
constraints of sensor-to-cloud scenarios like limited bandwidth and strict latency
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requirements. Furthermore, cloud resources include physical and virtual machines
which are capable of processing and storing data. On the other hand, smart devices,
wearables, or smartphones belong to the set of edge-located sources. While Cloud
Computing is devoted to efficiently managing capabilities and data in the cloud,
Edge Computing is focused on providing the means for collecting data from the
environment (which will then be processed by cloud resources) to the owner of the
available resources.

Exploiting the Fog Computing paradigm, these two environments seamlessly
interoperate to provide a platform where computation and data can be exchanged in
both downstream and upstream direction. For instance, when data cannot be moved
from the edge to the cloud, e.g., due to privacy issues, then the computation is
moved to the edge. Similarly, when there are insufficient resources at the edge, data
are moved to the cloud for further processing. The DITAS project aims to provide
tools, specifically designed for developers of data-intensive applications, which are
able to autonomously decide where to move data and computation resources based
on information about the type of the data, the characteristics of applications as well
as the available resources at both cloud and edge locations along with application
constraints such as the EU GDPR privacy legislation [18].

To achieve this goal, DITAS adopts Service-Oriented Computing principles [13]
where data used by data-intensive application developers are provided through the
Data as a Service (DaaS) paradigm. As shown in Fig. 12.2, we assume the exis-
tence of several data providers which take care of optimizing the data collection and
provisioning. Data sources could be deployed on the edge (e.g., data coming from
sensors) or on the cloud (e.g., data about business transactions). The goal of the data
provider is to develop and deploy a DaaS which hides the complexity of managing
his/her data sources and to provide them through APIs. Such APIs are used by data
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consumers that, in our scenario, are represented by data-intensive application
developers which process the obtained data in order to generate added-value
applications.

Focusing on these two main standpoints, the next paragraphs focus on how
Service-Oriented Computing can be adopted in a Fog environment.

12.2.1 Data Provisioning

With respect to the typical data management life cycle, data providers are usually in
charge of collecting, storing, and supporting access to data over which they have
complete control. For instance, in IoT scenarios, data are generated at the edge of
the network (e.g., sensors, mobile devices), and the data provider has to set up an
environment allowing the data consumers to properly access them. This requires
moving the data to the cloud, where a seemingly unlimited amount of resources is
available for efficient storage and processing of data as well as exposing it through
APIs. Although cloud resources ensure high reliability and scalability, network
capacity might negatively influence latency when data movements among resources
on the cloud and the edge occur; thus, the advantage of the fast processing at the
cloud might be wasted, and the offered service quality might be negatively affected.

As an example, a data provider could be a highway manager that offers data
about the status of the traffic, or time series about the number of vehicles, their type,
accidents, etc. Assuming that this information is obtained by reading values of
sensors in the field, or based on the information coming from applications, these
data are usually moved to the cloud so that they are easily and widely accessible.

Data
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Applica on
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Data intensive
applica on

Data
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Fig. 12.2 DITAS approach
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While cloud platforms provide solutions where interoperability among different
infrastructures is now easy to achieve, we cannot say the same for the edge
part. Indeed, agreement about protocols, data formats, and interfaces of smart
devices, sensors, and smartphones has not been achieved yet. This results in dif-
ficulties when data providers have to deal with heterogeneous devices that need to
communicate or, at least, need to send the data to the cloud for further processing.

Focusing on the processing, a significant issue to be taken into account concerns
the ever-increasing computational and storage capabilities provided by the
resources on the edge. Regarding data storage, once the data are created, it is not
required to immediately move them to a capable storage in the cloud. Conversely, it
is possible to leave the data where they are produced and, in addition, to exploit the
computational power to perform some preprocessing directly on the edge.

As a last step in the data management life-cycle, data providers have to make
data available to data consumers also considering that they could have different
needs and different capabilities. In this light, principles of Service-Oriented
Computing can be adopted to define the DaaS interfaces that data providers have to
propose to allow the final users to properly consume the data. Such interfaces have
to consider both functional (i.e., how the data can be accessed) and non-functional
(i.e., which is the quality of the data and the service) aspects.

Regarding functional aspects, the offered APIs can adopt the REST [19]
architectural style, typical SQL-based interfaces or others. Concerning
non-functional aspects, data quality dimensions (e.g., timeliness, accuracy) and
service quality dimensions (e.g., response time, latency, data consistency) need to
be computed and balanced according to consumer expectations.

12.2.2 Data Consumption

From the consumer standpoint, data are accessible by invoking the available DaaS.
Assuming that there could be several data providers, each of them in charge of
managing different data sources, data consumers have to deal with a plethora of
DaaS, each of them providing specific data with different quality of data and
service.

Data-intensive applications are built on top of these DaaS with the goal of
analysing and processing of the provided data to create added value for the cus-
tomer. For instance, data coming from the highway manager in the example above
can be combined with weather information to analyze the correlation between
accidents and severe weather conditions.

A particular aspect considered in DITAS relates to the combination between the
Fog Computing paradigm and the Service-Oriented Computing approach.
Consequently, we assume that while resources required for service provisioning are
known in advance and under the control of the service provider, there are additional
resources that live on the premises of the customers which will be known by the
provider right before starting the data consumption along with the quality of data
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and service requirements. With respect to the typical approach, these additional
resources are not part of the client infrastructure, but they can be included in the set
of resources belonging to the service provisioning infrastructure. In this way, the
data provider can exploit them to improve the user experience of that specific
customer. Among the different opportunities that this scenario could open, in this
chapter, we focus on the possibility of hosting part of the application logic which
composes the data provisioning. Similarly, the resource on the edge of the network
can be used to host the data that are considered relevant for the consumer and thus
to reduce the latency when users request them.

12.3 DITAS Approach

From the perspective of a data provider, exposing data following a DaaS paradigm
requires to decide where to store data, in which format, how to satisfy the security
constraints, and many other aspects. This situation becomes even more complex
when dealing with heterogeneous systems where different devices are involved in
the data management. For instance, over time, different versions of smart devices
might be used to collect data from the sensors installed in manufacturing plants.
This implies that the developers have to manage this heterogeneity as well as to
properly distribute the data among edge and cloud, to make applications as efficient
as possible.

Moving to the data consumer perspective, the development of data-intensive
applications requires to select the proper set of DaaS, considering both functional
and non-functional aspects, to connect and start interacting with them, ensuring that
the agreed quality of data and service is respected, etc. All of these aspects could
distract the attention of the data-intensive application developer from the business
logic, i.e., to organize the actual data processing.

For this reason, in order to improve the productivity of application developers
with the DITAS platform, we aim to offer tools for smart data management trying to
hide the complexity related to data retrieval, processing, and storage. To this end,
data-intensive applications in DITAS are not directly connected to the data sources
containing the necessary data, but the access to these data sources is mediated by a
specific component called Virtual data container (VDC) (see Fig. 12.3), which
represents the concrete element able to provide a DaaS. In more detail, a VDC:

• Provides uniform access to data sources regardless of where they run, i.e., on the
edge or on the cloud.

• Embeds a set of data processing techniques able to transform data (e.g.,
encryption, compression).

• Allows composing these processing techniques in pipelines (inspired by the
node-RED programming model) and executing the resulting application.

• Can be easily deployed on resources which can live either on the edge or in the
cloud.
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To manage this indirect access between data sources and the data-intensive
application, DITAS distinguishes between the data sources’ life cycle and the
data-intensive application’s life cycle. The former defines the relationship between
a data source and a VDC, whereas the latter defines the relationship between the
data-intensive application and the VDCs which give access to the required data.

For this reason, in the terms adopted in DITAS, a data administrator has a
complete knowledge of one or more data sets and is responsible for making them
available to applications that might be managed by other developers through a
DaaS. On the other hand, a DIA developer defines the functional and
non-functional aspects of the data-intensive application and selects the best fitting
DaaS needed to compute the analysis. Moreover, the DIA developer is in charge of
developing the business logic of the data-intensive application. Exploiting the
DITAS-SDK, application developers only focus on data management having the
virtual data container (VDC) handle the burden of selecting the best location where
to store the data and the most suitable format to satisfy both the functional and
non-functional requirements specified by the application designer.

Based on the work done by the data administrator and the DIA developer,
DITAS offers two environments able to support the data-intensive application life
cycle. More specifically:

• An SDK assisting both the data administrators and DIA application developers.
• An execution environment (EE) where the deployed VDCs and DIA operate.

The next paragraphs detail the steps that compose the data-intensive application
life cycle, as shown in Fig. 12.4. In particular, we have identified two main phases:

DITAS
environment

Data intensive
applica on

Data
source A1

Data
source A2

Data
source B1

VDC
A

VDC
B

Fig. 12.3 Role of VDC in the DITAS data management
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the design and development phases, which take advantage of the DITAS-SDK and
the execution phase which relies on the DITAS-EE.

12.3.1 Design and Development Phase

The first step of the application life-cycle concerns the work performed by the data
administrator (a.k.a. data provider), who—based on the managed data sources—
creates a VDC Blueprint which specifies the characteristics of a VDC in terms of
following:

• The exposed data sources.
• The exposed APIs.
• How the data from the data sources needs to be processed in order to make them

available through the API.
• The non-functional properties defining the quality of data and service.
• The components cookbook: a script defining the modules composing the con-

tainer as well as their deployment.

As DITAS follows the Service-Oriented Computing principles, the visibility
principle requires to publish a description of a service to make it visible to all the
potential users. As a consequence, the data administrator publishes the VDC
Blueprint. At this stage, no specific approach for the VDC discovery has been
adopted (i.e., centralized registry, distributed publication), as it is an issue to be
taken into account for future work.

Once published, the DIA developers come into play. In fact, their role is to
search for the data that are relevant for the applications they are developing. As the
information included in a VDC Blueprint also concerns functional and
non-functional aspects, a DIA developer relies on this information to select the most
suitable VDC according to its purposes. It is worth noticing that, based on the
nature of the DIA, the developer could select different VDCs referring to different
data. A peculiar aspect of the DITAS approach concerns the data utility, that is

VDC design
and

development

VDC
publica�on

VDC selec�on

Data
provider A

Applica�on
developer

VDC
deployment

DIA design DIA
deployment

DIA execu�on

VDC
execu�on

Task
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Data
movement

DITAS- SDK DITAS- EE

Fig. 12.4 Data-intensive application life cycle in DITAS
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defined as the relevance of data for the usage context, where the context is defined
in terms of the designer’s goals and system characteristics [20]. In this way, data
utility considers both functional (i.e., which data are needed) and non-functional
(e.g., the data accuracy, performance) aspects.

Finally, the developer designs and develops the DIA and deploys it on the
available resources which can be located on the edge or in the cloud. The initial
deployment is the key element in the approach; as in this phase, it is required to
know which are all the possible resources on which the VDC can be executed. As
introduced in Sect. 12.2, the considered Fog environment implies that DaaS can be
provided using resources belonging to both the provider and the consumer. Without
loss of generality, we can assume that the provider resources are always in the
cloud, while the consumer resources are always on the edge. In this way, a VDC
living in the cloud has more capacity and it probably lives close to the data source
to which it is connected. Conversely, a VDC living on the edge has the advantage
of living closer to the user, thus reducing latency when providing the requested
data. Deciding where to deploy the VDC depends on the resources required by the
VDC (e.g., it might happen that the amount of resources to process the data before
making them available to the user cannot be provided at the edge), the network
characteristics (e.g., the connection at the consumer side can support a high-rate
transmission), and security (e.g., not all the data can be moved to the consumer side,
thus even the processing cannot be placed at the edge).

Once the DIA has been deployed, DITAS supports a flexible execution that
initiates data and computation movement when necessary to ensure the fulfillment
of the non-functional requirements.

12.3.2 Execution Phase

Before introducing the steps of the DIA life cycle related to the execution, it is
worth introducing some of the elements composing the DITAS Execution Engine
(DITAS-EE). As reported in Fig. 12.5, the DITAS-EE solution is built on top of a
Kubernetes [21] cluster. In fact, given a VDC Blueprint, based on the cookbook
section, a docker [22] container is generated and deployed. Furthermore, given a
VDC Blueprint, many application developers can select it for their own application.
As a consequence, the DITAS-EE has to manage several DIAs which operate with
different VDCs. Moreover, as the same VDC Blueprint can be adopted in different
applications, each of these applications includes instances generated from the VDC
Blueprint; thus, they are connected to the same data sources.

To properly manage this concurrent access, given a VDC Blueprint, the
DITAS-EE includes a virtual data manager (VDM) that controls the behavior of the
different instances of the same VDC Blueprint to correctly operate on the data
sources and no conflict arises when enacting data and/or computation movements.

Thanks to the abstraction layer provided by the VDC, applications deployed
through the platform can access the required data regardless of their nature and
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location (cloud or edge). Due to the distributed nature of the applications to be
managed, to the execution environment being distributed by definition and because
of the different computational power offered by the devices, it might happen that
only a subset of the modules can be installed on a specific edge device. For this
reason, at deployment time, not only the data-intensive application is distributed
over the cloud and edge federations, but also the execution environment is properly
deployed and configured to support the data and computation movement. The
decision on where to locate both the application and the data required by the
application itself is taken at design time, but can be updated during the application
execution, according to the detected state of the execution environment. Some
details about the approach followed to support the data and computation movement
are introduced in the next section.

12.4 Data and Computation Movement in Fog
Environments

Movement strategies provide solutions for moving data and computation in a Fog
environment, taking into consideration all the factors that affect the application
execution, data usability, and trying to keep the QoS and the data quality at the
levels required by the application designer.

Data and computation movement strategies are used to decide where, when, and
how to save data—on the cloud or on the edge of the network—and where, when,
and how to move tasks composing the application to create a synergy between

VDM

Task 
movement 

selector

Task 
movement 

selector

DIA app 
(Containerized 

application)

VDC
for the 

app

VDC
A

VDC
For other

app

Data 
source A1

Data 
source A2Data utility and QoS monitoring

VD
C 

po
ol

Instantiate 
and manage

monitor

Fig. 12.5 DITAS execution environment

260 P. Plebani et al.



traditional and cloud approaches able to find a good balance between reliability,
security, sustainability, and cost.

The driver for data and computation movement is the evaluation of the data
utility [20]. When an application is deployed through the DITAS platform, the
application designer expresses application requirements about the QoS and quality
of data used both to lead the data source selection and to select a proper computation
and data location. In the application requirements, both hard and soft constraints are
expressed. When the evaluation of the data utility does not respect the application
designer requests, the VDM will enact the most suitable data and computation
movement strategies to balance the posed requirements such as reducing the latency
or the data size, ensuring a given accuracy, while maintaining—if requested—
privacy and security. Data and computation movements are executed to satisfy all
the hard constraints and, as much as possible, soft constraints and requirements
expressed by the user with the final objective of executing the requested func-
tionality having in mind also the maximization of the user experience. As the
computation movement requires a dynamic deployment of the data processing tasks,
data movement could require only a transformation of the data format (e.g., com-
pression or encryption) or could also affect the quality of the data (e.g., data
aggregation).

Data and computation movement are managed over the entire life cycle of the
application, from its deployment to its dismissal. During this time, the application
and its data sources are monitored and evaluated in order to satisfy the hard and soft
requirements expressed by the application developer. As the decision of when, how,
and where data and computation movement must occur depends on the current
situation in which the data-intensive application operates, the execution environ-
ment includes a distributed monitoring system.

The management of data and computation movement is a life cycle composed of
the steps of the monitor-analyze-plan-execute (MAPE) control loop, as briefly
discussed below:

• Monitor: a DIA is monitored (using the data utility and QoS monitor module)
through a set of indicators providing information about both the application
behavior and the data source state. This set of indicators can be enriched by a
dependency map where such indicators are related to each other, giving a more
refined knowledge about the execution environment.

• Analyze: The result of the previous phase is used to compare the current situ-
ation with the required data utility values. If the data utility provided to the
application does not satisfy the application requirements, an exception is raised.
Such an analysis is one of the main tasks to be executed by the VDM.

• Plan: According to the detected violation, some movement actions should be
enacted. These actions are in fact data movement and computation movement
strategies. To support the planning phase, we will study dependencies among
the different data and computation movement techniques in order to identify
positive or negative effects to the indicators related to aspects such as reliability,
response time, security, and quality of data that need to be measured during the
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execution of applications. Knowing these relations, it is possible to select the
proper action for a violation. The impact on data utility derived from the
enactment of the data and computation movement strategies will be analyzed
and predicted applying data mining techniques to logs obtained from previous
executions. Referring to the DITAS-EE architecture, the task movement selector
and the data movement selector are the two modules in charge of the planning.

• Execute: Once the strategies have been selected, they can be enacted in order to
fix violations. For data movement, specific modules are executed to move the
data from the source to the destination, whereas for computation movement, the
set of possible actions corresponds to the Kubernetes capabilities.

We define a movement strategy as a modification in the placement of a com-
puting task or a set of data. The abstract movement strategy is characterized by one
movement action and an object category (e.g., data, computation). The abstract
movement strategy is also characterized by the effects on the environment that the
enactment of such a strategy will cause. This information can be retrieved by a
knowledge base built from the observation of previous enactments using machine
learning techniques like reinforcement learning techniques.

In order to enact a movement strategy, it is necessary to specify also the actual
object of the movement and its initial and final location. We define this as move-
ment strategy instance. A movement strategy instance may be subject to some
constraints given by the object of movement. If we consider data movement, a
constraint can be related to privacy and security policies on the moved data. These
policies are independent from the context and need to be applied anytime a
movement action is applied to an object affected by them.

In order to enact a movement action, several alternative techniques may be used.
A movement technique is a building block of a movement strategy. Strategies will
combine these building blocks according to the specific needs of an application.
Similarly, computation movement techniques will be proposed to define how to
distribute the tasks to be executed among the available nodes taking into account
the requirements of the task, the resource made available by a node, and general
requirements at application level. For instance, in case of a movement strategy
requiring data aggregation, one of a set of different movement techniques may be
selected, each technique implementing a different aggregation algorithm.

The selection of the most suitable movement action for a given context should be
driven by the expected utility improvement, which is computed on the basis of the
detected violation and the known effects of the strategy on the environment.

Based on this definition of the movement strategy, the primary goal of DITAS is
to find a coherent mechanism for deciding which is the best data/computation
movement action to be enacted based on the application characteristics, the nature
of the data, privacy and security issues, and the application’s non-functional
requirements. Creating rules and selecting parameters for an automatic selection of
data movement actions in different contexts represents now a major challenge. In
Fig. 12.6, we show a preliminary model specifying the influences that need to be
mapped between several elements of the environment. More specifically, through
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the analysis of the data collected by the monitoring system, some events are raised
by violations in the data utility, which compose the context in the top layer of the
figure. These events are linked to the goals in the middle layer, which are a rep-
resentation of the user requirements composing the data utility evaluation. At the
bottom level, we represent the available movement strategies together with their
effects on the goals.

12.5 Related Work

Since the 1990s, when interconnection of heterogeneous information systems
managed by different owners became easier and when the Web started managing
significant amounts of information, the problem of delivering such information has
become more and more relevant: The more the data are distributed, the more
difficult it is to find the information needed. Thus, tools are required to guide the
users in this task. In this scenario, information logistics has emerged as a research
field for optimizing the data movement, especially in networked organizations [12].
As discussed in [23], information logistics can be studied from different perspec-
tives, e.g., how to exploit the data collected and managed inside an organization for
changing the strategy of such organizations, how to deliver the right information to
decision makers in a process, or how to support supply chain management. In our
case, according to the classification proposed in [23], we are interested in
user-oriented information logistics, i.e., the delivery of information at the right time,
the right place, and with the right quality and format to the user [24]; thus, data
movement becomes crucial. As a general framework, there are three sets of data
movement techniques:

Fig. 12.6 Influences among context goals and movement strategies
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• The first includes techniques that affect neither the content nor the structure of
the moved data. In this case, most of the approaches are application-driven; i.e.,
applications accessing this data heavily influence the adoption of the techniques
[25–28]

• The second set concerns techniques that do not modify the content of the data
but only their format. Lossless, both spatial and temporal compressions as well
as data encryption mechanisms fall into this category with the objective of either
reducing the amount of data or making the communication secure [29, 30].

• Finally, the third set includes techniques that operate on the data transmitted
aiming to improve the performance of data movement while maintaining a
sufficient level of data quality [24, 31, 32].

To support data movement in a Fog environment which has to deal with
heterogeneous devices, data virtualization becomes fundamental. Data virtualiza-
tion [33] is a data integration technique that provides access to information through
a virtualized service layer regardless of data location [34]. Data virtualization [35]
allows applications to access data, from a variety of heterogeneous information
sources, via a request to a single access point so that it provides a unified,
abstracted, real-time, and encapsulated view of information for query purposes and
can also transform the information to prepare it for consumption by various
applications. Data virtualization solutions add levels of agility (business decision
agility, time-to-solution agility, or resource agility) that are difficult to achieve with
traditional ETL solutions.

Container-based virtualization is one of the two approaches of lightweight vir-
tualization [36], which minimize the use of processor and memory resources by
sharing system calls with the host operating system. Managing data in containers
can be done either by keeping the data with the container or by implementing a
dedicated data layer [37]. Keeping the data with the container requires the use of
techniques that move the data within the container. An example is from
ClusterHQ’s Flocker [38], which ensures that when an application container moves,
the data container moves with it. By implementing a dedicated data layer for the
storage container, data services (databases, file systems) can be implemented on
more persistent entities such as virtual machines and physical servers.

12.6 Concluding Remarks

Fog Computing is an emerging paradigm able to support the development,
deployment, and execution of distributed applications. This chapter has focused on
a specific type of applications: data-intensive applications which have to deal with
the gathering, processing, provisioning, and consumption of data. Following the
Service-Oriented Computing principles, this chapter introduces the approach pro-
vided by the DITAS project that allows a flexible execution of data-intensive
applications. Such flexibility is provided through data and computation movement
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actions allowing the data-intensive application to change the way in which the
processing is distributed at run time, as well as to optimize how the data are
distributed among the different nodes involved in the execution which may belong
to edge and cloud environments. Computation movement is ensured by the adop-
tion of a containerized solution which creates self-contained modules, i.e., VDC,
that can be easily moved around the Fog environments. Data movement is sup-
ported by the execution of specific actions that are driven by the data utility that
defines the relevance of data for the usage context, where the context is defined in
terms of the designer’s goals and system characteristics.

Since the DITAS platform is still under development, future work will focus on
the validation in real applications. In particular, the approach will be tested in a real
case study concerning an industry 4.0 scenario. Here, data coming from sensors
installed on some machinery need to be quickly processed exploiting both the
computational power provided at the edge, which ensures reduced latency, and the
computational power available in the cloud, which ensures significant scalability. In
particular, the impact in terms of overhead introduced the DITAS platform will be
analyzed.
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Chapter 13
Toward Edge-based Caching
in Software-defined Heterogeneous
Vehicular Networks

Adnan Mahmood and Hushairi Zen

Abstract Considerable technological advancements and pervasive use of smart
connected vehicles have highlighted the true potential of vehicular networks,
which, in the realm of smart cities, assists in improvement of road safety and traffic
management and efficiency. Coupled with this is the massive innovation realized in
wireless networking technologies, and today, heterogeneous networks encom-
passing 4G LTE, Wi-Fi, WiMAX, DSRC, and Terahertz communication are taking
shape, synergy of which not only promises higher bandwidth but also ensures low
latent infrastructure critical for supporting diverse range of safety applications.
Heterogeneity, on the other hand, has introduced new challenges too, e.g., in terms
of network fragmentation, an unbalanced traffic flow in a multi-path topology, and
inefficient utilization of network resources. Accordingly, the emerging yet
promising paradigm of software-defined networking (SDN) has, of lately, been
introduced to vehicular networks for addressing such bottlenecks, which through its
logically centralized control ensures programmability, scalability, elasticity, and
agility. Nevertheless, a centralized control in a distributed environment like
vehicular networks could become a single point of network failure and may also
result in significant network management overhead in case of extremely dense
traffic scenarios. Therefore, leveraging edge-based caching in heterogeneous
vehicular networks is indispensable. This chapter brings forward the notion of
SDN-based heterogeneous vehicular networking and argues that edge-based
caching can help overcome the bottlenecks posed by traditional networking
architectures especially in terms of ensuring low latency for safety-critical appli-
cations. Finally, open challenges and probable solutions are discussed.
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13.1 Introduction

Over the past few decades, vehicular ad hoc networks (VANETs) have gained a
significant level of attention within both academia and the industry. Subsequently, a
considerable amount of research has been carried out particularly in the domains of
intra- and inter-vehicular communication, multi-hop routing protocols, clustering
and/or platooning, vehicular cloud computing, and network security [1]. All of
these research domains primarily assist in mitigating massive number of accidents
on the roads, thereby enhancing the safety of passengers. For instance, if a vehicle
A is moving in front of vehicle B on a high-speed expressway and suddenly makes a
lane change due to a potential road hazard ahead, it should immediately send a
warning (i.e., a cooperative message) to vehicle B for alerting it of any imminent
threat. Also, if vehicle A at high velocity is approaching a slow-moving queue
ahead, it needs to slow down and avoid erratic behavior in order to prevent any
potential crash, a timely intimation for which becomes highly indispensable [2, 3].
An illustration of the said scenarios is depicted in Fig. 13.1.

This kind of opportunistic communication occurs in various diverse forms, and
vehicles generally communicate with other vehicles within their immediate vicinity
via vehicle-to-vehicle (V2V) communication, with their supporting infrastructure
and/or network over vehicle-to-infrastructure/-network (V2I/V2N) communication,
with its roadside units via vehicle-to-roadside (V2R) communication, and with
vulnerable pedestrians through vehicle-to-pedestrian (V2P) communication—hence
strengthening the foundations of a futuristic notion of vehicle-to-everything (V2X)
communication [4], as highlighted in Fig. 13.2. Such sort of V2X communication is
indispensable for forming a highly robust and scalable networking architecture for

Fig. 13.1 Illustration of vehicular cooperative messages. (a) Sudden lane change and (b) Queue
warning
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next-generation ITS platforms so as to ensure an extended communication range,
extremely higher data rates, and low latency critical for successful implementation
of numerous safety-critical applications and services in connected vehicles.

Also, in case of non-safety (i.e., infotainment applications), vehicular users
intend to acquire requisite contents with ultra-low latency and higher bandwidths.
In case, when a user’s requested content is not served owing to one reason or
another, an intelligent recommendation system needs to be in place in order to
recommend the alternate content depending on the local content popularity at a
given time and location. However, it should be noted that vehicles are highly
dynamic in nature, and accordingly, the content popularity in their neighborhood
also changes at the same scale, and which if not properly addressed could lead to
serious deterioration in a user’s quality-of-experience (QoE). In order to overcome
this bottleneck, the emerging and promising notion of edge and/or fog computing
has, of lately, been coined in the context of vehicular networks [5, 6], whose
primary purpose is to bring intelligence nearer to the edge so as to not only make
intelligent decisions on run-time basis but to also serve vehicular requests within a

Fig. 13.2 Vehicle-to-everything (V2X) communication
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tolerable delay threshold. The Third Generation Partnership Project (3GPPP) rec-
ommends that the maximum threshold for safety-critical vehicular applications
should be within a range of 20–100 ms [7] as illustrated in Table 13.1.

Coupled with this are the massive amounts of data generated and consumed by
(both) the vehicles and their respective users. Vehicles on average possess
approximately 100 sensors onboard and are anticipated to host around 200 by the
year 2020 [8]. According to an estimate by Intel Corporation, autonomous vehicles
are expected to generate and consume 40 TB of data for every eight hours of
driving and the primary reason for this appetite is onboard sensors with automotive
cameras and radars alone generating 20–40 Mbps and 100 kbps of data, respec-
tively [9]. For instance, road maps in the case of autonomous vehicles would not be
downloaded as one-time download; rather, they have to be continuously updated in
real time due to a dynamic and highly distributed nature of vehicular networks and
their associated details should be extremely detailed, i.e., down to the nearest inch,
as they would be used for efficient traffic management and mitigating of road
hazards. This is further coupled with a second type of data stream, i.e., data gen-
erated by humans (vehicular users and roadside pedestrians). As per an estimate,
vehicular users on average consume around 650 Mbps per day of videos, chat, and
Internet usage and this is expected to escalate to up to 1.5 Gbps per day by 2020.
The third stream comes from the crowdsourced traffic data arising from certain
specialized platforms, i.e., Google’s Waze [10].

This flood of data needs to be managed and appropriately analyzed. Passing it
via one ‘single’ network would not only be impractical, but also quite impossible
due to numerous limitations inherent in existing wireless networking technologies
(i.e., in terms of their geographical coverages, data rates, and bandwidth) and
keeping in view the ever-increasing number of vehicles (i.e., network nodes) on the
roads. Therefore, a heterogeneous networking architecture is highly indispensable,
wherein an amalgamation of numerous wireless technologies is considered as an
optimal solution, as this helps to offset the disadvantages of one another. However,
heterogeneity itself is quite a complex situation to tackle as it leads to network
fragmentation and inefficiency in network resources utilization. Moreover, it is
trivial to pre-process and accordingly filter appropriate data at the physical plane
(i.e., data or network infrastructure plane), as a significant chunk of onboard data is
only for reporting the health status at localized levels and thus need not to be
transmitted to the backhaul. Furthermore, it is important to cache optimal data as
decisions are generally taken on instantaneous set of data and not the historical one,
the latter being used for prediction purposes. Therefore, this chapter also serves as a
viewpoint for addressing the challenging issue of massive big data in
next-generation heterogeneously connected vehicles. Our contribution, in this
chapter, primarily lies in proposing a heterogeneous vehicular networking archi-
tecture by leveraging the paradigms of software-defined networking (SDN) and
edge-based caching to guarantee an intelligent and efficacious network resource
management of a distributed and densely populated vehicular networking
environment.
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Referring to Table 13.1, in relation to V2X services, it should be noted that there
are various parameters involved in these scenarios, viz., (1) physical, e.g., relative
speed and effective range; (2) incidental, e.g., line-of-sight occlusion; and
(3) service-related, e.g., minimum application layer message reception reliability
and maximum tolerable latency. These parameters could be derived from the
principle that there should be more than 95% probability that a vehicle has received
at least one V2X message from two consecutive V2X messages notifying it of any
impending incident.

The remainder of this chapter is organized as follows. Section 2 illustrates an
overview of the vehicular safety applications and its developments over the years.
An outline of envisaged SDN-based heterogeneous vehicular networking archi-
tecture duly assisted with edge-based caching is depicted in Sect. 3, followed by a
discussion on open challenges and their probable solutions in Sect. 4. Finally,
conclusions are drawn in Sect. 5.

13.2 Overview of Vehicular Safety Applications
and Developments

Since the early days of automobiles, the safety of drivers and passengers has been
regarded as one of the most crucial aspects of road transport. Therefore, the
prominent invention of seatbelts as a safety measure happened as early as 1950s
[11] and is still being enforced in the interest of road safety across the globe.
Seatbelts represent a passive safety measure that can minimize the impact of traffic

Table 13.1 Example link layer parameters for V2X services

Scenarios Effective
range (m)

Absolute
speed of
a UE
(km/h)

Relative
speed
between
two UEs
(km/h)

Maximum
tolerable
latency
(ms)

Minimum
radio layer
message
reception
reliability (%)

Cumulative
transmission
reliability
(%)

Major roads/
suburban

200 50 100 100 90 99

Motorway/freeway 320 160 280 100 80 96

Autobahn 320 280 280 100 80 96

Non-Line-of-Sight/
urban

150 50 100 100 90 99

Urban
intersections

50 50 100 100 95 –

Shopping area/
campus

50 30 30 100 90 99

Imminent crashes 20 80 160 20 95 –
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accidents on the passengers. Though passive safety measures1 have contributed to a
significant extent in minimizing the road injuries and fatalities, significant effort is
being made to prevent the road accidents in the first place. Accordingly, numerous
efforts have been made by a number of governments to enhance road traffic safety
by either enforcing the speed limits or by building (more) safer roads coupled with
diverse education campaigns. There remains much room for improvement [12].
Meanwhile, active safety measures, i.e., anti-locking braking system, adaptive
cruise control, and traction control systems, have been installed in vehicles to
reduce the probability of accidents per travelled kilometers.

Active road safety measures are intended to curtail the risk of potential vehicular
crashes, with low latency and reliability as critical requirements. Safety messages
are classified into two main classes, i.e., periodic and event-driven, and the
European Telecommunications Standards Institute (ETSI) in its documentation
refers to them as Cooperative Awareness Messages (CAMs) and Decentralized
Environmental Notification Messages (DENMs), respectively [13]. Literature also
refers to both of them, collectively, as Basic Safety Messages [14].

CAMs are also known as heartbeat messages or beacons. These are typically
short messages which are periodically broadcasted by a vehicle for interchanging its
state information (basic status, presence, position, and kinematics) with other
vehicles or pedestrians in its vicinity. This information is critical to the neighboring
vehicles, in order to let them make more informed decisions before initiating any
particular action. Furthermore, they are broadcasted to the roadside infrastructure
for data analysis and gathering traffic flow statistics [15]. Contrarily, DENMs are
event-driven warning notifications broadcasted to alert drivers on the roads con-
cerning any hazardous event. Once an event is detected, the relevant ITS station
would broadcast the respective DENMs to other ITS stations situated in a particular
geographical region and which are concerned by the events. DENM broadcasting
persists as long as the particular event remains prevalent [16]. Both CAMs and
DENMs are broadcasted over a certain geographical area, i.e., in the awareness
range (i.e., the immediate vicinity) for CAMs and relevance region (potentially
affected by the hazardous event) in case of DENMs. The author’s interpretation of
the characteristics of both CAMs and DENMs along with their pertinent examples
is depicted in Table 13.2 for illustration purposes.

The automotive manufacturers have also been collaborating for many years to
enhance vehicular safety by developing and subsequently implementing
state-of-the-art countermeasures for collision avoidance [17, 18]. One such con-
sortium between Ford Motors and General Motors Corporation was Crash
Avoidance Metrics Partnership (CAMP) which was initiated in 1995 and addressed

1Other passive safety measures include provision of airbags and enhancements in physical
structure of cars.
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considerable technical challenges pertinent to both V2V and V2I communications.
Several projects have been undertaken under the CAMP with one of the most
prominent being Vehicle Safety Communications—Applications (VSC-A).2 The
primary intent of VSC-A was to determine whether DSRC along with vehicle
positioning could improve upon the autonomous vehicle-based safety systems or
could enable new communications-based safety applications [19]. In 2002,
Car-to-Car Communication Consortium (C2C-CC) was conceived with the primary
aim of developing a European standard for enhancing traffic efficiency and road
safety by utilizing Cooperative Intelligence Transportation Systems [20]. Safe Road
Trains for the Environment (SARTE) was a European Commission co-funded
project initiated in 2009 and addressed safety, environmental, and traffic congestion
issues by investigating the feasibility of vehicle platoons on traditional public
highways with full interaction with the other vehicles [21]. Likewise, numerous
road transport regulatory bodies have been involved in enhancing the ITS. In the
USA, the Department of Transportation National Highway Traffic Safety
Administration (DoT-NHTSA) in 2014 suggested a V2V technological mandate for
developing consensus standards for a coordinated national deployment of V2V
technology in all new lightweight vehicles. This mandate was a result of a
decade-long partnership with several automotive industries and academic institu-
tions [22].

These projects have undoubtedly played a pivotal role in motivating the
V2X-related activities; however, most of them primarily focused on actuators,
sensors, or application layer V2X message designs [23]. Therefore, in order to make
this technology readily feasible for the market, it is necessary to ensure its ubiq-
uitous deployment over a wide geographical area on a cost-effective basis. This is
where the 3GPP comes into play because of its proposals to guarantee low latency
and highly reliable LTE-based V2X communication. Since its initial standardiza-
tion in 2008, LTE has comprehensively evolved over the years not only in terms of
uplink or downlink enhancements for one-to-one communication, but also for
one-to-many communications (single-cell point-to-multipoint transmission—
SCPTM and multimedia broadcast multicast services—MBMS) and for the
sidelink-based device-to-device (D2D) communication [24–26].

2VSC-A consortium member includes Ford Motors, General Motors Corporation, Mercedes-Benz
Research & Development North America, Inc., Honda R&D Americas, Inc., and Toyota Motor
Engineering & Manufacturing North America, Inc.
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Table 13.2 Characteristics of vehicular safety messages

Message
classification

Salient features V2X Use
cases/
scenarios

Supporting examples

Cooperative
awareness
messages
(CAMs)

Periodic state messages
(frequency: 1–10 Hz,
packet length: 800 bytes;
maximum latency:
100 ms)
Message contents
(position, dynamics,
attributes)

Forward
collision
warning,
Blind
intersection
warning,
Emergency
vehicle
warning,
Notification
of speed
limits,
Lane change
assistance,
Pre-crash
sensing,
Vulnerable
road user
safety,
Slow vehicle
intimation,
and
Overtaking
vehicle
warning

Vehicles traveling on the
road(s) broadcast periodic
state messages at certain
appropriate intervals to
the nearby vehicles or to
vulnerable pedestrians for
mitigating any risks of
collision. Similarly, in
case of emergency vehicle
warning services, the
location and dynamic
status of the emergency
vehicle (ambulance) is
passed onto the nearby
vehicles to assist in the
safety operation by
allowing the ambulance
path to set free

Decentralized
environmental
notification
messages
(DENMs)

Event-triggered
Messages (packet length:
typically shorter than
CAMs; maximum
latency: 100 ms)
Message contents (road
hazard warnings)

Abnormal
status
warning,
Stationary
vehicle
warning,
Wrong way
drive
warning,
Roadwork
warning,
Signal
violation
warning,
Traffic
condition
warning,
Hazardous
location alert,
and
Precipitation,
road adhesion

DENMs are used in order
to alert the drivers or
pedestrians of any
hazardous events on the
roads. For example, once
a vehicle is immobilized
either due to a breakdown
or an accident, DENMs
are signaled in order to
alert approaching vehicles
of risk associated to this
hazardous situation.
Similarly, once a
vehicle’s safety function
(i.e., steering or braking)
gets out of order, an
‘abnormal vehicle state
warning’ is broadcasted
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Referring to Table 13.2, it should be noted that classification of use cases/
scenarios have been adapted from the European Telecommunications Standards
Institute (ETSI) Technical Report No: ETSI TR 102 638 V1.1.1.

The 3GPP has already started the standardization process for LTE-based V2X
services and conducted a feasibility study for identifying the D2D proximity-based
services that could be provided by the user equipments (UEs) when in proximity to
one another [27]. A technical report illustrating the probable V2X use cases along
with their potential requirements, and example link layer parameters for V2X ser-
vices under diverse scenarios (Table 13.1), has also been released [7]. Subsequent to
outcome of this technical report, a feasibility study to evaluate new functionalities
needed to operate LTE-based V2X services identified in [7] has been conducted. The
study further included the identification and evaluation of the enhancements to the
LTE physical layer, protocols, and interfaces [28]. Furthermore, a technical study for
identifying and evaluating the potential architecture enhancements needed to operate
the LTE-based V2X services has been recently launched [29]. The 3GPP has also
initiated studies regarding the key early verticals and market segments to be
addressed by the next-generation wireless communication technology (i.e., fifth
generation). The use cases under initial consideration apply to critical communica-
tions, enhanced mobile broadband, network operation, massive machine type
communications, and autonomous driving [30].

However, due to high mobility and frequent topological changes in vehicular
networks, it is almost impossible for a single wireless technology to cater for the
QoS requirements of the diverse ITS services. IEEE 802.11p (DSRC) has long been
regarded as a de facto standard for supporting ITS applications in vehicular net-
works; offering mature technology, low cost, ease of deployment, and the ability to
natively support V2V communication among its key benefits [31]. Nonetheless,
DSRC technology can offer only intermittent and short-lived V2I connectivity
owing to its limited radio coverage and unavailability of a pervasive roadside
communication infrastructure. These concerns have lately shifted the interest
toward LTE as being one of the potential wireless broadband access technology to
support vehicular communication as it guarantees broad radio coverage, enhanced
data and penetration rates, and high-speed terminal support in comparison with the
DSRC. Yet, LTE is not capable of providing gigabyte-per-second data rates for
exchanging of raw sensor data information among the vehicles and the use of IEEE
802.11ad (mmWave) is currently the most viable option for accessing extremely
high bandwidth communication channels [32]. The mmWave V2X communication
systems would help to achieve the bandwidth objectives of next-generation con-
nected vehicles; however, issues such as the mmWave beam alignment overhead,
mmWave vehicular channel modeling, and insufficient penetration rates remain
unsolved and limit the technology’s ability to achieve its full potential. The ideal
approach though is to ensure a synergy of several radio access technologies in order
to provide an appropriate heterogeneous vehicular networking platform to meet the
challenging communication requirements of diverse ITS applications and services.
In a heterogeneous vehicular networking environment, numerous radio access
technologies serve as multi-access points to the Internet for the mobile users. The
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main desire is that vehicles should always remain connected with the optimal
network and thus efficacious vertical handovers are needed to achieve seamless
ubiquitous transmission.

13.3 Toward Software-defined Heterogeneous Vehicular
Networking Architecture Assisted with Edge
Computing

The emerging yet promising paradigm of SDN was originally conceived for the
orchestration of data-centric networks [33]. SDN de-couples the data plane from the
control plane, and network intelligence is passed to a logically centralized controller
for intelligently automating and orchestrating the network resources. Unlike con-
ventional SDN networks that are governed via a single point of logical control,
vehicular networks are highly distributive in nature owing to a highly dynamic
nature of vehicles and logically controlling it from a single point is quite inefficient
especially in case of dense environments, wherein the network management
overhead could exceed a tolerable threshold. This would subsequently transform the
‘single point of network control’ into a ‘single point of network failure’. Thus, a
localized logical control in addition to the centralized control is quite crucial for
ensuring the stringent performance requirements of (both) safety-critical and
non-safety vehicular networking applications.

It is therefore indispensable to design a layered-based networking architecture,
which should facilitate a localized view in addition to a globalized view. This has
thus strengthened the notion of edge and fog-based computing in ITS. For the sake of
reader’s clarification, it is also pertinent to mention that several research studies have
used the latest buzzwords of edge and fog computing as being quite controversial in
the context of vehicular networks. With the advent of IoT, both fog and edge
computing are taking center stages as strategic concepts for tackling a plethora of
vehicular data to be analyzed and acted upon in real time. They are particularly used
for migrating data center applications nearer to the edge and also for data offloading
purposes in critical networking scenarios, i.e., in case of a network broadcast storm
in dense vehicular environments [34]. To the author’s best understanding, both fog
and edge computing in traditional networks are the name of same paradigm but
coined by two different proponents, i.e., CISCO being the one that coined the term of
fog computing and Nokia being the proponent of mobile edge computing and now
accelerating the same with IBM as its strategic partner [35].

There are a number of perspectives to fog and edge computing. However, the
key difference in their architecture depends on where the intelligence is precisely
placed. In terms of fog computing, intelligence is pushed down to the local area
network level of a networking architecture or IoT gateway, while edge computing
pushes the intelligence, processing power, and communication capabilities directly
into the devices or commonly referred to as ‘things’. In this context, autonomous
and/or connected vehicles could be referred to as edge entities with each of them
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anticipated to be equipped with hundreds of onboard sensors generating critically
important information for diverse vehicular networking applications. This subse-
quently constitutes big data and sending such sort of flood of data (in case of large
number of vehicles on an expressway or dense road intersections) to a centralized
cloud is not only insecure but rather unnecessary and quite impractical. Thus, it is
important to sense, think, and act in a real time in order to ensure ultra-low latency
for guaranteeing the QoS of diverse vehicular safety and non-safety applications,
and QoE of vehicular users. For example, in the event of a vulnerable pedestrian
unexpectedly coming in front of an autonomous vehicle, data analytics and decision
making should transpire at the local level as such sort of scenario requires ultra-low
latency and subsequent actuation. However, this would prove quite catastrophic in
case the data analysis and decision making transpire in the centralized cloud.
Similarly, in case of a company’s truck fleet traversing on an expressway in the
form of a platoon3, it should aggregate and send only their critical health data to the
localized or centralized cloud instead of each truck communicating its state infor-
mation directly, the latter being not only cost inefficient but also yield significant
management overhead both at the localized cloud and backhaul. Therefore, intel-
ligent networking schemes, wherein an entire vehicular platoon only forwards its
key aggregate details to the cloud as a single edge entity would enable to maintain
optimal network performance at an economical cost and with higher efficiency.

SDN typically comprises three planes—data plane, control plane, and applica-
tions plane. The data plane (network infrastructure plane) comprises of vehicles,
vehicular users, and base stations (BSs) and access points (APs) of numerous
wireless networking technologies, i.e., 4G LTE, Wi-Fi, WiMAX, millimeter wave
(mmWave), and may accommodate recently proposed terahertz communication
once it comes into play in the near future [36]. This also compliments the vision set
out by the 5G PPP group [37] which characterizes futuristic 5G systems to support a
heterogeneous set of existing and new wireless networking technologies in order to
increase network availability and reliability. V2X communication also transpires at
this plane. The control plane constitutes an SDN controller, which is responsible for
maintaining the status(es) of all the underlying networking entities (i.e., abstracted in
the form of SDN switches) via a status manager. Once an event transpires, the SDN
controller would issue a status update request. Trajectory prediction module plays a
critical role as it tackles two critical challenges—reachability and mobility. In order
to collect the status of the vehicles, it is critical to ensure that they are reachable.
Also, even if the vehicles are reachable, tracking their positions in real time is also an
uphill task and could lead to significant management overhead. Also, the frequency
manager assists to determine and maintain the frequency of a requested vehicular

3Vehicle platooning aims to significantly minimize the inter-vehicular distances in contrast to
inter-vehicular distances recommended for manual driving, by partially or fully automating the
driving tasks, and with the main intent of effectively utilizing the road infrastructure by facilitating
more number of vehicles for utilizing any stretch of the road. Hence, the smaller the inter-vehicular
distance is, the more the number of vehicles could be packed, which subsequently leads to
reduction in the aerodynamic drag thereby enhancing energy efficiency.
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application and service along with the particular time it has been requested for. This
facilitates in caching frequently accessed applications and services for a certain
geographical coverage area via a cache manager, and for predictive caching along
the anticipated trajectory of the vehicles.

A logical architecture of software-defined heterogeneous vehicular networks is
depicted in Fig. 13.3.

Routing flow tables is another key entity of the control plane as it ensures packet
forwarding as per the anticipated trajectory of the vehicles. SDN failure control
facilitates the vehicular networks to shift down to a decentralized approach in case
the centralized controller fails and accordingly helps to reinstate it by carrying out
necessary re-medial steps. Furthermore, since vehicles are highly dynamic in their
nature and traverse from one wireless networking technology to another, vertical
handovers become indispensable. Nevertheless, too many handovers could lead to
wastage of precious network resources and significant network management
overhead in terms of repetitively determining the necessity of handover, opting for
the optimal network to handover to, and determining the exact instance for trig-
gering the handover process. Therefore, an equilibrium needs to be maintained in
terms of opting for the optimal network and mitigating the wastage of excessive
network resources and excessive network management overhead.

Since vehicles act as nodes of a network and collaboratively forms an IoV net-
work, the massive volume of big data generated by them (primarily from onboard
sensors) and their respective vehicular users (via handheld devices) becomes part of

Fig. 13.3 A logical architecture of software-defined heterogeneous vehicular networks
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the network. Passing this all data to a centralized cloud would bring excessive
overhead on the backhaul and is quite impractical. Existing radio access technolo-
gies are also unable to cater for such a massive big data transfer to the clouds. The
ideal approach is thus to pre-process this IoV big data with the help of a data pre-
processing module which should filter out the right content to be further passed to
the network. Also, a large amount of data generated by the vehicles has to be tackled
at the local level (i.e., by the vehicular clouds4 or the edge network) as vehicular data
changes at a rapid pace and decisions should be made on the instantaneous data
rather than the historical data. Thus, an efficient and intelligent big data manager in
close coordination with the edge cache manager could opt for the critically
important content to be cached at the edge and the one to be passed to the global
cache via the network backbone. Accordingly, the resource allocator allocates and
maintains the necessary compute and storage resources for such operations.

Also, the upper layer network protocols and services are generally interested in the
network topology and are unable to directly use the status information provided by the
status manager. Thus, a topology manager could be used for generating an up-to-date
network topology by using the SDN-switch status and which may be described in the
form of a graph. Once a vehicle is connected to the SDN controller, the controller
predicts its future trajectory and accordingly estimates the topology change, based on
which flow tables undertake the routing process. The control plane communicates
with the data (network infrastructure) plane via a southbound application program-
ming interface (API) and with the applications plane through a northbound API. At
present, Open Flow [38] is regarded as a standard communication protocol for the
southboundAPIs, whereas no particular protocol has been to-datemutually agreed for
the northbound APIs and hence customized APIs are being used.

Applications plane constitutes diverse vehicular applications and services in
order to cater to the requests of vehicular users and normally includes QoS, traffic
engineering and management, network slicing, security, heterogeneous multi-hop
routing, cooperative vehicular applications, data streaming, etc.

13.4 Open Challenges and Probable Solutions

While SDN brings numerous benefits to traditional VANETs, there still exist a
number of barriers to the successful deployment of SDN paradigm in a heteroge-
neous vehicular networking environment which significantly hinders its intelligent
and efficacious decision making capabilities. Existing literature has primarily
pointed toward the extension of SDN in vehicular networks by providing a single
globalized view of the underlying network. However, unlike traditional networks,

4The notion of vehicular clouds is similar to that of vehicular platoons as vehicles with similar
objectives (or interests) form a collaborative group and communication is being done via the cloud
head, schemes for whose selection is similar to that of cluster head selection in wireless sensor
networks.
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VANETs are highly distributive in nature and thus demand for extremely low
latency and higher bandwidth for a number of safety-critical applications. Some of
these challenges and their probable solutions are now described below.

13.4.1 Avoiding a ‘Single’ Point of Network Failure

Traditional SDN networks are governed via a ‘single’ point of centralized control in
order to ensure programmability, agility, scalability, flexibility, and elasticity.
However, unlike traditional networks (i.e., in data centers), VANETs are highly
distributive in nature and possesses high mobility. Hence, controlling vehicular
nodes from a single point of logical control could lead to a potential network failure
especially in case if the centralized controller fails unexpectedly. Also, placing all
the network load on one centralized controller is not feasible since it leads to an
excessive amount of network management overhead which could choke the entire
network too. Thus, an upper threshold of a SDN controller needs to be chalked out
as to what it can oversee, a concept that has been still neglected in the literature.

Hence, a locally distributed network intelligence in addition to a logically cen-
tralized control is imperative for supporting safety-critical applications demanding
low latency. Edge caching is perhaps one of the possible solutions for caching the
frequently requested applications and services, and content popularity plays a critical
role in caching desirable contents. Nevertheless, owing to the high mobility of
VANETs, the content popularity also changes at a drastic pace. A typical alternate to
overcome this bottleneck is to deploy an intelligent and efficient recommender
system which recommends alternate contents to the vehicular users, and especially
for the time, the originally desired content has been requested from the remote end
servers. Also, while it might take some time to fetch the desired contents, an
intelligent recommender system could help to increase the overall QoE.

Even though the edge caches supported by edge/localized controllers can help to
temporarily hold the network in place (i.e., once the centralized controller
fails), nevertheless, if the edge controller itself fails, then an automatic fall back to
traditional decentralized VANET approaches supported by intimation to vehicular
users with sufficient reaction time might be an optimal solution by the time the
complete system (i.e., both edge and centralized controllers) gets restored.

13.4.2 Network Security

Security is one of the critical concerns for SDN-based heterogeneous vehicular
networks. Since SDN is vertically split up into three major functional layers,
malicious attacks could transpire on all of these three layers and could be classified
as: (1) data (network infrastructure) plane attack, (2) control plane attack, and
(3) applications plane attack, as illustrated in Fig. 13.4. On the data (network
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infrastructure) plane, either any network node (vehicle or AP/BS) or the southbound
API could be maliciously attacked hence disrupting the entire communication
infrastructure. In conventional networks, this would lead to privacy breaks, identify
thefts, alterations, and disruption of network traffic. However, its impact in
VANETs is much more severe as it could result in human fatalities. Therefore, a
secure network with features of data authentication, data integrity, application/
services access control, anti-jamming, data confidentiality, and data non-repudiation
is indispensable for realizing the potential of SDN-based vehicular networking in its
real essence. As the controller (both local and central/global) could be seen as the
single point of network failure, it could either be directly attacked or via south-
bound and northbound APIs. Lastly, the applications plane could be attacked either
via the northbound customized API or by targeting some specific applications.
Some specialized attacks, e.g., Distributed Denial of Service (DDoS), generally
takes the advantages of botnets and high-speed wireless access technologies, and
the size of such attacks has grown dramatically over the past years and traditional
data analysis techniques have not been quite effective in defeating these attacks
[39].

13.4.3 Big Data

Big data has recently become one of the hottest topics in both academia and
industry primarily due to its capacity and complexity. It has been traditionally

Fig. 13.4 Potential attacks on an SDN-based heterogeneous vehicular networks
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characterized in terms of 5Vs, i.e., size of data (volume), diverse range of data types
and sources (variety), speed of data (velocity), usefulness of data (valueness), and
quality of data (veracity). Trustworthiness of data is also a fundamental charac-
teristic and thus needs to be ensured [40]. With the advent of IoT, modern-day
connected vehicles are getting seamlessly connected with the Internet and the
notion of Internet of Vehicles has already set in. However, with hundreds of
thousands of vehicles and vehicular users generating, consuming, and transmitting
terabytes of data per second to both localized and centralized clouds not only leads
to excessive network management overhead but also considerably decreases the
effectiveness of network by wasting its precious computing and storage resources.

In order to address the same, intelligence needs to be employed which could
address the challenges posed by massive big data traversing in a vehicular net-
working environment.

13.4.4 Heterogeneous Radio Access Technologies

It is likely that Internet access would soon become one of the common features of
connected and autonomous vehicles. At present, cellular networks are considered as
a reliable and ubiquitous form of providing a high-speed Internet access. However,
merely relying on cellular networks would not address the challenging performance
requirements of numerous vehicular applications. This has called for heterogeneity
of diverse wireless networking technologies and futuristic smart cities are expected
to be deployed with densely populated overlapping heterogeneous radio access
technologies. Hence, in order to ensure seamless ubiquitous communication and to
meet the challenging communication requirements, it is necessary to ensure that
vertical handovers (handovers between disparate wireless networking technologies)
transpire at the right time and to a best optimal network. However, too many
unnecessary handovers and the commonly transpired ping-pong effect could lead to
performance degradation and should be avoided.

For any vertical handover to transpire successfully, three major processes need
to be taken into consideration, viz., handover necessity estimation, handover target
selection, and handover triggering condition estimation. Handover necessity esti-
mation determines if a handover from the currently associated radio access tech-
nology is indispensable to another radio access technology; handover target
selection opts for the optimal network out of the available radio access technologies
at a given time and location, and handover triggering condition estimation depicts
an exact instance to trigger handover to a selected network.

SDN can also facilitate in ensuring a seamless handover as the global controller
has access to the underlying network topology along with vehicles anticipated
trajectories, and the optimal network along with the exact time of handover could
be accordingly instructed by the controller. Flow tables can play a critical role in
realizing this objective.
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13.5 Conclusion

Convergence of VANETs and heterogeneous wireless networking technologies
together with SDN has led to the emergence of a promising computing paradigm,
referred to as SDN-based heterogeneous vehicular networks. This has recently
received a considerable amount of attention from academic and industrial com-
munities. The key features of SDN can help overcome the limitations posed by the
traditional VANET architectures. This chapter accordingly investigated, high-
lighted, and reported the origins, fundamentals, and developments of VANETs and
scientifically brought forward the need for SDN integration into a vehicular net-
working environment. A SDN-based heterogeneous vehicular networking archi-
tecture assisted with edge-based caching is proposed along with a detailed
discussion on its salient characteristics. Furthermore, several challenges that should
be addressed to promote SDN-based heterogeneous vehicular networks have also
been discussed.
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