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Preface

Numerical analysis applied to the approximate resolution of partial differential
equations (PDEs) has become a key discipline in applied mathematics. One of
the reasons for this success is that the wide availability of high-performance
computational resources and the increase in the predictive capabilities of the
models have significantly expanded the range of possibilities offered by numerical
modeling.

With this in mind, in the fall of 2016 the editors of the present volume organized
a thematic quarter at the Institut Henri Poincaré in Paris focusing on various
aspects of numerical analysis. The quarter started with a 1-week introductory school
comprising courses on the virtual element method, the hybridizable discontinuous
Galerkin method, gradient schemes, mimetic spectral methods, low-rank and sparse
tensor methods, reduced-basis methods, a posteriori error estimates, adaptive
finite element methods, and interfacing models of different dimensions. During
the quarter, additional advanced courses were offered on the hybrid high-order
method, eigenvalue problems, ill-posed problems, direct, inverse, and reduced-order
modeling, high-dimensional approximation of parametric PDEs, error control, and
adaptivity.

This volume reflects many of the topics covered during the quarter and provides
up-to-date reference material for graduate students, scientists, and engineers inter-
ested in advanced numerical techniques. Even if the material is of an introductory
nature, it concerns rather state of the art methodologies, so the reader is expected to
have a basic knowledge of the mathematical theory of PDEs and numerical methods.
Additional material can be found at the address:

http://imag.edu.umontpellier.fr/event/ihp-nmpdes

We are thankful to the Scientific Committee of the Institut Henri Poincaré (and
in particular to its Vice-President, Marc Herzlich) for their support of the quarter,

v

http://imag.edu.umontpellier.fr/event/ihp-nmpdes
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to the administrative staff of the IHP for their help during the quarter, and to all
participants for the lively and stimulating mathematical discussions.

Montpellier, France Daniele Antonio Di Pietro
Paris, France Alexandre Ern
Milano, Italy Luca Formaggia
January 2018
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Chapter 1
An Introduction to Recent Developments
in Numerical Methods for Partial
Differential Equations

Daniele Antonio Di Pietro, Alexandre Ern, and Luca Formaggia

Abstract Numerical Analysis applied to the approximate resolution of Partial
Differential Equations (PDEs) has become a key discipline in Applied Mathematics.
One of the reasons for this success is that the wide availability of high-performance
computational resources and the increase in the predictive capabilities of the
models have significantly expanded the range of possibilities offered by numerical
modeling.

Novel discretization methods, the solution of ill-posed and nonlinear problems,
model reduction and adaptivity are main topics covered by the contributions of this
volume. This introductory chapter provides a brief overview of the book and some
related references.

Numerical Analysis applied to the approximate resolution of Partial Differential
Equations (PDEs) has become a key discipline in Applied Mathematics. One
of the reasons for this success is that the wide availability of high-performance
computational resources and the increase in the predictive capabilities of the
models have significantly expanded the range of possibilities offered by numerical
modeling.
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2 D. A. Di Pietro et al.

This volume comprises nine chapters reflecting many of the topics covered by
the Ph.D. level courses given during the Thematic Quarter Numerical Methods for
PDEs, held at the Institut Henri Poincaré in the fall 2016.1 These chapters can be
loosely organized into three groups: (1) novel discretisation methods; (2) nonlinear
and ill-posed problems; (3) model reduction and adaptivity.

Over the last few years, new paradigms have appeared to devise discretization
methods supporting polytopal elements and arbitrary approximation orders. One
key motivation is that the use of general element shapes provides an unprecedented
flexibility in mesh generation, which is often the most time-consuming step in
numerical modeling. Two examples of polytopal, arbitrary-order discretization
methods are treated in this volume. On the one hand, the Hybridizable Dis-
continuous Galerkin (HDG) methods introduced in [9], where one central idea
is the devising of local spaces to approximate the flux and the primal variable
using the notion of M-decompositions from [11]. On the other hand, the Hybrid
High-Order (HHO) methods introduced in [12, 13], where one central idea is the
devising of the stabilization operator within a primal formulation. HDG and HHO
methods have been recently bridged in [10]. Another important paradigm for the
development of discretization methods is to reproduce exactly at the discrete level
the fundamental properties of the model problem at hand, leading to so-called
mimetic (or compatible, or structure-preserving) discretizations. This field, which
is at the crossroads of differential geometry, algebraic topology and numerical
analysis, has seen a lot of activity over the last decades; recent reviews with
an historical perspective can be found in [2, 3, 8]. The contributions gathered
in the first four chapters of this volume concern the theory of M-decomposition
and its application to hybridisable discontinuous Galerkin and mixed methods;
Mimetic Spectral Element method where the metric- and material-dependent Hodge
operator is built as a mass matrix from tensor-product polynomials on Cartesian and
deformed grids; an introduction to Hybrid High-Order methods able to deal with
generally polytopal grids, with applications to the p-Laplace and diffusion-reaction
equations.

The second group of three chapters concerns nonlinear and ill-posed prob-
lems. The first contribution concerns a numerical investigation of the Distributed
Lagrange Multiplier method for fluid-structure interaction. This method, which has
close links with the Immersed Boundary method [17] as well as with Fictitious
Domain methods with a distributed Lagrange multiplier [14], has been recently
developed and analyzed in [4]. The second contribution deals with the approxima-
tion of the spectrum of an elliptic operator and addresses the benefits of combining
isogeometric analysis [15] with blending quadrature rules [1]. A Pythagorean the-
orem linking eigenvalue and eigenfunction errors, together with numerical results,
are presented. The third contribution considers ill-posed problems as encountered,
for instance, in the context of inverse and data assimilation problems. While state-
of-the-art methods typically rely on the introduction of a regularization at the

1http://imag.edu.umontpellier.fr/event/ihp-nmpdes.

http://imag.edu.umontpellier.fr/event/ihp-nmpdes
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continuous level, one introduces here only a weakly-consistent regularization at the
discrete level. Using very recent ideas on finite element stabilization [5, 6] leads to
error estimates that are compatible with the (modest, yet provable) stability of the
continuous problem at hand.

The third group of three chapters highlights recent advances in reduced-order
modeling and adaptivity. The increased complexity of the physical models and the
need to use PDE simulators in many-query scenarios (optimisation, inverse prob-
lems, real-time, etc.) has prompted the study of model reduction techniques such
as the Reduced Basis (RB) method [18]. The present contribution, which focuses
on elasticity problems in affinely parameterised geometries with (non-)compliant
output error control [19], describes the RB approximation of such problems and
presents various numerical examples. Finally, the numerical resolution of complex
problems is often feasible only if the computation resources are used judiciously.
This has prompted the study of adaptive resolution algorithms, often based on
a posteriori estimates of the approximation error. Important advances have been
accomplished over the last decade, as discussed among others in [7, 16] and in the
recent textbook [20]. The present contribution develops a relatively less explored
question, namely the adaptive approximation of a given univariate target function
using mesh refinement by bisection. The last chapter gives an introduction on the
possible treatment of defective boundary conditions, which typically appear in the
coupling of PDE problems posed in domains of different geometrical dimensions.
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Chapter 2
An Introduction to the Theory
of M-Decompositions

Bernardo Cockburn, Guosheng Fu, and Ke Shi

Abstract We provide a short introduction to the theory of M-decompositions
in the framework of steady-state diffusion problems. This theory allows us to
systematically devise hybridizable discontinuous Galerkin and mixed methods
which can be proven to be superconvergent on unstructured meshes made of
elements of a variety of shapes. The main feature of this approach is that it reduces
such an effort to the definition, for each element K of the mesh, of the spaces for
the flux, V (K), and the scalar variable, W(K), which, roughly speaking, can be
decomposed into suitably chosen orthogonal subspaces related to the space traces
on ∂K of the scalar unknown, M(∂K). We begin by showing how a simple a
priori error analysis motivates the notion of an M-decomposition. We then study
the main properties of the M-decompositions and show how to actually construct
them. Finally, we provide many examples in the two-dimensional setting. We end
by briefly commenting on several extensions including to other equations like the
wave equation, the equations of linear elasticity, and the equations of incompressible
fluid flow.

2.1 Introduction

The theory of M-decompositions has been recently introduced as an effective tool
to systematically find the local spaces defining hybridizable discontinuous Galerkin
and mixed methods which can be proven to be superconvergent on unstructured
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meshes made of elements of a variety of shapes. By “superconvergent” we mean
that they can provide a new approximation, computed in an elementwise manner,
which converges optimally and faster than the original approximation.

The general theory of M-decompositions was introduced in [14, 15, 27] in the
framework of steady-state diffusion problems, as a refinement of the work done in
[22]. Using some of these M-decompositions, new commutative diagrams for the
deRham complex were presented in [16]. The extension to the Stokes system of
incompressible fluid flow was done in [25], to the Navier-Stokes equations in [24],
and to linear elasticity with symmetric approximate stresses in [13]. In this paper,
we provide an introduction to the theory of M-decompositions.

We do this for HDG and mixed methods for the following steady-state diffusion
problem:

cq +∇u = 0 in Ω,

∇ · q = f in Ω,

u = g on ∂Ω,

where Ω ⊂ R
n (n = 2, 3) is a bounded polyhedral domain, c is a uniformly

bounded, uniformly positive definite symmetric matrix-valued function, f ∈ L2(Ω)

and g ∈ H 1/2(∂Ω). The HDG methods have been thoroughly reviewed in [8].
Therein, theM-decompositions were briefly mentioned as a step in the development
of the HDG methods. So, this paper can be considered to be a continuation of such
review.

Our intention is to introduce the main ideas about M-decompositions as simply
as possible; for a brief historical overview of the effort of devising superconvergent
methods defined on unstructured meshes, see [27]. The material of this paper is
based on three papers on the early development of M-decompositions. The first is
the work done in [22], which provides general sufficient conditions for HDG and
mixed methods to be superconvergent. The second is the work done in [27], which
refines the previous work and introduces a general theory of M-decompositions for
steady-state diffusion problems. The third is [14], which is devoted to the actual
construction of M-decompositions in two-space dimensions.

The paper is organized as follows. In Sect. 2.2, we begin by placing the appear-
ance of the idea of M-decompositions into historical perspective. In Sect. 2.3, we
then introduce the notion of spaces admitting an M-decomposition and show how
to use it to define hybridizable discontinuous Galerkin and mixed methods which
can be proven to be superconvergent on unstructured meshes made of elements
of a variety of shapes. In Sect. 2.4, we display our general construction of spaces
admitting an M-decomposition, and in Sect. 2.5, we give concrete examples. We
end in Sect. 2.6 by briefly describing past and ongoing extensions of this approach.
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2.2 What Motivated the Appearance of the
M-Decompositions?

Here, we briefly place the appearance of the M-decompositions into historical
perspective. When the first wave of DG methods appeared around the end of last
century, they were criticized because they could not be as efficiently implemented
and could not provide as accurate approximations as the well-known hybridized
version of the mixed methods. The HDG methods were then introduced in order to
address the issue of efficient implementation. In addition, as these HDG methods
were shown to be closely related to the mixed methods, a systematic effort started
to devise HDG methods with the same superconvergence properties of the mixed
methods. The theory of M-decompositions appeared as a tool to systematically do
this.

2.2.1 DG Methods

To begin our discussion, let us define the DG methods for the model steady-
state diffusion problem. Let Th be a conforming mesh of Ω made of polygonal
(n = 2) or polyhedral (n = 3) elements K . Let ∂Ωh denote the set of boundaries
∂K of the elements K ∈ Th, Fh denote the set of faces F of the elements
K ∈ Th, and F(K) denote the set of faces F of the element K . As usual, we write
(η , ζ )Th

:= ∑
K∈Th

(η, ζ )K, where (η, ζ )D denotes the integral of ηζ over the
domain D ⊂ R

n. We also write 〈η , ζ 〉∂Th
:= ∑

K∈Th
〈η , ζ 〉∂K, where 〈η , ζ 〉D

denotes the integral of ηζ over the 1-codimensional domain D. When vector-valued
functions are involved, we use a similar notation.

The DG methods seek an approximation to (u, q), (uh, qh), in the finite
dimensional space Wh × V h, where

V h := {v ∈ L2(Th) : v|K ∈ V (K), K ∈ Th},
Wh := {w ∈ L2(Th) : w|K ∈ W(K), K ∈ Th},

and determine it as the only solution of the following weak formulation:

(c qh , v)Th
− (uh , ∇ · v)Th

+ 〈̂uh , v · n〉∂Th
= 0,

− (qh , ∇w)Th
+ 〈̂qh · ∇ , w〉∂Th

= (f , w)Th
,

for all (w, v, μ) ∈ Wh × V h, where the numerical traces ûh and q̂h · ∇ are suitably
defined functions of the unknown (uh, qh).

In the 2002 unified analysis of the DG methods [2], it was shown that, for
elements of general shapes and V (K)×W(K) := Pk(K)×Pk(K), the best orders
of convergence for all the DG methods treated there in were k for the error in the
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flux ‖q − qh‖L2(Ω), which is suboptimal by 1, and k + 1 for the error in the scalar
variable ‖u − uh‖L2(Ω), which is optimal. The same results can also be obtained
with V (K)×W(K) := Pk−1(K)× Pk(K).

These orders of converge are obtained, in particular, for the following choice of
numerical traces:

ûh =
{ {{uh}} − C12 · [[uh]] + C22 [[qh]] in Fh \ ∂Ω,

g in Fh ∩ ∂Ω,

q̂h =
{ {{qh}} + C12 [[qh]] + C11 [[uh]] in Fh \ ∂Ω,

qh + C11(uh − g)n in Fh ∩ ∂Ω.
,

and C11 positive, of order h−1, C12 of order one, and C22 = 0, that is , for the
LDG method [9]. When C11 and C22 are positive and of order one, and C12 is
also of order one, it was shown in 2000 in [5] that the order of convergence of the
flux increases to k + 1/2 and that of the scalar variable remains k + 1. In 2009
in [18], when the elements are restricted to be simplexes, it was shown in that, if
C11, 1/C11, C22, 1/C22, |C12| are positive and uniformly bounded, the order of the
flux and that of the scalar variable are both k + 1 and that the error in the local
averages superconverges with order k + 2, just as happens for the approximations
of the well known RTk and BDMk mixed methods. This result was obtained by
exploiting the relation between these DG methods and the corresponding HDG
methods which we introduce next.

2.2.2 HDG Methods

The HDG methods were introduced in 2009 in [19] with the intention of obtaining
DG methods for which static condensation was guaranteed. As argued in the 2016
review in [8], this resulted in a significant reduction of the number of globally-
coupled degrees of freedom for the DG methods, highlighted the strong link between
the HDG methods and the hybridized mixed methods, and led to new DG methods
with better accuracy than all previously known DG methods.

The HDG methods seek an approximation to (u, q, u|Fh
), (uh, qh, ûh), in the

finite dimensional space Wh × V h ×Mh, where

V h := {v ∈ L2(Th) : v|K ∈ V (K), K ∈ Th},
Wh := {w ∈ L2(Th) : w|K ∈ W(K), K ∈ Th},
Mh := {μ ∈ L2(Fh) : μ|F ∈ M(F), F ∈ Fh},
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and determine it as the only solution of the following weak formulation:

(c qh , v)Th
− (uh , ∇ · v)Th

+ 〈̂uh , v · n〉∂Th
= 0, (2.1a)

− (qh , ∇w)Th
+ 〈̂qh · n , w〉∂Th

= (f , w)Th
, (2.1b)

〈̂qh · n, μ〉∂Th\∂Ω = 0, (2.1c)

〈̂uh,μ〉∂Ω = 〈g,μ〉∂Ω , (2.1d)

for all (w, v, μ) ∈ Wh × V h ×Mh, where

q̂h · n = qh · n+ α(uh − ûh) on ∂Th. (2.1e)

As pointed out in [19], by taking particular choices of the local spaces V (K), W(K)

and

M(∂K) := {μ ∈ L2(∂K) : μ|F ∈ M(F) for all F ∈ F(K)},

and of the linear local stabilization function α, different HDG methods are obtained.
If we can take α to be zero, we obtain nothing but the well-known hybridized version
of the mixed methods. This establishes a strong link between the HDG methods,
which use a non-zero stabilization α, and the mixed methods.

It can be shown, see [8, 19], that the very structure of the above weak formulation
guarantees that the only globally-coupled degrees of freedom are those of the
numerical trace ûh. This results in a very efficient implementation of the method
which provides a significantly smaller stiffness matrix in comparison to that of all
other DG methods.

It can also be shown that the HDG methods are strongly related to previously
introduced DG methods. For example, if we take for V (K) ×W(K) := Pk(K) ×
Pk(K) and M(F) := Pk(K), and the stabilization function as α(μ) := τ μ, where
τ is a constant on each face, it can be easily shown that the resulting HDG method
is nothing but a classic DG methods with the following numerical traces:

ûh =
{

τ+
τ++τ− u

+
h + τ−

τ++τ− u
−
h + 1

τ++τ− [[qh]] in Fh \ ∂Ω,

g in Fh ∩ ∂Ω,

q̂h =
{

τ−
τ++τ− q+h + τ+

τ++τ− q−h + τ+τ−
τ++τ− [[uh]] in Fh \ ∂Ω,

qh + τ (uh − g)n in Fh ∩ ∂Ω.
,

To illustrate the convergence properties of this method, let us consider the model
problem

−Δu = f in Ω,

u = g on ∂Ω,
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where Ω is a unit square, and the exact solution is u(x, y) = sin(2πx) sin(2πy).
In the table below, we display a history of convergence for the case k = 1 for
three different types of meshes and τ = 1. We display the L2(Ω)-norm of the error
between the exact solution u and a local postprocessing u∗h, see [32, 40, 41], defined
on the element K as the polynomial of degree k + 1 such that

(∇u∗h,∇w)K = −(c qh,∇w)K ∀ w ∈ Pk+1(K), and (u∗h, 1)K = (uh, 1)K .

For this HDG method, C11 = C22 = 1, C12 = 0. The results of the first
column fully agree with the theoretical predictions in [18] which, for triangular
meshes, ensures that the flux converges with order k + 1 and that the local averages
superconverges with order k + 2; the local postprocessing thus must converge with
order k + 2, as we see in the table. For polygonal meshes, we cannot rely on the
theoretical predictions in [5] which only guarantee an order of convergence of the
flux of k + 1/2 and that of the scalar variable is k + 1.

Thus, we see that the optimal order of convergence for u∗h of 3 = k + 2 holds
only for triangular meshes and deteriorates as the number of sides of the element
increases. This raises the question of how to achieve the superconvergence of the
local averages independently of the shape of the elements.

h ‖u− u
h‖Th
Rate ‖u− u
h‖Th

Rate ‖u− u
h‖Th
Rate

τ = 1
0.1 0.15E−2 – 0.83E−2 – 0.52E−2 –

0.05 0.18E−3 3.06 0.16E−2 2.36 0.10E−2 2.34
0.025 0.23E−4 3.03 0.28E−3 2.52 0.19E−3 2.43

0.0125 0.28E−5 3.02 0.44E−4 2.68 0.35E−4 2.46

2.2.3 Local Spaces or Stabilization Functions

The theory of M-decompositions allows us to answer to this question. Roughly
speaking, this theory provides an explicit construction of the smallest number of
basis functions one has to add to the local spaces of the approximate flux so
that the resulting method becomes superconvergent. Once the new local spaces
are found, the theory automatically constructs two mixed methods whose local
spaces “sandwich” the new found spaces. Thus, we can also consider the theory
of M-decompositions as a systematic way of constructing superconvergent mixed
methods.

The emphasis of the approach based on M-decompositions is on the construction
of the local spaces V (K)×W(K) and the trace spaceM(∂K). It is not on the how to
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determine a stabilization function α which could render the resulting HDG method
superconvergent. This second approach represents an complementary alternative to
the theory of M-decompositions and is being currently developed. For more details,
we refer the reader to before-the-last paragraph of the Introduction in [27].

Here, let us end by briefly mentioning the main contributions to this alternative.
Lehrenfeld-Schöberl proposed a new, relatively simple stabilization function back
in 2010 in [33, Remark 1.2.4]. The corresponding HDG method was then proven
to be superconvergent by Oikawa in 2015 in [34]; see the extension to Stokes in
[35]. In a parallel, independent effort, a new, sophisticated stabilization function α
was identified in 2015 in [23] which is associated to the hybrid high-order (HHO)
methods introduced in 2014 in [29] and in 2015 in [28] (for linear elasticity). See
also [36] for an extension to the linear elasticity equations with strong symmetric
approximate stresses, and [37] for the Navier-Stokes equations.

2.3 The M-Decompositions

In this section, we show that when the local spaces V (K)×W(K) admit anM(∂K)-
decomposition for every element K ∈ Th, the associated HDG or mixed methods
are superconvergent on unstructured meshes.

In what follows, to simplify the notation, when there is no possible confusion,
we do not indicate the domain on which the functions of a given space are defined.
For example, instead of V (K), we simply write V .

2.3.1 Definition

To define the M-decomposition of the space

V ×W ⊂ {v ∈ H (div,K) : v · n|∂K ∈ L2(∂K)} ×H 1(K),

we need to consider the combined trace operator

tr :V ×W −→ L2(∂K)

(v, w) �−→ (v · n+w)|∂K

where n : ∂K → R
d is the unit outward pointing normal field on ∂K .

Definition 2.1 (The M-Decomposition [27] ) We say that V × W admits an M-
decomposition when

(a) tr(V ×W) ⊂ M ,
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and there exists a subspace Ṽ × W̃ of V ×W satisfying

(b) ∇W ×∇ · V ⊂ Ṽ × W̃ ,

(c) tr : Ṽ ⊥ × W̃⊥ → M is an isomorphism.

Here Ṽ⊥ and W̃⊥ are the L2(K)-orthogonal complements of Ṽ in V , and of W̃ in
W , respectively.

Although it can be proven that we must have W̃ = ∇ · V , the space Ṽ is not
unique. However, it is always possible to choose Ṽ as indicated in the following
result which is expressed in terms of the following space of solenoidal, H (div,K)-
bubbles:

Vsbb := {v ∈ V : ∇ · v = 0, v · n|∂K = 0}.

Proposition 2.1 (The Canonical M-Decomposition [27]) If the space V × W

admits an M-decomposition, then it admits an M-decomposition based on the
subspaces

Ṽ = ∇W⊕Vsbb (orthogonal sum), W̃ = ∇ · V .

Of course, it is far from obvious that spaces V ×W admittingM-decompositions
can lead to superconvergent HDG and mixed methods. To see that, we need to carry
out the error analysis of the methods with the help of a projection we define next.

2.3.2 The HDG-Projection

We define this auxiliary projection in terms of the L2(∂K)−projection into M(∂K),
which we denote by PM .

Definition 2.2 (The HDG-Projection [22] ) Let (q, u) be smooth enough so that
their boundary traces are in L2(∂K). Let V ×W admit an M-decomposition. Then,
the pair Πh(q, u) = (ΠV q,ΠWu) ∈ V ×W defined by the equations

(α) (ΠWu,w)K = (u,w)K ∀w ∈ W̃ ,
(β) (ΠV q, v)K = (q, v)K ∀v ∈ Ṽ ,
(γ ) 〈ΠV q · n+ α(ΠWu− PMu),μ〉∂K = 〈q · n, μ〉∂K ∀μ ∈ M ,

is the HDG-projection associated to the M-decomposition and to the stabilization
operator α : L2(∂K)→ L2(∂K).

Note that, when the stabilization function α is zero, we obtain nothing but the
well-known projection used for the analysis of the mixed methods. The HDG-
projection is thus an extension of such projection. Indeed, for any w ∈ W , we
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have

(ΠW∇ · q, w)K = −(q,∇w)K + 〈q · n, w〉∂K
= −(ΠV q,∇w)K + 〈ΠV q · n+ α(ΠWu− PMu),w〉∂K
= (∇ ·ΠV q, w)K + 〈α(ΠWu− PMu),w〉∂K ,

and if we define LW(m) as the element of W such that

(LW(m),w)K = 〈m,w〉∂K ∀w ∈ W,

we can write

ΠW∇ · q = ∇ ·ΠV q + LW(α(ΠWu− PMu)).

This extends to our framework the commutativity properties of the projections ΠW

and ΠV for the mixed methods, that is, for the case in which we can take α = 0.
Next, we provide a sufficient condition on the stabilization function α ensuring

that the HDG-projection is actually well defined.

Proposition 2.2 (The HDG-Projection [22]) Let V × W admit an M-
decomposition. Then the auxiliary HDG-projectionΠh is well defined if we take the
linear stabilization operator α : L2(∂K)→ L2(∂K) such that

w ∈ W̃⊥ : 〈α(w),w〉∂K = 0 �⇒ w = 0.

This result shows that we can take the stabilization function α equal to zero
whenever W̃⊥ = {0}. In this way, the stabilization function α can be linked to the
gap between W and W̃ = ∇ ·V . To measure such a gap, we introduce the following
number, which is nonnegative because of the inclusion property (b).

Definition 2.3 (The S-Index) The S-index (“S” for stabilization) of the space V ×
W is the number

IS(V ×W) := dimW − dim∇ · V .

Note that by the inclusion condition (b), IS(V × W) is a natural number. It is
zero if and only if W̃⊥ = {0} in which case we can take α = 0.

Proof (of Proposition 2.2) Let us start by noting that the system defining the
projection is square. The number of equations is dim Ṽ + dim W̃ + dimM and the
number of unknowns is dim V + dimW . Let us show that these numbers coincide.
Since V × W admits an M-decomposition, there are spaces Ṽ and W̃ satisfying
property (c), and so

dimM = dim Ṽ
⊥ + dim W̃⊥.
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This implies that dim Ṽ + dim W̃ + dimM = dim V + dimW, and so the system is
square.

Now we only have to set (q, u) = (0, 0) and prove that the only solution is the
trivial one. In this case, we get that

(ΠWu,w)K = 0 ∀w ∈ W̃ ,

(ΠV q, v)K = 0 ∀v ∈ Ṽ ,

〈ΠV q · n+ α(ΠWu),μ〉∂K = 0 ∀μ ∈ M,

which means that ΠV q ∈ Ṽ ⊥ and thatΠWu ∈ W̃⊥. Since, by property (a),W |∂K ⊂
M , we can take μ := ΠWu in the third equation defining the projection to get

〈α(ΠWu),ΠWu〉∂K = −〈ΠV q · n,ΠWu〉∂K
= (∇ ·ΠV q,ΠWu)K + (ΠV q,∇ΠWu)K

= 0,

by the inclusion properties (b), since ∇ · ΠV q ∈ ∇ · V ⊂ W̃ and since ∇ΠWu ∈
∇W ⊂ Ṽ . Therefore, by the assumption on the stabilization function α, it follows
that ΠWu = 0. Finally, by property (a), since V · n|∂K ⊂ M , we can take μ :=
ΠV q · n in the third equation defining the projection to get

〈ΠV q · n,ΠV q · n〉∂K = 0,

which implies, by property (c), that ΠV q = 0 since ΠV q ∈ Ṽ ⊥. This completes
the proof. �

2.3.3 Estimates of the Projection of the Errors

Next, we find the equations of the projection of the errors:

eq := ΠV q−qh, eu := ΠWu−uh, eq̂ ·n := PM(q ·n)−q̂h·n, eû := PM(u)−ûh.

We show that the definition of an M-decomposition and that of the HDG-projection
are tailored to the numerical schemes under consideration.

Since the exact solution also satisfies the weak formulation defining the HDG
method, we can write that

(c (q − qh) , v)Th
− (u− uh , ∇ · v)Th

+ 〈u− ûh , v · n〉∂Th
= 0,

− (q − qh , ∇w)Th
+ 〈q · n− q̂h · n , w〉∂Th

= 0,
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〈q · n− q̂h · n, μ〉∂Th\∂Ω = 0,

〈u− ûh, μ〉∂Ω = 0,

for all (w, v, μ) ∈ Wh × V h ×Mh, where q̂h · n = qh · n + α(uh − ûh) on ∂Th.
But, we have that

〈u− ûh , v · n〉∂Th
= 〈eû , v · n〉∂Th

by property (a),

〈q · n− q̂h · n , w〉∂Th
= 〈eq̂ · n , w〉∂Th

by property (a),

(u− uh , ∇ · v)Th
= (eu , ∇ · v)Th

by properties (α) and (b),

(q − qh , ∇w)Th
= (eq , ∇w)Th

by properties (β) and (b),

eq̂ · n = eq · n+ PMα(eu − eû) on ∂Th,

by property (γ ), and so, we get that

− (eu , ∇ · v)Th
+ 〈eû , v · n〉∂Th

= −(c (q −ΠV q) , v)Th
,

− (eq , ∇w)Th
+ 〈eq̂ · n , w〉∂Th

= 0,

〈eq̂ · n, μ〉∂Th\∂Ω = 0,

〈eû, μ〉∂Ω = 0,

for all (w, v, μ) ∈ Wh × V h ×Mh.
We immediately see that if the right-hand side of the first equation is zero, then

the all the projection of the errors are zero. This means that all of them are controlled
by the size of the approximation error q −ΠV q. In particular, the standard energy
argument, obtained by setting (v, w,μ) := (eq , eu, eû) and adding the equations,
and noting that eû|∂Ω = 0, gives that

(c eq , eq)Th
+ 〈α(eu − eû) , eu − eû〉∂Th

= −(c (q −ΠV q) , eq)Th
.

In fact, it is possible to prove the following estimates.

Theorem 2.1 (A Priori Error Estimates) Suppose that for every K ∈ Th, the
space V (K) × W(K) admits an M(∂K)-decomposition and that the stabilization
function α satisfies the following properties:

(i) w ∈ W̃⊥(K), 〈α(w),w〉∂K = 0 �⇒ w = 0,
(ii) 〈α(μ),μ〉∂K ≥ 0 for all μ ∈ M(∂K),

(iii) 〈α(λ), μ〉∂K = 〈λ, α(μ)〉∂K , for all λ,μ ∈ M(∂K).
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Then, we have

‖eq‖Th
≤ C ‖q −ΠV q‖Th

,

‖eu‖Th
≤ C H ‖q −ΠV q‖Th

,

where H = 1 for general polyhedral domains. For convex polyhedral domains, we
have that H = h provided

P0(K) ⊂ ∇W(K) ∀ K ∈ Th.

2.3.4 Local Postprocessing

Next, we define an elementwise postprocessing u∗h defined to converge faster than
the original approximation uh; we follow [32, 40, 41]. We take the postprocessing
u∗h in the space

W∗
h := {w ∈ L2(Th) : w|K ∈ W∗(K), K ∈ Th},

and define it as follows. On each element K ∈ Th, the function u∗h is the element of
W∗(K) such that

(∇u∗h,∇w)K =− (c qh,∇w)K ∀ w ∈ W̃∗(K)⊥,

(u∗h,w)K = (uh,w)K ∀ w ∈ W̃∗(K).

where W∗(K) = W̃∗(K) ⊕ W̃∗(K)⊥ and W̃∗(K) is any non-trivial subspace of
W̃ (K) containing constant functions. We have the following result which follows
directly from the analysis carried out in [22].

Theorem 2.2 Under the assumptions of the previous result, and if

P0(K) ⊂ ∇ · V (K) ∀ K ∈ Th,

then

‖u− u∗h‖Th
≤ ‖ΠWu− uh‖Th

+ C h (‖q −ΠV q‖Th
+ inf

ω∈W∗
h

‖∇(u− ω)‖Th
).

This result states that, once we find spaces V × W spaces admitting M-
decompositions, we still have to check the conditions

(J.1) P0(K) ⊂ ∇ · V ,
(J.2) P1(K) ⊂ W ,
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in order to achieve the superconvergence of the elementwise averages and the
optimal convergence of the elementwise postprocessing.

It remains to obtain the approximation properties of the HDG-projection. We do
that next.

2.3.5 Approximation Properties of the HDG-Projection

Note that, in view of the second equation defining the auxiliary HDG-projection, one
might think that its approximation properties depend on the choice of the subspace
Ṽ . This would be rather unpleasant given that, unlike the subspace W̃ , the subspace
Ṽ of an M-decomposition is not uniquely defined. Fortunately, this is not so as we
see in the next result which is a small variation of a similar result in [22]; for the
sake of completeness, we include a proof in the Appendix. To state it, we need to
introduce the quantities

aW̃⊥ :=
{

infμ∈γ W̃⊥\{0}〈α(μ),μ〉∂K/‖μ‖2
∂K if W̃⊥ �= {0},

∞ if W̃⊥ = {0},

and

‖α‖ := sup
λ,μ∈M\{0}

〈α(λ), μ〉∂K/(‖λ‖∂K‖μ‖∂K).

When W̃⊥ = {0}, that is, when W̃ = W , we take α := 0.
In what follows, PS denotes the L2(Ω)−projection into the space S. We use this

notation for S := V h, S := W and S := W̃ .

Proposition 2.3 (Approximation Properties of the HDG-Projection) LetV×W
admit anM-decomposition, and let the stabilization function α satisfy the condition

aW̃⊥ > 0.

Then, we have

‖q −ΠV q ‖K ≤ ‖(Id − PV ) q ‖K + C1 h
1/2
K ‖((Id − PV )q) · n‖∂K

+ C2 hK ‖(Id − PW̃ )∇ · q‖K + C3 h
1/2
K ‖(Id − PW )u‖∂K,

‖u−ΠWu‖K ≤ ‖(Id − PW )u‖K + C4 h
1/2
K ‖(Id − PW )u‖∂K

+ C5 hK ‖(Id − PW̃ )∇ · q‖K,
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where C1 := CṼ⊥ and

C2 := CW̃⊥
aW̃⊥

CṼ ⊥ ‖α‖, C3 :=
(
1+ ‖α‖

aW̃⊥

)
CṼ ⊥ ‖α‖, C4 := CW̃⊥

aW̃⊥
‖α‖, C5 :=

C2
W̃⊥

aW̃⊥
.

Here

CṼ ⊥ := sup
v∈Ṽ⊥\{0}

h
−1/2
K ‖v‖K/‖v · n‖∂K , CW̃⊥ := sup

w∈W̃⊥\{0}
h
−1/2
K ‖w‖K/‖w‖∂K ,

Note that the fact that the coercivity constant aW̃⊥ is positive implies the property of
the stabilization function α used in Proposition 2.2: this is due to the third condition
in the definition of M-decomposition. Note also that, if W = W̃ = ∇ · V , then
Ci = 0 for i = 2, 3, 4, 5 since in this case we are taking α = 0 and aW̃⊥ = ∞.

2.4 A Construction of M-Decompositions

Here, we show how to use the notion of M-decompositions to actually construct
spaces admitting M-decompositions. To do that, we begin by establishing a charac-
terization of M-decompositions which is going to be the basis for the construction.
We then apply it to show, given an element K , a space of traces M(∂K), and
a the space Vg × Wg , how to systematically construct three spaces admitting an
M-decomposition. One of them generates an HDG method whereas the other two
generate mixed methods.

2.4.1 A Characterization of M-Decompositions

We begin by stating the main result of this section, namely, a characterization of
the M-decompositions expressed solely in terms of the spaces V × W . Roughly
speaking, it states that V ×W admits an M-decomposition if and only if the space
M is the orthogonal sum of the traces of the kernels of ∇· in V and of ∇ in W . It is
expressed in terms of a special integer we define next.

Definition 2.4 (TheM-Index) The M-index of the space V ×W is the number

IM(V ×W) := dimM − dim{v · n|∂K : v ∈ V ,∇ · v = 0}
− dim{w|∂K : w ∈ W,∇w = 0}.
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Theorem 2.3 (A Characterization of M-Decompositions) For a given space of
tracesM , the space V ×W admits anM-decomposition if and only if

(a) tr(V ×W) ⊂ M ,
(b) ∇W × ∇ · V ⊂ V ×W ,
(c) IM(V ×W) = 0.

In this case, we have the so-called the kernels’ trace decomposition identity

M = {v · n|∂K : v ∈ V ,∇ · v = 0}⊕{w|∂K : w ∈ W,∇w = 0},

where the sum is orthogonal.

Note that the subspaces Ṽ and W̃ appearing in the definition of an M-
decomposition, which were strongly associated to the very form of the HDG
methods under consideration, are not present anymore in this characterization.
This suggests that the M-decomposition can be considered to be associated to the
operators (∇·,∇) rather than to a specific numerical method.

Note also that the above result states that, if the space V × W satisfies the
inclusion conditions (a) and (b), we have that

M = CM ⊕ {v · n|∂K : v ∈ V ,∇ · v = 0}⊕{w|∂K : w ∈ W,∇w = 0},

for some subspace CM of M . This means that the dimension of CM is nothing but
IM(V ×W) and that V ×W admits an M-decomposition if and only if CM = {0},
that is, if and only if IM(V ×W) = 0.

2.4.2 The General Construction

Here, we show how to use the above result to construct spaces admitting M-
decompositions. We proceed as follows. First, given the elementK and the space of
tracesM(∂K), we pick our favorite space Vg×Wg satisfying the inclusion properties
(a) and (b) of Theorem 2.3. Then, we construct three of spaces admitting an M-
decomposition as follows.

Step 1. We find a space δVfillM such that

(a) δVfillM · n|∂K = CM ,
(b) ∇ · δVfillM = {0},
(c) dim δVfillM = IM(Vg ×Wg).

Then, we can verify that (Vg ⊕ δVfillM)×Wg admits an M-decomposition.
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Step 2. The space (Vg⊕δVfillM)×∇·Vg immediately admits anM-decomposition
provided

{w|∂K : w ∈ Wg,∇w = 0} = {w|∂K : w ∈ ∇ · Vg,∇w = 0}.

In this case, we can take the stabilization function α equal to zero and so the
corresponding method is a mixed method.

Step 3. Finally, if Wg = CW ⊕∇ · Vg , we find a space δVfillW such that

(a) δVfillW · n|∂K ⊂ M ,
(b) ∇ · δVfillW = CW ,

(c) dim δVfillW = IS(Vg ×Wg).

Then we immediately have that (Vg ⊕ δVfillM ⊕ δVfillW) × Wg admits an M-
decomposition. Moreover, we can take the stabilization function α equal to zero
and so the corresponding method is a mixed method.

We summarize our construction of spaces admitting M-decompositions in
Tables 2.1, 2.2 and 2.3.

Table 2.1 Construction of spaces V × W admitting an M-decomposition, where the space of
traces M(∂K) includes the constants

V W ∇ · V
Vg ⊕ δVfillM ⊕ δVfillW Wg (if ⊃ P0(K)) Wg

Vg ⊕ δVfillM Wg (if ⊃ P0(K)) ⊂ Wg

Vg ⊕ δVfillM ∇ · Vg (if ⊃ P0(K)) ∇ · Vg
The given space Vg ×Wg satisfies the inclusion properties (a) and (b)

Table 2.2 The properties of
the spaces δV

δV ∇ · δV δV · n|∂K dim δV

δVfillM {0} CM IM(Vg ×Wg)

δVfillW CW ⊂ M IS(Vg ×Wg)

The computation of the space CW is fairly
simple and, usually, independent of the shape
of the element. In contrast, the computation of
the space CM is the most difficult part of the
construction

Table 2.3 The spaces
Ṽ × W̃ defining the canonical
decomposition of each space
V ×W in terms of the space
Vg ×Wg

Ṽ W̃

∇Wg ⊕ Vg,sbb Wg

∇Wg ⊕ Vg,sbb ∇ · Vg
∇(∇ · Vg)⊕ Vg,sbb ∇ · Vg

Here Vg,sbb := {v ∈ Vg : ∇ ·
v = 0, v · n|∂K = 0}
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2.5 Examples

Here, we give examples of this construction. We only present the spaces that can
be concisely described and so we restrict ourselves to the two-dimensional case.
First, we show the computation by hand of the whole construction in a very simple
case. We then consider triangular, rectangular and quadrilateral elements and show
the old and new spaces that result from our construction. Finally, we describe and
briefly discuss the case of a general polygonal element.

2.5.1 An Illustration of the Construction

Let us illustrate the general construction just sketched in a very simple case, namely,
when K is the unit square and

M(∂K) := {μ ∈ L2(∂K) : μ|F ∈ P0(F ) for all faces F of K},
Vg ×Wg := P0(K)× P0(K).

Here, P0 denotes the space constant functions, and P0 the space of vectors whose
components lie on P0. Since, it is clear that the inclusion properties (a) and (b) are
satisfied, we can now proceed.

Step 1. Since

{v · n|∂K : v ∈ Vg,∇ · v = 0} = span{-1
0

0
1, 0

1

−1
0},

{w|∂K : w ∈ Wg,∇w = 0} = span{1
1

1
1},

M(∂K) = span{0
0

0
1, 1

0

0
0, 0

1

0
0, 1

0

0
0}

we have that IM(Vg×Wg) = 4− 2− 1 = 1 and we can take CM = span{0
−1

0
1}.

So, we can take

VfillM := span{(x,−y)}.

This means that

(Vg ⊕ δVfillM)×Wg = span{(1, 0), (0, 1), (x,−y)} × span{1},

admits an P0(∂K)-decomposition.
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Step 2. The space constructed in this step, namely,

(Vg ⊕ δVfillM)× ∇ · Vg = span{(1, 0), (0, 1), (x,−y)} × {0},

does not admit an P0(∂K)-decomposition because

{w|∂K : w ∈ Wg,∇w = 0} = span{1} �= {0} = {w|∂K : w ∈ ∇ ·Vg,∇w = 0}.

Step 3. Finally, we note that ∇ · Vg = {0} and so IM(Vg ×Wg) = 1− 0 = 1 and
CW = Wg . We can then take

VfillW := span{(x, y)}.

This means that the space

(Vg⊕δVfillM⊕δVfillW)×Wg = span{(1, 0), (0, 1), (x,−y), (x, y)}×span{1},

also admits an P0(∂K)-decomposition. This completes the construction.

2.5.2 Triangular and Quadrilateral Elements

Let us now consider triangular and quadrilateral elements, M := Pk(∂K) and two
cases of the spaces Vg×Wg . The first is only associated with rectangles, Vg×Wg :=
Qk × Qk; Qk denotes the space of tensor product polynomials of degree at most k,
and Qk denotes the space of vectors whose components lie on Qk . The second is
Vg×Wg := Pk×Pk; Pk denotes the space polynomials of degree at most k, and Pk

denotes the space of vectors whose components lie on Pk . The results are displayed
in Table 2.4 taken from [14].

In Table 2.4, we use the notation curlp := (−py, px). We also need to define
the linear function λi and the rational function ξi associated to the definition of the
spaces for quadrilaterals. Let {vi}4i=1 be the set of vertices of the quadrilateral K
which we take to be counter-clockwise ordered. Let {ei}4i=1 be the set of edges of
K where the edge ei connects the vertices vi and vi+1, where we set v5 = v1. Then,
for 1 ≤ i ≤ 4, we define λi to be the linear function that vanishes on edge ei and
reaches maximum value 1 in the closure of K , and ξi to be a rational function such
that ξi |ei ∈ P1(ei ) and ξi(vj ) = δij , where δij is the Kronecker delta. A particular
choice of ξi is given as follows:

ξi := ηi−1
λi−2

λi−2(vi )
+ ηi

λi+1

λi+1(vi )
, where ηi := Π4

j=1
j �=i

λj

λj + λi
.
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Table 2.4 Spaces V ×W admitting an M(∂K)-decomposition, where M = Pk(∂K)

V W Method

K is a square and Vg ×Wg = Qk × Qk

Qk ⊕ curl span{xk+1y, x yk+1} ⊕ span{x xkyk} Qk TNT[k] [22]

Qk ⊕ curl span{xk+1y, x yk+1} Qk HDGQ
[k][22]

Qk ⊕ curl span{xk+1y, x yk+1} Qk \ {xk yk} BDM[k]
K is a triangle and Vg ×Wg = Pk × Pk

Pk ⊕ x P̃k Pk RTk [38]

Pk Pk HDGk[22]

Pk Pk−1 BDMk [4]

K is a square and Vg ×Wg = Pk × Pk

Pk ⊕ curl span{xk+1y, x yk+1} ⊕ x P̃k Pk (new)

Pk ⊕ curl span{xk+1y, x yk+1} Pk (new)

Pk ⊕ curl span{xk+1y, x yk+1} Pk−1 BDM[k] [4]

K is a quadrilateral and Vg ×Wg = Pk × Pk

Pk ⊕ne
i=1 curl span{ξ4 λ

k
3, ξ4 λ

k
4} ⊕ x P̃k Pk (new)

Pk ⊕ne
i=1 curl span{ξ4 λ

k
3, ξ4 λ

k
4} Pk (new)

Pk ⊕ne
i=1 curl span{ξ4 λ

k
3, ξ4 λ

k
4} Pk−1 (new)

The rational function ηi is constructed in such a way that its trace on ∂K is zero
except on the edge ei , where it is equal to one.

2.5.3 General Polygonal Elements

For general polygonal elements, we have the following result.

Theorem 2.4 ([14]) Let K be a polygonal of ne edges such that no consecutive
edges lie on the same line. Then, forM := Pk(∂K) and Vg×Wg = Pk(K)×Pk(K),
we have that

IM(Vg ×Wg) = (ne − 3)(θ + 1)− 1

2
θ(θ − 1), and IS(Vg ×Wg) = k + 1,

where θ := min{k, ne − 3}. Moreover, we have

δVfillM := ⊕ne
i=1curlΨi,

δVfillW := x P̃k.
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Here

Ψi =
⎧
⎨

⎩

{0} if i = 1, 2,
span{ξi+1λ

b
i+1;max{k + 3− i, 0} ≤ b ≤ k} if 3 ≤ i ≤ ne − 1,

span{ξi+1λ
b
i+1;max{k + 4− i, 1} ≤ b ≤ k} if i = ne.

The functions {ξi}nei=1 ⊂ H 1(K) are lifting functions that satisfy

(L.1) ξi |ej ∈ P1(ej ), j = 1, . . . , ne,
(L.2) ξi(vj ) = δi,j , j = 1, . . . , ne,

where δi,j is the Kronecker delta.

Thus results gives us an explicit, ready-to-implement description of the three
spaces of our construction.

It is interesting to see how the dimension of these spaces changes when we fix
the polynomial degree k and let the number of edges of the element K , ne, vary.
Indeed, although the space δVfillW remains unchanged, this is not true for δVfillM.
In fact, when k ≤ ne − 3, for each additional edge in the element, the above result
states that we have to add k+1 new basis functions to δVfillM. In particular, if k = 1,
the dimension of δVfillM is 2 (ne − 3).

Next, we test the convergence properties of one of them. In the table below, we
retake our earlier example and instead of using V (K)×W(K) = Pk(K)× Pk(K)

and M(∂K) = P(∂K) as local spaces for elements of all shapes, we consider the
local spaces

V (K)×W(K) = (Pk(K)⊕ δVfillM)× Pk(K),

which, by the previous result, admit an M(∂K) = P(∂K)−decomposition. We now
obtain the optimal convergence order of 3 = k + 2. This is in full agreement with
our theoretical error estimates of Theorems 2.2 and 2.1, given that the approximation
errors of the HDG-projection of Proposition 2.3 are both of order k + 1 for smooth
solutions.

h ‖u− u
h‖Th
Rate ‖u− u
h‖Th

Rate ‖u− u
h‖Th
Rate

τ = 1
0.1 0.15E−2 – 0.26E−2 – 0.17E−2 –

0.05 0.18E−3 3.06 0.31E−3 3.06 0.21E−3 3.02
0.025 0.23E−4 3.03 0.38E−4 3.03 0.27E−4 2.95

0.0125 0.28E−5 3.02 0.47E−5 3.02 0.35E−5 2.96
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2.6 Extensions

We end by describing extensions of the work presented here.

Curved Elements Note that our general theory of M-decompositions for diffusion
problems can be easily extended to curved elements by following the work done
in [21].

Hanging Nodes Although in Theorem 2.4, we restricted ourselves to the case of
elements with no consecutive edges in the same line, two-dimensional elements
with hanging nodes can be treated by applying the general theory by simply
considering that an edge with a hanging node is in fact two different edges. The
three-dimensional case can be similarly treated. The case of a triangle with a
hanging node is considered in [14, Section 4.2].

Local Postprocessing of the Flux By using our construction, we can locally
compute two H(div)-conforming approximate fluxes, see [27, Section 6.3], for the
HDG approximation. This elementwise postprocessing extends the postprocessing
obtained back in 2003 by Bastian and Rivière [3] (see the variations proposed, for
simplicial meshes, in 2005 [17], in 2007 [31] and in 2010 in [20]). As was argued
therein, see also [1, Section 2.2], H(div)-conforming fluxes seem to be preferable
to the original DG-like approximation, even if both approximations are of the same
accuracy, when used on other convection-diffusion problems in which the fluxes
drive the convection.

2D Versus 3D The three-dimensional case is significantly more involved than the
two-dimensional case, essentially because of the computation of the space

{v ∈ Vg : ∇ · v = 0, v · n|∂K = 0},

which is very simple in 2D but very complicated in 3D. This reflects the fact
that, although M-decompositions were explicitly obtained for arbitrary polygonal
elements [14], in the three dimensional case, the explicit construction of M-
decompositions has been done for tetrahedra, prisms, pyramids and hexahedra [15].
The automatic construction of M-decompositions for three-dimensional polyhedral
elements of arbitrary shape constitutes the subject of ongoing research.

New Discrete H 1-Inequalities In [24], new H 1-discrete inequalities were intro-
duced which extend to all spaces admitting M-decompositions similar inequalities
obtained in [30, Proposition 3.2], for the well known Raviart-Thomas spaces for
simplexes, and, for smaller spaces, in [7, Theorem 3.2] for the Staggered DG
method.

Other Equations As pointed out in [27], this work can be extended to devise
superconvergent HDG and mixed methods for the heat equation, by following
[6], to the wave equation by following [12], see [26] for a Stormer-Numerov
time-marching method and [39] for symplectic methods, to the velocity gradient-
velocity-pressure formulation of the Stokes problem by following [10], see [25], and
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for methods for the the equations of linear elasticity with weakly symmetric stress
approximations by following [11]. The extension to methods for the equations of
linear elasticity with strongly symmetric stresses was carried out in [13]—the actual
construction of the local spaces in 3D is still an open problem though. The extension
to the incompressible Navier-Stokes equations was done in [24].

The theory of M-decompositions Maxwell equations constitute subject of ongo-
ing research.
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Appendix: Proof of the Characterization of M-Decompositions

In this Appendix, we provide a proof Theorem 2.3, as it sheds light on the nature of
M-decompositions. We closely follow the proof given in [27], and use the existence
of the so-called canonical decomposition of Proposition 2.1.

Step 1. We take Ṽ × W̃ given by the canonical M-decomposition and begin by
showing that

dim Ṽ⊥ · n|∂K = dim Ṽ ⊥ and dim W̃⊥|∂K = dim W̃⊥.

Let us prove the first equality. If ṽ⊥ ∈ Ṽ ⊥ is such that ṽ⊥ · n|∂K = 0, for any
w ∈ W , we have that

0 = 〈w, ṽ⊥ · n〉∂K = (∇w, ṽ⊥)K + (w̃⊥,∇ · ṽ⊥)K = (w̃⊥,∇ · ṽ⊥)K
since ∇w ⊂ Ṽ . Since W ⊃ ∇ · V , we can take w := ∇ · ṽ⊥ and conclude that
∇ · ṽ⊥ = 0, which means that ṽ⊥ ∈ Vsbb, which means that ṽ⊥ = 0. Thus, the
first equity holds.
Now, let us prove the second equality. If w̃⊥ ∈ W̃⊥ and is zero on ∂K , then, for
any v ∈ V , we have

0 = 〈w̃⊥, v · n〉∂K = (∇w̃⊥, v)K + (w̃⊥,∇ · v)K = (∇w̃⊥, v)K
since W̃ = ∇ · V . Since V ⊃ ∇W , we can now take v := ∇w̃⊥ and conclude
that w̃⊥ is a constant on K . As a consequence w̃⊥ = 0, and the second equality
follows.
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Step 2. Next, we show that

dim tr(Ṽ⊥ × W̃⊥) = dim Ṽ ⊥ · n|∂K + dim W̃⊥|∂K.

To do that, we only need to show that Ṽ ⊥ · n|∂K ∩ W̃⊥|∂K = {0}. So, if
(̃v⊥, w̃⊥) ∈ Ṽ ⊥ × W̃⊥ we get that

〈w̃⊥, ṽ⊥ · n〉∂K = (∇w̃⊥, ṽ⊥)K + (w̃⊥,∇ · ṽ⊥)K = 0,

because ∇w̃⊥ ∈ ∇W ⊂ Ṽ and because ∇ · ṽ⊥ ∈ ∇ · Ṽ ⊂ W̃ .

Step 3. By the inclusion property (a), the number

I := dimM − dim Ṽ ⊥ − dim W̃⊥

= dimM − dim Ṽ ⊥ · n|∂K − dim W̃⊥|∂K .

is always nonnegative and is equal to zero if and only if property (c) holds. Next,
we show that I = IM(V ×W); this is the key computation of the proof. Indeed,
we have

I := dimM − dim Ṽ⊥ − dim W̃⊥

= dimM − (dim V − dim Ṽ )− (dimW − dim W̃ )

= dimM − (dim V − dim∇W − dim Vsbb)− (dimW − dim∇ · V )

= dimM − (dim V − dim∇ · V − dim Vsbb)− (dimW − dim∇W)

= dimM − (dim{v ∈ V : ∇ · v = 0} − dim{v ∈ V : ∇ · v = 0, v · n|∂K = 0})
− dim{w ∈ W : ∇w = 0}

= dimM − dim{v · n|∂K : v ∈ V ,∇ · v = 0} − dim{w|∂K : w ∈ W,∇w = 0}
=IM(V ×W).

Step 4. Now, by the inclusion property (a), we have that

{v · n|∂K : v ∈ V ,∇ · v = 0} ⊕ {w|∂K : w ∈ W,∇w = 0} ⊂M,

where the sum is L2(∂K)-orthogonal since

〈v · n, w〉∂K = (∇ · v, w)K + (v,∇w)K = 0

if ∇ · v = 0 and ∇w = 0. Finally, since the M-index IM(V × W) is zero by
property (c), the equality holds. This completes the proof of the characterization
Theorem 2.3.
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Chapter 3
Mimetic Spectral Element Method
for Anisotropic Diffusion

Marc Gerritsma, Artur Palha, Varun Jain, and Yi Zhang

Abstract This chapter addresses the topological structure of steady, anisotropic,
inhomogeneous diffusion problems. Differential operators are represented by sparse
incidence matrices, while weighted mass matrices play the role of metric-dependent
Hodge matrices. The resulting mixed formulation is point-wise divergence-free if
the right hand side function f = 0. The method is inf-sup stable; no stabilization is
required and the method displays optimal convergence on orthogonal and deformed
grids.

3.1 Introduction

Anisotropic and inhomogeneous diffusion appears in many applications such as heat
transfer [15], flow through porous media [87], turbulent fluid flow [116], image
processing [98] or plasma physics [112]. In 2D, steady, anisotropic diffusion is
governed by the following elliptic partial differential equation

−∇ · (K∇p) = f . (3.1)

Here, p is the flow potential, f the source term, with p = p̄ along Γp and
(K∇p,n) = ūn along Γu. Here, for all x, K(x) is a symmetric, positive definite
tensor.
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In the presence of strong anisotropy, i.e. large ratio between the smallest and
largest eigenvalues of the diffusion tensor, the construction of robust and efficient
discretizations becomes particularly challenging. Under these conditions, the con-
vergence rates of the discretization error can be considerably reduced; this effect is
commonly referred in the literature as locking effect, see for example [4, 5, 12, 84].
For sufficiently refined discretizations, the deterioration of the convergence rates
eventually disappears. Unfortunately, this may occur only when the grid cell size is
prohibitively small.

Another important aspect is mesh flexibility. In many applications of diffusion
equations, particularly in porous media flow, typical grids are highly irregular. In
many of these situations the results obtained are strongly dependent on the grid
type, see [11] for a discussion of the use and properties of different grids in reservoir
modelling.

3.1.1 Overview of Standard Discretizations

In order to overcome these limitations and improve the efficiency and robustness
of the discretization of the anisotropic diffusion equations, several approaches have
been proposed.

The discretization of the anisotropic diffusion equations in complex media in
many situations is still a trade-off between, e.g. [89]:

• Accuracy in the representation of the medium (complex grids).
• Accuracy in the discretization of the equations.

The need for such a choice is rooted in the use of numerical schemes based
on two-point flux approximations (TPFA), see for example, [3, 89, 120]. These
methods produce good approximations on orthogonal grids when the diffusion
tensor K is diagonal, but are known to introduce significant discretization errors in
the presence of a non-diagonal diffusion tensor. This introduces severe limitations
into the possible grid choices. Under these conditions, the geometric flexibility
introduced by perpendicular bisector (PEBI) grids, [11, 67, 90], is considerably
limited, for example.

It has been known that the discretization error is related to the misalignment
between the grid and the principal directions of the diffusion tensor K. In fact,
Aavatsmark showed in [3] that for TPFA this misalignment leads to the discretiza-
tion of the wrong diffusion tensor.

These ideas initially led to the construction of grids aligned with the principal
axis of the diffusion tensor, so called K-orthogonal grids, see for example [65, 67].
This approach significantly improves the performance of the numerical method but
substantially limits the geometric flexibility.

More recently, multipoint flux-approximation (MPFA) schemes have been intro-
duced specifically to address these limitations, see e.g. the initial works by Aavats-
mark [4, 5] or a more recent presentation [2], and by Edwards and Rogers [57]. This
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method is based on a cell-centred finite volume formulation and introduces a dual
grid in order to generate shared sub-cells and sub-interfaces. This in turn produces
a discretization of the flux between two cells that involves a linear combination of
several adjacent cells. This method is robust and locally conservative but does not
guarantee a resulting symmetric discrete diffusion operator. More recently, this work
has been connected to the mixed finite element method, [56].

Alternative approaches based on the finite element formulation have also been
proposed by several authors. We briefly mention the work on the control-volume
finite element discretization by Forsyth [60] and Durlofsky [54], on nodal Galerkin
finite elements by Young [122], and on mixed finite elements by Durlofsky [53].

3.1.2 Overview of Mimetic Discretizations

Over the years, the development of numerical schemes that preserve some of
the structures of the differential models they approximate has been identified as
an important ingredient of numerical analysis. One of the contributions of the
formalism of mimetic methods is to identify differential geometry as the proper
language in which to encode these structures/symmetries. Another novel aspect of
mimetic discretizations is the identification and separation of physical field laws
into two sets: (1) topological relations (metric-free), and (2) constitutive relations
(metric dependent). Topological relations are intimately related to conservation laws
and can (and should) be exactly represented on the computational grid. Constitutive
relations include all material properties and therefore are approximate relations. For
this reason, all numerical discretization error should be included in these equations.
A general introduction and overview of spatial and temporal mimetic/geometric
methods can be found in [38, 42, 66, 100].

The relation between differential geometry and algebraic topology in physical
theories was first established by Tonti [117]. Around the same time Dodziuk
[52] set up a finite difference framework for harmonic functions based on Hodge
theory. Both Tonti and Dodziuk introduce differential forms and cochain spaces as
the building blocks for their theory. The relation between differential forms and
cochains is established by the Whitney map (k-cochains → k-forms) and the de
Rham map (k-forms → k-cochains). The interpolation of cochains to differential
forms on a triangular grid was already established by Whitney, [119]. These
generalized interpolatory forms are now known as Whitney forms.

Hyman and Scovel [74] set up the discrete framework in terms of cochains, which
are the natural building blocks of finite volume methods. Later, Bochev and Hyman
[18] extended this work and derived discrete operators such as the discrete wedge
product, the discrete codifferential, and the discrete inner products.

Robidoux, Hyman, Steinberg and Shashkov, [75–78, 107, 108, 111, 113, 114]
used symmetry considerations to construct discretizations on rough grids, within the
finite difference/volume setting . In a more recent paper by Robidoux and Steinberg
[110] a finite difference discrete vector calculus is presented. In that work, the
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differential operators grad, curl and div are exactly represented at the discrete level
and the numerical approximations are all contained in the constitutive relations,
which are already polluted by modeling and experimental error. For mimetic finite
differences, see also the work of Brezzi et al. [31, 36] and Beirão da Veiga et al.
[45].

The application of mimetic ideas to unstructured triangular staggered grids has
been extensively studied by Perot, [99, 101–103, 123], specially in [100] where the
rationale of preserving symmetries in numerical algorithms is well described. The
most geometric approach is presented in the work by Desbrun et al. [49, 58, 86, 97]
and the thesis by Hirani [72].

The Japanese papers by Bossavit, [25–29], serve as an excellent introduction
and motivation for the use of differential forms in the description of physics and the
use in numerical modeling. The field of application is electromagnetism, but these
papers are sufficiently general to extend to other physical theories.

In a series of papers by Arnold, Falk and Winther, [8–10], a finite element
exterior calculus framework is developed. Higher order methods are described
by Rapetti [104, 105] and Hiptmair [71]. Possible extensions to spectral methods
were described by Robidoux, [109]. A different approach for constructing arbitrary
order mimetic finite elements has been proposed by the authors [30, 64, 92, 94],
with applications to advection problems [95], Stokes’ flow [81], MHD equilibrium
[96], Navier-Stokes [93], and within a Least-Squares finite element formulation
[16, 62, 63, 91].

Extensions of these ideas to polyhedral meshes have been proposed by Ern,
Bonelle and co-authors in [22–24, 40], by Di Pietro and co-authors in [50, 51], by
Brezzi and co-authors in [37], and by Beirão da Veiga and co-authors in [44, 46–
48]. These approaches provide more geometrical flexibility while maintaining
fundamental structure preserving properties.

Mimetic isogeometric discretizations have been introduced by Buffa et al. [39],
Evans and Hughes [59], and Hiemstra et al. [70].

Another approach to develop a discretization of the physical field laws is based on
a discrete variational principle for the discrete Lagrangian action. This approach has
been used in the past to construct variational integrators for Lagrangian systems, e.g.
[79, 85]. Kraus and Maj [80] have used the method of formal Lagrangians to derive
generalized Lagrangians for non-Lagrangian systems of equations. This allows
to apply variational techniques to construct structure preserving discretizations
on a much wider range of systems. Recently, Bauer and Gay-Balmaz presented
variational integrators for elastic and pseudo-incompressible flows [14].

Due to the inherent challenges in discretizing the diffusion equations with
anisotropic diffusion tensor K, several authors have explored different mimetic
discretizations of these equations. Focussing on generalized diffusion equations we
highlight [13, 69, 75–78, 102, 107, 108, 111, 113, 114] for a finite-difference/finite-
volume setting, [24, 33–35] for polyhedral discretizations, and [19, 20, 94, 106, 121]
for a finite element/mixed finite element setting. For applications to Darcy flow
equations and reservoir modelling see for example [1, 6, 7, 55, 73, 83, 89].
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3.1.3 Outline of Chapter

In Sect. 3.2 the topological structure of anisotropic diffusion problems is discussed.
In Sect. 3.3 spectral basis functions are introduced which are compatible with
the topological structure introduced in Sect. 3.2. In Sect. 3.4 transformation to
curvilinear elements is discussed. Results of the proposed method are presented
in Sect. 3.5.

3.2 Anisotropic Diffusion/Darcy Problem

Let Ω ⊂ R
d be a contractible domain with Lipschitz continuous boundary ∂Ω =

Γp ∪ Γu, Γp ∩ Γu = ∅. The steady anisotropic diffusion problem is given by

−∇ · (K∇p) = f , (3.2)

with p = p̄ along Γp and (−K∇p,n) = ūn along Γu. Here, for all x, K(x) is a
symmetric, positive definite tensor, i.e. there exist constants α,C > 0 such that

αξT ξ ≤ ξTK(x)ξ ≤ CξT ξ .

If Γp �= ∅, then (3.2) has a unique solution. If Γp = ∅ then (3.2) only possesses
solutions if

ˆ
∂Ω

ūn dS =
ˆ
Ω

f dΩ ,

in which case the solution, p, is determined up to a constant.
An equivalent first order system is obtained by introducing u = −K∇p in which

case (3.2) can be written as

{
u+K∇p = 0 in Ω

∇ · u = f in Ω
with

{
(u,n) = ūn along Γu

p = p̄ along Γp
. (3.3)

An alternative first-order formulation is given by

⎧
⎪⎪⎨

⎪⎪⎩

v −∇p = 0 in Ω

u+Kv = 0 in Ω

∇ · u = f in Ω

with

{
(u,n) = ūn along Γu

p = p̄ along Γp
. (3.4)
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Formulation (3.3) is generally referred to as the Darcy problem, while the relation
u = −K∇p is called Darcy’s law, [87]. The Darcy problem plays an important role
in reservoir engineering. In this case u is the flow velocity in a porous medium and
p denotes the pressure.

While the formulations (3.2)–(3.4) are equivalent, (3.2) only has 1 unknown,
p, (3.3) has (d + 1) unknowns, p and the d components of u, and (3.4) has
(2d + 1) unknowns. Formulation (3.4) is of special interest, because it decomposes
the anisotropic diffusion problem into two topological conservation laws and one
constitutive law.1 By making a suitable choice where and how to represent the
unknowns on a grid, the topological relations, v − ∇p = 0 and ∇ · u = f

reduce to extremely simple algebraic relations which depend only on the topology
of the mesh and are independent of the mesh size, independent of the shape of the
mesh, and independent of the order of the numerical scheme. We will refer to such
discretizations as exact discrete representations.

3.2.1 Gradient Relation

Consider two points A,B ∈ Ω and a curve C which connects these two points, then

v−∇p = 0 �⇒ v̄C :=
ˆ
C

v ·dl =
ˆ B

A

v ·dl =
ˆ B

A

∇p ·dl = p(B)−p(A) ,

where dl is a small increment along the curve C.
Suppose that we take another curve C̃ which connects the two points A and B

then we also have

v̄
C̃
: =

ˆ
C̃

v · dl = p(B)− p(A) , (3.6)

1An even more extended system is, see for instance [16]

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

v − ∇p = 0 in Ω

u+Kv = 0 in Ω

∇ · u− ψ = 0 in Ω

ψ = f in Ω

with

{
(u,n) = ūn along Γu

p = p̄ along Γp
. (3.5)

This seems an unnecessarily complicated system. If we eliminate ψ from (3.5) we obtain (3.4).
The usefulness of this system lies in the fact that by introducing ψ , the conservation ∇ · u = f

becomes independent of the data of the PDE, in this case the right hand side function. A similar
situation occurs when K = I, the identity tensor, then the equation u+Kv = 0 in (3.4) seems
redundant, but we have good reason to keep this seemingly redundant equation as we will show in
this paper.
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Fig. 3.1 Relation between pressure in points, integrated velocity along line segments and vorticity
in surfaces

The integral along C is equal to the integral along C̃. We will refer to v̄ as an
integral value, since it denotes an integral and not a point-wise evaluation of v. The
advantages of integral values are:

1. The velocity-gradient relation is exact. It is not obtained by truncated Taylor-
series expansions or does not depend on the choice of basis functions/interpola-
tions.

2. Does not depend on mesh parameters. The mesh size h does not appear in (3.6).
Whether the curve which connects two points is straight or curved is irrelevant
in this relation, therefore this relation is directly applicable on curved domains.

3. Integral quantities are additive.

Consider the points and lines segments as shown in Fig. 3.1. In this figure the
arrow along the curves indicates the direction in which v is integrated.2 Application
of (3.6) shows, for instance, that

v̄14 = P6 − P2 .

2The points in the grid shown in Fig. 3.1 are also ‘oriented’, in the sense that when we ‘move into
a point following the integration direction’ we assign a positive value and when we ‘leave a point’
we assign a negative value. That is why we have plus P (B) and minus P (A) in (3.6). This is just
a convention. Without loss of generality we could change this sign convention.
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The additivity property implies that

P7 − P2 = v̄2 + v̄15 = P3 − P2 + P7 − P3

= v̄14 + v̄5 = P6 − P2 + P7 − P6 ,

and even more paths can be constructed that connect P2 and P7. The independence
of the path depends critically on the assumption that the space is contractible, i.e.
there are no holes in the domain (Poincaré’s Lemma).

A special case is the curve from a point to itself, say P2 → P2 in Fig. 3.1. This
integral is zero and if the integral is independent of the path this implies that, for
instance,

0 = v̄2 + v̄15 − v̄5 − v̄14 =
˛

v · dl =
¨
∇ × v · dS = w2 , (3.7)

where we once again use the additivity property. We see that the circulation vanishes
if v is a potential flow, which in turn implies that the circulation of the velocity
field over the boundary of any surface vanishes. Or, using Stokes’ theorem, the
integrated vorticity w vanishes. Here the vorticity w is represented as the integral
over a surface.

We can collect all the integrated velocity fields and pressures in Fig. 3.1 in the
following form

⎛
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⎜
⎜
⎜
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⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

v̄1

v̄2

v̄3

v̄4

v̄5

v̄6

v̄7

v̄8

v̄9

v̄10

v̄11

v̄12

v̄13

v̄14

v̄15

v̄16

v̄17

v̄18

v̄19

v̄20

v̄21

v̄22

v̄23

v̄24
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−1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1
−1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1
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P1
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P14

P15
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.
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If we store all v̄i in a vector v and all Pj in a vector P and denote the matrix by E
1,0,

we have

v = E
1,0P .

If we now also collect all the integrated vorticities, wi , we can relate them to the
integrated velocities in the following way

⎛
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⎜
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1 0 0 −1 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 −1 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 −1 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0
0 0 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0
0 0 0 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0
0 0 0 0 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 0 0 −1 1 0
0 0 0 0 0 0 0 0 1 0 0 −1 0 0 0 0 0 0 0 0 0 0 −1 1
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.

If we store all vorticity integrals, wi in the vector w, then we can write this as

w = E
2,1v . (3.8)

The matrices E1,0 and E
2,1 are called incidence matrices. We have E2,1 · E1,0 ≡ 0.

This identity holds for this particular case, but is generally true; it holds when we
would have used triangles or polyhedra instead of quadrilaterals and it holds in any
space dimension d . If E1,0 represents the gradient operation and E

2,1 represents the
curl operation, then E

2,1 · E1,0 ≡ 0 is the discrete analogue of the vector identity
∇ × ∇ ≡ 0, [22, 23, 25, 26, 49, 88, 110].
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Fig. 3.2 Relation between
pressure in points and
integrated velocity along line
segments in case Γp = ∂Ω

If boundary conditions for p are prescribed along ∂Ω , then these degrees of
freedom can be removed from the grid in Fig. 3.1.

If p is known along the boundary then the integral of v is also known along
the boundary, so the degrees of freedom for v can also be removed. Relabeling the
remaining unknowns gives the geometric degrees of freedom as shown in Fig. 3.2.
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v̄10

v̄11

v̄12

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 0
−1 1 0 0
0 −1 0 0
0 0 1 0
0 0 −1 1
0 0 0 −1
1 0 0 0
0 1 0 0
−1 0 1 0
0 −1 0 1
0 0 −1 0
0 0 0 −1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎝

P1

P2

P3

P4

⎞

⎟
⎟
⎠ . (3.9)
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3.2.2 Divergence Relation

Consider a bounded, contractible volume V ⊂ Ω then we have

∇ · u = f �⇒
ˆ
∂V

u · n dS =
ˆ
V
f dV .

If the boundary ∂V can be partitioned into n sub-boundaries, ∂V = ⋃

i

Γi and
⋂

i

Γi = 0, we have

±
n∑

i=1

ūi = ±
n∑

i=1

ˆ
Γ i

u · n dS =
ˆ
V
f dV =: fV ,

where we have the convention that the fluxes, ūi , are positive when the flow leaves
the volume and negative when the flow enters the volume. For a 2D case the integral
flux degrees of freedom, ūi are depicted in Fig. 3.3. The arrow in this figure indicates
the positive default direction of the fluxes. The integrated values of source function
f are shown in the 2D volumes in Fig. 3.3 as fi . The topological relation between
the fluxes and the integrated source values fi , for the situation shown in Fig. 3.3, is

Fig. 3.3 Stream function, fluxes and the divergence degrees of freedom
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given by

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−1 1 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0
0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0
0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0 0
0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 −1 0 0 1 0 0 0
0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 −1 0 0 1 0 0
0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 −1 0 0 1 0
0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 −1 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ū1
ū2
ū3
ū4
ū5
ū6
ū7
ū8
ū9
ū10
ū11
ū12
ū13
ū14
ū15
ū16
ū17
ū18
ū19
ū20
ū21
ū22
ū23
ū24

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

f1
f2
f3
f4
f5
f6
f7
f8
f9

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

Collecting all fluxes and source terms in vectors u and f, respectively, we can write
this equation as

Ẽ
2,1u = f . (3.10)

The matrix Ẽ
2,1 is the incidence matrix which represents the divergence operator,

not to be confused with E
2,1 in (3.8) which represents the curl operator.

If, in the 2D case, the flow field is divergence-free, i.e. f = 0, we know that a
stream function ψ exists which is connected to u by

ux = ∂ψ

∂y
, uy = −∂ψ

∂x
.
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If we represent the stream function in the nodes of the grid shown in Fig. 3.3, then
we have the exact topological equation

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ū1

ū2

ū3

ū4

ū5

ū6

ū7

ū8

ū9

ū10

ū11

ū12

ū13

ū14

ū15

ū16

ū17

ū18

ū19

ū20

ū21

ū22

ū23

ū24

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 1
1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ψ1

ψ2

ψ3

ψ4

ψ5

ψ6

ψ7

ψ8

ψ9

ψ10

ψ11

ψ12

ψ13

ψ14

ψ15

ψ16

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

We can write this in terms of incidence matrices as3

u = Ẽ
1,0ψ . (3.11)

3Note that if we performed the same steps in 3D, then the divergence relation (3.10) would be

Ẽ
3,2u = f ,

and the 2D stream function becomes the 3D stream vector field and we would have

u = Ẽ
2,1ψ .

So clearly the incidence matrices Ẽ depend on the dimension of the space d in which the problem
is posed. Note that this is not the case for the incidence matrices E. Alternatively, we could refer
to the dimension-dependent incidence matrices as

E
d,d−1 =

{
Ẽ

2,1 if d = 2

Ẽ
3,2 if d = 3

and E
d−1,d−2 =

{
Ẽ

1,0 if d = 2

Ẽ
2,1 if d = 3

,

in which case it is immediately clear that these matrices depend on the d. From now on we will use
the incidence matrices with the d, because then the results are valid for any space dimension d.
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If the flux u is prescribed along the Γu the associated edges (2D) or surfaces (3D)
can be eliminated from the system E

d,d−1u = f and transferred to the right hand
side.

For the discretization of (3.4) the first and last equation in that system can be
represented on the mesh by

{
v− E

1,0p = 0

Ẽ
d,d−1u = f

.

Prescription of boundary conditionsp along Γu and u alongΓu can be done strongly.
The degrees of freedom can be eliminated and transferred to the right hand side. The
equation between p and v is exact on any grid and the discrete divergence relation
between u and f is exact on any grid. Note the (v, p)-grid is not necessarily the
(u, f )-grid, so in principle we can use different grids for both equations.

Unfortunately, neither of the two problems, v = ∇p and ∇ · u = f has a
unique solution on their respective grids. It is the final equation in (3.4), u = −Kv,
that couples the solution on the two grids and renders a unique solution. It is also
in this equation that the numerical approximation is made; the more accurate we
approximate this algebraic equation, the more accurate the solution to the first order
system (3.4) will be.

For many numerical methods4 well-posedness requires that the number of
discrete degrees of freedom v̄i is equal to the discrete number of degrees of freedom
ūj , or more geometrically, that the number of k-dimensional geometric objects on
one grid is equal to the number of (d − k)-dimensional geometric objects on the
other grid. Here k = 0 refers to points in the grid, k = 1 to edges in the grid, k = 2
the faces in the grid, and k = 3 the volumes in the grid.

The requirement #k = #(d − k) cannot be accomplished on a single grid, so this
requires two different grids which are constructed in such a way that #k = #(d − k)

holds, [22, 23, 49, 82, 88, 110].
A dual grid complex is shown in Fig. 3.4. The integral quantities (v, p) can be

represented on the gray grid. If p is prescribed along the entire boundary, then those
degrees of freedom are eliminated (including the gray edges along the boundary for
which the integral value v is then known also), see for instance Fig. 3.2. In that case
flux u along the boundary cannot be prescribed. In Fig. 3.4, the number of points
in the gray grid, 9, equals the number of surfaces in the black grid, the number of
edges in the grey grid is equal to the number of edges on the black grid, 24, and the
number of surfaces on the gray grid equals the number of points in the black grid,
16, therefore, we have #k = #(d − k) for d = 2.

4A notable exception is the class of least-squares formulations which aims to minimize the
expression u+Kv [17].
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Fig. 3.4 The primal grid
(thin gray) where (v, p) are
represented and the dual grid
(thick black) where (u, f ) are
represented. Note that
Γp = ∂Ω and consequently
Γu = ∅

Alternatively, we could have represented (u, f ) on the gray grid with u and the
stream function ψ prescribed and (v, p) on the black grid. In this case Γu = ∂Ω

and Γp = ∅.

3.2.3 Dual Grids

If dual grids, such as described above, are employed then we have two properties:

1. There exists a square, invertible matrix H
d−1,1
K

such that u = H
d−1,1
K

v.
2. The incidence matrices on the primal and dual grid satisfy5

E
d−k,d−k−1 =

(
E
k,k−1

)
T .

If we use dual grids and these properties hold, we can write (3.4) as

⎧
⎪⎪⎨

⎪⎪⎩

v− E
1,0p = 0

u−H
d−1,1
K

v = 0

E
1,0T u = f

, (3.12)

where the vectorsp, v, u and f contain the integral quantities in the mesh as discussed
in the previous sections.

5This relation is true if the orientations on primal and dual grid agree. This is not always the case
and then the relation reads Ed−k,d−k−1 = −Ek,k−1T . A well known example is the duality between
grad and div.
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In the diagram below, we place the various integral values in appropriate ‘spaces’

HereHk denotes the space of values assigned to k-dimensional objects in theH -grid
for k = 0, 1, 2. If H̃ denotes the dual grid, then H̃l is the space of values assigned
to l-dimensional objects in the H̃ -grid.

For dual grids the number of points in the H -grid is equal to the number of d-
dimensional volumes in the dual grid H̃ . Let Hd,0 and H

0,d be square, invertible
matrices which map between H0 and H̃d as shown in the diagram above.

If we eliminate v and u from (3.12) we have

E
1,0T

H
d−1,1
K

E
1,0p = f . (3.13)

This discretization corresponds to (3.2). We will refer to this formulation as the
direct formulation.

If p ∈ H̃d we can set up the diffusion problem as

{−H1,d−1
K−1 u+ E

d,d−1T
H

0,dp = 0

H
0,d

E
d,d−1u = f

. (3.14)

This formulation, where we solve for p and u simultaneously, resembles (3.3), and
will be called the mixed formulation, [32].

3.3 Mimetic Spectral Element Method

The incidence matrices introduced in the previous section are generic and only
depend on the grid topology. The matrices H which switch between the primal and
the dual grid representation explicitly depend on the numerical method that is used.
In this section we will introduce spectral element functions which interpolate the
integral values in a grid. With these functions we can construct the H-matrices,
which turn out to be (weighted) finite element mass matrices. The derivation in this
section will be on an orthogonal grid. The extension to curvilinear grids will be
discussed in the next section.
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3.3.1 One Dimensional Spectral Basis Functions

Consider the interval [−1, 1] ⊂ R and the Legendre polynomials, LN(ξ), of degree
N , ξ ∈ [−1, 1]. The (N + 1) roots, ξi , of the polynomial (1 − ξ2)L′N(ξ) satisfy
−1 ≤ ξi ≤ 1. Here L′N(ξ) is the derivative of the Legendre polynomial. The roots
ξi , i = 0, . . . , N , are called the Gauss-Lobatto-Legendre (GLL) points, [41]. Let
hi(ξ) be the Lagrange polynomial through the GLL points such that

hi(ξj ) =
⎧
⎨

⎩

1 if i = j

0 if i �= j

i, j = 0, . . . N . (3.15)

The explicit form of the Lagrange polynomials in terms of the Legendre polynomi-
als is given by

hi(ξ) = (1− ξ2)L′N(ξ)
N(N + 1)LN(ξi)(ξi − ξ)

. (3.16)

Let f (ξ) be a function defined for ξ ∈ [−1, 1] by

f (ξ) =
N∑

i=0

aihi(ξ) . (3.17)

Using property (3.15) we see that f (ξj ) = aj , so the expansion coefficients in (3.17)
coincide with the value of f in the GLL nodes. We will refer to this expansion as
a nodal expansion, because the expansion coefficients, ai in (3.17) are the value of
f (ξ) in the nodes ξi . The basis functions hi(ξ) are polynomials of degree N .

From the nodal basis functions, define the polynomials ei(ξ) by

ei(ξ) = −
i−1∑

k=0

dhk(ξ)

dξ
. (3.18)

The functions ei(ξ) are polynomials of degree (N − 1). These polynomials satisfy,
[61, 82, 94]

ˆ ξj

ξj−1

ei(ξ) =
⎧
⎨

⎩

1 if i = j

0 if i �= j

i, j = 1, . . . N . (3.19)

Let a function g(ξ) be expanded in these functions

g(ξ) =
N∑

i=1

biei(ξ) , (3.20)
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then using (3.19)

ˆ ξj

ξj−1

g(ξ) = bj .

So the expansion coefficients bi in (3.20) coincide with the integral of g over the
edge [ξi−1, ξi ]. We will call these basis functions edge functions and refer to the
expansion (3.20) as an edge expansion, see for instance [16, 82, 94] for examples of
nodal and edge expansions.

Let f (ξ) be expanded in terms Lagrange polynomials as in (3.17), then the
derivative6 of f is given by, [61, 82, 94]

f ′(ξ) =
N∑

i=0

aih
′
i (ξ) =

N∑

i=1

(ai − ai−1)ei(ξ) . (3.21)

If we collect all the expansion coefficients in a column vector and all the basis
functions in a row vector we have

f (ξ) = [h0 h1 . . . hN ]

⎡

⎢
⎢
⎢
⎢
⎢
⎣

a0

...

aN

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, (3.22)

then the derivative is given by7 (3.21)

f ′(ξ) = [e1 . . . eN ]

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−1 1 0 . . . 0
. . .

. . . 0
−1 1 0

. . .
. . .

0 . . . 0 −1 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

a0

...

aN

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

= [e1 . . . eN ]E1,0

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

a0

...

aN

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(3.23)

6Note that the set of polynomials {h′i}, i = 0, . . . , N is linearly dependent and therefore does not
form a basis, while the set {ei}, i = 1, . . . , N is linearly independent and therefore forms a basis
for the derivatives of the nodal expansion (3.17).
7The matrix E

1,0 is the incidence matrix as was discussed in Sects. 3.2.1 and 3.2.2. It takes the
nodal expansion coefficients and maps them to the edge expansion coefficients. The incidence
matrix is the topological part of the derivative. It is independent of the order of the method (the
polynomial degree N) and the size or the shape of the mesh. The incidence matrix only depends on
the topology and orientation of the grid, see [18, 81, 82].
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So taking the derivative essentially consists of two step: Apply the matrix E
1,0 to

the expansion coefficients and expand in a new basis.

3.3.2 Two Dimensional Expansions

3.3.2.1 Expanding p (Direct Formulation)

In finite element methods the direct finite element formulation for the anisotropic
diffusion problem is given by: For (K∇p,n) = 0 along Γu and f ∈ H−1(Ω), find
p ∈ H 1

0,Γp
(Ω) such that

(∇p̃,K∇p) = (p̃, f ) , ∀p̃ ∈ H 1
0,Γp (Ω) . (3.24)

where H 1
0,Γp

= {p ∈ H 1(Ω)|p = 0 on Γp}.
Consider [−1, 1]2 ⊂ R

2 and let p(ξ, η) be expanded as

p(ξ, η) =
N∑

i=0

N∑

j=0

pi,j hi(ξ)hj (η) . (3.25)

From (3.15) it follows that pi,j = p(ξi , ηj ). If we take the gradient of p using (3.21)
we have

∇p =
(∑N

i=1
∑N

j=0(pi,j − pi−1,j )ei(ξ)hj (η)
∑N

i=0
∑N

j=1(pi,j − pi,j−1)hi(ξ)ej (η)

)

(3.26)

=
(
e1(ξ)h0(η) . . . eN(ξ)hN (η) 0 . . . 0

0 . . . 0 h0(ξ)e1(η) . . . hN(ξ)eN(η)

)

E
1,0

⎡

⎢
⎣

p0,0
...

pN,N

⎤

⎥
⎦

=
(
e1(ξ)h0(η) . . . eN(ξ)hN (η) 0 . . . 0

0 . . . 0 h0(ξ)e1(η) . . . hN(ξ)eN(η)

)

E
1,0p .

(3.27)

If we insert this in (3.24), we have

(
E

1,0
)
T
M

(1)
K
E

1,0p = f , (3.28)
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where

M
(1)
K
=

¨
Ω

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

e1(ξ)h0(η) 0
...

...

eN (ξ)hN (η) 0
0 h0(ξ)e1(η)
...

...

0 hN(ξ)eN (η)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

×K
(
e1(ξ)h0(η) . . . eN (ξ)hN (η) 0 . . . 0

0 . . . 0 h0(ξ)e1(η) . . . hN(ξ)eN(η)

)

dΩ ,

(3.29)

and p is the vector which contains the expansion coefficients of p(ξ, η) in (3.25).
The vector f in (3.28) is given by

f =
¨

Ω

⎛

⎜
⎝

h0(ξ)h0(η)
...

hN(ξ)hN (η)

⎞

⎟
⎠ f (ξ, η) dΩ .

If we compare (3.28) with (3.13), we see that the H
d−1,1
K

-matrix from (3.13)

is represented in the finite element formulation by the weighted mass matrix M
(1)
K

given by (3.29), see also [18, 115].

3.3.2.2 Expanding u and p (Mixed Formulation)

The mixed formulation for the anisotropic steady diffusion problem is given by: For
p = 0 along Γp and for f ∈ L2(Ω), find u ∈ H0,Γn(div;Ω) such that

{−(ũ,K−1u)+ (∇ · ũ, p) = 0 ∀ũ ∈ H0,Γu(div;Ω)

(p̃,∇ · u) = (p̃, f ) ∀p̃ ∈ L2(Ω)
, (3.30)

where, H0,Γu(div;Ω) = {u ∈ H(div;Ω)|u · n = 0 along Γu}.
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In contrast to the pressure expansion in Sect. 3.3.2.1 in the direct formula-
tion, (3.25), in the mixed formulation the pressure is expanded in terms of edge
functions

p(ξ, η) =
N∑

i=1

N∑

j=1

pi,j ei(ξ)ej (η) . (3.31)

The velocity u is expanded as

u =
(
u

v

)

=
⎛

⎝

∑N
i=0

∑N
j=1 ui,j hi(ξ)ej (η)

∑N
i=1

∑N
j=0 vi,j ei(ξ)hj (η)

⎞

⎠ (3.32)

=
(
h0(ξ)e1(η) . . . hN(ξ)eN (η) 0 . . . 0

0 . . . 0 e1(ξ)h0(η) . . . eN (ξ)hN(η)

)

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

u0,1
...

uN,N

v1,0
...

vN,N

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

Application of the divergence operator to (3.32) and using (3.21) we obtain

∇ · u =
N∑

i=1

N∑

j=1

(ui,j − ui−1,j + vi,j − vi,j−1)ei(ξ)ej (η) (3.33)

= (
e1(ξ)e1(η) . . . eN (ξ)eN(η)

)
E
d,d−1

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

u0,1
...

uN,N

v1,0
...

vN,N

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= (
e1(ξ)e1(η) . . . eN (ξ)eN(η)

)
E
d,d−1u .

Note that E
d,d−1 is the incidence matrix which also appeared in (3.10) and

footnote 3.
If we insert the expansion (3.32) in (ũ,K−1u) we obtain

(ũ,K−1u) = ũTM(d−1)
K−1 u , (3.34)
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with

M
(d−1)
K−1 = (3.35)

¨
Ω

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

h0(ξ )e1(η) 0
...

...

hN(ξ)eN(η) 0
0 e1(ξ )h0(η)
...

...

0 eN(ξ)hN(η)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

×K−1

(
h0(ξ )e1(η) . . . hN(ξ)eN(η) 0 . . . 0

0 . . . 0 e1(ξ )h0(η) . . . eN (ξ)hN (η)

)

dΩ .

(3.36)

Note that pressure is expanded in the same basis as the divergence of the velocity
field, (3.31) and (3.33), therefore we can write

(p̃,∇ · u) = p̃TM(d)
E
d,d−1u , (3.37)

with

M
(d) =

¨
Ω

⎛

⎜
⎝

e1(ξ)e1(η)
...

eN (ξ)eN(η)

⎞

⎟
⎠
(
e1(ξ)e1(η) . . . eN (ξ)eN(η)

)
dΩ .

With (3.34) and (3.37) we can write (3.30) as

{
−M(d−1)

K−1 u+ E
d,d−1T

M
(d)p = 0

M
(d)

E
d,d−1u = M

(d) f
, (3.38)

with

f =
¨

Ω

⎛

⎜
⎝

e1(ξ)e1(η)
...

eN (ξ)eN(η)

⎞

⎟
⎠ f (ξ, η) dΩ .

Comparison of (3.38) with (3.14) shows that the topological incidence matrices
also appear in the finite element formulation and that the (weighted) mass matrices
M

(d−1)
K−1 and M

(d) once again play the role of the H-matrices which connect solutions
on dual grids.
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In this section only the discretization on a single spectral element is discussed.
Transformation of the domain [−1, 1]2 to more general domains will be discussed
in Sect. 3.4. The use of multiple elements follows the general assembly procedure
from finite element methods. Results of this approach are presented in Sect. 3.5.

3.4 Transformation Rules

The basis functions used in the discretization of the different physical field quantities
have only been introduced for the reference domain Ω̃ = [−1, 1]2. For these basis
functions to be applicable in a different domain Ω , it is fundamental to discuss how
they transform under a mapping Φ : (ξ, η) ∈ Ω̃ �→ (x, y) ∈ Ω ⊂ R

2. Within a
finite element formulation this is particularly useful because the basis functions in
the reference domain Ω̃ can then be transformed to each of the elements Ωe, given
a mapping Φe : Ω̃ �→ Ωe.

Consider a smooth bijective map Φ : (ξ, η) ∈ Ω̃ �→ (x, y) ∈ Ω such that

x = Φx(ξ, η) and y = Φy(ξ, η) ,

and the associated rank two Jacobian tensor J

J :=
⎡

⎢
⎣

∂Φx

∂ξ

∂Φx

∂η
∂Φy

∂ξ

∂Φy

∂η

⎤

⎥
⎦ .

The transformation of a scalar function ϕ discretized by nodal values is given by

ϕ̃(ξ, η) = (ϕ ◦Φ)(ξ, η) and ϕ(x, y) = (ϕ̃ ◦Φ−1)(x, y), (3.39)

and of a scalar function ρ discretized by surface integrals is given by

ρ̃(ξ, η) = detJ (ρ ◦Φ)(ξ, η) and ρ(x, y) = 1

detJ
(ρ̃ ◦Φ−1)(x, y). (3.40)

The transformation of vector fields v discretized by line integrals is

ṽ(ξ, η) = JT(v ◦Φ)(ξ, η) and v(x, y) = (JT)−1(ṽ ◦Φ−1)(x, y), (3.41)

and of vector fields u discretized by flux integrals is

ũ(ξ, η) = detJ J−1(u ◦Φ)(ξ, η) and u(x, y) = 1

detJ
J(ũ ◦Φ−1)(x, y).

(3.42)
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These transformations affect only the mass matrices and not the incidence
matrices. This is fundamental to ensure the topological nature of the incidence
matrices.

3.5 Numerical Results

In this section three test cases are presented to illustrate the accuracy of the
discretization scheme developed in this work. The first test case, Sect. 3.5.1, is an
analytical solution taken from [68] to assess the convergence rates of the method.
The second test case, Sect. 3.5.2, is the flow through a system of sand and shale
blocks with highly heterogeneous permeability in the domain, see for more details
[54]. The third test case, Sect. 3.5.3, is a highly anisotropic and heterogeneous
permeability tensor in the domain, see for more details, [53].

3.5.1 Manufactured Solution

We first test the method using the exact solution

pexact(x, y) = sin(πx) sin(πy), (3.43)

with the permeability tensor given by

K = 1
(
x2 + y2 + α

)

(
10−3x2 + y2 + α

(
10−3 − 1

)
xy(

10−3 − 1
)
xy x2 + 10−3y2 + α

)

. (3.44)

The mixed formulation (3.3) in the form of (3.38) is then solved in the domain
(x, y) ∈ Ω = [0, 1]2 with the source term f = −∇ · (K∇pexact) and the Dirichlet
boundary condition p|∂Ω = 0. A benchmark of this test case for α = 0 using
multiple numerical schemes can be found in [68].

When α = 0, K is multi-valued at the origin which makes this test case a
challenging one. To see this, we can first convert the Cartesian coordinates (x, y) to
polar coordinates (r, θ) by x = r cos θ , y = r sin θ . Then we have

K|α=0 =
(

10−3 cos2 θ + sin2 θ
(
10−3 − 1

)
cos θ sin θ(

10−3 − 1
)

cos θ sin θ cos2 θ + 10−3 sin2 θ

)

. (3.45)

It can be seen that we get different K|α=0 when we approach the origin along
different angles, θ . It must be noted that inverse of K does not exist at the origin.
The inverse of the tensor term appears in (3.35). We use Gauss integration and thus
the inverse term is not evaluated at the origin.
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Fig. 3.5 Example meshes with 3 × 3 elements of polynomial degree N = 6. Left: c = 0
(orthogonal mesh). Right: c = 0.3 (highly deformed mesh)

The meshes we use here are obtained by deforming the GLL meshes in the
reference domain (ξ, η) ∈ Ωref = [−1, 1]2 with the mapping, Φ, given as

⎧
⎪⎪⎨

⎪⎪⎩

x = 1

2
+ 1

2
(ξ + c sin(πξ) sin(πη))

y = 1

2
+ 1

2
(η + c sin(πξ) sin(πη))

, (3.46)

where c is the deformation coefficient. The two meshes, for c = 0.0 and c = 0.3,
are shown in Fig. 3.5.

The method is tested for α ∈ {0, 0.01} and c ∈ {0, 0.3}.
In Fig. 3.6, the results for ||∇ · uh − fh||L2 are presented. They show that the

relation ∇ · uh = fh is conserved to machine precision even on a highly deformed
and coarse mesh i.e. of 2× 2 elements with N = 2 and c = 0.3.

When α = 0.01, K is no longer multi-valued at the origin. In this case the source
term f is smooth over the domain, see Fig. 3.7 (bottom). For this smooth case, the
method displays optimal convergence rates on both the orthogonal mesh and the
deformed mesh, i.e. see Fig. 3.8 (bottom) and Fig. 3.9 (bottom).

When α = 0, both the h-convergence rate and p-convergence rates are sub-
optimal, see Fig. 3.8 (top) and Fig. 3.9 (top). This is because K is multi-valued and
therefore f becomes singular at the origin when α = 0, see Fig. 3.7 (top left).
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Fig. 3.6 The L2-norm of (∇ · uh − fh). Left: K × K elements, K = 4, . . . , 250, and N = 2, 4.
Right: 2× 2, 6× 6 elements, and N = 2, . . . , 30. Top: α = 0. Bottom: α = 0.01

3.5.2 The Sand-Shale System

This example is taken from [54, 76, 78]. The domain is a 2D unit square, Ω =
[0, 1]2, with 80 shale blocks, Ωs , placed in the domain such that the total area
fraction of shale blocks is Ashale = 20%, as shown in Fig. 3.10.

We solve the mixed formulation (3.38) with f = 0 in this domain. The flux
across the top and the bottom boundaries is u · n = 0. The flow is pressure driven
with the pressure at the left boundary, p = 1, and the pressure at the right boundary,
p = 0. The permeability in the domain is defined as K = kI, where k is given by:

k =
{

10−6 in Ωs

1 in Ω \Ωs

.
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Fig. 3.7 Left: the source term f . Right: the log10 distribution of the projection error of fh for 3×3
elements, N = 10 and c = 0.3. Top: α = 0. Bottom: α = 0.01

For this test case an orthogonal uniform grid of 20 × 20 elements is used.
The polynomial degree is varied to achieve convergence. Streamlines through the
domain for 20×20 elements and polynomial degreeN = 15 are shown in Fig. 3.11.
It can be seen that the streamlines do not pass through, but pass around the shale
blocks of low permeability.

The ||∇ · uh||L2 over the entire domain as a function of polynomial degree is
shown in Fig. 3.12. We observe that ∇ ·uh = 0 is satisfied up to machine precision.

The net flux entering the domain (the same as the net flux leaving the domain) is
given in Table 3.1 for varying polynomial degree. A reference value for this solution
is given in [54] as 0.5205, and in [78] as 0.519269. In this work the maximum
resolution corresponds to 20 × 20 elements and a polynomial degree N = 19, for
which the net flux entering the domain is obtained as 0.52010.

In Fig. 3.13 we compare the net flux entering the sand-shale domain, calculated
using the mixed and the direct formulation of equations, as a function of polynomial
degree for different values of k in the shale blocks. The data for these figures is
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Fig. 3.8 The p-convergence for 2 × 2, 6 × 6 elements and N = 2, . . . , 30. Left: c = 0. Right:
c = 0.3. Top: α = 0. Bottom: α = 0.01

given in Table 3.2. Note that the direct formulation converges from above towards
the correct inflow flux, whereas the mixed formulation converges from below.

3.5.3 The Impermeable-Streak System

The next example is from [53, 76, 78]. The physical domain is a 2D unit square,
Ω = [0, 1]2. The domain is divided into three different regions, Ω1, Ω2, and Ω3,
as shown in Fig. 3.14 (left). For calculations, each region is further divided into
K ×K elements. Therefore, the total number of elements in the domain is given by
K × K × 3. In Fig. 3.14 (right) we show the domain with each region divided into
2× 2 elements.

The mixed formulation (3.38) is solved, with f = 0 and mixed boundary
conditions, such that at the top and the bottom boundaries the net flux u ·n = 0, and
at the left and the right boundaries, p = 1 and p = 0, respectively. Permeability in
Ω1 and Ω3 is given by K = I. Ω2 has a low permeability and defined such that the
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Fig. 3.9 The h-convergence of the L2-error for K × K elements, K = 4, . . . , 250 and N = 2, 4.
Left: c = 0. Right: c = 0.3. Top: α = 0. Bottom: α = 0.01

component parallel to the local streak orientation is k‖ = 10−1, and the component
perpendicular to the local streak orientation is k⊥ = 10−3. The analytical expression
for the permeability in terms of Cartesian coordinates is given in [76] as,

Kxx = k‖(y + 0.4)2 + k⊥(x − 0.1)2

(x − 0.1)2 + (y + 0.4)2
,

Kxy = −(k‖ − k⊥)(x − 0.1)(y + 0.4)

(x − 0.1)2 + (y + 0.4)2
,

Kyy = k‖(x − 0.1)2 + k⊥(y + 0.4)2

(x − 0.1)2 + (y + 0.4)2
.

The flow field in the domain is shown in Fig. 3.15. The magnitude of velocity in
Ω2 is small due to low values of the permeability tensor in this region. The velocity
vectors bend in the direction of the permeability streak Ω2. The L2-norm of ∇ · u
over the entire domain as a function of polynomial degree, N , is shown in Fig. 3.16.



60 M. Gerritsma et al.

Fig. 3.10 The discretized domain for the sand-shale test case. Black blocks are shale blocks with
k = 10−6. White blocks are sand blocks with k = 1

Fig. 3.11 Streamlines through the domain of sand-shale test case
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Fig. 3.12 The L2-norm of ∇ · uh for 20 × 20 elements for a polynomial approximation of N =
1, . . . , 19

Table 3.1 Net flux through
the left boundary of the
sand-shale domain for
k = 10−6, 20 × 20 elements,
N = 1, . . . , 19

N Net flux No. of unknowns

1 0.49041 1240

2 0.51247 4880

3 0.51744 10,920

4 0.51863 19,360

5 0.51931 30,200

6 0.51957 43,440

7 0.51977 59,080

8 0.51985 77,120

9 0.51993 97,560

10 0.51997 120,400

11 0.52001 145,640

12 0.52003 173,280

13 0.52005 203,320

14 0.52007 235,760

15 0.52008 270,600

16 0.52009 307,840

17 0.52009 347,480

18 0.52010 389,520

19 0.52010 433,960
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Fig. 3.13 Convergence of the net flux through the left boundary of the sand-shale domain using
the mixed formulation and the direct formulation for 20 × 20 elements, N = 1, . . . , 10. Top left:
k = 10−1. Top right: k = 10−2. Bottom left: k = 10−3. Bottom right: k = 10−4

We can see that the flow field is divergence free up to machine precision because
f = 0.

The net flux through the system for varying number of elements and polynomial
degree is given in Table 3.3. In this work the finest resolution corresponds to 12 ×
12 × 3 elements and N = 15. For this case the net influx at the left boundary is
0.75668. The net influx and outflux from the region Ω1, Ω2 and Ω3 is given in
Tables 3.4, 3.5, and 3.6, respectively. The net influx for Ω1 is larger than the net
outflux. And the net outflux for Ω2 and Ω3 is larger than the net influx.
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Table 3.2 Data of net flux through the left boundary of the sand-shale domain using mixed
formulation and direct formulation for 20 × 20 elements, N = 1, . . . , 10, k = 10−1 (top-left),
10−2 (top-right), 10−3 (bottom-left) and 10−4 (bottom-right)

k = 10−1 k = 10−2 k = 10−3 k = 10−4

N Mixed Direct Mixed Direct Mixed Direct Mixed Direct

1 0.63805 0.74149 0.51384 0.69273 0.49296 0.68699 0.49066 0.68641

2 0.66541 0.69316 0.54101 0.62399 0.51573 0.61572 0.51279 0.61488

3 0.67131 0.68423 0.54906 0.60794 0.52121 0.59856 0.51782 0.59760

4 0.67339 0.68139 0.55208 0.60113 0.52272 0.59099 0.51904 0.58995

5 0.67450 0.68003 0.55436 0.59711 0.52371 0.58639 0.51975 0.58528

6 0.67512 0.67926 0.55568 0.59439 0.52417 0.58320 0.52003 0.58203

7 0.67555 0.67877 0.55690 0.59239 0.52459 0.58079 0.52026 0.57958

8 0.67582 0.67844 0.55772 0.59085 0.52483 0.57890 0.52036 0.57765

9 0.67604 0.67821 0.55852 0.58960 0.52508 0.57734 0.52046 0.57605

10 0.67619 0.67803 0.55910 0.58857 0.52524 0.57603 0.52051 0.57471

Fig. 3.14 Three regions of the domain for the impermeable streak test case. The regions are
separated by the dashed lines. The solid lines indicate the element boundaries. Left: 1× 1 element
in each region. Right: 2× 2 elements in each region

3.6 Future Work

In the above sections, mixed and direct formulations of mimetic spectral element
method are discussed. The next step is to explore this framework in the direction
of hybrid formulations [21, 32, 43]. Additionally, the focus will be on developing
multiscale methods [118], using these formulations, for reservoir modelling appli-
cations.
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Fig. 3.15 Velocity vectors
through the domain of
permeability streak test case
for 12× 12 elements, N = 15

Fig. 3.16 The L2-norm of
∇ · uh for K ×K elements,
K = 2, 4, 6, N = 1, . . . , 15
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Table 3.3 Net flux through the left boundary of the permeability streak test case domain for
K ×K elements, K = 4, 6, 8, 10, 12 and N = 1, . . . , 15

Elements division (K ×K)

N 4× 4 6× 6 8× 8 10× 10 12× 12

1 0.74689 0.74908 0.75061 0.75169 0.75247

2 0.75268 0.75407 0.75479 0.75522 0.75550

3 0.75479 0.75548 0.75582 0.75602 0.75615

4 0.75561 0.75600 0.75620 0.75631 0.75639

5 0.75600 0.75625 0.75638 0.75645 0.75650

6 0.75621 0.75639 0.75648 0.75653 0.75657

7 0.75635 0.75648 0.75654 0.75658 0.75660

8 0.75643 0.75653 0.75658 0.75661 0.75663

9 0.75649 0.75657 0.75661 0.75663 0.75665

10 0.75654 0.75660 0.75663 0.75665 0.75666

11 0.75657 0.75662 0.75664 0.75666 0.75667

12 0.75659 0.75663 0.75665 0.75666 0.75667

13 0.75661 0.75664 0.75666 0.75667 0.75668

14 0.75662 0.75665 0.75667 0.75668 0.75668

15 0.75663 0.75666 0.75667 0.75668 0.75668
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Chapter 4
An Introduction to Hybrid High-Order
Methods

Daniele Antonio Di Pietro and Roberta Tittarelli

Abstract This chapter provides an introduction to Hybrid High-Order (HHO)
methods. These are new generation numerical methods for PDEs with several
advantageous features: the support of arbitrary approximation orders on general
polyhedral meshes, the reproduction at the discrete level of relevant continuous
properties, and a reduced computational cost thanks to static condensation and
compact stencil. After establishing the discrete setting, we introduce the basics of
HHO methods using as a model problem the Poisson equation. We describe in detail
the construction, and prove a priori convergence results for various norms of the
error as well as a posteriori estimates for the energy norm. We then consider two
applications: the discretization of the nonlinear p-Laplace equation and of scalar
diffusion-advection-reaction problems. The former application is used to introduce
compactness analysis techniques to study the convergence to minimal regularity
solution. The latter is used to introduce the discretization of first-order operators and
the weak enforcement of boundary conditions. Numerical examples accompany the
exposition.

4.1 Introduction

This chapter provides an introduction to Hybrid High-Order (HHO) methods. The
material is closely inspired by a series of lectures given by the first author at Institut
Henri Poincaré in September 2016 within the thematic quarter Numerical Methods
for PDEs (see http://imag.edu.umontpellier.fr/event/ihp-nmpdes).

HHO methods, introduced in [27, 33], are discretization methods for Partial
Differential Equations (PDEs) with relevant features that set them apart from
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classical techniques such as finite elements or finite volumes. These include, in
particular:

1. The support of general polytopal meshes in arbitrary space dimension, paving the
way to a seamless treatment of complex geometric features and unified 1d-2d-3d
implementations;

2. The possibility to select the approximation order which, possibly combined with
adaptivity, leads to a reduction of the simulation cost for a given precision or
better precision for a given cost;

3. The compliance with the physics, including robustness with respect to the
variations of physical coefficients and reproduction at the discrete level of key
continuous properties such as local balances and flux continuity;

4. A reduced computational cost thanks to their compact stencil along with the
possibility to perform static condensation.

As of today, HHO methods have been successfully applied to the discretization
of several linear and nonlinear problems of engineering interest including: variable
diffusion [28, 33, 35], quasi incompressible linear elasticity [26, 27], locally
degenerate diffusion-advection-reaction [34], poroelasticity [9], creeping flows [1]
possibly driven by volumetric forces with large irrotational part [36], electrostat-
ics [31], phase separation problems governed by the Cahn–Hilliard equation [14],
Leray–Lions type elliptic problems [22, 23]. More recent applications also include
steady incompressible flows governed by the Navier–Stokes equations [29] and
nonlinear elasticity [11]. Generalizations of HHO methods and comparisons with
other (new generation or classical) discretization methods for PDEs can be found
in [8, 18]. Implementation tools based on advanced programming techniques have
been recently discussed in [15].

Discretization methods that support polytopal meshes and, possibly, arbitrary
approximation orders have experienced a vigorous development over the last
decade. Novel approaches to the analysis and the design have been developed bor-
rowing ideas from other branches of mathematics (such as topology and geometry),
or expanding past their initial limits the original ideas underlying finite element or
finite volume methods. A brief state-of-the-art is provided in what follows.

Several lowest-order methods for diffusive problems have been proposed to
circumvent the strict conditions of mesh-data compliance required for the consis-
tency of classical (two-points) finite volume schemes; see [38] for a comprehensive
review. We mention here, in particular, the Mixed and Hybrid Finite Volume
methods of [39, 44]. These methods possess local conservation properties on the
primal mesh, and enable an explicit identification of equilibrated numerical fluxes.
Their relation with the lowest-order version of HHO methods has been studied
in [33, Section 2.5] for pure diffusion and in [34, Section 5.4] for advection-
diffusion-reaction. Other families of lowest-order methods have been obtained
by reproducing at the discrete level salient features of the continuous problem.
Mimetic Finite Difference methods are derived by emulating the Stokes theorems
to formulate counterparts of differential operators and of L2-products; cf. [12]
and [40] for a study of their relation with Mixed and Hybrid Finite Volume methods.
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In the Discrete Geometric Approach of [19] as well as in Compatible Discrete
Operators [10], formal links with the continuous operators are expressed in terms of
Tonti diagrams. To different extents, the aforementioned methods owe to the seminal
ideas of Whitney on geometric integration [55]. A different approach to lowest-
order schemes on general meshes consists in extending classical properties of
nonconforming and penalized finite elements as in the Cell Centered Galerkin [21]
and generalized Crouzeix–Raviart [30] methods. We also cite here [54] concerning
the use of classical mixed finite elements on polyhedral meshes (see, in particular,
Section 7 therein). Further investigations have recently lead to unifying frameworks
that encompass the above (and other) methods. We mention, in particular, the
Gradient Schemes discretizations of [41]. Finally, the methods discussed here can
often be regarded as lowest-order versions of more recent technologies.

Methods that support the possibility to increase the approximation order have
received a considerable amount of attention over the last few years. High-order dis-
cretizations on general meshes that are possibly physics-compliant can be obtained
by the discontinuous Galerkin approach; cf., e.g., [2, 25] and also [3]. Discontinuous
Galerkin methods, however, have some practical limitations. For problems in
incompressible fluid mechanics, e.g., a key ingredient for inf-sup stability is a
reduction map that can play the role of a Fortin interpolator. Unfortunately, such
an interpolator is often not available for discontinuous Galerkin methods on non-
standard elements. Additionally, in particular for modal implementations on general
meshes, the number of unknowns can become unbearably large. This has motivated
the introduction of Hybridizable Discontinuous Galerkin methods [13, 17], which
mainly focus on standard meshes (the extension to general meshes is possible in
some cases); see also the very recent M-decomposition techniques [16]. High-
order discretization methods that support general meshes also include Virtual
Element methods; cf. [7] for an introduction. In short, Virtual Element methods
are finite element methods where explicit expressions for the basis functions are not
available at each point, and computable approximations thereof are used instead.
This provides the extra flexibility required, e.g., to handle polyhedral elements.
Links between HHO and the nonconforming Virtual Element method have been
pointed out in [18, Section 2.4]; see also [8] and [37] concerning the links among
HHO, Virtual Element methods, and Gradient Schemes.

We next describe in detail the content of this chapter. We start in Sect. 4.2
by presenting the discrete setting: we introduce the notion of polytopal mesh
(Sect. 4.2.1), formulate assumptions on the way meshes are refined that are suitable
to carry out a h-convergence analysis (Sect. 4.2.2), introduce the local polynomial
spaces (Sect. 4.2.3) and projectors (Sect. 4.2.4) that lie at the heart of the HHO
construction.

In Sect. 4.3 we present the basic principles of HHO methods using as a model
problem the Poisson equation. While the material in this section is mainly adapted
from [33], some results are new and the arguments have been shortened or made
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more elegant. In Sect. 4.3.1 we introduce the local space of degrees of freedom
(DOFs) and discuss the main ingredients upon which HHO methods rely, namely:

1. Reconstructions of relevant quantities obtained by solving small, embarrassingly
parallel problems on each element;

2. High-order stabilization terms obtained by penalizing cleverly designed residu-
als.

In Sect. 4.3.2 we show how to combine these ingredients to formulate local
contributions, which are then assembled element-by-element as in standard finite
elements. The construction is conceived so that only face-based DOFs are globally
coupled, which paves the way to efficient practical implementations where element-
based DOFs are statically condensed in a preliminary step. In Sects. 4.3.3 and 4.3.4
we discuss, respectively, optimal a priori estimates for various norms and seminorms
of the error, and residual-based a posteriori estimates for the energy-norm of the
error. Finally, some numerical examples are provided in Sect. 4.3.5 to demonstrate
the theoretical results.

In Sect. 4.4 we consider the HHO discretization of the p-Laplace equation. The
material is inspired by [22, 23], where more general Leray–Lions operators are
considered. When dealing with nonlinear problems, regularity for the exact solution
is often difficult to prove and can entail stringent assumptions on the data. For this
reason, the h-convergence analysis can be carried out in two steps: in a first step,
convergence to minimal regularity solutions is proved by a compactness argument;
in a second step, convergence rates are estimated for smooth solutions (and
smooth data). Convergence by compactness typically requires discrete counterparts
of functional analysis results relevant for the study of the continuous problem.
In our case, two sets of discrete functional analysis results are needed: discrete
Sobolev embeddings (Sect. 4.4.1) and compactness for sequences of HHO functions
uniformly bounded in a W 1,p-like seminorm (Sect. 4.4.2). The interest of both
results goes beyond the specific method and problem considered here. As an
example, in [29] they are used for the analysis of a HHO discretization of the steady
incompressible Navier–Stokes equations. The HHO method for the p-Laplacian
stated in Sect. 4.4.3 is designed according to similar principles as for the Poisson
problem. Convergence results are stated in Sect. 4.4.4, and numerical examples are
provided in Sect. 4.4.5.

Following [34], in Sect. 4.5 we extend the HHO method to diffusion-advection-
reaction problems. In this context, a crucial property from the numerical point of
view is robustness in the advection-dominated regime. In Sect. 4.5.1 we modify
the diffusive bilinear form introduced in Sect. 4.3.2 to incorporate weakly enforced
boundary conditions. The weak enforcement of boundary conditions typically
improves the behaviour of the method in the presence of boundary layers, since the
discrete solution is not constrained to a fixed value on the boundary. In Sect. 4.5.2
we introduce the HHO discretization of first-order terms based on two novel
ingredients: a local advective derivative reconstruction and an upwind penalty term.
The former is used to formulate the consistency terms, while the role of the latter
is to confer suitable stability properties to the advective-reactive bilinear form.
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The HHO discretization is finally obtained in Sect. 4.5.3 combining the diffusive
and advective-reactive contributions, and its stability with respect to an energy-like
norm including an advective derivative contribution is studied. In Sect. 4.5.4 we
state an energy-norm error estimate which accounts for the dependence of the error
contribution of each mesh element on a local Péclet number. A numerical illustration
is provided in Sect. 4.5.5.

4.2 Discrete Setting

Let Ω ⊂ R
d , d ∈ N

∗, denote a bounded connected open polyhedral domain with
Lipschitz boundary and outward normal n. We assume that Ω does not have cracks,
i.e., it lies on one side of its boundary. In what follows, we introduce the notion of
polyhedral mesh of Ω , formulate assumptions on the way meshes are refined that
enable to prove useful geometric and functional results, and introduce functional
spaces and projectors that will be used in the construction and analysis of HHO
methods.

4.2.1 Polytopal Mesh

The following definition enables the treatment of meshes as general as the ones
depicted in Fig. 4.1.

(a) (b) (c) (d)

Fig. 4.1 Examples of polytopal meshes in two and three space dimensions. The triangular and
nonconforming meshes are taken from the FVCA5 benchmark [47], the polygonal mesh family
from [30, Section 4.2.3], and the agglomerated polyhedral mesh from [31]. (a) Matching triangular,
(b) nonconforming, (c) polygonal, (d) agglomerated
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Definition 4.1 (Polytopal Mesh) A polytopal mesh of Ω is a couple Mh =
(Th,Fh) where:

(i) The set of mesh elements Th is a finite collection of nonempty disjoint open
polytopes T with boundary ∂T and diameter hT such that the meshsize h satisfies
h = maxT ∈Th

hT and it holds that Ω =⋃
T ∈Th

T .

(ii) The set of mesh faces Fh is a finite collection of disjoint subsets of Ω such
that, for any F ∈ Fh, F is an open subset of a hyperplane of R

d , the (d−1)-
dimensional Hausdorff measure of F is strictly positive, and the (d−1)-dimensional
Hausdorff measure of its relative interior F\F is zero. Moreover, (a) for each
F ∈ Fh, either there exist two distinct mesh elements T1, T2 ∈ Th such that
F ⊂ ∂T1 ∩ ∂T2 and F is called an interface or there exists one mesh element
T ∈ Th such that F ⊂ ∂T ∩∂Ω and F is called a boundary face; (b) the set of faces
is a partition of the mesh skeleton, i.e.,

⋃
T ∈Th

∂T =⋃
F∈Fh

F .

Interfaces are collected in the set F i
h and boundary faces in F b

h , so that Fh =
F i
h ∪ F b

h . For any mesh element T ∈ Th,

FT := {F ∈ Fh | F ⊂ ∂T }

denotes the set of faces contained in ∂T . Similarly, for any mesh face F ∈ Fh,

TF := {T ∈ Th | F ⊂ ∂T }

is the set of mesh elements sharing F . Finally, for all F ∈ FT , nT F is the unit
normal vector to F pointing out of T .

Remark 4.1 (Nonconforming Junctions) Meshes including nonconforming junc-
tions such as the one depicted in Fig. 4.2 are naturally supported provided that each
face containing hanging nodes is treated as multiple coplanar faces.

Fig. 4.2 Treatment of a
nonconforming junction (red)
as multiple coplanar faces.
Gray elements are pentagons
with two coplanar faces,
white elements are squares
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4.2.2 Regular Mesh Sequences

When studying the convergence of HHO methods with respect to the meshsize h,
one needs to make assumptions on how the mesh is refined. The ones provided here
are closely inspired by [25, Chapter 1], and refer to the case of isotropic meshes
with non-degenerate faces. Isotropic means here that we do not consider the case
of elements that become more and more stretched when refining. Non-degenerate
faces means, on the other hand, that the diameter of each mesh face is uniformly
comparable to that of the element(s) it belongs to; see (4.2) below.

Definition 4.2 (Matching Simplicial Submesh) Let Mh = (Th,Fh) be a poly-
topal mesh of Ω . We say that Th is a matching simplicial submesh of Mh if (i) Th

is a matching simplicial mesh of Ω ; (ii) for all simplices τ ∈ Th, there is only one
mesh element T ∈ Th such that τ ⊂ T ; (iii) for all σ ∈ Fh, the set collecting the
simplicial faces of Th, there is at most one face F ∈ Fh such that σ ⊂ F .

If Th itself is matching simplicial and Fh collects the corresponding simplicial
faces, we can simply take Th = Th, so that Fh = Fh. The notion of regularity for
refined mesh sequences is made precise by the following

Definition 4.3 (Regular Mesh Sequence) Denote by H ⊂ R
+∗ a countable set of

meshsizes having 0 as its unique accumulation point. A sequence of refined meshes
(Mh)h∈H is said to be regular if there exists a real number � ∈ (0, 1) such that,
for all h ∈ H, there exists a matching simplicial submesh Th of Mh and (i) for
all simplices τ ∈ Th of diameter hτ and inradius rτ , �hτ ≤ rτ ; (ii) for all mesh
elements T ∈ Th and all simplices τ ∈ Th such that τ ⊂ T , �hT ≤ hτ .

Remark 4.2 (Role of the Simplicial Submesh) The simplicial submesh introduced in
Definition 4.3 is merely a theoretical tool, and needs not be constructed in practice.

Geometric bounds on regular mesh sequences can be proved as in [25, Sec-
tion 1.4.2] (the definition of mesh face is slightly different therein since planarity
is not required, but the proofs are based on the matching simplicial submesh and
one can check that they carry out unchanged). We recall here, in particular, that the
number of faces of one mesh element is uniformly bounded: There is N∂ ≥ d + 1
such that

max
h∈H

max
T ∈Th

card(FT ) ≤ N∂. (4.1)

Moreover, according to [25, Lemma 1.42], for all h ∈ H, all T ∈ Th, and all F ∈ FT

�2hT ≤ hF ≤ hT . (4.2)

Discrete functional analysis results for arbitrary-order methods on regular mesh
sequences can be found in [25, Chapter 1] and [22, 23]. We also refer the reader
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to [43] for a first theorization of discrete functional analysis in the context of lowest-
order finite volume methods, as well as to the subsequent extensions of [42, 44].

Throughout the rest of this work, it is tacitly understood that we work on regular
mesh sequences.

4.2.3 Local and Broken Spaces

Throughout the rest of this chapter, for any X ⊂ Ω , we denote by (·, ·)X and ‖·‖X
the standard L2(X)-product and norm, with the convention that the subscript is
omitted whenever X = Ω . The same notation is used for the vector-valued space
L2(X)d .

Let now the set X be a mesh element or face. For an integer l ≥ 0, we denote
by P

l(X) the space spanned by the restriction to X of scalar-valued, d-variate
polynomials of total degree l. We note the following trace inequality (see [25,
Lemma 1.46]): There is a real number C > 0 only depending on d , �, and l such
that, for all h ∈ H, all T ∈ Th, all v ∈ P

l(T ), and all F ∈ FT ,

‖v‖F ≤ Ch
−1/2

T ‖v‖T . (4.3)

At the global level, we define the broken polynomial space

P
l (Th) :=

{
vh ∈ L2(Ω) | vh|T ∈ P

l (T ) ∀T ∈ Th

}
.

Functions in P
l (Th) belong to the broken Sobolev space

W 1,1(Th) :=
{
v ∈ L1(Ω) | v|T ∈ W 1,1(T ) ∀T ∈ Th

}
.

We denote by ∇h : W 1,1(Th) → L1(Ω)d the usual broken gradient operator such
that, for all v ∈ W 1,1(Th),

(∇hv)|T = ∇v|T ∀T ∈ Th.

4.2.4 Projectors on Local Polynomial Spaces

Projectors on local polynomial spaces play a key role in the design and analysis of
HHO methods.
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4.2.4.1 L2-Orthogonal Projector

Let X denote a mesh element or face. The L2-orthogonal projector (in short, L2-
projector) π0,l

X : L1(X) → P
l (X) is defined as follows: For all v ∈ L1(X), π0,l

X is
the unique polynomial in P

l (X) that satisfies

(π
0,l
X v − v,w)X = 0 ∀w ∈ P

l(X). (4.4)

Existence and uniqueness of π0,l
X v follow from the Riesz representation theorem

in P
l (X) for the standard L2(X)-inner product. Moreover, we have the following

characterization:

π
0,l
X v = arg min

w∈Pl (X)
‖w − v‖2

X.

In what follows, we will also need the vector-valued L2-projector denoted by π
0,l
X

and obtained by applying π
0,l
X component-wise. The following Hs-boundedness

result is a special case of [22, Corollary 3.7]: For any s ∈ {0, . . . , l+1}, there exists
a real number C > 0 depending only on d , �, l, and s such that, for all h ∈ H, all
T ∈ Th, and all v ∈ Hs(T ),

|π0,l
T v|Hs(T ) ≤ C|v|Hs(T ). (4.5)

At the global level, we denote by π0,l
h : L1(Ω) → P

l(Th) the L2-projector on the
broken polynomial space P

l (Th) such that, for all v ∈ L1(Ω),

(π
0,l
h v)|T := π

0,l
T v|T .

4.2.4.2 Elliptic Projector

For any mesh element T ∈ Th, we also define the elliptic projector π
1,l
T :

W 1,1(T )→ P
l (T ) as follows: For all v ∈ W 1,1(T ), π1,l

T v is a polynomial in P
l (T )

that satisfies

(∇(π1,l
T v − v),∇w)T = 0 ∀w ∈ P

l (T ). (4.6a)

By the Riesz representation theorem in ∇P
l (T ) for the L2(T )d -inner product, this

relation defines a unique element ∇π
1,l
T v, and thus a polynomial π1,l

T v up to an
additive constant. This constant is fixed by writing

(π
1,l
T v − v, 1)T = 0. (4.6b)
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Observing that (4.6a) is trivially verified when l = 0, it follows from (4.6b) that
π

1,0
T = π

0,0
T . Finally, the following characterization holds:

π
1,l
T v = arg min

w∈Pl (T ), (w−v,1)T=0
‖∇(w − v)‖2

L2(T )d
.

4.2.4.3 Approximation Properties

On regular mesh sequences, both π
0,l
T and π

1,l
T have optimal approximation prop-

erties in P
l (T ), as summarized by the following result (for a proof, see Theorem 1,

Theorem 2, and Lemma 13 in [22]): For any α ∈ {0, 1} and s ∈ {α, . . . , l+1}, there
exists a real number C > 0 depending only on d , �, l, α, and s such that, for all
h ∈ H, all T ∈ Th, and all v ∈ Hs(T ),

|v − π
α,l
T v|Hm(T ) ≤ Chs−mT |v|Hs(T ) ∀m ∈ {0, . . . , s}, (4.7a)

and, if s ≥ 1,

|v − π
α,l
T v|Hm(FT )

≤ Ch
s−m− 1

2
T |v|Hs(T ) ∀m ∈ {0, . . . , s − 1}, (4.7b)

where Hm(FT ) :=
{
v ∈ L2(∂T ) | v|F ∈ Hm(F) ∀F ∈ FT

}
.

4.3 Basic Principles of Hybrid High-Order Methods

To fix the main ideas and notation, we study in this section the HHO discretization
of the Poisson problem: Find u : Ω → R such that

−Δu = f in Ω, (4.8a)

u = 0 on ∂Ω, (4.8b)

where f ∈ L2(Ω) is a given volumetric source term. More general boundary
conditions can replace (4.8b), but we restrict the discussion to the homogeneous
Dirichlet case for the sake of simplicity. A detailed treatment of more general
boundary conditions including also variable diffusion coefficients can be found
in [35].

The starting point to devise a HHO discretization is the following weak formula-
tion of problem (4.8): Find u ∈ H 1

0 (Ω) such that

a(u, v) = (f, v) ∀v ∈ H 1
0 (Ω), (4.9)
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where the bilinear form a : H 1(Ω)×H 1(Ω)→ R is such that

a(u, v) := (∇u,∇v). (4.10)

In what follows, the quantities u and −∇u will be referred to, respectively, as the
potential and the flux.

4.3.1 Local Construction

Throughout this section, we fix a polynomial degree k ≥ 0 and a mesh element T ∈
Th. We introduce the local ingredients underlying the HHO construction: the DOFs,
the potential reconstruction operator, and the discrete counterpart of the restriction
to T of the global bilinear form a defined by (4.10).

4.3.1.1 Computing the Local Elliptic Projection from L2-Projections

Consider a function v ∈ H 1(T ). We note the following integration by parts formula,
valid for all w ∈ C∞(T ):

(∇v,∇w)T = −(v,Δw)T +
∑

F∈FT

(v,∇w·nT F )F . (4.11)

Specializing (4.11) to w ∈ P
k+1(T ), we obtain

(∇π1,k+1
T v,∇w)T = −(π0,k−1

T v,Δw)T +
∑

F∈FT

(π
0,k
F v,∇w·nT F )F , (4.12a)

where we have used (4.6a) to insert π1,k+1
T into the left-hand side and (4.4)

to insert π0,k−1
T and π

0,k
F into the right-hand side after observing that Δw ∈

P
k−1(T ) ⊂ P

k(T ) and (∇w)|F ·nT F ∈ P
k(F ) for all F ∈ FT . Moreover,

recalling (4.6b) and using the definition (4.4) of the L2-projector, we infer that

(v − π
0,0
T v, 1)T = (π

1,k+1
T v − π

0,max(0,k−1)
T v, 1)T = 0. (4.12b)

The relations (4.12) show that computing the elliptic projection π
1,k+1
T v does not

require a full knowledge of the function v. All that is required is

1. π0,max(0,k−1)
T v, the L2-projection of v on the polynomial space P

max(0,k−1)(T ).

Clearly, one could also choose π
0,k
T v instead, which has the advantage of not

requiring a special treatment of the case k = 0;
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Fig. 4.3 DOFs in Uk
T for k ∈ {0, 1, 2}

2. for all F ∈ FT , π0,k
F v|F , the L2-projection of the trace of v on F on the

polynomial space P
k(F ).

4.3.1.2 Local Space of Degrees of Freedom

The remark at the end of the previous section motivates the introduction of the
following space of DOFs (see Fig. 4.3):

Uk
T := P

k(T )×
⎛

⎝×
F∈FT

P
k(F )

⎞

⎠ . (4.13)

Observe that naming Uk
T space of DOFs involves a shortcut: the actual DOFs

can be chosen in several equivalent ways (polynomial moments, point values, etc.),
and the specific choice does not affect the following discussion. For a generic vector
of DOFs in Uk

T , we use the underlined notation vT = (vT , (vF )F∈FT
). On Uk

T , we

define the H 1-like seminorm ‖·‖1,T such that, for all vT ∈ Uk
T ,

‖vT ‖2
1,T := ‖∇vT ‖2

T + |vT |21,∂T , |vT |21,∂T :=
∑

F∈FT

h−1
F ‖vF − vT ‖2

F ,

(4.14)

where hF denotes the diameter of F . The negative power of hF in the second term
ensures that both contributions have the same scaling. The DOFs corresponding to a
smooth function v ∈ W 1,1(T ) are obtained via the reduction map IkT : W 1,1(T )→
Uk
T such that

I kT v := (π
0,k
T v, (π

0,k
F v|F )F∈FT

). (4.15)
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4.3.1.3 Potential Reconstruction Operator

Inspired by formula (4.12), we introduce the potential reconstruction operator
pk+1
T : Uk

T → P
k+1(T ) such that, for all vT ∈ Uk

T ,

(∇pk+1
T vT ,∇w)T = −(vT ,Δw)T +

∑

F∈FT

(vF ,∇w·nT F )F ∀w ∈ P
k+1(T )

(4.16a)

and

(pk+1
T vT − vT , 1)T = 0. (4.16b)

Notice that pk+1
T vT is a polynomial function on T one degree higher than the

element-based DOFs vT . By definition, for all v ∈ W 1,1(T ) it holds that

(pk+1
T ◦ I kT )v = π

1,k+1
T v, (4.17)

i.e., the composition of the potential reconstruction operator with the reduction
map gives the elliptic projector on P

k+1(T ). An immediate consequence of (4.17)
together with (4.7) is that pk+1

T ◦ IkT has optimal approximation properties in
P
k+1(T ).

4.3.1.4 Local Contribution

We approximate the restriction a|T : H 1(T )×H 1(T )→ R to T of the continuous
bilinear form a defined by (4.10) by the discrete bilinear form aT : Uk

T × Uk
T → R

such that

aT (uT , vT ) := (∇pk+1
T uT ,∇pk+1

T vT )T + sT (uT , vT ), (4.18)

where the first term in the right-hand side is the usual Galerkin contribution, while
the second is a stabilization contribution for which we consider the following design
conditions, originally proposed in [8]:

Assumption 4.1 (Local Stabilization Bilinear Form sT ) The local stabilization
bilinear form sT : Uk

T × Uk
T → R satisfies the following properties:

(S1) Symmetry and positivity. sT is symmetric and positive semidefinite;
(S2) Stability. There is a real number η > 0 independent of h and of T , but possibly

depending on d , �, and k, such that

η−1‖vT ‖2
1,T ≤ aT (vT , vT ) ≤ η‖vT ‖2

1,T ∀vT ∈ Uk
T ; (4.19)
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(S3) Polynomial consistency. For all w ∈ P
k+1(T ) and all vT ∈ Uk

T , it holds that

sT (I kT w, vT ) = 0. (4.20)

These requirements suggest that sT can be obtained penalizing in a least square
sense residuals that vanish for reductions of polynomial functions in P

k+1(T ).
Paradigmatic examples of such residuals are provided by the operators δkT : Uk

T →
P
k(T ) and, for all F ∈ FT , δkTF : Uk

T → P
k(F ) such that, for all vT ∈ Uk

T ,

δkT vT := π
0,k
T (pk+1

T vT − vT ), δkT F vT := π
0,k
F (pk+1

T vT − vF ) ∀F ∈ FT .

(4.21)

To check that δkT vanishes when vT = IkT w with w ∈ P
k+1(T ), we observe that

δkT I
k
T w = π

0,k
T (pk+1

T I kT w − π
0,k
T w) = π

0,k
T (π

1,k+1
T w − w) = π

0,k
T (w − w) = 0,

where we have used the definition of δkT in the first equality, the relation (4.17) to

replace pk+1
T I kT by π

1,k+1
T and the fact that π0,k

T w ∈ P
k(T ) to cancel π0,k

T from

the second term in parentheses, and the fact that π1,k+1
T leaves polynomials of total

degree up to (k+ 1) unaltered as a projector to conclude. A similar argument shows
that δkT F I

k
T w = 0 for all F ∈ FT whenever w ∈ P

k+1(T ).
Accounting for dimensional homogeneity with the Galerkin term, one possible

expression for sT is thus

sT (uT , vT ) := h−2
T (δkT uT , δ

k
T vT )T +

∑

F∈FT

h−1
F (δkTF uT , δ

k
T F vT )F . (4.22)

This choice, inspired by the Virtual Element literature [6], differs from the original
HHO stabilization of [33], where the following expression is considered instead:

sT (uT , vT ) :=
∑

F∈FT

h−1
F (δkT FuT − δkT uT , δ

k
T F vT − δkT vT )F . (4.23)

In this case, only quantities at faces are penalized. Both of the above expressions
match the design conditions (S1)–(S3) and are essentially equivalent in terms
of implementation. A detailed proof for sT as in (4.23) can be found in [33,
Lemma 4]. Yet another example of stabilization bilinear form used in the context
of HHO methods is provided by [1, Eq. (3.24)]. This expression results from the
hybridization of the Mixed High-Order method of [28].
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Remark 4.3 (Original HDG Stabilization) The following stabilization bilinear
form is used in the original Hybridizable Discontinuous Galerkin (HDG) method of
[13, 17]:

sT (uT , vT ) =
∑

F∈FT

h−1
F (uF − uT , vF − vT )F .

While this choice obviously satisfies the properties (S1)–(S2), it fails to satisfy (S3)
(it is only consistent for polynomials of degree up to k). As a result, up to one order
of convergence is lost with respect to the estimates of Theorems 4.1 and 4.2 below.
For a discussion including fixes that restore optimal orders of convergence in HDG
see [18].

4.3.1.5 Consistency Properties of the Stabilization for Smooth Functions

In the following proposition we study the consistency properties of sT when its
arguments are reductions of a smooth function. We give a detailed proof since this
result is a new extension of the bound in [33, Theorem 8] (see, in particular, Eq. (45)
therein) to more general stabilization bilinear forms.

Proposition 4.1 (Consistency of sT ) Let {sT }T ∈Th denote a family of stabilization
bilinear forms satisfying assumptions (S1)–(S3). Then, there is a real numberC > 0
independent of h, but possibly depending on d , �, and k, such that, for all T ∈ Th
and all v ∈ Hk+2(T ), it holds that

sT (I kT v, I
k
T v)

1/2 ≤ Chk+1
T ‖v‖Hk+2(T ). (4.24)

Proof We set, for the sake of brevity, v̌T := π
1,k+1
T v and abridge as A � B the

inequalityA ≤ cB with multiplicative constant c > 0 having the same dependencies
as C in (4.24). Using (S2) and (S3) we infer that

sT (I kT v, I
k
T v)

1/2 = sT (I kT (v − v̌T ), I
k
T (v − v̌T ))

1/2 ≤ η
1
2 ‖I kT (v − v̌T )‖1,T .

(4.25)
Recalling (4.14), we have that

‖I kT (v − v̌T )‖2
1,T

= ‖∇π
0,k
T (v − v̌T )‖2

T +
∑

F∈FT

h−1
F ‖π0,k

F (v − v̌T − π
0,k
T (v − v̌T ))‖2

F .

(4.26)
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Using the H 1(T )-boundedness of π0,k
T resulting from (4.5) with l = k and s = 1

followed by the optimal approximation properties (4.7a) of v̌T (with α = 1, l =
k + 1, s = k + 2, and m = 1), it is inferred that

‖∇π
0,k
T (v − v̌T )‖T � ‖∇(v − v̌T )‖T � hk+1‖v‖Hk+2(T ). (4.27)

On the other hand, for all F ∈ FT it holds that

h
−1/2

F ‖π0,k
F (v − v̌T − π

0,k
T (v − v̌T ))‖F � h

−1/2

T ‖v − v̌T − π
0,k
T (v − v̌T )‖T

� ‖∇(v − v̌T )‖T
� hk+1

T ‖v‖Hk+2(T ),

(4.28)

where we have used the L2(F )-boundedness of π0,k
F together with (4.2), the trace

approximation properties (4.7b) of π0,k
T with α = 0, l = k, s = 1, and m = 0 to

pass to the second line, and the optimal approximation properties of v̌T expressed
by (4.7a) with α = 1, l = k+ 1, s = k+ 2, and m = 1 to conclude. Plugging (4.27)
and (4.28) into (4.26), recalling that card(FT ) � 1 (see (4.1)), and using the
resulting bound to estimate (4.25), (4.24) follows. ��

4.3.2 Discrete Problem

We now show how to formulate the discrete problem from the local contributions
introduced in the previous section.

4.3.2.1 Global Spaces of Degrees of Freedom

We define the following global space of DOFs with single-valued interface
unknowns:

Uk
h :=

⎛

⎝×
T ∈Th

P
k(T )

⎞

⎠×
⎛

⎝×
F∈Fh

P
k(F )

⎞

⎠ .

Notice that single-valued means here that interface values match from one element
to the adjacent one. For a generic element vh ∈ Uk

h, we use the underlined
notation vh = ((vT )T ∈Th

, (vF )F∈Fh
) and, for all T ∈ Th, we denote by vT =

(vT , (vF )F∈FT
) ∈ Uk

T its restriction to T . We also define the broken polynomial
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function vh ∈ P
k(Th) such that

vh|T := vT ∀T ∈ Th.

The DOFs corresponding to a smooth function v ∈ W 1,1(Ω) are obtained via the
reduction map Ikh : W 1,1(Ω)→ Uk

h such that

Ikhv := ((π
0,k
T v|T )T ∈Th

, (π
0,k
F v|F )F∈Fh

).

We define on Uk
h the seminorm ‖·‖1,h such that, for all vh ∈ Uk

h,

‖vh‖2
1,h :=

∑

T ∈Th

‖vT ‖2
1,T , (4.29)

with local seminorm ‖·‖1,T defined by (4.14). To account for the homogeneous
Dirichlet boundary condition (4.8b) in a strong manner, we introduce the subspace

Uk
h,0 :=

{
vh ∈ Uk

h | vF ≡ 0 ∀F ∈ F b
h

}
.

We recall the following discrete Poincaré inequality proved in [22, Proposition 5.4]:
There exists a real number CP > 0 independent of h, but possibly depending on Ω ,
�, and k, such that, for all vh ∈ Uk

h,0,

‖vh‖ ≤ CP‖vh‖1,h. (4.30)

Proposition 4.2 (Norm ‖·‖1,h) The map ‖·‖1,h defines a norm on Uk
h,0.

Proof The seminorm property being evident, it suffices to prove that, for all
vh ∈ Uk

h,0, ‖vh‖1,h = 0 �⇒ vh = 0h. Let vh ∈ Uk
h,0 be such that

‖vh‖1,h = 0. By (4.30), we have ‖vh‖ = 0, hence vT ≡ 0 for all T ∈ Th. From
the definition (4.14) of the norm ‖·‖1,T , we also have that ‖vF − vT ‖F = 0 for all
T ∈ Th and all F ∈ FT , hence vF = vT |F ≡ 0. Since any mesh face belongs to the
set FT for at least one mesh element T ∈ Th, this concludes the proof. ��

4.3.2.2 Global Bilinear Form

We define the global bilinear forms ah : Uk
h ×Uk

h → R and sh : Uk
h ×Uk

h → R by
element-by-element assembly setting, for all uh, vh ∈ Uk

h,

ah(uh, vh) :=
∑

T ∈Th

aT (uT , vT ), sh(uh, vh) :=
∑

T ∈Th

sT (uT , vT ). (4.31)
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Lemma 4.1 (Properties of ah) The bilinear form ah enjoys the following proper-
ties:

(i) Stability. For all vh ∈ Uk
h,0 it holds with η as in (4.19) that

η−1‖vh‖2
1,h ≤ ‖vh‖2

a,h := ah(vh, vh) ≤ η‖vh‖2
1,h. (4.32)

(ii) Consistency. There is a real number C > 0 independent of h, but possibly
depending on d , �, and k, such that, for all w ∈ H 1

0 (Ω) ∩Hk+2(Ω),

sup
vh∈Uk

h,0,‖vh‖1,h=1

Eh(w; vh) ≤ Chk+1‖w‖Hk+2(Ω), (4.33)

with linear form Eh(w; ·) : Uk
h → R representing the conformity error such

that, for all vh ∈ Uk
h,

Eh(w; vh) := −(Δw, vh)− ah(I khw, vh). (4.34)

Proof

(i) Stability. Summing inequalities (4.19) over T ∈ Th, (4.32) follows.
(ii) Consistency. Let vh ∈ Uk

h,0 be such that ‖vh‖1,h = 1. Throughout the proof,
we abridge as A � B the inequality A ≤ cB with multiplicative constant c > 0
having the same dependecies as C in (4.33). For the sake of brevity, we also let
w̌T := pk+1

T I kT w = π
1,k+1
T w (cf. (4.17)) for all T ∈ Th. Integrating by parts

element-by-element, we infer that

−(Δw, vh) =
∑

T ∈Th

⎛

⎝(∇w,∇vT )T +
∑

F∈FT

(∇w·nT F , vF − vT )F

⎞

⎠ .

(4.35)

To insert vF into the second term in parentheses in (4.35), we have used the fact
that vF ≡ 0 for all F ∈ F b

h while, for all F ∈ F i
h such that F ⊂ ∂T1 ∩ ∂T2 for

distinct mesh elements T1, T2 ∈ Th, (∇w)|T1 ·nT1F + (∇w)|T2 ·nT2F = 0 (since
w ∈ Hk+2(Ω)), so that

∑

T ∈Th

∑

F∈FT

(∇w·nT F , vF )F =
∑

F∈F i
h

(
∑

T ∈TF

(∇w)|T ·nT F , vF )F

+
∑

F∈F b
h

(∇w·n, vF )F = 0.
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On the other hand, plugging the definition (4.18) of aT into (4.31), and
expanding pk+1

T vT according to (4.16) with w = w̌T , it is inferred that

ah(I khw, vh) =
∑

T ∈Th

⎛

⎝(∇w̌T ,∇vT )T +
∑

F∈FT

(∇w̌T ·nT F , vF − vT )F

+sT (I
k
T w, vT )

)
. (4.36)

Subtracting (4.36) from (4.35), using the definition (4.6) of π1,k+1
T to cancel the

first terms in parentheses, and taking absolute values, we get

|Eh(w; vh)| =
∣
∣
∣
∣
∣
∣

∑

T ∈Th

⎛

⎝
∑

F∈FT

(∇(w − w̌T )·nT F , vF − vT )F + sT (I
k
T w, vT )

⎞

⎠

∣
∣
∣
∣
∣
∣

≤
⎡

⎣
∑

T ∈Th

(
hT ‖∇(w − w̌T )‖2

∂T + sT (I kT w, I
k
T w)

)
⎤

⎦

1/2

×
⎡

⎣
∑

T ∈Th

(
|vT |21,∂T + sT (vT , vT )

)
⎤

⎦

1/2

.

Using (4.7b) with α = 1, l = k + 1, s = k + 2, and m = 1 together with (4.24)
for the first factor, and the seminorm equivalence (4.19) together with the fact
that ‖vh‖1,h = 1 for the second, we infer the bound

|Eh(w; vh)| � hk+1‖w‖Hk+2(Ω).

Since vh is arbitrary, this yields (4.33). ��

4.3.2.3 Discrete Problem and Well-Posedness

The discrete problem reads: Find uh ∈ Uk
h,0 such that

ah(uh, vh) = (f, vh) ∀vh ∈ Uk
h,0. (4.37)

Lemma 4.2 (Well-Posedness) Problem (4.37) is well-posed, and we have the
following a priori bound for the unique discrete solution uh ∈ Uk

h,0:

‖uh‖1,h ≤ ηCP‖f ‖.
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Proof We check the assumptions of the Lax–Milgram lemma [49] on the finite-
dimensional space Uk

h,0 equipped with the norm ‖·‖1,h. The bilinear form ah is

coercive and continuous owing to (4.32) with coercivity constant equal to η−1. The
linear form vh �→ (f, vh) is continuous owing to (4.30) with continuity constant
equal to CP. ��

4.3.2.4 Implementation

Let a basis Bh for the spaceUk
h,0 be fixed such that every basis function is supported

by only one mesh element or face. For a generic element vh ∈ Uk
h,0, denote by Vh

the corresponding vector of coefficients in Bh partitioned as

Vh =
⎡

⎣
VTh

VFh

⎤

⎦ ,

where the subvectors VTh
and VFh

collect the coefficients associated to element-
based and face-based DOFs, respectively. Denote by Ah the matrix representation
of the bilinear form ah and by Bh the vector representation of the linear form vh �→
(f, vh), both partitioned in a similar way. The algebraic problem corresponding
to (4.37) reads

⎡

⎣
AThTh

AThFh

AThFh

T AFhFh

⎤

⎦

︸ ︷︷ ︸
Ah

⎡

⎣
UTh

UFh

⎤

⎦

︸ ︷︷ ︸
Uh

=
⎡

⎣
BTh

0Fh

⎤

⎦

︸ ︷︷ ︸
Bh

. (4.38)

The submatrix AThTh
is block-diagonal and symmetric positive definite, and is

therefore inexpensive to invert. In the practical implementation, this remark can
be exploited by solving the linear system (4.38) in two steps (see, e.g., [18,
Section 2.4]):

1. First, element-based coefficients in UTh
are expressed in terms of BTh

and UFh

by the inexpensive solution of the first block equation:

UTh
= A−1

ThTh

(
BTh

− AThFh
UFh

)
. (4.39a)

This step is referred to as static condensation in the finite element literature;
2. Second, face-based coefficients in UFh

are obtained solving the global skeletal
(i.e., involving unknowns attached to the mesh skeleton) problem

(
AFhFh

− AT
ThFh

A−1
ThTh

AThFh

)
UFh

= −AT
ThFh

A−1
ThTh

BTh
. (4.39b)
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This computationally more intensive step requires to invert the matrix in
parentheses in the above expression. This symmetric positive definite matrix,
whose stencil is the same as that of AFhFh

and only involves neighbours through
faces, has size Ndof × Ndof with

Ndof = card(F i
h)×

(
k + d − 1

k

)

. (4.39c)

4.3.2.5 Local Conservation and Flux Continuity

At the continuous level, the solution of problem (4.9) satisfies the following local
balance for all T ∈ Th and all vT ∈ P

k(T ):

(∇u,∇vT )T −
∑

F∈FT

(∇u·nT F , vT )F = (f, vT )T , (4.40a)

and the normal flux traces are continuous in the sense that, for all F ∈ F i
h such that

F ⊂ ∂T1 ∩ ∂T2 with distinct mesh elements T1, T2 ∈ Th, it holds (see, e.g., [25,
Lemma 4.3])

(∇u)|T1 ·nT1F + (∇u)|T2 ·nT2F = 0. (4.40b)

We show in this section that a discrete counterpart of the relations (4.40) holds
for the discrete solution. This property is relevant both from the engineering and
mathematical points of view, and it can be exploited to derive a posteriori error
estimators by flux equilibration. It was originally highlighted in [26] and, using
different techniques, in [18] for the stabilization bilinear form sT defined by (4.23).
Here, using yet a different approach, we extend these results to more general
stabilization bilinear forms.

Let a mesh element T ∈ Th be fixed. We define the space

Uk
∂T := ×

F∈FT

P
k(F ), (4.41)

as well as the boundary difference operator Δk
∂T : Uk

T → Uk
∂T such that, for all

vT ∈ Uk
T ,

Δk
∂T vT = (Δk

T F vT )F∈FT
:= (vF − vT |F )F∈FT

. (4.42)

A useful remark is that, for all vT ∈ Uk
T , it holds

vT − IkT vT = (vT − π
0,k
T vT , (vF − π

0,k
F vT |F )F∈FT

) = (0,Δk
∂T vT ), (4.43)
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where the conclusion follows observing that, for all T ∈ Th and all F ∈ FT ,
π

0,k
T vT = vT and π0,k

F vT |F = vT |F since vT ∈ P
k(T ) and vT |F ∈ P

k(F ).
We show in the next proposition that any stabilization bilinear form with a

suitable dependence on its arguments can be reformulated in terms of boundary
differences.

Proposition 4.3 (Reformulation of the Stabilization Bilinear Form) Let T ∈
Th, and assume that sT is a stabilization bilinear form that satisfies assumptions
(S1)–(S3) and that depends on its arguments only through the residuals defined
by (4.21). Then, it holds for all uT , vT ∈ Uk

T that

sT (uT , vT ) = sT ((0,Δk
∂T uT ), (0,Δ

k
∂T vT )). (4.44)

Proof It suffices to show that, for all vT ∈ Uk
T ,

δkT vT = δkT (0,Δ
k
∂T vT ), δkT F vT = δkT F (0,Δ

k
∂T vT ) ∀F ∈ FT .

Let us start by δkT . Since vT ∈ P
k(T ), pk+1

T I kT vT = π
1,k+1
T vT = vT . Hence,

δkT vT = π
0,k
T (pk+1

T vT − vT )

= π
0,k
T (pk+1

T vT − pk+1
T I kT vT )

= π
0,k
T pk+1

T (vT − I kT vT ) = δkT (0,Δ
k
∂T vT ),

where we have used the linearity of pk+1
T to pass to the third line and (4.43) to

conclude. Let now F ∈ FT and consider δkT F . We have

δkT F vT = π
0,k
F (pk+1

T vT − vF )

= π
0,k
F (pk+1

T vT − pk+1
T I kT vT + vT − vF )

= π
0,k
F (pk+1

T (0,Δk
∂T vT )−Δk

TF vT ) = δkT F (0,Δ
k
∂T vT ),

where we have introduced vT −pk+1
T I kT vT = 0 in the second line, used the linearity

of pk+1
T together with (4.43) and the definition (4.41) of Δk

∂T in the third line, and
concluded recalling the definition (4.21) of δkTF . ��
Define the boundary residual operator Rk

∂T : Uk
T → Uk

∂T such that, for all vT ∈
Uk
T , Rk

∂T vT = (Rk
T F vT )F∈FT

satisfies for all α∂T = (αT F )F∈FT
∈ Uk

∂T

−
∑

F∈FT

(Rk
T F vT , αT F )F = sT ((0,Δk

∂T vT ), (0, α∂T )). (4.45)

Problem (4.45) is well-posed, and computingRk
T F vT requires to invert the boundary

mass matrix.
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Lemma 4.3 (Local Balance and Flux Continuity) Under the assumptions of
Proposition 4.3, denote by uh ∈ Uk

h,0 the unique solution of problem (4.37) and,
for all T ∈ Th and all F ∈ FT , define the numerical normal trace of the flux

ST F (uT ) := −∇pk+1
T uT ·nT F + Rk

T F uT

with Rk
T F defined by (4.45). Then, for all T ∈ Th we have the following discrete

counterpart of the local balance (4.40a): For all vT ∈ P
k(T ),

(∇pk+1
T uT ,∇vT )T +

∑

F∈FT

(ST F (uT ), vT )F = (f, vT )T , (4.46a)

and, for any interface F ∈ F i
h such that F ⊂ ∂T1 ∩ ∂T2 with distinct mesh

elements T1, T2 ∈ Th, the numerical fluxes are continuous in the sense that (compare
with (4.40b)):

ST1F (uT1
)+ ST2F (uT2

) = 0. (4.46b)

Proof Let vh ∈ Uk
h,0. Plugging the definition (4.18) of aT into (4.31), using

for all T ∈ Th the definition of pk+1
T vT with w = pk+1

T uT , and recalling the
reformulation (4.44) of sT together with the definition (4.45) of Rk

∂T to write

sT (uT , vT ) = −
∑

F∈FT

(Rk
T F uT , vF − vT )F ∀T ∈ Th, (4.47)

we infer from the discrete problem (4.37) that

∑

T ∈Th

⎛

⎝(∇pk+1
T uT ,∇vT )T +

∑

F∈FT

(∇pk+1
T uT ·nT F − Rk

T F uT , vF − vT )F

⎞

⎠

= (f, vh).

Selecting vh such that vT spans Pk(T ) for a selected mesh element T ∈ Th while
vT ′ ≡ 0 for all T ′ ∈ Th \ {T } and vF ≡ 0 for all F ∈ Fh, we obtain (4.46a). On
the other hand, selecting vh such that vT ≡ 0 for all T ∈ Th, vF spans Pk(F ) for
a selected interface F ∈ F i

h such that F ⊂ ∂T1 ∩ ∂T2 for distinct mesh elements
T1, T2 ∈ Th, and vF ′ ≡ 0 for all F ′ ∈ Fh \ {F } yields (4.46b).

Remark 4.4 (Interpretation of the Discrete Problem) Lemma 4.3 and its proof pro-
vide further insight into the structure of the discrete problem (4.37), which consists
of the local balances (4.46a) (corresponding to the local block equations (4.39a))
and a global transmission condition enforcing the continuity (4.46b) of numerical
fluxes (corresponding to the global skeletal problem (4.39b)).
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4.3.3 A Priori Error Analysis

Having proved that the discrete problem (4.37) is well-posed, it remains to
determine the convergence of the discrete solution towards the exact solution, which
is precisely the goal of this section.

4.3.3.1 Energy Error Estimate

We start by deriving a basic convergence result. The error is measured as the
difference between the exact solution and the global reconstruction obtained from
the discrete solution through the operator pk+1

h : Uk
h → P

k+1(Th) such that, for all
vh ∈ Uk

h,

(pk+1
h vh)|T := pk+1

T vT ∀T ∈ Th. (4.48)

Theorem 4.1 (Energy Error Estimate) Let a polynomial degree k ≥ 0 be fixed.
Let u ∈ H 1

0 (Ω) denote the unique solution to (4.9), for which we assume the
additional regularity u ∈ Hk+2(Ω). Let uh ∈ Uk

h,0 denote the unique solution
to (4.37) with stabilization bilinear form sT in (4.18) satisfying assumptions (S1)–
(S3) for all T ∈ Th. Then, there exists a real number C > 0 independent of h, but
possibly depending on d , �, and k, such that

‖∇h(p
k+1
h uh − u)‖ + |uh|s,h ≤ Chk+1‖u‖Hk+2(Ω), (4.49)

where |·|s,h is the seminorm defined by the bilinear form sh on Uk
h.

Proof Let, for the sake of brevity, ûh := Ikhu and ǔh := pk+1
h ûh. We abridge as

A � B the inequality A ≤ cB with multiplicative constant c > 0 having the same
dependencies as C in (4.49). Using the triangle and Cauchy–Schwarz inequalities,
it is readily inferred that

‖∇h(p
k+1
h uh − u)‖ + |uh|s,h ≤ ‖uh − ûh‖a,h

︸ ︷︷ ︸
T1

+
(
‖∇h(ǔh − u)‖2 + |ûh|2s,h.

)1/2

︸ ︷︷ ︸
T2

.

(4.50)

We have that

T2
1 = ah(uh, uh − ûh)− ah(ûh, uh − ûh)

= (f, uh − ûh)− ah(ûh, uh − ûh) = Eh(u; uh − ûh),

where we have used the definition (4.32) of the ‖·‖a,h-norm together with the
linearity of ah in its first argument in the first line, the discrete problem (4.37) to
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pass to the second line, and the definition (4.34) of the conformity error to conclude.
As a consequence, assuming uh �= ûh (the other case is trivial), we have that

|T1| ≤ Eh

(

u; uh − ûh

‖uh − ûh‖a,h

)

≤ η
1/2Eh

(

u; uh − ûh

‖uh − ûh‖1,h

)

≤ η
1/2 sup
vh∈Uk

h,0,‖vh‖1,h=1

Eh(u; vh),

where we have used the linearity of Eh(u; ·), the first bound in (4.32), and a passage
to the supremum to conclude. Recalling (4.33), we arrive at

|T1| � hk+1‖u‖Hk+2(Ω). (4.51)

On the other hand, using the approximation properties (4.7) of ǔT with α = 1,
l = k + 1, s = k + 2, and m = 1 together with the approximation properties (4.24)
of sT , it is inferred for the second term

|T2| � hk+1‖u‖Hk+2(Ω). (4.52)

Using (4.51) and (4.52) to bound the right-hand side of (4.50), (4.49) follows. ��

4.3.3.2 Convergence of the Jumps

Functions in H 1(Th) :=
{
v ∈ L2(Ω) | v|T ∈ H 1(T ) ∀T ∈ Th

}
are in H 1

0 (Ω) if
their jumps vanish a.e. at interfaces and their trace is zero a.e. on ∂Ω ; see, e.g., [25,
Lemma 1.23]. Thus, a measure of the nonconformity is provided by the jump
seminorm |·|J,h such that, for all v ∈ H 1(Th),

|v|2J,h :=
∑

F∈Fh

h−1
F ‖π0,k

F [v]F ‖2
F , (4.53)

where [·]F denotes the usual jump operator such that, for all faces F ∈ Fh and all
functions v :⋃T ∈TF

T → R smooth enough,

[v]F :=
{
v|T1 − v|T2 ∀F ∈ FT1 ∩ FT2 ,

v ∀F ∈ F b
h .

(4.54)

A natural question is whether the jump seminorm of pk+1
h uh converges to zero. The

answer is provided by the following lemma.

Lemma 4.4 (Convergence of the Jumps) Under the assumptions and notations
of Theorem 4.1, and further supposing, for the sake of simplicity, that the local
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stabilization bilinear form sT is given by (4.22), there is a real number C > 0
independent of h, but possibly depending on d , �, and k, such that

|pk+1
h uh|J,h ≤ Chk+1‖u‖Hk+2(Ω). (4.55)

Proof Inserting uF inside the jump and using the triangle inequality for every
interface F ∈ F i

h, and recalling that vF = 0 on every boundary face F ∈ F b
h , it

is inferred that

∑

F∈Fh

h−1
F ‖π0,k

F [pk+1
h uh]F‖2

F ≤ 2
∑

F∈Fh

∑

T ∈TF

h−1
F ‖π0,k

F (pk+1
T uT − uF )‖2

F

≤ 2
∑

T ∈Th

∑

F∈FT

h−1
F ‖π0,k

F (pk+1
T uT − uF )‖2

F

≤ 2|uh|2s,h.

Using (4.49) to bound the right-hand side yields (4.55).

4.3.3.3 L2-Error Estimate

To close this section, we state a result concerning the convergence of the error in the
L2-norm. Optimal error estimates require in this context further regularity for the
continuous operator. More precisely, we assume that, for all g ∈ L2(Ω), the unique
solution of the problem: Find z ∈ H 1

0 (Ω) such that

a(z, v) = (g, v) ∀v ∈ H 1
0 (Ω)

satisfies the a priori estimate

‖z‖H 2(Ω) ≤ C‖g‖,

with real numberC depending only onΩ . Elliptic regularity holds when the domain
Ω is convex; see, e.g., [46]. The following result, whose detailed proof is omitted,
can be obtained using the arguments of [33, Theorem 10] and [1, Corollary 4.6].

Theorem 4.2 (L2-Error Estimate) Under the assumptions and notations of
Theorem 4.1, and further assuming elliptic regularity and that f ∈ H 1(Ω) if k = 0,
f ∈ Hk(Ω) if k ≥ 1, there exists a real number C > 0 independent of h, but
possibly depending onΩ , d , �, and k, such that

‖pk+1
h uh − u‖ ≤

{
Ch2‖f ‖H 1(Ω) if k = 0,

Chk+2
(‖u‖Hk+2(Ω) + ‖f ‖Hk(Ω)

)
if k ≥ 1.

(4.56)



4 An Introduction to Hybrid High-Order Methods 101

Remark 4.5 (Supercloseness of Element DOFs) An intermediate step in the proof
of the estimate (4.56) (see [33, Theorem 10]) consists in showing that the element
DOFs are superclose to the L2-projection of the exact solution on P

k(Th):

‖π0,k
h u− uh‖ ≤

{
Ch2‖f ‖H 1(Ω) if k = 0,

Chk+2
(‖u‖Hk+2(Ω) + ‖f ‖Hk(Ω)

)
if k ≥ 1.

(4.57)

This is done adapting to the HHO framework the classical Aubin–Nitsche technique.

4.3.4 A Posteriori Error Analysis

For smooth enough exact solutions, it is classically expected that increasing the
polynomial degree k will reduce the computational time required to achieve a
desired precision; see, e.g., the numerical test in Sect. 4.3.5.2 below and, in partic-
ular, Fig. 4.6. However, when the regularity requirements detailed in Theorems 4.1
and 4.2 are not met, the order of convergence is limited by the regularity of the
solution instead of the polynomial degree. To restore optimal orders of convergence,
local mesh adaptation is required. This is typically done using a posteriori error
estimators to mark the elements where the error is larger, and locally refine the
computational mesh based on this information. Here, we present energy-norm
upper and lower bounds for the HHO method (4.37) inspired by the residual-based
approach of [31].

4.3.4.1 Error Upper Bound

We start by proving an upper bound of the discretization error in terms of quantities
whose computation does not require the knowledge of the exact solution. We will
need the following local Poincaré and Friedrichs inequalities, valid for all T ∈ Th
and all ϕ ∈ H 1(T ):

‖ϕ − π
0,0
T ϕ‖T ≤ CP,T hT ‖∇ϕ‖T , (4.58)

‖ϕ − π
0,0
T ϕ‖∂T ≤ C

1/2

F,T h
1/2

T ‖∇ϕ‖T . (4.59)

In (4.58), CP,T is a constant equal to dπ−1 if T is convex [4, 52]. In (4.59),
CF,T is a constant which, if T is a simplex, can be estimated as CF,T =
CP,T (hT |∂T |d−1/|T |d)(2/d + CP,T ) (see [25, Section 5.6.2.2]).

Theorem 4.3 (A Posteriori Error Upper Bound) Let u ∈ H 1
0 (Ω) and uh ∈ Uk

h,0
denote the unique solutions to problems (4.9) and (4.37), respectively, with local
stabilization bilinear form sT satisfying the assumptions of Proposition 4.3 for all
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T ∈ Th. Let u∗h be an arbitrary function in H 1
0 (Ω). Then, it holds that

‖∇h(p
k+1
h uh − u)‖ ≤

⎡

⎣
∑

T ∈Th

(
η2

nc,T + (ηres,T + ηsta,T )
2
)
⎤

⎦

1/2

, (4.60)

with local nonconformity, residual, and stabilization estimators such that, for all
T ∈ Th,

ηnc,T := ‖∇(pk+1
T uT − u∗h)‖T , (4.61a)

ηres,T := CP,T hT ‖(f +Δpk+1
T uT )− π

0,0
T (f +Δpk+1

T uT )‖T , (4.61b)

ηsta,T := C
1/2

F,T h
1/2

T

⎛

⎝
∑

F∈FT

‖Rk
T FuT ‖2

F

⎞

⎠

1/2

, (4.61c)

where, for all F ∈ FT , the boundary residual Rk
T F is defined by (4.45).

Remark 4.6 (Nonconformity Estimator) To compute the estimator ηnc,T , we can
obtain a H 1

0 (Ω)-conforming function u∗h by applying a node-averaging operator to
pk+1
h uh. Let an integer l ≥ 1 be fixed. When Th is a matching simplicial mesh and

Fh is the corresponding set of simplicial faces, the node-averaging operator Ilh :
P
l(Th)→ P

l (Th) ∩ H 1
0 (Ω) is defined by setting for each (Lagrange) interpolation

node N

Ilhvh(N) :=
⎧
⎨

⎩

1
card(TN)

∑
T ∈TN

(vh)|T (N) if N ∈ Ω,

0 if N ∈ ∂Ω,

where the set TN ⊂ Th collects the simplices to which N belongs. We then set

u∗h := Ik+1
h pk+1

h uh. (4.62)

The generalization to polytopal meshes can be realized applying the node averaging
operator to pk+1

h uh on a simplicial submesh of Th (whose existence is guaranteed
for regular mesh sequences, see Definition 4.3).

Proof Let the equation residual R ∈ H−1(Ω) be such that, for all ϕ ∈ H 1
0 (Ω),

〈R, ϕ〉−1,1 := (f, ϕ) − (∇hp
k+1
h uh,∇ϕ). The following abstract error estimate

descends from [25, Lemma 5.44] and is valid for any function u∗h ∈ H 1
0 (Ω):

‖∇h(p
k+1
h uh − u)‖2 ≤ ‖∇h(p

k+1
h uh − u∗h)‖

2 +
⎛

⎝ sup
ϕ∈H 1

0 (Ω),‖∇ϕ‖=1

〈R, ϕ〉−1,1

⎞

⎠

2

.

(4.63)
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Denote by T1 and T2 the addends in the right-hand side of (4.63).
(i) Bound of T1. Recalling the definition (4.61a) of the nonconformity estimator,

it is readily inferred that

T1 =
∑

T ∈Th

η2
nc,T . (4.64)

(ii) Bound of T2. We bound the argument of the supremum in T2 for a generic
function ϕ ∈ H 1

0 (Ω). Using an element-by-element integration by parts, we obtain

〈R, ϕ〉−1,1 =
∑

T ∈Th

(

(f+Δpk+1
T uT , ϕ)T−

∑

F∈FT

(∇pk+1
T uT ·nT F , ϕ)F

)

. (4.65)

Let now ϕ
h
∈ Uk

h,0 be such that ϕT = π
0,0
T ϕ for all T ∈ Th and ϕF = π

0,k
F ϕ|F for

all F ∈ Fh. We have that

∑

T ∈Th

(π
0,0
T (f +Δpk+1

T uT ), ϕ)T

=
∑

T ∈Th

(f +Δpk+1
T uT , ϕT )T

=
∑

T ∈Th

(

aT (uT , ϕT )+
∑

F∈FT

(∇pk+1
T uT · nT F , ϕT )F

)

=
∑

T ∈Th

(

sT (uT , ϕT )+
∑

F∈FT

(∇pk+1
T uT · nT F , ϕ)F

)

,

(4.66)

where we have used definition (4.4) of π0,0
T in the first line, the discrete prob-

lem (4.37) with vh = ϕ
h

and an element-by-element integration by parts together
with the fact that ∇ϕT ≡ 0 for all T ∈ Th in the second line. In order to
pass to the third line, we have expanded aT according to its definition (4.18)
and used (4.16a) with vT = ϕ

T
and w = pk+1

T uT for the consistency term (in
the boundary integral, we can write ϕ instead of ϕF using the definition (4.4) of
π

0,k
F ).

Summing (4.66) and (4.65), and rearranging the terms, we obtain

〈R, ϕ〉−1,1 =
∑

T ∈Th

(

(f +Δpk+1
T

uT − π
0,0
T

(f +Δpk+1
T

uT ), ϕ − ϕT )T + sT (uT , ϕT )

)

,

(4.67)
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where we have used the definition (4.4) of π0,0
T to insert ϕT into the first term. Let

us estimate the addends inside the summation, hereafter denoted by T2,1(T ) and
T2,2(T ). Using the Cauchy–Schwarz and local Poincaré (4.58) inequalities, and
recalling the definition (4.61b) of the residual estimator, we readily infer, for all
T ∈ Th, that

|T2,1(T )| ≤ ηres,T ‖∇ϕ‖T . (4.68)

On the other hand, recalling the reformulation (4.47) of the local stabilization
bilinear form sT we have, for all T ∈ Th,

|T2,2(T )| =
∣
∣
∣
∣

∑

F∈FT

(Rk
T F uT , ϕ − ϕT )F

∣
∣
∣
∣ ≤ ηsta,T ‖∇ϕ‖T , (4.69)

where we have used the fact that ϕF = π
0,k
F ϕ and Rk

T F uT ∈ P
k(F ) together

with the definition (4.4) of π0,k
F to write ϕ instead of ϕF inside the boundary

term, and the Cauchy–Schwarz and local Friedrichs (4.59) inequalities followed by
definition (4.61c) of the stability estimator to conclude. Using (4.68) and (4.69) to
estimate the right-hand side of (4.67) followed by a Cauchy–Schwarz inequality,
and plugging the resulting bound inside the supremum in T2, we arrive at

T2 ≤
∑

T ∈Th

(ηres,T + ηsta,T )
2. (4.70)

(iii) Conclusion. Plug (4.64) and (4.70) into (4.63). ��

4.3.4.2 Error Lower Bound

In practice, one wants to make sure that the error estimators are able to correctly
localize the error (for use, e.g., in adaptive mesh refinement) and that they do not
unduly overestimate it. We prove in this section that the error estimators defined
in Theorem 4.3 are locally efficient, i.e., they are locally controlled by the error.
This shows that they are suitable to drive mesh refinement. Moreover, they are also
globally efficient, i.e., the right-hand side of (4.60) is (uniformly) controlled by the
discretization error, so that it cannot depart from it.

Let a mesh element T ∈ Th be fixed and define the following sets of faces and
elements sharing at least one node with T :

FN ,T := {F ∈ Fh | F ∩ ∂T �= ∅}, TN ,T := {T ′ ∈ Th | T ′ ∩ T �= ∅}.

Let an integer l ≥ 1 be fixed. The following result is proved in [48] for standard
meshes: There is a real number C > 0 independent of h, but possibly depending on
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d , �, and l, such that, for all vh ∈ P
l(Th) and all T ∈ Th,

‖vh − Ilhvh‖2
T ≤ C

∑

F∈FN ,T

hF ‖[vh]F ‖2
F , (4.71)

with jump operator defined by (4.54). Following [25, Section 5.5.2], (4.71) still
holds on regular polyhedral meshes when the nodal interpolator is defined on the
matching simplicial submesh of Definition 4.3. We also note the following technical
result:

Proposition 4.4 (Estimate of Boundary Oscillations) Let an integer l ≥ 0 be
fixed. There is a real number C > 0 independent of h, but possibly depending on d ,
�, and l, such that, for all mesh elements T ∈ Th and all functions ϕ ∈ H 1(T ),

h
−1/2

F ‖ϕ − π
0,l
F ϕ‖F ≤ C‖∇ϕ‖T . (4.72)

Proof We abridge as A � B the inequality A ≤ cB with multiplicative constant
c > 0 having the same dependencies as C in (4.72). Let F ∈ FT and observe that

‖ϕ − π
0,l
F ϕ‖F ≤ ‖ϕ − π

0,l
T ϕ‖F + ‖π0,l

F (π
0,l
T ϕ − ϕ)‖F

≤ 2‖ϕ − π
0,l
T ϕ‖F � h

1/2

T ‖∇ϕ‖T ,
(4.73)

where we have inserted ±π0,l
T ϕ and used the triangle inequality to infer the first

bound, we have used the L2(F )-boundedness of π0,l
F to infer the second, and

invoked (4.7b) with α = 0, m = 0, and s = 1 to conclude. Using the fact that
hT /hF � 1 owing to (4.2) gives the desired result. ��
Theorem 4.4 (A Posteriori Error Lower Bound) Under the assumptions of
Theorem 4.3, and further assuming, for the sake of simplicity, (i) that the local
stabilization bilinear form sT is given by (4.22) for all T ∈ Th, (ii) that u∗h is

obtained applying the node-averaging operator to pk+1
h uh on Th if Th is matching

simplicial or on the simplicial submesh of Definition 4.3 if this is not the case, and
(iii) that f ∈ P

k+1(Th), it holds for all T ∈ Th,

ηnc,T ≤ C
(
‖∇h(p

k+1
h uh − u)‖N,T + |uh|s,N,T

)
, (4.74a)

ηres,T ≤ C‖∇(pk+1
T uT − u | T )‖T , (4.74b)

ηsta,T ≤ C|uT |s,T , (4.74c)

where C > 0 is a real number possibly depending on d , �, and on k but independent
of both h, T , and of the problem data. For all T ∈ Th, ‖·‖N,T denotes the L2-norm
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on the union of the elements in TN ,T and we have set

|uT |s,T = sT (uT , uT )
1/2, |uh|2s,N,T

:=
∑

T ′∈TN ,T

|uT |2s,T ′ .

Proof Let a mesh element T ∈ Th be fixed. In the proof, we abridge as A � B the
inequalityA ≤ cB with multiplicative constant c > 0 having the same dependencies
as C in (4.74).

(i) Bound (4.74a) on the nonconformity estimator. Using a local inverse inequal-
ity (see, e.g., [25, Lemma 1.44]) and the relation (4.71), we infer from (4.61a) that

η2
nc,T � h−2

T ‖pk+1
T uT − u∗h‖2

T �
∑

F∈FN ,T

h−1
F ‖[pk+1

h uh]F‖2
F , (4.75)

where we have used the fact that, owing to mesh regularity, hF � hT for all
F ∈ FN ,T . Using the fact [u]F = 0 for all F ∈ Fh (see, e.g., [25, Lemma 4.3])
to write [pk+1

h uh − u]F instead of [pk+1
h uh]F , inserting π

0,k
F [pk+1

h uh]F −
π

0,k
F [pk+1

h uh − u]F = 0 inside the norm, and using the triangle inequality, we
have for all F ∈ Fh[N, T ],

‖[pk+1
h uh]F ‖F ≤ ‖[pk+1

h uh − u]F − π
0,k
F [pk+1

h uh − u]F ‖F + ‖π0,k
F [pk+1

h uh]F‖F
≤

∑

T ′∈TF

‖(pk−1
T ′ uT ′ − u)− π

0,k
F (pk−1

T ′ uT ′ − u)‖F

+ ‖π0,k
F [pk+1

h uh]F‖F ,

where we have expanded the jump according to its definition (4.54) and used a
triangle inequality to pass to the second line. Plugging the above bound into (4.75),
and using multiple times (4.72) with ϕ = (pk−1

T ′ uT ′ − u) for T ′ ∈ TN ,T , we
arrive at

η2
nc,T � ‖∇h(p

k+1
h uh − u)‖2

N,T
+

∑

F∈FN ,T

h−1
F ‖π0,k

F [pk+1
h uh]F ‖2

F .

To conclude, we proceed as in Lemma 4.4 to prove that the last term is bounded by
|uh|2s,N,T

up to a constant independent of h and of the problem data.

(ii) Bound (4.74b) on the residual estimator. We use classical bubble function
techniques, see e.g. [53]. For the sake of brevity, we let rT := f|T + Δpk+1

T uT .
Denote by Th the simplicial submesh of Th introduced in Definition 4.3, and let
TT := {τ ∈ Th | τ ⊂ T }, the set of simplices contained in T . For all τ ∈ TT ,
we denote by bτ ∈ H 1

0 (τ ) the element bubble function equal to the product of
barycentric coordinates of τ and rescaled so as to take the value 1 at the center of
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gravity of τ . Letting ψτ := bτ rT for all τ ∈ TT , the following properties hold [53]:

ψτ = 0 on ∂τ,
(4.76a)

‖rT ‖τ 2 � (rT , ψτ )τ ,

(4.76b)
‖ψτ ‖τ � ‖rT ‖τ .

(4.76c)

We have that

‖rT ‖2
T =

∑

τ∈TT

‖rT ‖2
τ �

∑

τ∈TT

(rT , ψτ )τ

=
∑

τ∈TT

(∇(u− pk+1
T uT ),∇ψτ )τ

≤ ‖∇(u− pk+1
T uT )‖T

⎛

⎝
∑

τ∈TT

h−2
τ ‖ψτ ‖2

τ

⎞

⎠

1/2

� h−1
T ‖∇(u− pk+1

T uT )‖T ‖rT ‖T ,

(4.77)

where we have used property (4.76b) in the first line, the fact that f = −Δu
together with an integration by parts and property (4.76a) to pass to the second
line, the Cauchy–Schwarz inequality together with a local inverse inequality
(see, e.g., [25, Lemma 1.44]) to pass to the third line, and (4.76c) together
with the fact that h−1

τ ≤ (�hT )
−1 for all τ ∈ TT (see Definition 4.3) to

conclude. Recalling the definition (4.61b) of the residual estimator, observing
that ‖rT − π

0,0
T rT ‖T ≤ ‖rT ‖T as a result of the triangle inequality followed by the

L2(T )-boundedness of π0,0
T , and using (4.77), the bound (4.74b) follows.

(iii) Bound (4.74c) on the stabilization estimator. Using the definition (4.45)
of the boundary residual operator Rk

∂T with vT = uT and α∂T = −hT Rk
∂T uT =

(−hT Rk
T F uT )F∈FT

, the stabilization estimator (4.61c) can be bounded as follows:

η2
sta,T = CF,T sT (uT , (0,−hT Rk

∂T uT )) � |uT |s,T |(0,−hT Rk
∂T uT )|s,T . (4.78)

On the other hand, from property (S2) in Assumption 4.1, the relation (4.2), and the
definition (4.61c) of ηsta,T , it is inferred that

|(0,−hT Rk
∂T uT )|s,T ≤ η

1/2

⎛

⎝
∑

F∈FT

h−1
F ‖hT Rk

T F uT ‖2
F

⎞

⎠

1/2

≤
(
η

�

)1/2

C
−1/2

F,T ηsta,T .

Using this estimate to bound the right-hand side of (4.78), (4.74c) follows. ��
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Corollary 4.1 (Global Lower Bound) Under the assumptions of Theorem 4.4,
there exists a constant C independent of h, but possibly depending on d , � and
k, such that

⎡

⎣
∑

T ∈Th

(
η2

nc,T + (ηres,T + ηsta,T )
2
)
⎤

⎦

1/2

≤ C
(
‖∇h(p

k+1
h uh − u)‖ + |uh|s,h

)
.

4.3.5 Numerical Examples

We illustrate the numerical performance of the HHO method on a set of model
problems.

4.3.5.1 Two-Dimensional Test Case

The first test case, taken from [33], aims at demonstrating the estimated orders of
convergence in two space dimensions. We solve the Dirichlet problem in the unit
square Ω = (0, 1)2 with

u(x) = sin(πx1) sin(πx2), (4.79)

and corresponding right-hand side f (x) = 2π2 sin(πx1) sin(πx2) on the tri-
angular and polygonal meshes of Fig. 4.1a, c. Figure 4.4 displays convergence
results for both mesh families and polynomial degrees up to 4. Recalling (4.51)
and (4.57), we measure the energy- and L2-errors by the quantities ‖I khu− uh‖a,h

and ‖π0,k
h u− uh‖, respectively. In all cases, the numerical results show asymptotic

convergence rates that match those predicted by the theory.

4.3.5.2 Three-Dimensional Test Case

The second test case, taken from [31], demonstrates the orders of convergence in
three space dimensions. We solve the Dirichlet problem in the unit cubeΩ = (0, 1)3

with

u(x) = sin(πx1) sin(πx2) sin(πx3),

and corresponding right-hand side f (x) = 3π2 sin(πx1) sin(πx2) sin(πx3) on a
matching simplicial mesh family for polynomial degrees up to 3. The numerical
results displayed in Fig. 4.5 show asymptotic convergence rates that match those
predicted by (4.49) and (4.56). In Fig. 4.6 we display the error versus the total com-
putational time ttot (including the pre-processing, solution, and post-processing). It
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Fig. 4.4 Error vs. h for the test case of Sect. 4.3.5.1. (a) ‖I khu− uh‖a,h vs. h, triangular mesh. (b)

‖I khu− uh‖a,h vs. h, polygonal mesh. (c) ‖π0,k
h u− uh‖ vs. h, triangular mesh. (d) ‖π0,k

h u− uh‖
vs. h, polygonal mesh

can be seen that the energy- andL2-errors optimally scale as t
(k+1)/d
tot and t

(k+2)/d
tot (with

d = 3), respectively.

4.3.5.3 Three-Dimensional Case with Adaptive Mesh Refinement

The third test case, known as Fichera corner benchmark, is taken from [31] and is
based on the exact solution of [45] on the etched three-dimensional domain Ω =
(−1, 1)3 \ [0, 1]3:

u(x) = 4
√
x2

1 + x2
2 + x2

3 ,
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Fig. 4.5 Error vs. h for the test case of Sect. 4.3.5.2. (a) ‖∇h(p
k+1
h uh − u)‖ vs. h. (b)

‖pk+1
h uh − u‖ vs. h
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Fig. 4.6 Error vs. total computational time for the test case of Sect. 4.3.5.2. (a)
‖∇h(p

k+1
h uh − u)‖ vs. ttot. (b) ‖pk+1

h uh − u‖ vs. ttot

with right-hand side f (x) = −3/4(x2
1 +x2

2 +x2
3)
−3/4. In this case, the gradient of the

solution has a singularity in the origin which prevents the method from attaining
optimal convergence rates even for k = 0. In Fig. 4.7 we show a computation
comparing the numerical error versus Ndof (cf. (4.39c)) for the Fichera problem
on uniformly and adaptively refined mesh sequences for polynomial degrees up
to 3. Clearly, the order of convergence is limited by the solution regularity when
using uniformly refined meshes, while using adaptively refined meshes we recover
optimal orders of convergence of N

(k+1)/d

dof and N
(k+2)/d

dof (with d = 3) for the energy-
and L2-errors, respectively.
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Fig. 4.7 Error vs. Ndof for the test case of Sect. 4.3.5.3. (a) Energy-error vs. Ndof. (b) L2-error vs.
Ndof

4.4 A Nonlinear Example: The p-Laplace Equation

We consider in this section an extension of the HHO method to the p-Laplace
equation. This problem will be used to introduce the techniques for the discretization
and analysis of nonlinear operators, as well as a set of functional analysis results of
independent interest. An additional interesting point is that the p-Laplace problem
is naturally posed in a non-Hilbertian setting. This will require to emulate a Sobolev
structure at the discrete level.

Let p ∈ (1,+∞) be fixed, and set p′ := p
p−1 . The p-Laplace problem reads:

Find u : Ω → R such that

−∇·(σ (∇u)) = f in Ω,

u = 0 on ∂Ω,
(4.80)

where f ∈ Lp
′
(Ω) is a volumetric source term and the function σ : Rd → R

d is
such that

σ (τ ) := |τ |p−2τ . (4.81)

The p-Laplace equation is a generalization of the Poisson problem considered in
Sect. 4.3, which corresponds to the choice p = 2.

Classically, the weak formulation of problem (4.80) reads: Find u ∈ W
1,p
0 (Ω)

such that, for all v ∈ W 1,p
0 (Ω),

a(u, v) =
ˆ
Ω

f (x)v(x)dx, (4.82)
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where the function a : W 1,p(Ω)×W 1,p(Ω)→ R is such that

a(u, v) :=
ˆ
Ω

σ (∇u(x))·∇v(x)dx. (4.83)

From this point on, to alleviate the notation, we omit both the dependence of the
integrand on x and the measure from integrals.

4.4.1 Discrete W 1,p-Norms and Sobolev Embeddings

In Sect. 4.3, the discrete space Uk
h,0 and the norm ‖·‖1,h have played the role of

the Hilbert space H 1
0 (Ω) and of the seminorm |·|H 1(Ω), respectively (notice that

|·|H 1(Ω) is a norm on H 1
0 (Ω) by virtue of the continuous Poincaré inequality). For

the p-Laplace equation, Uk
h,0 will replace at the discrete level the Sobolev space

W
1,p
0 (Ω). A good candidate for the role of the corresponding seminorm |·|W 1,p(Ω)

is the map ‖·‖1,p,h such that, for all vh ∈ Uk
h,

‖vh‖p1,p,h :=
∑

T ∈Th

‖vT ‖p1,p,T , (4.84)

where, for all T ∈ Th,

‖vT ‖p1,p,T := ‖∇vT ‖pLp(T )d +
∑

F∈FT

h
1−p
F ‖vF − vT ‖pLp(F ). (4.85)

The power of hF in the second term ensures that both contributions have the same
scaling. When p = 2, we recover the seminorm ‖·‖1,h defined by (4.29).

The following discrete Sobolev embeddings are proved in [22, Proposition 5.4].
The proof hinges on the results of [24, Theorem 6.1] for broken polynomial spaces
(based, in turn, on the techniques originally developed in [44] in the context of finite
volume methods). Their role in the analysis of HHO methods for problem (4.82) is
discussed in Remark 4.9.

Theorem 4.5 (Discrete Sobolev Embeddings) Let a polynomial degree k ≥ 0
and an index p ∈ (1,+∞) be fixed. Let (Mh)h∈H denote a regular sequence of

meshes in the sense of Definition 4.3. Let 1 ≤ q ≤ dp
d−p if 1 ≤ p < d and 1 ≤ q <

+∞ if p ≥ d . Then, there exists a real number C > 0 only depending on Ω , �, l,
p, and q such that, for all vh ∈ Uk

h,0,

‖vh‖Lq(Ω) ≤ C‖vh‖1,p,h. (4.86)
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Remark 4.7 (Discrete Poincaré Inequality) The discrete Poincaré inequality (4.30)
is a special case of Theorem 4.5 corresponding to p = q = 2 (this choice is possible
in any space dimension).

4.4.2 Discrete Gradient and Compactness

The analysis of numerical methods for linear problems is usually carried out in
the spirit of the Lax–Richtmyer equivalence principle: “For a consistent numerical
method, stability is equivalent to convergence”; see for instance [20] for a rigorous
proof in the case of linear Cauchy problems. When dealing with nonlinear problems,
however, some form of compactness is also required; cf. Remark 4.10 for further
insight into this point. In order to achieve it for problem (4.82), we need to introduce
a local gradient reconstruction slightly richer than ∇pk+1

T ; see (4.16).
Let a mesh element T ∈ Th be fixed. By the principles illustrated in Sect. 4.3.1.1,

we define the local gradient reconstruction Gk
T : Uk

T → P
k(T )d such that, for all

vT ∈ Uk
T ,

(Gk
T vT , τ )T = −(vT ,∇·τ )T +

∑

F∈FT

(vF , τ ·nT F )F ∀τ ∈ P
k(T )d . (4.87)

Notice that here we reverted to the L2-product notation instead of using integrals to
emphasize the fact that the definition of Gk

T is inherently L2-based.

Remark 4.8 (Relation Between Gk
T and pk+1

T ) Taking τ = ∇w with w ∈ P
k+1(T )

in (4.87) and comparing with (4.16a), it is readily inferred that

(Gk
T vT −∇pk+1

T vT ,∇w)T = 0 ∀w ∈ P
k+1(T ), (4.88)

i.e., ∇pk+1
T vT is the L2-orthogonal projection of Gk

T vT on ∇P
k+1(T ) ⊂ P

k(T )d .
In passing, we observe that for k = 0, using the fact that ∇P

1(T ) = P
0(T )d , (4.88)

implies that G0
T vT = ∇p1

T vT .

Choosing a larger arrival space for Gk
T has the effect of modifying the commuting

property as follows (compare with (4.17)): For all v ∈ W 1,1(T ),

(Gk
T ◦ IkT )v = π

0,k
T (∇v). (4.89)

At the global level, we define the operator Gk
h : Uk

h → P
k(Th)

d such that, for all
vh ∈ Uk

h,

(Gk
hvh)|T := Gk

T vT ∀T ∈ Th. (4.90)
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The commuting property (4.89) is used in conjunction with the properties of
the L2-projector to prove the following lemma, which states the compactness of
sequences of HHO functions uniformly bounded in a discrete Sobolev norm.

Lemma 4.5 (Discrete Compactness) Let a polynomial degree k ≥ 0 and an index
p ∈ (1,+∞) be fixed. Let (Mh)h∈H denote a regular sequence of meshes in the
sense of Definition 4.3. Let (vh)h∈H ∈ (Uk

h,0)h∈H be a sequence for which there
exists a real number C > 0 independent of h such that

‖vh‖1,p,h ≤ C ∀h ∈ H.

Then, there exists v ∈ W 1,p
0 (Ω) such that, up to a subsequence, as h→ 0,

(i) vh → v and pk+1
h vh → v strongly in Lq(Ω) for all 1 ≤ q <

dp
d−p if 1 ≤ p < d

and 1 ≤ q < +∞ if p ≥ d;
(ii) Gk

hvh → ∇v weakly in Lp(Ω)d .

4.4.3 Discrete Problem and Well-Posedness

The discrete counterpart of the function a defined by (4.83) is the function ah :
Uk
h × Uk

h → R such that, for all uh, vh ∈ Uk
h,

ah(uh, vh) :=
ˆ
Ω

σ (Gk
huh)·Gk

hvh +
∑

T ∈Th

sT (uT , vT ). (4.91)

Here, for all T ∈ Th, sT : Uk
T × Uk

T → R is a local stabilization function which
can be obtained, e.g., by generalizing (4.23) to the non-Hilbertian setting:

sT (uT , vT ):

=
∑

F∈FT

h
1−p
F

ˆ
F

|δkTF uT − δkT uT |p−2(δkT F uT − δkT uT )(δ
k
T F vT − δkT vT ).

(4.92)

The discrete problem reads: Find uh ∈ Uk
h,0 such that

ah(uh, vh) =
ˆ
Ω

f vh ∀vh ∈ Uk
h,0. (4.93)

The following result summarizes [22, Theorem 4.5, Remark 4.7, and Proposi-
tion 6.1].
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Lemma 4.6 (Well-Posedness) Problem (4.93) admits a unique solution, and there
exists a real number C > 0 independent of h, but possibly depending on Ω , d , �,
and k, such that, denoting by p′ := p

p−1 the dual exponent of p, it holds that

‖uh‖1,p,h ≤ C‖f ‖
Lp
′
(Ω)

1
p−1 . (4.94)

Remark 4.9 (Role of the Discrete Sobolev Embeddings) The discrete Sobolev
embedding (4.86) with q = p is used in the proof of the a priori bound (4.94) to
estimate the right-hand side of the discrete problem (4.93) after selecting vh = uh
and using Hölder’s inequality:

ˆ
Ω

f uh ≤ ‖f ‖Lp′ (Ω)‖uh‖Lp(Ω) ≤ ‖f ‖Lp′ (Ω)‖uh‖1,p,h.

4.4.4 Convergence and Error Analysis

The following theorem states the convergence of the sequence of solutions to
problem (4.93) on a regular mesh sequence. Notice that convergence is proved for
exact solutions that display only the minimal regularity u ∈ W

1,p
0 (Ω) required by

the weak formulation (4.82). This is an important point when dealing with nonlinear
problems, for which further regularity can be hard to prove, and possibly requires
assumptions on the data too strong to be matched in practical situations.

Theorem 4.6 (Convergence) Let a polynomial degree k ≥ 0 and an index p ∈
(1,+∞) be fixed. Let (Mh)h∈H denote a regular sequence of meshes in the sense

of Definition 4.3. Let u ∈ W 1,p
0 (Ω) denote the unique solution to (4.82), and denote

by (uh)h∈H ∈ (Uk
h,0)h∈H the sequence of solutions to (4.93) on (Th)h∈H. Then, as

h→ 0, it holds

(i) uh → u and pk+1
h uh → u strongly inLq(Ω) for all 1 ≤ q <

dp
d−p if 1 ≤ p < d

and 1 ≤ q < +∞ if p ≥ d;
(ii) Gk

huh → ∇u strongly in Lp(Ω)d .

Remark 4.10 (Convergence by Compactness) Convergence proofs by compactness
such as that of Theorem 4.6 proceed in three steps: (i) an energy estimate on
the discrete solution is established; (ii) compactness of the sequence of discrete
solutions is inferred from the energy estimate; (iii) the limit is identified as being
a solution to the continuous problem. In our context, the first point corresponds to
the a priori bound (4.94), while the second point relies on the compactness result of
Lemma 4.5. The third step is carried out adapting the techniques of [50, 51].

When dealing with high-order methods, it is also important to determine the
convergence rates attained when the solution is regular enough (or when adaptive
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mesh refinement is used, cf. Sect. 4.3.5.3). This makes the object of the following
result, proved in [23, Theorem 7 and Corollary 10].

Theorem 4.7 (Energy Error Estimate) Under the assumptions and notations of
Theorem 4.6, and further assuming the regularity u ∈ Wk+2,p(Ω) and σ (∇u) ∈
Wk+1,p′(Ω)d with p′ := p

p−1 , there exists a real number C > 0 independent of h
such that the following holds: If p ≥ 2,

‖∇h(p
k+1
h uh − u)‖Lp(Ω)d + |uh|s,h

≤ C

[

hk+1|u|Wk+2,p(Ω) + h
k+1
p−1

(

|u|
1

p−1

Wk+2,p(Ω)
+ |σ (∇u)|

1
p−1

Wk+1,p′ (Ω)d

)]

,

(4.95a)

while, if p < 2,

‖∇h(p
k+1
h uh − u)‖Lp(Ω)d + |uh|s,h

≤ C
(
h(k+1)(p−1)|u|p−1

Wk+2,p(Ω)
+ hk+1|σ (∇u)|

Wk+1,p′ (Ω)d

)
, (4.95b)

where, recalling the definition (4.92) of the local stabilization function, we have
introduced the seminorm on Uk

h such that, for all vh ∈ Uk
h, |vh|s,hp :=

∑
T ∈Th

sT (vT , vT ).

Remark 4.11 (Order of Convergence) The asymptotic scaling for the approxima-
tion error in the left-hand side of (4.95) is determined by the leading terms in the
right-hand side. Using the Bachmann–Landau notation,

‖∇h(p
k+1
h uh − u)‖Lp(Ω)d + |uh|s,h =

{
O(h

k+1
p−1 ) if p ≥ 2,

O(h(k+1)(p−1)) if p < 2.
(4.96)

For a discussion of these orders of convergence and a comparison with other
methods studied in the literature, we refer the reader to [23, Remark 3.3].

4.4.5 Numerical Example

To illustrate the performance of the HHO method, we solve the p-Laplace problem
corresponding to the exact solution

u(x) = exp(x1 + πx2)
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Fig. 4.8 ‖I khu− uh‖1,p,h vs. h for the test case of Sect. 4.4.5. (a) Triangular, p = 7/4. (b)
Hexagonal, p = 7/4. (c) Triangular, p = 4. (d) Hexagonal, p = 4

for p ∈ {7/4, 4}. This test is taken from [22, Section 4.4] and [23, Section 3.5]. The
domain is again the unit square Ω = (0, 1)2, and the volumetric source term f is
inferred from (4.80). The convergence results for the same triangular and polygonal
mesh families of Sect. 4.3.5.1 (see Fig. 4.1a, c) are displayed in Fig. 4.8. Here, the
error is measured by the quantity ‖I khu− uh‖1,p,h, for which analogous estimates
as those in Theorem 4.7 hold. The error estimate seem sharp for p = 7/4, and the
asymptotic orders of convergence match the one predicted by the theory. For p = 4,
better orders of convergence than the asymptotic ones in (4.96) are observed. One
possible explanation is that the lowest-order terms in the right-hand side of (4.95)
are not yet dominant for the specific problem data and mesh. Another possibility is
that compensations occur among terms that are separately estimated in the proof.
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4.5 Diffusion-Advection-Reaction

In this section we extend the HHO method to the scalar diffusion-advection-reaction
problem: Find u : Ω → R such that

∇·(−κ∇u+ βu)+ μu = f inΩ,

u = 0 on ∂Ω,

where (i) κ : Ω → R
∗+ is the diffusion coefficient, which we assume piecewise

constant on a fixed partition of the domain PΩ and uniformly elliptic; (ii) β ∈
Lip(Ω)d (hence, in particular, β ∈ W 1,∞(Ω)d ) is the advective velocity field, for
which we additionally assume, for the sake of simplicity, ∇·β ≡ 0; (iii)μ ∈ L∞(Ω)

is the reaction coefficient such that μ ≥ μ0 > 0 a.e. in Ω for some real number μ0;
(iv) f ∈ L2(Ω) is the volumetric source term.

Having assumed κ uniformly elliptic, the following weak formulation classically
holds: Find u ∈ H 1

0 (Ω) such that

aκ,β,μ(u, v) = (f, v) ∀v ∈ H 1
0 (Ω), (4.98)

where the bilinear form aκ,β,μ : H 1(Ω)×H 1(Ω)→ R is such that

aκ,β,μ(u, v) := aκ(u, v) + aβ,μ(u, v),

and the diffusive and advective-reactive contributions are respectively defined by

aκ(u, v) := (κ∇u,∇v), aβ,μ(u, v) := 1
2 (β·∇u, v) − 1

2 (u,β·∇v)+ (μu, v).

The first novel ingredient introduced in this section is the robust HHO discretiza-
tion of first-order terms. Problem (4.98) is characterized by the presence of spatially
varying coefficients, which can give rise to different regimes in different regions of
the domain. In practice, one is typically interested in numerical methods that handle
in a robust way locally dominant advection, corresponding to large values of a local
Péclet number. As pointed out in [32], this requires that the discrete counterpart of
the bilinear form aβ,μ satisfies a stability condition that guarantees well-posedness
even in the absence of diffusion. This is realized here combining a reconstruction
of the advective derivative obtained in the HHO spirit with an upwind stabilization
that penalizes the differences between face- and element-based DOFs.

The second novelty introduced in this section is a formulation of diffusive terms
with weakly enforced boundary conditions. A relevant feature of problem (4.98) is
that boundary layers can appear in the vicinity of the outflow portion of ∂Ω when the
diffusion coefficient takes small values. To improve the numerical approximation in
this situation, one can resort to weakly enforced boundary conditions, which do not
constrain the numerical solution to a fixed boundary value.
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The following material is closely inspired by [34], where locally vanishing
diffusion is treated (see Remark 4.15), and more general formulations for the
advective stabilization term are considered.

4.5.1 Discretization of Diffusive Terms with Weakly Enforced
Boundary Conditions

To avoid dealing with jumps of the diffusion coefficient inside the elements when
writing the HHO discretization of problem (4.98) on a mesh Mh = (Th,Fh), we
make the following

Assumption 4.2 (CompatibleMesh) The meshMh = (Th,Fh) is compatible with
the diffusion coefficient, i.e., for all T ∈ Th, there exists a unique subdomain ω ∈
PΩ such that T ⊂ ω. For all T ∈ Th we set, for the sake of brevity, κT := κ |T .

Letting ζ > 0 denote a user-dependent boundary penalty parameter, we define
the discrete diffusive bilinear form aκ,h : Uk

h × Uk
h → R such that

aκ,h(uh, vh) :=
∑

T ∈Th

κT aT (uT , vT )

+
∑

F∈F b
h

{

−(κTF ∇pk+1
TF

uTF , vF )F + (uF , κTF ∇pk+1
TF

vTF )F +
ζκTF

hF
(uF , vF )F

}

,

(4.99)

where, for all mesh elements T ∈ Th, aT is the local diffusive bilinear form defined
by (4.18) and, for all boundary faces F ∈ F b

h , TF denotes the unique mesh element
such that F ⊂ ∂TF . The terms in the second line of (4.99) are responsible for the
weak enforcement of boundary conditions à la Nitsche.

Define the diffusion-weighted norm on Uk
h such that, for all vh ∈ Uk

h, letting
‖vT ‖2

a,T := aT (vT , vT ),

‖vh‖2
κ,h :=

∑

T ∈Th

κT ‖vT ‖2
a,T +

∑

F∈Fb
h

κTF

hF
‖vF ‖2

F .

It is a simple matter to check that, for all ζ ≥ 1, we have the following coercivity
property for aκ,h: For all vh ∈ Uk

h,

‖vh‖2
κ,h ≤ aκ,h(vh, vh). (4.100)
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4.5.2 Discretization of Advective Terms with Upwind
Stabilization

We introduce the ingredients for the discretization of first-order terms: a local
advective derivative reconstruction and an upwind stabilization term penalizing the
differences between face- and element-based DOFs.

4.5.2.1 Local Contribution

Let a mesh element T ∈ Th be fixed. By the principles illustrated in Sect. 4.3.1.1, we
define the local discrete advective derivative reconstruction Gk

β,T
: Uk

T → P
k(T )

such that, for all vT ∈ Uk
T ,

(Gk
β,T vT ,w)T = −(vT ,β·∇w)T +

∑

F∈FT

((β·nT F )vF ,w)F ∀w ∈ P
k(T ).

The local advective-reactive bilinear form aβ,μ,T : Uk
T × Uk

T → R is defined as
follows:

aβ,μ,T (uT , vT ) :=
1

2
(Gk

β,T uT , vT )T −
1

2
(uT ,Gk

β,T vT )T + sβ,T (uT , vT )+ (μuT , vT )T ,

(4.101)

where the bilinear form

sβ,T (uT , vT ) :=
1

2

∑

F∈FT

(|β·nT F |(uF − uT ), vF − vT )F , (4.102)

can be interpreted as an upwind stabilization term.

Remark 4.12 (Element-Face Upwind Stabilization) Upwinding is realized here by
penalizing the difference between face- and element-based DOFs. This is a relevant
difference with respect to classical (cell-based) finite volume and discontinuous
Galerkin methods, where jumps of element-based DOFs are considered instead.
With the choice (4.102) for the stabilization term, the stencil remains the same as
for a pure diffusion problem, and static condensation of element-based DOFs in the
spirit of Sect. 4.3.2.4 remains possible. In the context of the lowest-order Hybrid
Mixed Mimetic methods, face-element upwind terms have been considered in [5].

To express the stability properties of aβ,μ,T , we define the local seminorm such that,
for all vT ∈ Uk

T ,

‖vT ‖2
β,μ,T :=

1

2

∑

F∈FT

‖|β·nT F |1/2(vF − vT )‖2
F + τ̂−1

T ‖vT ‖2
T ,
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where, letting Lβ,T := max1≤i≤d ‖∇βi‖L∞(T )d , we have introduced the reference
time

τ̂T := {max(‖μ‖L∞(T ),Lβ,T )}−1.

Notice that the map ‖·‖β,μ,T is actually a norm on Uk
T provided that β |F ·nT F is

nonzero a.e. on each F ∈ FT . For all vT ∈ Uk
T , letting uT = vT in (4.101), it can

be easily checked that the following coercivity property holds:

min(1, τ̂T μ0)‖vT ‖2
β,μ,T ≤ aβ,μ,T (vT , vT ). (4.103)

4.5.2.2 Global Advective-Reactive Bilinear Form

The global advective-reactive bilinear form is given by

aβ,μ,h(uh, vh) :=
∑

T ∈Th

aβ,μ,T (uT , vT )+
1

2

∑

F∈Fb
h

(|β·n|uF , vF )F , (4.104)

where the first term results from the assembly of elementary contributions, while
the second term is responsible for the enforcement of the boundary condition on the
inflow portion of ∂Ω .

Remark 4.13 (Link with the Advective-Reactive Bilinear Form of [34]) The bilinear
form aβ,μ,h defined by (4.104) admits the following equivalent reformulation, which
corresponds to [34, Eq. (16)] when the upwind stabilization discussed in Section 4.2
therein is used:

aβ,μ,h(uh, vh) =
∑

T ∈Th

(

−(uT ,Gk
β,T vT )T +

∑

F∈FT

((β·nT F )−(uF −uT ), vF −vT )F
)

+
∑

T ∈Th
(μuT , vT )T +

∑

F∈F b
h

((β·n)+uF , vF )F , (4.105)

where, for any real number α, we have set α± := 1
2 (|α| ± α). As a matter of fact,

recalling the discrete integration by parts formula [34, Eq. (35)],

∑

T ∈Th

(uT ,Gk
β,T vT )T = −

∑

T ∈Th

(Gk
β,T uT , vT )T

−
∑

T ∈Th

∑

F∈FT

((β·nT F )(uF − uT ), vF − vT )F

+
∑

F∈Fb
h

((β·nT F )uF , vF )F ,
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we can reformulate the first term in the right-hand side of (4.105) as follows:

∑

T ∈Th

−(uT ,Gk
β,T vT )T =

∑

T ∈Th

(

− 1

2
(uT ,Gk

β,T vT )T −
1

2
(uT ,Gk

β,T vT )T

)

=
∑

T ∈Th

(

− 1

2
(uT ,Gk

β,T vT )T +
1

2
(Gk

β,T uT , vT )T

)

+ 1

2

∑

T ∈Th

∑

F∈FT

((β·nT F )(uF − uT ), vF − vT )F

− 1

2

∑

F∈F b
h

((β·nT F )uF , vF )F .

Inserting this equality into (4.105) and rearranging the terms we recover (4.104).
The formulation (4.104) highlights two key properties of the bilinear form aβ,μ,h:
its positivity and the skew-symmetric nature of the consistent term. The reformula-
tion (4.105), on the other hand, has a more familiar look for the reader accustomed
to upwind stabilization terms.

Define the global advective-reactive norm such that, for all vh ∈ Uk
h,

‖vh‖2
β,μ,h :=

∑

T ∈Th

‖vT ‖2
β,μ,T +

1

2

∑

F∈Fb
h

‖|β·n|1/2vF ‖2
F .

The following coercivity result for aβ,μ,h follows from (4.103): For all vh ∈ Uk
h

min
T ∈Th

(1, τ̂T μ0)‖vh‖2
β,μ,h ≤ aβ,μ,h(vh, vh). (4.106)

4.5.3 Global Problem and Inf-Sup Stability

We can now define the global bilinear form aκ,β,μ,h : Uk
h×Uk

h → R combining the
diffusive and advective-reactive contributions defined above:

aκ,β,μ,h(uh, vh) := aκ,h(uh, vh)+ aβ,μ,h(uh, vh).

The HHO approximation of (4.98) then reads: Find uh ∈ Uk
h such that, for all

vh ∈ Uk
h,

aκ,β,μ,h(uh, vh) = (f, vh). (4.107)
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Let us examine stability. In view of (4.100) and (4.106), the bilinear form aκ,β,μ,h
is clearly coercive with respect to the norm

‖vh‖2
�,h := ‖vh‖2

κ,h + ‖vh‖2
β,μ,h,

which guarantees that problem (4.107) has a unique solution. This norm, however,
does not convey any information on the discrete advective derivative. A stronger
stability result is stated in the following lemma, where we consider the augmented
norm

‖vh‖2
�,h := ‖vh‖2

�,h +
∑

T ∈Th,β̂T �=0

hT β̂
−1
T ‖Gk

β,vT
‖2
T ,

with β̂T := ‖β‖L∞(T )d denoting the reference velocity on T and the summand is

taken only if β̂T �= 0.

Lemma 4.7 (Inf-Sup Stability of aκ,β,μ,h) Assume that ζ ≥ 1 and that, for all
T ∈ Th,

hT max(Lβ,T , μ0) ≤ β̂T . (4.108)

Then, there exists a real number C > 0, independent of h, κ,β and μ, but possibly
depending on d , �, and k such that, for all wh ∈ Uk

h,

C min
T ∈Th

(1, τ̂T μ0)‖wh‖�,h ≤ sup
vh∈Uk

h\{0h}

aκ,β,μ,h(wh, vh)

‖vh‖�,h
.

Remark 4.14 (Condition (4.108)) Condition (4.108) means (i) that the advective
field is well-resolved by the mesh and (ii) that reaction is not dominant.

4.5.4 Convergence

For each mesh element T ∈ Th, we introduce the local Péclet number such that

PeT := max
F∈FT

hF ‖β |F ·nT F ‖L∞(F )
κF

,

where κF := minT ∈TF
κT . For the mesh elements where diffusion dominates we

have PeT ≤ hT , for those where advection dominates we have PeT ≥ 1, while
intermediate regimes correspond to PeT ∈ (hT , 1).



124 D. A. Di Pietro and R. Tittarelli

The following error estimate accounts for the variation of the convergence rate
according to the value of the local Péclet number, showing that diffusion-dominated
elements contribute with a term in O(hk+1

T ) (as for a pure diffusion problem),

whereas convection-dominated elements contribute with a term in O(h
k+1/2

T ) (as for
a pure advection problem).

Theorem 4.8 (Energy Error Estimate) Let u solve (4.98) and uh solve (4.107).
Under the assumptions of Lemma 4.7, and further assuming the regularity u|T ∈
Hk+2(T ) for all T ∈ Th, there exists a real number C > 0 independent of h, κ,β ,
and μ, but possibly depending on ρ, d , and k, such that

C min
T ∈Th

(1, τ̂T μ0)‖ûh − uh‖�,h

≤
{ ∑

T ∈Th

[ (
κT ‖u‖2

Hk+2(T )
+ τ̂−1

T ‖u‖2
Hk+1(T )

)
h

2(k+1)
T

+ β̂T min(1,PeT )‖u‖2
Hk+1(T )

h2k+1
T

]}1/2

.

Remark 4.15 (Extension to Locally VanishingDiffusion) It has been showed in [34]
that the error estimate of Theorem 4.8 extends to locally vanishing diffusion
provided that we conventionally set PeT = +∞ for any element T ∈ Th such
that κF = 0 for some F ∈ FT .

4.5.5 Numerical Example

To illustrate the performance of the HHO method, we solve in the unit square Ω =
(0, 1)2 the Dirichlet problem corresponding to the solution (4.79) with β(x) = (1/2−
x2, x1 − 1/2), μ ≡ 1, and a uniform diffusion coefficient κ taking values in {1, 1 ·
10−3, 0}. We take triangular and predominantly hexagonal meshes, as depicted in
Fig. 4.1a and c respectively. The convergence results are depicted in Fig. 4.9. We
observe that the convergence rate decreases with κ , with a loss slightly less than the
half order predicted by the error estimate of Theorem 4.8.
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(f)

Fig. 4.9 ‖I khu− uh‖�,h vs. h for the test case of Sect. 4.5.5. (a) κ = 1, triangular. (b) κ = 1 ×
10−3, triangular. (c) κ = 0, triangular. (d) κ = 1, polygonal. (e) κ = 1 × 10−3, polygonal. (f)
κ = 0, polygonal
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Chapter 5
Distributed Lagrange Multiplier
for Fluid-Structure Interactions

Daniele Boffi, Frédéric Hecht, and Olivier Pironneau

Abstract In this paper we make preliminary numerical tests to assess the perfor-
mance of the scheme introduced in Boffi et al. (SIAM J Numer Anal 53(6):2584–
2604, 2015) and analyzed in Boffi and Gastaldi (Numer Math 135(3):711–732,
2017) for the approximation of fluid-structure interaction problems. We show how
to implement the scheme within the FreeFem++ framework (Hecht, J Numer
Math 20(3–4):251–265, 2012) and validate our code with respect to some known
problems and benchmarks. The main conclusion is that a simple implementation
can provide quite accurate results for non trivial applications.

5.1 Introduction

The use of a distributed Lagrange multiplier for the modeling and approximation of
interface problems has a long history within approaches based on fictitious domain
techniques [6].

The applications of this methodology for fluid-structure interaction problems
has been rediscovered and discussed in recent research [1, 4] originating from the
immersed boundary method [2, 9]. The theoretical properties of this approach are
quite good, showing unconditional stability for a semi-implicit time discretization
and inf-sup stability for the global saddle point problem under suitable conditions
on the underlying meshes. Our formulation and some of the main results about it
will be summarized in Sect. 5.2.

In this paper we present a series of numerical tests performed with the help of
FreeFem++ [7]. All results are collected in Sect. 5.3. In all tests, the agreement
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with the analytical solution (if known) or with solutions present in the literature is
quite good.

One of the main difficulties in the implementation of any fluid-structure inter-
action model, consists in the appropriate treatment of the exchange of information
between fluid and solid. In our formulation the fluid mesh is fixed, while the solid
mesh is defined on a reference configuration and mapped to the actual solid domain
via the (unknown) transformation which defines the position of the body. It turns out
that some terms in our variational formulation need to combine quantities defined
on the fluid and solid meshes. Actually, FreeFem++ has a built in function that
allows the computation of such terms. Our codes are listed in Appendix 1 and some
comments are provided in Appendix 2.

5.2 Problem Setting

The model introduced in [4] can deal with co-dimension zero (thick) or co-
dimension one (thin) bodies immersed in a fluid of two or three space dimensions.
Our numerical tests involve thick bodies in two space dimensions; we recall the
related formulation.

Let Ω be a bounded domain in R
2 with Lipschitz continuous boundary. We

assume that the domain is partitioned into a fluid part Ωf and a solid part Ωs (both
subdomains are time dependent). The solid domain Ωs is the image of a reference
domain B ⊂ R

2. More precisely, the mapping X : B→ R
2 associates to each point

s ∈ B its image x = X(s, t) ∈ Ωs at time t . We denote by ρf and ρs the fluid
and solid densities, respectively, by ν the fluid viscosity, and by λ and μ the Lamé
constants.

The problem considered in [4] is the following one: given an initial velocity
u0 ∈ (H 1

0 (Ω))2, an initial body position X0 ∈ (W 1,∞(B))2, find velocity and
pressure (u(t), p(t)) ∈ (H 1

0 (Ω))2 × L2
0(Ω), body position X(t) ∈ (H 1(B))2, and

a Lagrange multiplier λ(t) ∈ Λ such that for almost every t ∈]0, T [ is holds
ˆ
Ω

(
ρfDtu(t) · û− p̂∇ · u(t)− p(t)∇ · û+ ν

2
Du(t) : Dû

)

+
ˆ
B

(
c1Dλ(t) : D(û(X(t)))+ c2λ(t) · û(X(t))

) = 0

∀(û, p̂) ∈ (H 1
0 (Ω))2 × L2

0(Ω)ˆ
B

(
(ρs − ρf )∂ttX(t) · X̂+ μ

2
DX(t) : DX̂+ λ∇ ·X(t)∇ · X̂

−c1Dλ(t) : DX̂− c2λ(t) · X̂
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+c1Dλ̂ : D(u(t)(X(t)) − ∂tX(t))+ c2λ̂ · (u(t)(X(t)) − ∂tX(t))
)
= 0

∀(X̂, λ̂) ∈ (H 1(B))2 ×Λ, (5.1)

where Dt is the total derivative and D is the symmetric gradient.
The constants c1, c2 and the space Λ are crucial for the definition of the model

and the subsequent numerical scheme: in our computations we consider both c1
and c2 positive and different from zero (H 1-based Lagrange multiplier), so that the
space Λ is (H 1(B))2.

5.2.1 Numerical Approximation

The time semi-discretization of Problem (5.1) is constructed as follows: in the first
equation the total derivative is approximated by the Galerkin-characteristic method
(see [10]); the second derivative ∂ttX(t) in the second equation is approximated by
(Xn+1 − 2Xn + Xn−1)/δt2; ∂tX is approximated by (Xn+1 − Xn)/δt; all other
quantities are evaluated implicitly at time n + 1 with the following exception.
Clearly, there is a problem when a term involving û(X) has to be integrated on B.
Treating this term fully implicitly would imply the use of the mapping Xn+1 which
is not yet available; for this reason we use a semi-implicit scheme where û(Xn) is
used, instead.

In [4, Prop. 3] it has been shown that the resulting semi-discrete scheme is
unconditionally stable with respect to the time step δt . The proof is based on
a discrete energy estimate which is analogous to the stability estimate for the
continuous problem:

ρf

2δt

(
‖un+1‖2

0 − ‖un‖2
0

)
+ ν‖Dun+1‖2

0

+ ρs − ρf

2δt

(∥
∥
∥
∥
Xn+1 − Xn

δt

∥
∥
∥
∥

2

0,B
−
∥
∥
∥
∥
Xn − Xn−1

δt

∥
∥
∥
∥

2

0,B

)

+ E(Xn+1)− E(Xn)

δt
≤ 0

where the energy E is defined in terms of the energy density W(F) (F being the
deformation gradient)

E(X(t)) =
ˆ
B
W(F(s, t)) ds

The numerical approximation of Problem (5.1) is based on a set of four finite
element spaces: Vh ⊂ (H 1

0 (Ω))2 and Qh ⊂ L2
0(Ω) are inf-sup stable finite element
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spaces, while Sh ⊂ (H 1(B))2 and Λh ⊂ Λ are finite elements defined in the
solid domain. More precisely, Vh and Qh are finite elements defined according to a
triangulation Thf of Ω , while Sh and Λh are finite elements defined on a mesh Ths
of the reference solid configuration B.

5.3 Numerical Tests

In all tests the solid is hyper-elastic with Young modulus E, Poisson ratio κ and
density ρs . The shear modulus is then given by μ = E/(1+ κ)/2.

The fluid is Newtonian incompressible with density ρf and viscosity ν.

5.3.1 Disk Falling in a Liquid

A disk of diameter d is at rest initially centred at xc = W/2, yc = H − h in a
rectangular channel of width W and height H . Only the disk is subject to gravity g,
not the fluid. No slip conditions are applied on the walls of the channel.

This test was proposed by Zhao et al. in [12] and more recently by Wang et al. in
[11]. Here we chose Wang’s values for the parameters:

W = 2, d = 0.125, h = 0.5, H = 4,
ρs = 1.2, κ = 0.3, μ = 108, ρf = 1, ν = 1, g = 981 (5.2)

The asymptotic vertical velocity is known to be −0.3567. Figure 5.1 shows the
evolution of the vertical velocity versus time for four meshes: a coarse mesh with
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Fig. 5.1 Left: vertical velocity of the solid versus time computed with three body fitted mesh and
one non-body fitted mesh. Convergence seems monotone towards a limit curve for the first three
meshes; the coarse mesh is the highest, the middle mesh is in the middle and the finest mesh is
below. Right: area of the solid divided by πd2/4, as a function of time
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1182 vertices, a middle mesh with 4693 vertices and a fine mesh with 18,661
vertices. The corresponding time steps are 0.02, 0.01, 0.005.

For these three cases the fluid mesh is modified at each time step to include the
fluid-structure interface as an interline curve made of edges of the triangulation.
Computation is also made on a fourth mesh with 4693 and the initial fluid-solid
interface at time zero but not changed with time. On this fourth mesh precision
degrades with time, probably due to mesh interpolations. On the three previous body
fitted mesh there is convergence to a limit curve, but the asymptotic value seems to
be −0.3788 rather than −0.3567. It could be due to the fact that the fluid model is
extended in the solid leading to an error proportional to ρs−ρf . But it could also be
the effect of interpolation needed to computed variables earlier defined on the mesh
before motion. We are currently intersecting meshes to reduce this interpolation
error and preliminary tests (to be published later) point to the direction of a more
accurate falling velocity. On the other hand, mass is remarkably preserved as shown
on Fig. 5.1-right.

A pressure map at t = 0.7 is given on Fig. 5.2-left. Next the same simulation is
done with a very soft material having μ = 10. The shape of the solid at t = 0.7
is given with a color map of the yy component of the stress on Fig. 5.2-right. The
computing time for this last test is 434” on a Core i7-2.5GHz on a single core.

For these two simulations the influence of the coefficients c1 and c2 are small,
as long as c2 is not zero. Here both are set at 1. The influence of the degree of
the finite element spaces is also surprisingly small. Both the P2/P1 element for
velocity pressure or the P1-bubble/P1 element gave the same results. Changing P1
into P2 for the Lagrangian coordinates also didn’t make a difference. It seems that
the precision of the method is entirely driven by the quadrature formula used for
the mixed integrals involving a function on the fluid mesh times a function on the
transformed solid mesh.

Fig. 5.2 Left: pressure map at t = 0.7 close to the solid disk falling in a liquid. Right: the yy
component of the stress inside a very soft disk falling in a liquid displayed at t = 0.7. The shape is
also the result of the numerical simulation
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Some integrals in the variational formulation involve piecewise polynomial
functions defined on different meshes. We have developed a special quadrature
formula in FreeFem++ (see [7]) to handle them. For instance let u be defined
on mesh T u

h and v be defined on mesh T v
h obtained from T u

h by convecting the
vertices qi ∈ T u

h with X, namely X(qi) is a vertex of T v
h . Then for a triangle T

of T v
h the integral on T of u ◦ X · v is approximated by

∑J
j=1 u(X(ξj ))v(ξj )ωj

where ξj , ωj are a valid set of quadrature points and coefficients for a quadrature
on T (shown in the FreeFem++ code by a parameter in the integral like
int2d(Ths,qft=qf9pT,mapu=[Xo,Yo]).

5.3.2 Validation with a Rotating Disk

The purpose of this test is to compare the numerical solution with a semi-analytical
solution which can be computed to any desired accuracy.

A cylinder contains a fixed rigid cylindrical rod in its center, a cylindrical layer of
hyperelastic material around the rod and the rest is filled with a fluid (see Fig. 5.3).
First the system is at rest and then a constant rotation is given to the outer cylinder.
This cause the fluid to rotate with an angular velocity which depends on the distance
r to the main axis; in turn, because the friction of the fluid at the interface the
hyperelastic material will be dragged into a angular velocity ω which is also only a
function of r and time . Due to elasticity ω will oscillate with time until numerical
dissipation and fluid viscosity damps it.

In a two dimensional cut perpendicular to the main axis, the velocities and
displacements are two dimensional as well. Hence the geometry is a ring of inner
and outer radii, R0 and R1, with hyperelastic material between R0 and R and fluid
between R and R1. Because of axial symmetry, R is constant, so the geometry does
not change.

In this test R0 = 3, R = 4, R1 = 5. The solid is an hyperelastic material with
μ = 100 and λ = 2κμ/(1 − 2κ) with κ = 0.3 and ρs = 10. The Newtonian
fluid has ν = 1, ρf = 1. The velocity of the outer cylinder has magnitude 3. As

Fixed rod

Hyperelastic material
Fluid outer cylinder

Fig. 5.3 A fluid-structure system inside a rotating cylinder (giving a constant angular velocity
to the fluid outer boundary) with a fixed rod in its center. Left: sketch of the system. Right: a 2d
calculation showing the velocity vectors at time 0.85 for the coarser mesh
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everything is axisymmetric the computation can be done in polar coordinates r, θ ,
and the fluid-solid system reduces to

ρ∂tv − 1

r
∂r [ξf r∂rv + ξsr∂rd] = 0,

∂td = v, r ∈ (R0, R1), v|R0 = 0, v|R1 = 3, (5.3)

with ρ = ρs1r≤R + ρf 1r>R, ξs = μ1r≤R, ξf = ν1r>R, and with d(r, 0) = 0.
In all 2d computations c1 = c2 = 10 and δt = 0.005. We have verified that a

smaller time step does not improve the precision.
Comparison between this one dimensional approach and the numerical solution

of system (5.1) is given on Fig. 5.3—right, at T = 0.5 and a coarse mesh with 505
vertices. Then the same is computed on a finer mesh having 1986 vertices and finally
with a mesh with 7433 vertices. Results are displayed on Fig. 5.4.

This test has two qualities: (a) the exact solution is easy to compute to any
precision; (b) the geometry does not change and quadrature errors are due only
to quadrature for integrals involving functions on the same domain but with two
different triangulations.

5.3.2.1 Flow Past a Cylinder with a Flagella Attached

This test is known as FLUSTRUK-FSI-3 in [5]. The geometry is shown on Fig. 5.5.
The inflow velocity is Ū = 2, μ = 2106 and ρs = ρf . After some time a
Karman-Vortex alley develops and the flagella beats accordingly. Results are shown
on Figs. 5.5 and 5.6 with a mesh of 9692 vertices and a time step size of 0.0015;
the first one displays a snapshot of the velocity vector norms and the second the
y-coordinate versus time of the top right corner of the flagella.
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Fig. 5.4 Rotating cylinder. Left: Evolution of theL2 error versus time for the three meshes. Right:
velocities normal to the ray at θ = π/4 versus r − 3, computed on the coarsest meshes shown in
green with continuous line and crosses. The “exact” solution of the one dimensional equation is
shown in blue
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Fig. 5.5 FLUSTRUK-FSI-3 Test. Color map based on the norm of the fluid and solid velocity
vectors
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Fig. 5.6 FLUSTRUK-FSI-3 Test. Vertical position of the upper right tip of the flagella versus
time shown up to t = 5

These numerical results compare reasonably well with those of [5]. The fre-
quency is 5.6 compared to 5.04 and the maximum amplitude 0.018 compared with
0.032. Amplitude is very sensitive to the method (see [8]).

Appendix 1: FreeFem++ Codes

Listing 5.1 Code for the falling disk

1 int n=20, m=8*n; // higher for fine mesh
2
3 int H=4, W=2; // vertical length of fluid box
4 real h=0.5, R1=0.125*2, R2=R1, xc=W/2, yc=H-h; // elliptic radii and

center of disk
5 real rhof=1, rhos=1.2, nu=1, penal=1e-9;
6 // rho, mu, rescaled : divided by 1e6
7 real kappa=0.3, /*E=1e4, mu=E/(1+kappa)/2 */ mu=1e1, lambda=2*kappa*mu

/(1-2*kappa);
8 real gravity=981;
9 real T=0.7, dt=0.1/n, dt2=dt*dt;

10 real c1=1, c2=10; // Lagrange multiplier constants: H1 -> 1,1, L2 -> 0,1
11
12 // mesh Thf=square(10*n,H*n,[x,H*y]); // fluid + solid domain
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13
14 border a1(t=0,1){x=W*t; y=0;}
15 border a2(t=0,1){x=W; y=H*t;}
16 border a3(t=1,0){x=W*t; y=H;}
17 border a4(t=1,0){x=0;y=H*t;}
18 border C(t=0,2*pi){x=xc+R1*cos(t); y=yc+R2*sin(t);}
19 mesh Thsi = buildmesh(C(m)); // Initial solid domain
20 fespace Whi(Thsi,P1);
21 Whi Xoi=x,Yoi=y;
22 real[int] xx(m), yy(m);
23 int[int] nn(m);
24 for(int i=0;i<m;i++){xx[i]=xc+R1*cos(2*i*pi/(m)); yy[i]=yc+R2*sin(2*i*pi

/(m)); nn[i]=2;}
25 border D(t=0,1;i){
26 int ii = (i+1)%m; real t1 = 1-t; real x1 = xx[i]*t1 + xx[ii]*t;
27 real y2 = yy[i]*t1 + yy[ii]*t; x= Xoi(x1,y2); y=Yoi(x1,y2);
28 }
29 plot(D(nn));
30 mesh Ths = buildmesh(D(nn));
31 mesh Thso=Ths;
32 mesh Thf= buildmesh(a1(W*n/2)+a2(H*n)+a3(W*n)+a4(H*n)+D(nn));
33 //plot(a1(10*n)+a2(H*n)+a3(10*n)+a4(H*n)+D(nn));
34 plot(Thf,Thso, cmm="Initial configuration");
35
36
37 fespace Vh(Thf,P1b); // velocity space
38 fespace Qh(Thf,P1); // pressure space
39 fespace Wh(Ths,P1b); // Lagrangian coordinates X,Y space
40 fespace Lh(Ths,P1); // Lagrangian multiplier space
41 fespace Zh(Thf,[P1b,P1b,P1]); // fluid space
42 fespace Rh(Ths,[P1,P1,P1b,P1b]);// solid space
43
44 Vh u,v,uh,vh;
45 Qh p,ph;
46 Wh Xoo=x-0.*(x-xc),Yoo= y-0.*(y-yc); // the X,Y are now the

displacements
47 Rh [lamx,lamy,X,Y],[lamxo,lamyo,Xo,Yo]=[0,0,x,y];//x-(x-xc)/2,y+(y-yc)

/2];
48 Zh [uo,vo,po]=[0,0,0];
49
50
51 macro div(u,v) ( dx(u)+dy(v) ) // EOM
52 macro Grad(u,v)[[dx(u),dy(u)],[dx(v),dy(v)]] // EOM
53 macro DD(u,v) [[2*dx(u),div(v,u)],[div(v,u),2*dy(v)]] // EOM
54
55 varf aa([u,v,p],[uh,vh,ph]) =
56 int2d(Thf)(rhof*[u,v]’*[uh,vh]/dt- div(uh,vh)*p -div(u,v)*ph
57 + penal*p*ph + nu*trace(DD(uh,vh)’*DD(u,v))/2)
58 + on(1,3,u=0,v=0) + on(2,4,u=0) ;
59
60 varf bb([lamx,lamy,X,Y],[lamxh,lamyh,Xh,Yh]) =
61 int2d(Ths)((rhos-rhof)*(X*Xh+Y*Yh)/dt2
62 - c1*trace(Grad(lamx,lamy)’*Grad(Xh,Yh)) - c2*(lamx

*Xh+lamy*Yh)
63 - c1*trace(Grad(lamxh,lamyh)’*Grad(X,Y))/dt - c2*(

lamxh*X+lamyh*Y)/dt
64 + mu*trace(DD(X,Y)’*DD(Xh,Yh))/2 + lambda*div(X,Y)*

div(Xh,Yh)
65 + penal*(lamx*lamxh+lamy*lamyh)

);
66
67 varf ab([u,v,p],[lamxh,lamyh,Xh,Yh]) =
68 int2d(Ths,qft=qf9pT,mapu=[Xo,Yo])(
69 c1*trace(Grad(lamxh,lamyh)’*(Grad(Xo,Yo)*Grad(u,v

)))
70 + c2*(lamxh*u+lamyh*v));
71
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72 varf ba([lamx,lamy,X,Y],[uh,vh,ph]) =
73 int2d(Ths,qft=qf9pT,mapt=[Xo,Yo])(
74 c1*trace(Grad(lamx,lamy)’*(Grad(Xo,Yo)*Grad(uh,vh

)))
75 + c2*(lamx*uh+lamy*vh));
76
77 varf rhs1([u,v,p],[uh,vh,ph]) =
78 int2d(Thf)(-rhof*gravity*vh * 0 // 0=no gravity in the fluid
79 + rhof*convect([uo,vo],-dt,uo)*uh/dt
80 + rhof*convect([uo,vo],-dt,vo)*vh/dt)
81 + on(1,3,u=0,v=0) + on(2,4,u=0,v=0) ;
82
83 varf rhs2([lamx,lamy,X,Y],[lamxh,lamyh,Xh,Yh]) =
84 int2d(Ths)(-(rhos-rhof)*gravity*Yh + 2*(mu+lambda)*div(Xh,Yh)
85 - c1*trace(Grad(lamxh,lamyh)’*Grad(Xo,Yo))/dt
86 - c2*(lamxh*Xo+lamyh*Yo)/dt
87 - (rhos-rhof)*((Xoo-2*Xo)*Xh+(Yoo-2*Yo)*Yh)/dt2);
88
89 for(int i=0;i<T/dt;i++){
90 // cout<<"time= "<<i*dt<<endl;
91 real[int] RHS1 = rhs1(0,Zh);
92 real[int] RHS2 = rhs2(0,Rh);
93 matrix AA = aa(Zh,Zh);
94 matrix AB = ab(Zh,Rh);
95 matrix BA = ba(Rh,Zh);
96 matrix BB = bb(Rh,Rh);
97
98 matrix AABB = [ [AA,BA], [AB,BB] ];
99 set(AABB,solver=sparsesolver,master=-1);

100 real[int] rhs = [RHS1, RHS2];
101 real[int] w=AABB^-1*rhs;
102 Xoo=Xo; Yoo=Yo; Xoi=Xo; Yoi=Yo;
103 [uo[],lamxo[]] = w;
104 Thso = buildmesh(D(nn));
105 Thf= buildmesh(a1(W*n/2)+a2(H*n)+a3(W*n)

+a4(H*n)+D(nn));
106 [uo,vo,po]=[uo,vo,po]; [lamxo,lamyo,Xo,

Yo]=[lamxo,lamyo,Xo,Yo];
107 cout<<i*dt<<" "<<int2d(Thso)(Yo-Yoo)/R1/

R1/pi/dt<<" "<<int2d(Thso)(vo)/R1/R1
/pi<<" area= "<<int2d(Thso)(1.)/R1/
R1/pi<<" velocity "<<endl;

108 uh=sqrt(uo*uo+vo*vo);
109 plot(Thf, Thso, uh, value=1, fill=0, coef=100, cmm="t="+

i*dt+" Velocity");
110 }
111 Thf = buildmesh(a1(W*n/2)+a2(H*n)+a3(W*n)+a4(H*n)+D(nn));
112 [uo,vo,po]=[uo,vo,po];
113 plot(vo, value=1, fill=0, coef=100, cmm="t="+T+" Pressure ");
114 fespace Bh(Thso,P1);
115 Bh s,sh;
116 solve bbc(s,sh)= int2d(Thso)(s*sh + 0.01*(dx(s)*dx(sh)+dy(s)*dy(sh)))
117 -int2d(Thso)(sh*(mu*dy(vo) + lambda*(dx(uo)+dy(vo))));
118 plot(s);

Listing 5.2 Code for the rotating disk test

1 load "MUMPS"
2 load "pipe"
3 verbosity=0;
4
5 int n=20; // higher for fine mesh
6
7 real R0=1, R1=2, R2=3, gravity=0, ringvelocity=-3;
8 real kappa=0.3, /*E=1e4, mu=E/(1+kappa)/2 */ mu=1e2, lambda=2*kappa*mu

/(1-2*kappa);
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9 real rhof=1, rhos=10, nu=1, penal=1e-6;
10 real c1=10,c2=10,T=0.5, dt=0.005, dt2=dt*dt;
11
12 real delta=0.05;
13 border CF(t=0,2*pi){x=R2*cos(t); y=R2*sin(t);} // fluid
14 border CS(t=0,2*pi){x=R1*cos(t); y=R1*sin(t);} // solid
15 border CC(t=0,2*pi){x=R0*cos(t); y=R0*sin(t);} // clamped
16 border C1(t=0,2*pi){x=(R1-delta)*cos(t); y=(R1-delta)*sin(t);} // solid
17 border C2(t=0,2*pi){x=(R1-delta/2)*cos(t); y=(R1-delta/2)*sin(t);} //

solid
18 border C3(t=0,2*pi){x=(R1+delta/2)*cos(t); y=(R1+delta/2)*sin(t);} //

solid
19 border C4(t=0,2*pi){x=(R1+delta)*cos(t); y=(R1+delta)*sin(t);} // solid
20 mesh Thf = buildmesh(CC(-10*n) /*+C1(10*n)+C2(10*n)+C3(10*n) +C4(10*n)*/

+CS(10*n)+CF(10*n));
21 mesh Ths = buildmesh(CC(-10*n)+CS(10*n));
22 mesh Thso=Ths;
23 // plot(Thf,Ths);
24 fespace Vh(Thf,P2);
25 fespace Qh(Thf,P1);
26 fespace Wh(Ths,P1);
27 fespace Lh(Ths,P1);
28 fespace Zh(Thf,[P2,P2,P1]);
29 fespace Rh(Ths,[P1,P1,P1,P1]);
30
31 Vh u,v,uh,vh;
32 Qh p,ph;
33 Wh Xoo=x,Yoo=y;
34 Rh [lamx,lamy,X,Y],[lamxo,lamyo,Xo,Yo]=[0,0,x,y];//x-(x-xc)/2,y+(y-yc)

/2];
35 Zh [uo,vo,po]=[0,0,0];
36
37 macro div(u,v) ( dx(u)+dy(v) ) // EOM
38 macro Grad(u,v)[[dx(u),dy(u)],[dx(v),dy(v)]] // EOM
39 macro DD(u,v) [[2*dx(u),div(v,u)],[div(v,u),2*dy(v)]] // EOM
40
41 varf aa([u,v,p],[uh,vh,ph]) =
42 int2d(Thf)(rhof*[u,v]’*[uh,vh]/dt- div(uh,vh)*p -div(u,v)*ph
43 + penal*p*ph + nu*trace(DD(uh,vh)’*DD(u,v))/2)
44 + on(CC,u=0,v=0) + on(CF,u=-ringvelocity*y/R2,v=ringvelocity*x

/R2) ;
45
46 varf bb([lamx,lamy,X,Y],[lamxh,lamyh,Xh,Yh]) =
47 int2d(Ths)((rhos-rhof)*(X*Xh+Y*Yh)/dt2
48 - c1*trace(Grad(lamx,lamy)’*Grad(Xh,Yh)) - c2*(lamx

*Xh+lamy*Yh)
49 - c1*trace(Grad(lamxh,lamyh)’*Grad(X,Y))/dt - c2*(

lamxh*X+lamyh*Y)/dt
50 + mu*trace(DD(X,Y)’*DD(Xh,Yh))/2 + lambda*div(X,Y)*

div(Xh,Yh)
51 + penal*(lamx*lamxh+lamy*lamyh)

);
52
53 varf ab([u,v,p],[lamxh,lamyh,Xh,Yh]) =
54 int2d(Ths,qft=qf9pT,mapu=[Xo,Yo])(
55 c1*trace(Grad(lamxh,lamyh)’*(Grad(Xo,Yo)*Grad(u,v

)))
56 + c2*(lamxh*u+lamyh*v));
57
58 varf ba([lamx,lamy,X,Y],[uh,vh,ph]) =
59 int2d(Ths,qft=qf9pT,mapt=[Xo,Yo])(
60 c1*trace(Grad(lamx,lamy)’*(Grad(Xo,Yo)*Grad(uh,vh

)))
61 + c2*(lamx*uh+lamy*vh));
62
63 varf rhs1([u,v,p],[uh,vh,ph]) =
64 int2d(Thf)( rhof*convect([uo,vo],-dt,uo)*uh/dt
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65 + rhof*convect([uo,vo],-dt,vo)*vh/dt)
66 + on(CC,u=0,v=0) + on(CF,u=-ringvelocity*y/R2,v=ringvelocity*

x/R2) ;
67
68 varf rhs2([lamx,lamy,X,Y],[lamxh,lamyh,Xh,Yh]) =
69 int2d(Ths)( 2*(mu+lambda)*div(Xh,Yh)
70 - c1*trace(Grad(lamxh,lamyh)’*Grad(Xo,Yo))/dt
71 - c2*(lamxh*Xo+lamyh*Yo)/dt
72 - (rhos-rhof)*((Xoo-2*Xo)*Xh+(Yoo-2*Yo)*Yh)/dt2);
73
74 ////////////////////////////////////////////////////////////
75 //// semi-analytic solution by solving a 1d problem /////
76 mesh Th=square(100,1,[R0+(R2-R0)*x,0.1*y]);
77 fespace WWh(Th,P2,periodic=[[1,x],[3,x]]);
78 fespace W0(Th,P1dc);
79 WWh d=0,wo,wh,wold=0;
80 W0 nnu=nu*(x>R1)+mu*dt*(x<=R1), Rho=rhof*(x>R1)+(rhos-rhof)*(x<=R1);
81 problem AA1d(wo,wh) = int2d(Th)(Rho*x*wo*wh/dt+x*nnu*dx(wo)*dx(wh) )
82 + int2d(Th)( -Rho*x*wold*wh/dt + mu*(x<=R1)*x*dx

(d)*dx(wh) )
83 +on(2,wo=ringvelocity)+on(4,wo=0);// this is the

one-d axisymmetric problem
84 //////////////////////////////////////////
85
86 pstream pgnuplot("gnuplot" ); // prepare gnuplot //////////////
87 int NT=T/dt,J=40;
88 real l2error=0, dr = (R2-R0)/(J-1);
89
90 /////////////////////////////// time loop /////////////////////////
91 for(int i=0;i<NT;i++){
92 // cout<<"time= "<<i*dt<<endl;
93 real[int] RHS1 = rhs1(0,Zh);
94 real[int] RHS2 = rhs2(0,Rh);
95 matrix AA = aa(Zh,Zh);
96 matrix AB = ab(Zh,Rh);
97 matrix BA = ba(Rh,Zh);
98 matrix BB = bb(Rh,Rh);
99

100 matrix AABB = [ [AA,BA], [AB,BB] ];
101 set(AABB,solver=sparsesolver,master=-1);
102 real[int] rhs = [RHS1, RHS2];
103 real[int] w=AABB^-1*rhs;
104 Xoo=Xo; Yoo=Yo;
105 [uo[],lamxo[]] = w;
106 // cout<<i*dt;<<" "<<int2d(Thso)(Yo-Yoo)/R1

/R1/pi/dt<<" "<<int2d(Thso)(vo)/R1/R1/pi<<" area= "<<int2d(Thso)(1.)
/R1/R1/pi<<" velocity "<<endl;

107 // uh=sqrt(uo*uo+vo*vo);
108 ///////////////// for error plot ///////////////////////
109 AA1d;
110 d=d+wo*dt;
111 wold=wo; // this is for the one-d axisymmetric problem
112 ofstream f("aux.gp");
113 for(int j=0;j<J;j++) {
114 f << j*dr <<" " << vo(R0+j*dr,0)<<" "<< wo(R0

+j*dr,0.05)<< endl;
115 l2error += (vo(R0+j*dr,0)-wo(R0+j*dr,0.05))^2*dt

;
116 }
117 pgnuplot << " plot [0:2][-3:0.51]’aux.gp’ u 1:2 w l,’aux

.gp’ u 1:3 w l"<< endl;
118 cout<<i*dt<<" "<<sqrt(l2error)/T<<endl;
119 flush(pgnuplot);
120 }
121 plot(Ths,Thf,[uo,vo],fill=1, coef=0.1, cmm="t="+T, wait=1) ;
122
123 for(int j=0;j<J;j++)
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124 cout<< j*dr<<" "<< vo(R0+j*dr,0)<<" "<<wo(R0+j*dr,0.05)<<" "<<vo(R0+
j*dr,0)-wo(R0+j*dr,0.05) <<endl;

125 // copy past the numbers in a file "results.txt", call gnuplot and do
in the gnuplot terminal window:

126 // plot"results.txt"using 1:2,"results.txt"using 1:3 w l

Listing 5.3 Code for FSI-3 test

1 verbosity=0;
2
3 int n=2, m=2*n, NN=500*m; // higher for fine mesh
4
5 real rhof=1, rhos=1, nu=0.001, penal=1e-9;
6 // rho, mu, rescaled : divided by 1e6
7 real kappa=0.4, E=1e6, mu=2e3, lambda=2*kappa*mu/(1-2*kappa);
8 real Ubar=2, gravity=0*981;
9 real T=6, dt=T/NN, dt2=dt*dt;

10 real c1=1, c2=1; // Lagrange multiplier constants: H1 -> 1,1, L2 -> 0,1
11
12 // mesh Thf=square(10*n,H*n,[x,H*y]); // fluid + solid domain
13
14 int la1=10, la2=11;
15 real cx0 = 0.2, cy0 = 0.2; // center of cyl.
16 real r=0.05, H=0.41, L=2.5; // radius of cylinder, size of domain
17 real ll=0.35, h2=0.01;//flagella length and half thickness
18 real la=asin(h2/r), x0=sqrt(r*r-h2*h2);
19
20 border fr1(t=0,L){x=t; y=0; label=1;} // outer box begins
21 border fr2(t=0,H){x=L; y=t; label=2;}
22 border fr3(t=L,0){x=t; y=H; label=1;}
23 border fr4(t=H,0){x=0; y=t; label=3;} // outer box ends
24 border fr5(t=la,2*pi-la){x=cx0+r*cos(-t); y=cy0+r*sin(-t); label=4;}
25 border br1(t=-la,la){x=cx0+r*cos(-t); y=cy0+r*sin(-t); label=4;} // flag

begins
26 border br2(t=0,ll){x=cx0+x0+t; y=cy0-h2;label=la1;}
27 border br3(t=-h2,h2){x=x0+cx0+ll; y=cy0+t;label=la1;}
28 border br4(t=ll,0){x=cx0+x0+t; y=cy0+h2;label=la1;} // flag

ends
29
30 mesh Thf=buildmesh(fr1(20*m)+fr2(3.25*m)+fr3(20*m)+fr4(4*m)+fr5(12*m) +

br1(m)+br2(12*m)+br3(2*m)+br4(12*m));
31
32 mesh Thsi = buildmesh(br1(m)+br2(12*m)+br3(m)+br4(12*m)); // Initial

solid domain
33
34 fespace Whi(Thsi,P1);
35 Whi Xoi=x,Yoi=y;
36 real[int] xx(25*m+1), yy(25*m+1);
37 int[int] nn(25*m);
38 for(int i=0;i<=25*m;i++){
39 if(i<=12*m){ real t=ll*i/(12.0*m); xx[i]=cx0+x0+t; yy[i]=cy0-h2;

}
40 else if(i<=13*m){real t=2*h2*(i-12.0*m)/m-h2; xx[i]=x0+

cx0+ll; yy[i]=cy0+t;}
41 else { real t=ll-ll*(i-13*m)/(12.0*m); xx[i]=cx0+x0+t;

yy[i]=cy0+h2; }
42 if(i<25*m) nn[i]=2;
43 }
44 border D(t=0,1;i){
45 int ii = (i+1)%(25*m+1); real t1 = 1-t; real x1 = xx[i]*t1 + xx[

ii]*t;
46 real y2 = yy[i]*t1 + yy[ii]*t; x= Xoi(x1,y2); y=Yoi(x1,y2);
47 label=la1;
48 }
49 plot(br1(m) + D(nn));
50 mesh Ths = buildmesh(br1(m) + D(nn));
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51 int nbA;
52 real xnear=x0+cx0+ll+3*h2, ynear=cy0-3*h2, distmin=10;
53 plot(Ths);
54
55 mesh Thso=Ths;
56 //mesh Thf= buildmesh(a1(W*n/2)+a2(H*n)+a3(W*n)+a4(H*n)+D(nn));
57 //plot(a1(10*n)+a2(H*n)+a3(10*n)+a4(H*n)+D(nn));
58 plot(Thf,Thso, cmm="Initial configuration");
59
60
61 fespace Vh(Thf,P1b); // velocity space
62 fespace Qh(Thf,P1); // pressure space
63 fespace Wh(Ths,P1b); // Lagrangian coordinates X,Y space
64 fespace Lh(Ths,P1); // Lagrangian multiplier space
65 fespace Zh(Thf,[P1b,P1b,P1]); // fluid space
66 fespace Rh(Ths,[P1,P1,P1b,P1b]);// solid space
67
68 Vh u,v,uh,vh;
69 Qh p,ph;
70 Wh Xoo=x,Yoo= y; // the X,Y are now the displacements
71 Rh [lamx,lamy,X,Y],[lamxo,lamyo,Xo,Yo]=[0,0,x,y];//x-(x-xc)/2,y+(y-yc)

/2];
72 Zh [uo,vo,po]=[0,0,0];
73
74
75 macro div(u,v) ( dx(u)+dy(v) ) // EOM
76 macro Grad(u,v)[[dx(u),dy(u)],[dx(v),dy(v)]] // EOM
77 macro DD(u,v) [[2*dx(u),div(v,u)],[div(v,u),2*dy(v)]] // EOM
78
79 varf aa([u,v,p],[uh,vh,ph]) =
80 int2d(Thf)(rhof*[u,v]’*[uh,vh]/dt- div(uh,vh)*p -div(u,v)*ph
81 + penal*p*ph + nu*trace(DD(uh,vh)’*DD(u,v))/2)
82 + on(1,4, u=0,v=0) + on(3,u=Ubar*y*(H-y)*6/H/H,v=0) ;
83
84 varf bb([lamx,lamy,X,Y],[lamxh,lamyh,Xh,Yh]) =
85 int2d(Ths)((rhos-rhof)*(X*Xh+Y*Yh)/dt2
86 - c1*trace(Grad(lamx,lamy)’*Grad(Xh,Yh)) - c2*(lamx

*Xh+lamy*Yh)
87 - c1*trace(Grad(lamxh,lamyh)’*Grad(X,Y))/dt - c2*(

lamxh*X+lamyh*Y)/dt
88 + mu*trace(DD(X,Y)’*DD(Xh,Yh))/2 + lambda*div(X,Y)*

div(Xh,Yh)
89 + penal*(lamx*lamxh+lamy*lamyh)

)
90 + on(4,X=x,Y=y);
91
92 varf ab([u,v,p],[lamxh,lamyh,Xh,Yh]) =
93 int2d(Ths,qft=qf9pT,mapu=[Xo,Yo])(
94 c1*trace(Grad(lamxh,lamyh)’*(Grad(Xo,Yo)*Grad(u,v

)))
95 + c2*(lamxh*u+lamyh*v));
96
97 varf ba([lamx,lamy,X,Y],[uh,vh,ph]) =
98 int2d(Ths,qft=qf9pT,mapt=[Xo,Yo])(
99 c1*trace(Grad(lamx,lamy)’*(Grad(Xo,Yo)*Grad(uh,vh

)))
100 + c2*(lamx*uh+lamy*vh));
101
102 varf rhs1([u,v,p],[uh,vh,ph]) =
103 int2d(Thf)(-rhof*gravity*vh * 0 // 0=no gravity in the fluid
104 + rhof*convect([uo,vo],-dt,uo)*uh/dt
105 + rhof*convect([uo,vo],-dt,vo)*vh/dt)
106 + on(1,4, u=0,v=0) + on(3,u=Ubar*y*(H-y)*6/H/H,v=0) ;
107
108 varf rhs2([lamx,lamy,X,Y],[lamxh,lamyh,Xh,Yh]) =
109 int2d(Ths)(-(rhos-rhof)*gravity*Yh + 2*(mu+lambda)*div(Xh,Yh)
110 - c1*trace(Grad(lamxh,lamyh)’*Grad(Xo,Yo))/dt
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111 - c2*(lamxh*Xo+lamyh*Yo)/dt
112 - (rhos-rhof)*((Xoo-2*Xo)*Xh+(Yoo-2*Yo)*Yh)/dt2)
113 + on(4,X=x,Y=y);
114
115 real t0=0, MMCL=-100, MCL=-100,maxCL=-100,minCL=100;
116 for(int i=0;i<T/dt;i++){
117 // cout<<"time= "<<i*dt<<endl;
118 real[int] RHS1 = rhs1(0,Zh);
119 real[int] RHS2 = rhs2(0,Rh);
120 matrix AA = aa(Zh,Zh);
121 matrix AB = ab(Zh,Rh);
122 matrix BA = ba(Rh,Zh);
123 matrix BB = bb(Rh,Rh);
124
125 matrix AABB = [ [AA,BA], [AB,BB] ];
126 set(AABB,solver=sparsesolver,master=-1);
127 real[int] rhs = [RHS1, RHS2];
128 real[int] w=AABB^-1*rhs;
129 Xoo=Xo; Yoo=Yo;
130 Xoi=Xo; Yoi=Yo;
131 [uo[],lamxo[]] = w;
132 Thso = buildmesh(br1(m) + D(nn));
133 Thf= buildmesh(fr1(20*m)+fr2(3.25*m)+fr3

(20*m)+fr4(4*m)+fr5(12*m) + br1(m) +
D(nn));

134 // plot(br1(m) + D(nn));
135 [uo,vo,po]=[uo,vo,po]; [lamxo,lamyo,Xo,

Yo]=[lamxo,lamyo,Xo,Yo];
136 uh=sqrt(uo*uo+vo*vo);
137 plot(Thf, Thso, uh, value=1, fill=1, coef=100, cmm="t="+

i*dt+" Velocity");
138 int nbA;
139 real xnear=x0+cx0+ll+3*h2, ynear=cy0-3*

h2, distmin=10;
140 for(int k=0;k<Ths.nv;k++)
141 if((Thso(k).x-xnear)^2 +

(Thso(k).y-ynear)^2
< distmin)

142 {distmin=(Thso(k
).x-xnear)^2
+ (Thso(k).

y-ynear)^2;
nbA=k;}

143 real CL=Thso(nbA).y;
144 if(minCL>CL) minCL=CL;
145 if(MMCL<MCL && CL<MCL && MCL>0.2 && MMCL

>0.2) {
146 cout<<"ft= "<<1./(i*dt-t0)<<"

minCL= "<<minCL
147 <<" maxCL= "<<MCL<<" (max-min)

/2= "<< (MCL-minCL)/2<< endl
;

148 MCL=-100; MMCL=-100;
149 t0=i*dt; minCL=10;
150 }
151 MMCL=MCL; MCL=CL;
152 cout<<i*dt<<" "<<Thso(nbA).x<<" "<<Thso

(nbA).y<<" " << int2d(Thso)(1.)<<
endl;

153 }
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Appendix 2: Some Comments on the Codes

We assume that the reader has a basic experience with FreeFem++. The codes
are then pretty straightforward to be understood. Given the fluid mesh Thf, for
instance, the definition of the finite element spaces for the approximation of the
Navier–Stokes equation is performed with the following lines

fespace Vh(Thf,P1b);
fespace Qh(Thf,P1);

in the case of the MINI element [3], or with the following lines

fespace Vh(Thf,P2);
fespace Qh(Thf,P1);

if the user prefers Taylor–Hood element. Analogous definition can be used for the
two finite element spaces based on the solid mesh Ths, for instance,

fespace Wh(Ths,P1);
fespace Lh(Ths,P1);

Like in all fluid-structure interaction problems, one of the crucial parts of the
code consists in the evaluation of the terms involving an interaction between the
fluid and solid meshes. This occurs in two places of our code: in the assembly of the
bilinear form ab and of ba. Let us look in more detail at the assembly of ab, for
instance. The bilinear form to be approximated is

ab((u, p); (λ̂, X̂)) =
ˆ
B

(
c1Dλ̂ : Du(X)+ c2λ̂ · u(X)

)
ds

and the crucial terms involve u(X) where the finite element function u, defined
on the mesh Thf has to be evaluated on X which is defined on the mesh Ths. This
interpolation problem is naturally solved by using the option mapu in the evaluation
of the integral as follows:

varf ab([u,v,p],[lamxh,lamyh,Xh,Yh]) =
int2d(Ths,qft=qf9pT,mapu=[Xo,Yo])(

c1*trace(Grad(lamxh,lamyh)’

*(Grad(Xo,Yo)*Grad(u,v)))
+ c2*(lamxh*u+lamyh*v));

Analogously, when the mapping between the meshes involves the test function,
as in the case of the definition of ba, the option mapt comes into play. In this
particular case, the bilinear form

ab((λ,X); (û, p̂) =
ˆ
B

(
c1Dλ : Dû(X)+ c2λ · û(X)

)
ds
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can be described with the following code instruction

varf ba([lamx,lamy,X,Y],[uh,vh,ph]) =
int2d(Ths,qft=qf9pT,mapt=[Xo ,Yo])(

c1*trace(Grad(lamx,lamy)’

*(Grad(Xo,Yo)*Grad(uh,vh)))
+ c2*(lamx*uh+lamy*vh));
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Chapter 6
Generalization of the Pythagorean
Eigenvalue Error Theorem and Its
Application to Isogeometric Analysis

Michael Bartoň, Victor Calo, Quanling Deng, and Vladimir Puzyrev

Abstract This chapter studies the effect of the quadrature on the isogeometric
analysis of the wave propagation and structural vibration problems. The dispersion
error of the isogeometric elements is minimized by optimally blending two standard
Gauss-type quadrature rules. These blending rules approximate the inner products
and increase the convergence rate by two extra orders when compared to those
with fully-integrated inner products. To quantify the approximation errors, we
generalize the Pythagorean eigenvalue error theorem of Strang and Fix. To reduce
the computational cost, we further propose a two-point rule for C1 quadratic
isogeometric elements which produces equivalent inner products on uniform meshes
and yet requires fewer quadrature points than the optimally-blended rules.

6.1 Introduction

Partial differential eigenvalue problems arise in a wide variety of applications,
for example the vibration of elastic bodies (structural vibration) or multi-group
diffusion in nuclear reactors [58]. Finite element analysis of these differential
eigenvalue problems leads to the matrix eigenvalue problem with the entries of the
matrices which are usually approximated by numerical integration. The effect of
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these numerical integration methods on the eigenvalue and eigenfunction errors has
been investigated in the literature; see for example Fix [29], Strang and Fix [58],
and others [8–10]. Sharp and optimal estimates of the numerical eigenfunctions and
eigenvalues of finite element analysis are established in [8, 9].

Hughes et al. [41] unified the analysis of the spectrum properties of the eigen-
value problem with the dispersion analysis for wave propagation problems. They
established a duality principle between them: any numerical scheme that reduces
the dispersion error of the wave propagation problems reduces the eigenvalue errors
of the different eigenvalues problems and vice versa. Moreover, they share the same
convergence property in the sense of convergence rates [15, 43, 54]. In this work,
we focus on developing quadrature rules to optimize the dispersion errors and then
apply these rules to the approximation of differential eigenvalue problems.

The dispersion analysis of the finite element method and spectral element
method has been studied extensively; see for example Thomson and Pinsky[59, 60],
Ihlenburg and Babuska [44], Ainsworth [1–3], and many others [23, 28, 35–
38, 45, 46, 63]. Thomson and Pinsky studied the dispersive effects of using the
Legendre, spectral, and Fourier local approximation basis functions for finite
element methods when applied to the Helmholtz equation [59]. The choice of the
basis functions has a negligible effect on the dispersion errors. Nevertheless, the
continuity of the basis functions has a significant impact. Hughes et al. [41] showed
that high continuities (up to Cp−1 for p-th order isogeometric elements) on the basis
functions result in dramatically smaller dispersion errors than that of finite elements.

Ainsworth [1] and [2] established that the optimal convergence rate, which is
of order 2p, of the dispersion error for the p-th order standard finite elements
and spectral elements, respectively. The work was complete as they established the
analysis for arbitrary polynomial order. The dispersive properties of these methods
have been studied in detail and the most effective scheme was conjectured to be a
mixed one of these two [3, 49, 56]. Ainsworth and Wajid beautifully established the
optimal blending of these two methods for arbitrary polynomial order in 2010 in [3].
The blending was shown to provide two orders of extra accuracy (superconvergence)
in the dispersion error, which includes the fourth order superconvergence result
obtained by a modified integration rule for linear finite elements in [35]. Also,
this blending scheme is equivalent to the use of nonstandard quadrature rules and
therefore it can be efficiently implemented by replacing the standard Gaussian
quadrature by a nonstandard rule [3].

This blending idea can be extended to isogeometric analysis (IGA), a numerical
method that bridges the gap between computer aided design (CAD) and finite
element analysis (FEA). We refer to [13, 19, 21, 40] for its initial development and to
[20, 26, 33, 34, 41–43, 47, 48, 50] for its applications. The feature that distinguishes
isogeometric elements from finite and spectral elements is the fact that the basis
functions have up to p−1 continuous derivatives across element boundaries, where
p is the order of the underlying polynomial. The publications [4, 19, 20, 41–43, 55]
show that highly continuous isogeometric analysis delivers more robustness and
better accuracy per degree of freedom than standard finite elements. Nevertheless,
a detailed analysis of the solution cost reveals that IGA is more expensive to solve
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on a per degree of freedom basis than the lower continuous counterparts, such as
finite element analysis [16–18, 52]. To exploit the reduction in cost, a set of solution
strategies which control the continuity of the basis functions to deliver optimal
solution costs were proposed [31, 32].

The dispersion analysis of isogeometric elements is studied in [41, 43, 54],
presenting significant advantages over finite elements. Hughes et al. [41] showed
that the dispersion error of the isogeometric analysis with high continuity (up to
Cp−1 for p-th order basis function) on the basis functions is smaller than that
of the lower continuity finite element counterparts. Dedè et al. [24] study the
dispersion analysis of the isogeometric elements for the two-dimensional harmonic
plane waves in an isotropic and homogeneous elastic medium. The anisotropic
curves are represented using NURBS-based IGA and the errors associated with the
compressional and shear wave velocities for different directions of the wave vector
are modeled. Recently, the dispersion error minimization for isogeometric analysis
has been performed numerically in Puzyrev et al. [54] and analytically in Calo et al.
[15].

In this work, we seek blending quadrature rules for isogeometric element to
minimize the dispersion error of the scheme and hence increase its accuracy
and robustness. We focus on the dispersion analysis of isogeometric elements
and apply the blending ideas introduced by [3] for finite and spectral elements
to isogeometric elements by using a modified inner product. The new blending
schemes reduce the errors in the approximation of the eigenvalues (and, in some
cases, the eigenfunctions). Using the optimal blending, convergence rates of the
dispersion error is increased by two additional orders. To analyze the errors, we
characterize the errors in the eigenvalues and the eigenfunctions for all the modes.
The total “error budget” of the numerical method consists of the errors arising
from the approximation of eigenvalues and eigenfunctions. When the stiffness and
mass terms are fully integrated, for each eigenvalue, the sum of the eigenvalue
error and the square of the eigenfunction error in the L2-norm scaled by the exact
eigenvalue equals the square of the error in the energy norm. Once one of these
terms are not fully integrated, this is not true any more. To account for the error
of the approximated/modified inner product, we generalize Strang’s Pythagorean
eigenvalue theorem to include the effect of inexact integration.

The outline of the remainder of this chapter is as follows. We first describe
the model problem in Sect. 6.2. In Sect. 6.3, we present a generalization of the
Pythagorean eigenvalue error theorem that accounts for the error of the modified
inner products. In Sect. 6.4, we describe the optimal blending of finite and spectral
elements and present an optimal blending scheme for isogeometric analysis. In
Sect. 6.5, we develop a two-point quadrature rule for periodic boundaries. Numerical
examples for one-dimensional and two-dimensional problems are given in Sect. 6.6.
Finally, Sect. 6.7 summarizes our findings and describes future research directions.
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6.2 Problem Setting

We begin with the differential eigenvalue problem

−Δu = λu in Ω,

u = 0 on ∂Ω,
(6.1)

where Δ = ∇2 is the Laplacian and Ω ⊂ R
d, d = 1, 2, 3 is a bounded open

domain with Lipschitz boundary. This eigenvalue problem has a countable infinite
set of eigenvalues λj ∈ R

0 < λ1 ≤ λ2 ≤ · · · ≤ λj ≤ · · · (6.2)

and an associated set of orthonormal eigenfunctions uj

(uj , uk) =
ˆ
Ω

uj (x)uk(x) dx = δjk, (6.3)

where δjk is the Kronecker delta which is equal to 1 when i = j and 0 otherwise (see
for example [58]). The normalized eigenfunctions form an L2-orthonormal basis.
Moreover, using integration by parts and (6.1), they are orthogonal also in the energy
inner product

(∇uj ,∇uk) = (−Δuj, uk) = (λj uj , uk) = λj (uj , uk) = λj δjk. (6.4)

Let V be the solution space, a subspace of the Hilbert space H 1
0 (Ω). The

standard weak form for the eigenvalue problem: Find all eigenvalues λj ∈ R and
eigenfunctions uj ∈ V such that,

a(uj ,w) = λj (uj ,w), ∀ w ∈ V (6.5)

where

a(w, v) =
ˆ
Ω

∇w · ∇v dx, (6.6)

and (·, ·) is the L2 inner product. These two inner products are associated with the
following energy and L2 norms

‖w‖E =
√
a(w,w), ‖w‖ = √

(w,w). (6.7)
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The Galerkin-type formulation of the eigenvalue problem (6.1) is the discrete
form of (6.5): Seek λhj ∈ R and uhj ∈ V h ⊂ V such that

a(uhj ,w
h) = λhj (u

h
j ,w

h), ∀ wh ∈ V h, (6.8)

which results in the generalized matrix eigenvalue problem

K uh = λhM uh, (6.9)

where K is referred as the stiffness matrix, M is referred as the mass matrix, and
(λh,uh) are the unknown eigenpairs.

We described the differential eigenvalue problem and its Galerkin discretization
above. For dispersion analysis, we study the classical wave propagation equation

−Δu+ 1

c2

∂2u

∂2t
= 0, (6.10)

where c is the wave propagation speed. We abuse the notation of unknown u here.
Assuming time-harmonic solutions of the form u(x, t) = e−iωtu(x) for a given
temporal frequency ω, the wave equation reduces to the well-known Helmholtz
equation

−Δu− k2u = 0, (6.11)

where the wavenumber k = ω/c represents the ratio of the angular frequency ω to
the wave propagation speed c. The wavelength is equal to 2π/k. The discretization
of (6.11) leads to the following linear equation system

(
K− k2M

)
uh = 0. (6.12)

The equivalence between (6.1) and (6.11) or (6.9) and (6.12) is established by
setting λ or λh = k2. Based on this equivalence, a duality principle between the
spectrum analysis of the differential eigenvalue problem and the dispersion analysis
of the wave propagation is established in [41]. In practice, the wavenumber is
approximated and we denote it as kh. In general, kh �= k. Then the solution of (6.12)
is a linear combination of plane waves with numerical wavenumbers kh. Hence the
discrete and exact waves have different wavelengths. The goal of the dispersion
analysis is to quantify this difference and define this difference as the dispersion
error of a specific numerical method. That is, dispersion analysis seeks to quantify
how well the discrete wavenumber kh approximates the continuous/exact k. Finally,
in the view of unified analysis in [41], this dispersion error describes the errors of
the approximated eigenvalues to the exact ones for (6.8) or (6.9).
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6.3 Pythagorean Eigenvalue Error Theorem and Its
Generalization

The theorem was first described in Strang and Fix [58] and was referred as the
Pythagorean eigenvalue error theorem in Hughes [43]. In this section, we revisit
this theorem in detail and generalize it.

6.3.1 The Theorem

Following Strang and Fix [58], the Rayleigh-Ritz idea for the steady-state equation
Lu = f (L is a differential operator) was extended to the differential eigenvalue
problem. The idea leads to the finite element approximation of the eigenvalue
problem. Equation (6.5) resembles the variational formulation for the steady-state
equation. Hence, one expects the approximated eigenfunction errors are of the
same convergence rates as those in steady-state problems. Definitely, the a priori
error estimation of the eigenfunction will depend on the index j (as in j -th
eigenvalue) and the accuracy will deteriorate as j increases. In fact, the errors of
the approximated eigenvalues also increase and hence deteriorate the accuracy as j
increases [7, 41, 58].

The a priori error analysis for the approximation of eigenfunctions and eigen-
values has a prominent connection. The motivation to derive the Pythagorean
eigenvalue error theorem as stated below (see also Lemma 6.3 in [58]) is to
elucidate the relation the between the eigenvalue and eigenvector errors to the total
approximation error.

Theorem 6.1 For each discrete mode, with the normalization ‖uj‖ = 1 and
‖uhj‖ = 1, we have

‖uj − uhj ‖2
E = λj‖uj − uhj ‖2 + λhj − λj . (6.13)

By the Minmax Principle (discovered by Poincaré, Courant, and Fischer; referred
by Strang and Fix), all finite element approximated eigenvalues bound the exact ones
from above, that is

λhj ≥ λj ∀ j. (6.14)

This allows us to write (6.13) in the conventional Pythagorean theorem formulation

‖uj − uhj ‖2
E =

(√
λj‖uj − uhj ‖

)2 +
(√

λhj − λj

)2
. (6.15)
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This theorem was established with a simple proof in [58]. Alternatively, we
present here

‖uj − uhj‖2
E = a(uj − uhj , uj − uhj )

= a(uj , uj )− 2a(uj , uhj )+ a(uhj , u
h
j )

= λj (uj , uj )− 2λj (uj , uhj )+ λhj (u
h
j , u

h
j )

= λj
(
(uj , uj )− 2(uj , u

h
j )+ (uhj , u

h
j )
)+ λhj − λj

= λj‖uj − uhj‖2 + λhj − λj .

(6.16)

This theorem tells that for each discrete mode, the square of the error in the
energy norm consists of the eigenvalue error and the product of the eigenvalue and
the square of the eigenfunction error in the L2-norm. We can rewrite (6.13) as

λhj − λj

λj
+ ‖uhj − uj‖2 = ‖uhj − uj‖2

E

λj
, (6.17)

which implies

λhj − λj ≤ ‖uhj − uj‖2
E, (6.18)

‖uhj − uj‖2 ≤ ‖u
h
j − uj‖2

E

λj
. (6.19)

This tells further the relation among the eigenvalue errors, eigenfunction error
in L2 norm, and eigenfunction error in energy norm. Once error estimation for
eigenfunction error in energy norm is established, the other two are obvious.
Also, the inequality (6.19) does not hold for methods that do not approximate
all eigenvalues from above (that is violating (6.14)), for example, the spectral
element method [2]. In general, the spectral element method is realized by using
the Gauss-Legendre-Lobatto nodes to define the interpolation nodes for Lagrange
basis functions in each element. This quadrature rule induces an error in the
approximation of the inner products, but preserves the optimal order of convergence
of the scheme. In fact, these errors in the inner product allow the numerical scheme
to approximate eigenvalues from below. If the discrete method does not fully
reproduce the inner products associated with the stiffness and mass matrices or these
inner products are approximated using numerical integration, this theorem needs to
be extended to account for the errors introduced by the approximations of the inner
products.
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6.3.2 The Quadrature

Now to derive the generalized Pythagorean eigenvalue error theorem, we first
introduce the numerical integration with quadratures. The entries of the stiffness
and mass matrices K and M in (6.9) are given by the inner products

Mij =
ˆ
Ω

φi(x)φj (x) dx, (6.20)

Kij =
ˆ
Ω

∇φi(x) · ∇φj (x) dx, (6.21)

where φi(x) are the piecewise polynomial basis functions. Here, we consider basis
functions for finite elements, spectral elements, and isogeometric analysis. M and K
are symmetric positive definite matrices. Moreover, in the 1D matrices have 2p+ 1
diagonal entries.

In practice, the integrals in (6.20) and (6.21) are evaluated numerically, that is,
approximated by quadrature rules. Now we give a brief description of the quadrature
rules for approximating the inner products (6.20) and (6.21). On a reference element
K̂ , an (n+ 1)-point quadrature rule for a function f (x) is of the form

ˆ
K̂

f̂ (x̂) dx̂ =
n∑

l=0

!̂l f̂ (n̂l)+ Ên+1, (6.22)

where !̂l are the weights, n̂l are the nodes, and Ên+1 is the error of the quadrature
rule. For each element K , there is an invertible affine map σ such that K = σ(K̂),
which leads to the correspondence between the functions on K and K̂. Let JK be
the corresponding Jacobian of the mapping. Then (6.22) induces a quadrature rule
over the element K given by

ˆ
K

f (x) dx ≈
n∑

l=0

!l,Kf (nl,K)+ En+1, (6.23)

where !l,K = det(JK)!̂l and nl,K = σ(n̂l).
The quadrature rule is exact for a given function f (x) when the remainder En+1

is exactly zero. For example, the standard (n + 1)-point Gauss-Legendre (GL or
Gauss) quadrature is exact for the linear space of polynomials of degree at most
2n+ 1 (see, for example, [12, 57]).

The classical Galerkin finite element analysis typically employs the Gauss
quadrature with p + 1 (where p is the polynomial order) quadrature points per
parametric direction that fully integrates every term in the bilinear forms defined by
the weak form. A quadrature rule is optimal if the function is evaluated with the
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minimal number of nodes (for example, Gauss quadrature with n+ 1 evaluations is
optimal for polynomials of order 2n+ 1 in one dimension).

Element-level integrals may be approximated using other quadrature rules, for
example the Gauss-Lobatto-Legendre (GLL or Lobatto) quadrature rule that is used
in the spectral element method (SEM). The Lobatto quadrature evaluated at n + 1
nodes is accurate for polynomials up to degree 2n+1. However, selecting a rule with
p + 1 evaluations for a polynomial of order p and collocating the Lagrange nodes
with the quadrature positions renders the mass matrix diagonal in 1D, 2D and 3D
for arbitrary geometrical mappings. This resulting diagonal mass matrix is a more
relevant result than the reduction in the accuracy of the calculation. Particularly,
given that this property preserves the optimal convergence order for these higher-
order schemes. Lastly, the spectral elements possess a superior phase accuracy when
compared with the standard finite elements of the same polynomial order [2].

Isogeometric analysis based on NURBS (Non-Uniform Rational B-Splines) has
been described in a number of papers (e.g. [13, 19, 20, 41]). Isogeometric analysis
employs piecewise polynomial curves composed of linear combinations of B-
spline basis functions. B-spline curves of polynomial order p may have up to
p− 1 continuous derivatives across element boundaries. Three different refinement
mechanisms are commonly used in isogeometric analysis, namely the h-, p- and
k-refinement, as detailed in [20]. We refer the reader to [53] for the definition of
common concepts of isogeometric analysis such as knot vectors, B-spline functions,
and NURBS.

The derivation of optimal quadrature rules for NURBS-based isogeometric
analysis with spaces of high polynomial degree and high continuity has attracted
significant attention in recent years [5, 6, 11, 12, 14, 39, 42]. The efficiency of
Galerkin-type numerical methods for partial differential equations depends on the
formation and assembly procedures, which, in turn, largely depend on the efficiency
of the quadrature rule employed. Integral evaluations based on full Gauss quadrature
are known to be efficient for standard C0 finite element methods, but inefficient for
isogeometric analysis that uses higher-order continuous spline basis functions [51].

Hughes et al. [42] studied the effect of reduced Gauss integration on the finite
element and isogeometric analysis eigenvalue problems. By using p Gauss points
(i.e., underintegrating using one point less), one modifies the mass matrix only (in
1D). By using less than p Gauss points (i.e., underintegrating using several points
less), both mass and stiffness matrices are underintegrated. Large underintegration
errors may lead to the loss of stability since the stiffness matrix becomes singular.
As shown in [42], this kind of underintegration led to the results that were worse
than the fully integrated ones and the highest frequency errors diverged as the mesh
was refined. However, as we show in the next sections, using properly designed
alternative quadratures may lead to more accurate results.

The assembly of the elemental matrices into the global stiffness and mass
matrices is done in a similar way for all Galerkin methods we analyze in this chapter.
Similarly, the convergence rate for all Galerkin schemes we analyze is the same.
However, the heterogeneity of the high-order finite element (C0 elements, i.e., SEM
and FEA) basis functions leads to a branching of the discrete spectrum and a fast
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degradation of the accuracy for higher frequencies. In fact, the degraded frequencies
in 1D are about half of all frequencies, while in 3D this proportion reduces to about
seven eighths. On uniform meshes, B-spline basis functions of the highest p − 1
continuity, on the contrary, are homogeneous and do not exhibit such branching
patterns other than the outliers that correspond to the basis functions with support
on the boundaries of the domain.

6.3.3 The Generalization

Now we consider the generalization. Applying quadrature rules to (6.8), we have
the approximated form

ah(ũ
h
j , w

h) = λ̃hj (ũ
h
j , w

h)h ∀ wh ∈ V h, (6.24)

where

ah(w, v) =
∑

K∈Th

Nq∑

l=1

!
(1)
l,K∇w(n(1)l,K) · ∇v(n(1)l,K), (6.25)

and

(w, v)h =
∑

K∈Th

Nq∑

l=1

!
(2)
l,Kw(n

(2)
l,K)v(n

(2)
l,K), (6.26)

where {!(1)
l,K, n

(1)
l,K } and {!(2)

l,K, n
(2)
l,K } specify two (possibly different) quadrature

rules. This leads to the matrix eigenvalue problem

Khũh = λ̃hMhũh, (6.27)

where the superscripts on K and M and the tildes specify the effect of the
quadratures.

Remark 6.1 For multidimensional problems on tensor product grids, the stiffness
and mass matrices can be expressed as Kronecker products of 1D matrices [30]. For
example, in the 2D case, the components of K and M can be represented as fourth-
order tensors using the definitions of the matrices and the basis functions for the 1D
case [22, 30]

Mijkl =M1D
ik M1D

jl , (6.28)

Kijkl = K1D
ik M1D

jl +K1D
jl M

1D
ik , (6.29)
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where M1D
ij and K1D

ij are the mass and stiffness matrices of the 1D problem as given
by (6.20) and (6.21). We refer the reader to [22] for the description of the summation
rules.

To understand the errors of the approximations of eigenvalues and eigenfunctions
when quadratures are applied, we measure the errors they induce in the inner
products. The following theorem generalizes the Pythagorean eigenvalue error
theorem to account for these modified inner products [54].

Theorem 6.2 For each discrete mode, with the normalization ‖uj‖ = 1 and
(̃uhj , ũ

h
j )h = 1, we have

‖uj − ũhj‖2
E = λ̃hj − λj + λj‖uj − ũhj‖2 + ‖ũhj ‖2

E − ‖ũhj ‖2
E,h + λj

(
1− ‖ũhj‖2

)
,

(6.30)

where ‖ · ‖E,h is the energy norm evaluated by a quadrature rule.

Proof By definition and linearity of the bilinear forms, we have

‖uj − ũhj ‖2
E = a(uj − ũhj , uj − ũhj ) = a(uj , uj )− 2a(uj , ũhj )+ a(̃uhj , ũ

h
j ).

(6.31)

From (6.5), we have

a(uj , uj ) = λj (uj , uj ),

a(uj , ũ
h
j ) = λj (uj , ũ

h
j ).

Thus, adding and subtracting a term λj (ũ
h
j , ũ

h
j ), (6.31) is rewritten as

‖uj − ũhj‖2
E = λj (uj , uj )− 2λj (uj , ũhj )+ λj (ũ

h
j , ũ

h
j )− λj (ũ

h
j , ũ

h
j )+ a(̃uhj , ũ

h
j )

= λj

(
(uj , uj )− 2(uj , ũhj )+ (ũhj , ũ

h
j )
)
− λj‖ũhj‖2 + ‖ũhj ‖2

E

= λj‖uj − ũhj‖2 − λj‖ũhj ‖2 + ‖ũhj ‖2
E.

From (6.24) and the definition of the modified energy norm ‖ · ‖E,h, we have

‖ũhj ‖2
E,h = ah(ũ

h
j , ũ

h
j ) = λ̃hj (ũ

h
j , ũ

h
j )h.

Noting that (̃uhj , ũ
h
j )h = 1, we have

λ̃hj − λj =
(
λ̃hj − λj

)
(̃uhj , ũ

h
j )h = ‖ũhj‖2

E,h − λj .
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Thus, adding and subtracting a term λ̃hj − λj gives

‖uj − ũhj‖2
E = λj‖uj − ũhj‖2 − λj‖ũhj‖2 + ‖ũhj‖2

E +
(
λ̃hj − λj

)
−
(
‖ũhj‖2

E,h − λj

)

= λ̃hj − λj + λj‖uj − ũhj‖2 + ‖ũhj ‖2
E − ‖ũhj‖2

E,h + λj

(
1− ‖ũhj ‖2

)
,

which completes the proof.

The equation in (6.30) can be rewritten as

‖uj − ũhj‖2
E

λj
= λ̃hj − λj

λj
+ ‖uj − ũhj‖2 + ‖ũ

h
j ‖2

E − ‖ũhj ‖2
E,h

λj
+
(

1− ‖ũhj‖2
)
,

in which the first term on the right-hand side is the relative error of the approximated
eigenvalue, the second term represent the error of eigenfunction in L2 norm, the
third term shows the eigenvalue-scaled error due to the modification of the inner
product associated with the stiffness, and the last term shows the error due to the
modification of the inner product associated with the mass.

The left-hand side and the first two terms on the right-hand side resemble the
Pythagorean eigenvalue error theorem, while the extra two terms reveal the effect
of numerical integration of the inner products associated with the stiffness and the
mass. In the cases when these inner products are integrated exactly, these two extra
terms are zeros. Consequently, Theorem 6.2 reduces to the standard Pythagorean
eigenvalue error theorem.

6.4 Optimal Blending for Finite Elements and Isogeometric
Analysis

Several authors (e.g. [3, 27, 56]) studied the blended spectral-finite element method
that uses nonstandard quadrature rules to achieve an improvement of two orders
of accuracy compared with the fully integrated schemes. This method is based
on blending the full Gauss quadrature, which exactly integrates the bilinear forms
to produce the mass and stiffness matrices, with the Lobatto quadrature, which
underintegrates them. This methodology exploits the fact that the fully integrated
finite elements exhibit phase lead when compared with the exact solutions, while
the underintegrated with Lobatto quadrature methods, such as, spectral elements
have phase lag.

Ainsworth and Wajid [3] chose the blending parameter to maximize the order of
accuracy in the phase error. They showed that the optimal choice for the blending
parameter is given by weighting the spectral element and the finite element methods
in the ratio p

p+1 . As mentioned above, this optimally blended scheme improves by
two orders the convergence rate of the blended method when compared against the
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finite or spectral element methods that were the ingredients used in the blending. The
blended scheme can be realized in practice without assembling the mass matrices
for either of the schemes, but instead by replacing the standard Gaussian quadrature
rule by an alternative rule, as Ainsworth and Wajid clearly explained in [3]. Thus,
no additional computational cost is required by the blended scheme although the
ability to generate a diagonal mass matrix by the underintegrated spectral method is
lost.

To show how an improvement in the convergence rate is achieved, consider, for
example, the approximate eigenfrequencies written as a series in Λ = ωh for the
linear finite and spectral elements, respectively [3]

ωhFEh = Λ− Λ3

24
+O(Λ5), (6.32)

ωhSEh = Λ+ Λ3

24
+O(Λ5). (6.33)

When these two schemes are blended using a blending parameter τ , the
approximate eigenfrequencies become

ωhBLh = Λ+ Λ3

24
(2τ − 1)+O(Λ5). (6.34)

For τ = 0 and τ = 1, the above expression reduces to the ones obtained by
the finite element and spectral element schemes, respectively. The choice of τ =
1/2 allows the middle term of (6.34) to vanish and adds two additional orders of
accuracy to the phase approximation when compared with the standard schemes.
Similarly, by making the optimal choice of blending parameter τ = p

(p+1) in high-
order schemes, they removed the leading order term from the error expansion.

The numerical examples in Sect. 6.6 show that a similar blending can be applied
to the isogeometric mass and stiffness matrices to reduce the eigenvalue error. For
C1 quadratic elements, the approximate eigenfrequencies are

ωhGLh = Λ− 1

5!
Λ5

12
+O(Λ7), (6.35)

ωhGLLh = Λ+ 1

5!
Λ5

24
+O(Λ7). (6.36)

Similarly, blending these two rules utilizing a parameter τ gives

ωhBLh = Λ+ 3τ − 2

5! · 24
Λ5 +O(Λ7). (6.37)

Thus the optimal ratio of the Lobatto and Gauss quadratures is 2 : 1 (τ = 2/3)
similar to the optimally blended spectral-finite element scheme. For C2 cubic
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elements, we determine that a non-convex blending with τ = 5/2 allows us to
remove the leading error term and thus achieve two additional orders of accuracy.

Remark 6.2 In general, for C0 elements such as the finite elements and spectral
elements, the optimal blending is [3]: τ = p

(p+1) for arbitrary p. This is, however,

not true for isogeometric Ck elements, where 1 ≤ k ≤ p − 1 and p ≥ 3. Finding
the optimal blending parameter for p ≥ 3 with k > 0 remains an open question. For
p ≤ 7 with k = p − 1 and the discussion on its generalization, we refer the reader
to [15].

Equations (6.32)–(6.36) show that the absolute errors in the eigenfrequencies
converge with the rates of O

(
Λ2p+1

)
and O

(
Λ2p+3

)
for the standard and optimal

schemes, respectively. If we consider the relative eigenfrequency errors, from
Eqs. (6.35) and (6.36), these take the form

ωhh

Λ
= 1± Λ4

α
+ · · · , (6.38)

that is, the convergence rate for frequencies computed using IGA approximations is
O
(
Λ2p

)
as shown in [19, 55]. The optimal blending in IGA leads to a O

(
Λ2p+2

)

convergence rate for the relative eigenfrequencies. This superconvergence result
is similar to the one achieved by the optimally-blending of the spectral and finite
element methods of [3].

Remark 6.3 Wang et al. [61, 62] constructed super-convergent isogeometric finite
elements for dispersion by blending two alternative quadrature methods. They used
full Gauss and a method which reduces the bandwidth of the mass and stiffness
method. Although the construction is different, algebraically the resulting algebraic
system is identical for uniform meshes.

6.5 Two-Point Rules for C1 Quadratic Isogeometric Analysis

The optimally-blended rules presented above first introduce an auxiliary parameter
for combining two different standard quadrature rules. Then the parameter is
determined by eliminating the highest order term in the error expansion. We can
achieve a similar result by designing a nonstandard quadrature rule here.

For C1 quadratic isogeometric analysis, the blending requires evaluations of the
function at two sets of quadrature nodes on each element, which is not compu-
tationally efficient. In this section, we present a two-point rule which eliminates
the leading order term in the error expansion hence results in an equivalent but
computationally efficient scheme for the C1 quadratic isogeometric elements.

We consider uniform meshes with periodic boundary conditions for the eigen-
value problem in 1D. In the reference interval [−1, 1], the two point rules are listed
in Table 6.1.
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Table 6.1 Two-point rules in the reference interval [−1, 1] for C1 quadratic isogeometric analysis

Rules n1 n2 !1 !2

Rule 1 −1

5

√

11− 2
√

266

3

1

5

√

11+ 2
√

266

3
1+ 2

√
266

133
1− 2

√
266

133

Rule 2
1

5

√

11− 2
√

266

3
−1

5

√

11+ 2
√

266

3
1+ 2

√
266

133
1− 2

√
266

133

Rule 3 −1

5

√

11+ 2
√

266

3

1

5

√

11− 2
√

266

3
1− 2

√
266

133
1+ 2

√
266

133

Rule 4
1

5

√

11+ 2
√

266

3
−1

5

√

11− 2
√

266

3
1− 2

√
266

133
1+ 2

√
266

133
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Fig. 6.1 Isogeometric C1 quadratic B-spline basis functions and their derivatives. (a) Basis
functions. (b) Derivatives of basis functions

These two-point rules share some sense of symmetry and lead to the same matrix
eigenvalue problem. On uniform meshes with periodic boundary conditions, all
these rules give the same dispersion errors.

In a periodic boundary domain discretized with a uniform mesh, we show
numerically that these two-point rules lead to the same set of eigenvalues and
eigenfunctions as these obtained by the optimally-blended schemes. In fact, they
result in the same stiffness and mass matrices. The two-point rules fail when we
use a boundary condition other than periodic, for example, Dirichlet or Neumann
conditions. This happens since the two-point rule does not integrate the stiffness
terms exactly near the boundary elements where the derivatives of the B-splines
basis functions do not vanish; see Fig. 6.1. We will understand and address this
shortcoming in future work.
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For multidimensional cases, we assume that a tensor product grid is placed on
the domain Ω . Then generalize these two-point rules to be 2d -point rules for d-
dimensional problems by simple tensor construction. We conclude that these two-
point rules developed above remain valid for higher dimensional problems. More
details are referred to [15, 25].

6.6 Numerical Examples

In this section, we present numerical examples of the one- and two-dimensional
problems described in Sect. 6.2 to show how the use of optimal quadratures reduce
the approximation errors in isogeometric analysis.

The 1D elliptic eigenvalue problem has the following exact eigenvalues and their
corresponding eigenfunctions

λj = j2π2, uj =
√

2 sin(jπx), (6.39)

for j = 1, 2, . . .. The approximate eigenvalues λhj are sorted in ascending order
and are compared to the corresponding exact eigenvalues λj . The total number of
degrees of freedom (discrete modes) is N = 1000.

Figure 6.2 compares the approximation errors of C1 quadratic isogeometric
elements using the standard Gaussian quadrature and the optimal rule. We show

the relative eigenvalue errors
μhl −λl
λl

, the L2-norm eigenfunction errors
∥
∥ul − vhl

∥
∥2

0

Fig. 6.2 Approximation errors for C1 quadratic isogeometric elements with standard Gauss
quadrature rule (left) and optimal blending (right)
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Fig. 6.3 Convergence of the errors in the eigenvalue approximation usingC1 quadratic isogeomet-
ric elements with standard and optimal quadratures. The fifth (left) and tenth (right) eigenvalues
are shown

and the relative energy-norm errors
∥
∥ul−vhl

∥
∥2
E

λl
. This format of error representation

clearly illustrates the budget of the generalized Pythagorean eigenvalue theorem.

The error in the L2 norm 1− ∥∥vhl
∥
∥2

0 is shown only in the case when it is not zero.
In Fig. 6.2, the use of the optimal quadrature leads to more accurate results.

Surprisingly, not only the eigenvalues, but also the eigenfunctions of the problem
are better approximated in this particular case. The optimal ratio of blending of the
Lobatto and Gauss quadrature rules in this case is 2:1, which is the same to the ratio
proposed by Ainsworth and Wajid (2010) for the finite element case.

Figure 6.3 shows the dispersion errors in the eigenvalue approximation with C1

quadratic isogeometric elements. The size of the meshes used in these simulations
increases from 10 to 2560 elements. These results confirm two extra orders of
convergence in the eigenvalue errors.

To study the behavior of discrete eigenfunctions from different parts of the
spectrum, in Fig. 6.4 we compare the discrete and analytical eigenfunctions for
C1 quadratic elements. We show the 200th and the 400th eigenfunctions, where
the error is low, and the 600th and the 800th eigenfunctions, for which the
approximation is worse. As expected, both the fully- and under-integrated methods
provide similar eigenfunctions. There is no loss of accuracy in eigenfunction
approximation due to the use of the non-standard optimal quadrature rules.

We also note that for practical applications, one may look for a scheme that
reduces errors in the desired intervals of wavenumber (frequency) for a given mesh
size. Such blending schemes are also possible and (though not being optimal, i.e.
not delivering superconvergence) they are superior in the eigenvalue approximation
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Fig. 6.4 Discrete 200th (top left), 400th (top right), 600th (bottom left) and 800th (bottom right)
eigenfunctions for C1 quadratic elements. The discrete eigenfunctions resulting from the optimal
(red squares) and the standard scheme (blue line) are compared with the analytical eigenfunctions
(black line). The total number of discrete modes is 1000

compared to the optimal blending in certain ranges of wavenumber that are of
practical interest in wave propagation problems. We refer the reader to [54] for
further details.

Next, we continue our study with the dispersion properties of the two-
dimensional eigenvalue problem on tensor product meshes. Optimal quadratures for
multidimensional problems are formed by tensor product of the one dimensional
case. The exact eigenvalues and eigenfunctions of the 2D eigenvalue problem are
given by

λkl = (k2 + l2)π2, ukl = 2 sin(kπx) sin(lπy), (6.40)

for k, l = 1, 2, . . .. Again, the approximate eigenvalues λhkl are sorted in ascending
order.

Figure 6.5 compares the eigenvalue errors of the standard Gauss using C1

quadratic elements with the optimal scheme (τ = 2/3). The latter has significantly
better approximation properties.

These results demonstrate that the use of optimal quadratures in isogeometric
analysis significantly improves the accuracy of the discrete approximations when
compared to the fully-integrated Gauss-based method.
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Fig. 6.5 Approximation errors for C1 quadratic isogeometric elements with standard Gauss (left)
and optimal quadrature rule (right). Color represents the absolute value of the relative error

Fig. 6.6 Approximation errors for C2 cubic isogeometric elements with standard Gauss (left) and
optimal quadrature rule (right). Color represents the absolute value of the relative error

Figure 6.6 compares the eigenvalue errors for C2 cubic isogeometric elements.
Again, the optimal scheme has significantly better approximation properties than
the standard method. The scale and representation format are different from those
of Fig. 6.5.

Figure 6.7 compares the dispersion errors of the standard Gauss fully-integrated
method with the optimally-blended scheme and the two-point rule described in the
previous section. In this example, we use periodic knots at the boundaries of the
domain. As can be seen from Fig. 6.7, the two-point rule leads to the same results
as those obtained by the optimally-blended scheme. At the same time, this rule is
computationally cheaper than the three-point Gauss rule or any blended scheme.
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Fig. 6.7 Approximation errors for C1 quadratic isogeometric elements with standard Gauss, the
optimal quadrature rule, and the two-point

6.7 Conclusions and Future Outlook

To understand the dispersion properties of isogeometric analysis and to improve
them, we generalize the Pythagorean eigenvalue error theorem to account for the
effects of the modified inner products on the resulting weak forms. We show that
the blended quadrature rules reduce the phase error of the numerical method for the
eigenvalue problems.

The proposed optimally-blended scheme further improves the superior spectral
accuracy of isogeometric analysis. We achieve two extra orders of convergence in
the eigenvalues by applying these blended rules. We present and test two-point rules
which reduce the number of quadrature nodes and the computational cost, and at
the same time, produce the same eigenvalues and eigenfunctions. We believe that
one can extend the method to arbitrary high-order Cp−1 isogeometric elements
by identifying suitable quadrature rules. Nevertheless, for higher-order polynomial
approximations the only known optimal quadratures are the result of blending a
Gauss rule and a Lobatto quadrature rule. The search for this class of quadratures
that result in super-convergent dispersion properties and use fewer quadrature points
will be the subject of our future work.

Another future direction is the study on the non-uniform meshes and non-
constant coefficient wave propagation problems. The study with variable continuity
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is also of interest. We will study the impact of the variable continuities of the
basis functions on the dispersion properties of the numerical methods and how the
dispersion can be minimized by designing goal-oriented quadrature rules.
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Chapter 7
Weakly Consistent Regularisation
Methods for Ill-Posed Problems

Erik Burman and Lauri Oksanen

Abstract This Chapter takes its origin in the lecture notes for a 9 h course at
the Institut Henri Poincaré in September 2016. The course was divided in three
parts. In the first part, which is not included herein, the aim was to first recall some
basic aspects of stabilised finite element methods for convection-diffusion problems.
We focus entirely on the second and third parts which were dedicated to ill-posed
problems and their approximation using stabilised finite element methods. First we
introduce the concept of conditional stability. Then we consider the elliptic Cauchy-
problem and a data assimilation problem in a unified setting and show how stabilised
finite element methods may be used to derive error estimates that are consistent with
the stability properties of the problem and the approximation properties of the finite
element space. Finally, we extend the result to a data assimilation problem subject
to the heat equation.

7.1 Introduction

In these notes we will give an overview of some recent work on finite element
methods for ill-posed problems. For well-posed problems it is known that, in the
presence of non-symmetric operators, approximation using Galerkin finite element
methods may have poor accuracy, due to the lack of H 1-coercivity. A popular
remedy is then to add some stabilising terms that should be balanced in such a way
that they cure the stability issue, but vanish quickly enough under mesh-refinement
so that optimal error estimates can be obtained. For ill-posed problems on the other
hand the state of the art is to add some regularising terms on the continuous level to
obtain a well-posed continuous problem that can then typically be discretised using
standard finite element methods.
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Here our aim is to make the ideas from the former class of problems carry
over to the ill-posed case, using weakly consistent regularisation that is defined
on the discrete level. Indeed prior to discretisation no regularisation is applied,
instead the ill-posed problem and associated data are discretised in the form of a
minimisation problem, where some suitable distance between the discrete solution
and the measured data is minimised under the constraint of the discrete form of the
partial differential equation. Regularisation terms may then be devised that are in
some sense the minimal choice necessary to achieve a well-posed discrete system.
To analyse the resulting approximation we rely on conditional stability estimates for
the continuous problem, typically obtained through Carleman estimates.

Compared to the state of the art methods such as the quasi-reversibility method
by Lattès and Lions (and the recent improvements on this technique by Bourgeois
et al. [7, 8, 21]) or the penalty method by Kohn and Vogelius [4, 30], the present
framework has some attractive features. Since no regularised continuous problem is
involved the only (nontrivial) regularisation parameter present is the mesh size. This
is not the case for more traditional methods where the discretisation parameter and
the regularisation parameter must be matched carefully, or as is usually assumed, the
mesh size is chosen substantially smaller than the regularisation parameter. Maybe
more importantly, in the present framework, the regularisation is independent of the
stability of the underlying physical problem while still having a convergence order
with respect to the mesh size that is consistent with the stability of the physical
problem. On the contrary, balancing regularisation and discretisation errors in the
framework of conventional Tikhonov regularisation appears to inevitably lead to a
nontrivial relation between the regularisation, the mesh size and the specific form of
the stability of the physical problem.

With the recent increased understanding of the stability properties of ill-posed
problems, in particular, in the context of inverse and data assimilation problems,
we believe that these considerations are important. For instance, data assimilation
problems with Hölder, or even Lipschitz, stability will have that precise order
reproduced for the convergence order of the approximation error. To the best of
our knowledge, apart from the work reviewed here, there exists no results in the
literature reporting on such estimates even in Lipschitz stable cases that allow error
estimates as good as those for classical well-posed problems. For other work on
regularized methods for the Cauchy problem we refer to [2, 3, 6, 29].

The paper consists of two main parts. In the first we consider stationary ill-
posed elliptic problems, such as the elliptic Cauchy problem and the so-called data
assimilation problem, where measured data is available in some subdomain of the
bulk, but not on the boundary. For these problems interior estimates with Hölder
stability are known to hold and we show how to make these estimates translate into
error estimates for the computational method. In the second chapter we consider the
extension of these ideas to a data assimilation problem subject to the heat equation.
In this case a Lipschitz-continuous stability estimate holds for the reconstruction
of the solution away from the (unknown) initial datum. Also in this case we show,
in a space semi-discretised framework, error estimates that reflect the stability of
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the physical problem. In this second case the estimates obtained are optimal with
respect to the approximation order of the finite element space.

7.2 Preliminary Results

In this section we will introduce the geometrical setting of the problems that we will
consider, the associated finite element spaces and some technical results, including
discrete inequalities and approximation results. We will stay in the simplest of
settings, considering only piecewise affine finite element spaces.

Let Ω ⊂ R
d , d = 2, 3, be a convex polygonal (polyhedral) domain, with

boundary ∂Ω and outward pointing normal n. By T we denote a quasi-uniform
decomposition of Ω in simplices T such that the intersection of two simplices
in T is either the empty set, a shared vertex, a shared face or a shared edge. We
also introduce the mesh parameter associated to T, hT = diam(T ) where the
diameter of T is defined as the diameter of the smallest ball circumscribing T .
Setting h = maxT ∈T hT we consider the family of tesselations {T}h indexed by
h. The simplices are shape regular in the sense that the ratio between the smallest
circumscribed ball and the largest inscribed ball of any T ∈ T is bounded uniformly,
with a constant independent of h. The boundary of T will be denoted ∂T with
outward pointing normal nT . We denote the set of element faces by F and let Fi

and Fb denote the set of faces in the interior of Ω and on its boundary, respectively.
To each interior face we associate a normal nF that is fixed, but with arbitrary
orientation. The normal on faces on the boundary will be chosen pointing outwards.

We define the finite dimensional space

Vh = {vh ∈ H 1(Ω) : v|T ∈ P1(T ), ∀T ∈ T},
with P1(T ) the set of polynomials of degree less than or equal to 1. For a subspace
V ⊂ H 1(Ω), we denote by Vh the intersection Vh ∩ V . In particular, we use the
notation V 0 = H 1

0 (Ω) and

V 0
h := Vh ∩ V 0.

We will denote the L2 scalar product over a set Ξ by

(v,w)Ξ :=
ˆ
Ξ

xy dΞ, ∀v,w ∈ L2(Ω),

and the associated norm by

‖x‖Ξ := (x, x)
1
2
Ξ.

The subscript will be dropped whenever Ξ ≡ Ω .
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7.2.1 Inequalities

We will need a few auxiliary results on how different norms or semi norms are
related. In particular we will need the following so-called inverse inequality and
trace inequalities (see for instance [22])

‖∇vh‖T ≤ Cih
−1
T ‖vh‖T ∀vh ∈ Pk(T ), k ≥ 0 (7.1)

‖v‖∂T ≤ Cth
−1/2
T (‖vh‖T + hT ‖∇v‖T ), ∀v ∈ H 1(T ) (7.2)

‖vh‖∂T ≤ Cth
−1/2
T ‖vh‖T , ∀vh ∈ Pk(T ), k ≥ 0. (7.3)

We also define the broken norm

‖v‖h :=
⎛

⎝
∑

T ∈T
‖v‖2

T

⎞

⎠

1
2

.

7.2.2 Interpolants and Approximation

We will use an interpolant ih : H 1(Ω) → Vh, that preserves homogeneous
boundary conditions and satisfies the following estimates [33]

‖u− ihu‖ + h‖∇(u− ihu)‖ ≤ Chs‖u‖Hs(Ω), s = 1, 2. (7.4)

Combining (7.4) and (7.2) allows us to prove the estimates

‖h− 1
2 (u− ihuh)‖F + ‖h

1
2∇(u− uh)‖F ≤ Chs−1‖u‖Hs(Ω), s = 1, 2. (7.5)

We will also make use of the H 1-projection πh : H 1
0 (Ω)→ V 0

h defined by

(∇πhu,∇vh) = (∇u,∇vh), ∀vh ∈ V 0
h . (7.6)

We note that under the assumption of quasi uniformity and convexity of the domain
also this approximation satisfies (7.4) and (7.5).
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7.3 Ill-Posed Problems

It is well known that instabilities may cause suboptimality for approximations
of convection-diffusion equations when the standard Galerkin method is applied.
Examples of how stabilised methods can improve on the situation include the
Galerkin Least Squares method [10, 27], subgrid viscosity [26] or the continuous
interior penalty method [15]. This is an example of a problem that is well-posed
on the continuous level, but where the discrete system may be ill-conditioned and
produce poor quality approximations, unless all the scales of the problem have been
resolved, something which may be difficult to achieve in practice. The arguments to
analyse such methods use the positivity of the bilinear operator a(·, ·) defining the
problem.

In many practical cases however the problem is indefinite, for instance, this is the
case for Helmholtz equation and for non-coercive convection-diffusion. Then the
bilinear form does not satisfy such a positivity property, and the inf-sup condition
that underpins well-posedness on the continuous level can be difficult to reproduce
on the discrete level. This led the first author to develop a method which does not
rely on coercivity or inf-sup stability for its analysis [11]. As the method does not
rely on the well-posedness structure for its design, it can also be applied to ill-posed
problems. This case was then analysed in [12] and applied to a series of different
ill-posed problems in [13, 16, 17, 19].

In this section we will discuss how to apply stabilised finite elements to the
approximation of ill-posed problems. Of course the class of ill-posed problems
is very large and most of these problems are not tractable to the type of high
resolution methods that we wish to apply here, so first we will discuss what type
of ill-posed problems we are interested in and give some examples. For readers
interested in delving deeper into the theory of inverse and ill-posed problems and
their regularisation, we refer to [5, 24, 28, 31, 34].

Ill-posed problems are those problems that fail to be well-posed in the sense
of the definition due to Hadamard. In order to make this precise we introduce the
abstract problem

Ku = f (7.7)

where K : V → X is a linear map between two Hilbert (or Banach) spaces and
f ∈ X.

Definition 7.1 (Well-Posed Problem) The problem (7.7) is well-posed if

1. For every f ∈ X there exists u ∈ V satisfying (7.7). This means that X is the
range of L.

2. The solution u is unique in V . That is, L−1 exists.
3. The solution u depends continuously on data.

‖u‖V ≤ C‖f‖X.
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Definition 7.2 (Ill-Posed Problem) The problem (7.7) is said to be ill-posed if at
least one of the three points in Definition 7.1 fails.

It was recognised by Tikhonov that some ill-posed problems are better behaved than
others, and conditionally stable problems are an important class of such problems.
We give a definition that is a variation of [28, Def. 4.3].

Definition 7.3 (Conditionally Stable Problem) The problem (7.7) is said to be
conditionally stable with respect to a semi-norm | · | on V if

1. For all f in the range of K the solution u of (7.7) is unique.
2. There is a non-decreasing function CE : [0,∞) → [0,∞) and a modulus of

continuity Φ : [0,∞)→ [0,∞) such that for all f in the range of K,

|u| ≤ CE(‖u‖V )Φ(‖f‖X).
Here Φ being a modulus of continuity means that it is continuous and satisfies
Φ(0) = 0.

We restrict our attention to conditionally stable problems where K and X consist
of two components

K = (L,R), X = W ′ ×M.

Here, for the Sobolev spaces V and W , W ′ is the dual of W and L is a differential
operator, mapping V to W ′ when interpreted in weak form. For the part related to
data we let R : V → M denote a restriction operator, possibly composed with a
differential operator. To summarize, we will consider problems of the form

Lu = f̃ , Ru = q̃ (7.8)

where it is assumed that (f̃ , q̃) is in a neighbourhood of the range of K. We will
prove estimates that depend on the distance

‖δf ‖W ′ + ‖δq‖M, δf = f̃ − f, δq = q̃ − q,

where (f, q) is in the range of K. Observe that this means that we do not assume
that the problem (7.8) admits a unique solution, we only assume that it can be solved
for some point in a neighbourhood of the data (f̃ , q̃). This allows for perturbed data
to be used.

We will now proceed to give examples of problems that are conditionally stable
in the above sense.

Example 7.1 (The Elliptic Cauchy Problem and Its Ill-Posedness) Let L = −Δ+σ
where σ ∈ R and assume that the boundary of Ω consists of two parts Γ and Γ ′.
Consider the problem of finding u ∈ H 1(Ω) such that

Lu = f in Ω (7.9)
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u = g on Γ (7.10)

∇u · n = ψ on Γ. (7.11)

For simplicity, we consider below only the case g = 0, and refer to [14] for the case
with non-vanishing g. Then

Ru = ∇u · n|Γ , M = H−1/2(Γ ). (7.12)

Following a classical counter-example by Hadamard, let us exemplify the failure
of continuous dependence for this problem. Let Ω := {(x, y) ∈ R

2 : x > 0} and
Γ = {(x, y) ∈ R

2 : x = 0}, σ = 0, f = 0, g = 0 and

ψ(y) = 1

n
sin(ny).

It is easy to verify that the solution in that case is

u(x, y) = 1

2n2 sin(ny)(enx − e−nx).

Clearly as n becomes large ‖ψ‖L∞(Γ ) goes to zero, but u(x, y) blows up for any x >
0 and any y outside a countable set, showing the failure of continuous dependence.

Example 7.2 (The Elliptic Data Assimilation Problem and Its Uniqueness) Let
L = −Δ and assume that measurements uM of u are available in some open subset
of Ω , ω ⊂ Ω , then we can formulate the data assimilation problem as

Lu = f in Ω (7.13)

u = uM in ω. (7.14)

Here we choose

Ru = u|ω, M = L2(ω). (7.15)

This problem is often called also a unique continuation problem.
Assume that uM, f are such that there exists a solution u ∈ H 1(Ω) to (7.13)–

(7.14). Then this solution is unique which can be proven by using elementary
properties of harmonic functions. Indeed, assume that there exists two solutions
and let ν be their difference. Then

Lν = 0 in Ω (7.16)

ν = 0 in ω. (7.17)
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This means that ν is a harmonic function in Ω and hence real analytic. But ν
vanishes in the non-empty open set ω, and hence by analytic continuation, ν ≡ 0
in Ω .

Remark 7.1 For the problem (7.13)–(7.14) to have a solution, it is of course
necessary that the compatibility condition LuM |ω = f |ω is satisfied. Using this one
may show that, for sufficiently smooth f , (7.13)–(7.14) is equivalent to the Cauchy
problem

Lu = f in Ω \ ω (7.18)

u = uM on ∂ω (7.19)

∇u · n = ∇uM · n on ∂ω. (7.20)

The conditional stability for the problems in Examples 7.1 and 7.2 is classical,
and we discuss it further in Sect. 7.3.2 below. Let us now turn to weak formulation
of these problems on which the associated finite element methods will be based.

7.3.1 Weak Formulations of the Model Problems

Let us first consider the Cauchy problem in Example 7.1 and introduce the spaces

V Γ := {v ∈ H 1(Ω) : v|Γ = 0} and WΓ := {v ∈ H 1(Ω) : v|Γ ′ = 0}(= V Γ ′).

Now observe that the solution of (7.9)–(7.11), with g = 0, can be sought in V Γ .
Multiply (7.9) by v ∈ WΓ and integrate by parts to obtain

(Lu, v) = (∇u,∇v)+ (σu, v) −
ˆ
Γ

∇u · n︸ ︷︷ ︸
=−ψ

v ds −
ˆ
Γ ′
∇u · n v︸︷︷︸

=0

ds

By defining

a(u, v) := (∇u,∇v) + (σu, v)

we arrive at the weak formulation: find u ∈ V Γ such that

a(u, v) = (f, v) + (ψ, v)Γ , ∀v ∈ WΓ . (7.21)

This weak formulation looks deceptively like the weak formulation for the Poisson
problem, but observe that the choice v = u is not allowed since u �∈ WΓ .

Let us now turn to the data assimilation problem in Example 7.2. Recall from
Sect. 7.2 that V 0 = H 1

0 (Ω), and observe that we may multiply (7.13) with v ∈ V 0
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to obtain

(Lu, v) = (∇u,∇v)−
ˆ
∂Ω

∇u · n v︸︷︷︸
=0

ds.

This time we define

a(u, v) := (∇u,∇v)

and obtain the weak formulation: find u ∈ H 1(Ω) such that u|ω = uM and

a(u, v) = (f, v) ∀v ∈ V 0. (7.22)

Once again it is not allowed to take v = u due to the different choices of spaces.

7.3.2 Conditional Stability

To unify the treatment of the two examples, we will write V for the primal space and
W for the test space. That is, V = V Γ andW = WΓ in the case of Example 7.1, and
V = H 1(Ω) and W = V 0 in the case of Example 7.2. Observe that W ′ = H−1(Ω)

in the case of Example 7.2.
We refer to the review paper [1] for thorough discussion of conditional stability

estimates for the two example problems. In particular, the following conditional
stability estimate can be deduced from the paper.

Theorem 7.1 Let u ∈ V be such that, with l ∈ W ′,

a(u, v) = l(v).

Let R : V → M be defined by (7.12) for the Cauchy problem in Example 7.1, and
by (7.15) for the data assimilation problem in Example 7.2. Write uM = Ru in both
the cases. Then for every open simply connected ω′ ⊂ Ω such that dist(∂ω′, ∂Ω) >

0 there holds

‖u‖ω′ ≤ CE(‖u‖)Φ(|uM |M + ‖l‖W ′ ),

where CE(R) = CR1−τ and Φ(η + ε) = (η + ε)τ . Here C > 0 and τ ∈ (0, 1) are
constants that depend on ω′.

For a proof of this result with full detail on involved constants see [1, Theorem 1.7]
for the Cauchy problem and [1, Theorem 4.4] for the data assimilation case. Let
us remark that we state the conditions on ω′ in slightly simplified form, for more
precise conditions on ω′ see [1]. Note that here ‖·‖ω′ is viewed as a semi-norm
on V .
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Remark 7.2 A similar result for global stability of u on the form

‖u‖Ω ≤ CE(‖u‖V )Φ(|uM |M + ‖l‖W ′ ),

with Φ(η + ε) = | log(η + ε)|−τ , τ ∈ (0, 1), is also derived in [1] and may be used
to derive global error estimates using the techniques below.

Remark 7.3 Conditional stability has been used before to tune the regularisation
parameters for Tikhonov regularisation methods see for instance [20]. What is new
in the approach that we advocate is that it does not depend on the form of the
modulus of continuity Φ, but still allows us to obtain the best possible accuracy
with respect to the approximation error and the actual form of Φ.

7.4 Finite Element Approximation of Ill-Posed Problems

The aim of the present section is present a finite element method that draws on our
experience of stabilised FEM for convection-diffusion equations. The ideas that are
presented below are mainly taken from [13, 19].

We wish to attempt to discretise a conditionally stable ill-posed problem of the
form: find u ∈ V such that

a(u, v) = l(w), ∀w ∈ W (7.23)

|u− uM |M = 0. (7.24)

Let us consider, for the moment, the case of Cauchy problem and suppose that l is
such that there exists a solution u ∈ V to (7.23).

Recall the notation defined in Sect. 7.2, and define the finite element spaces

V Γ
h := Vh ∩ V Γ and WΓ

h := Vh ∩WΓ .

We are assuming here that the mesh is fitted to the subsets of the boundary Γ and
Γ ′. We then have the discrete formulation of the Cauchy problem in Example 7.1:
find uh ∈ V Γ

h such that

a(uh,wh) = (f,wh)+ (ψ,wh)Γ , ∀wh ∈ WΓ
h . (7.25)

Observe that the corresponding linear system can not be invertible in general,
because there is no reason that the system matrix is square. Indeed this only holds
in the special case when the number of vertices in Γ is the same as the number
of vertices in Γ ′. Similarly the matrix corresponding to a naive finite element
discretisation of the data assimilation problem in Example 7.2 is not square and
in general the system is singular even if we impose uh|ω = 0.
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The idea is then to reformulate (7.23)–(7.24), on the discrete level, as the problem
to minimise (7.24) under the constraint (7.23). This will allows us also to treat the
case of perturbed data that is outside the range of the map K = (L,R). In some
cases | · |M may not be the most efficient choice for minimisation purposes and may
be replaced by another norm | · |Mh

that is equivalent on the discrete spaces. Then
an additional step is required to show that the minimisation with respect to | · |Mh

indeed leads to a bound in | · |M.
Below we will mainly focus on the data assimilation problem in Example 7.2 and

use

|uh − ũM |2Mh
:=

ˆ
ω

hα(uh − ũM)
2 dx, (7.26)

where α is a constant in the interval [−2, 0]. Here it is assumed that the mesh is
fitted to the domain ω, which can always be easily achieved by replacing ω with a
slightly smaller polygonal domain. For the Cauchy problem in Example 7.1, we can
take

|uh − ũM |2Mh
:=

ˆ
Γ

h(∇uh · n− ψ̃)2 ds. (7.27)

In what follows it is important that, in both the cases and for all α ∈ [−2, 0], there
holds for u ∈ H 2(Ω) that

|u− ihu|Mh
≤ Ch|u|H 2(Ω).

We form the tentative Lagrangian

Ł(uh, zh) := 1

2
γM |uh − ũM |2Mh

+ a(uh, zh)− l̃(zh),

where ũM = uM + δu is the perturbed data available and l̃(zh) = l(zh)+ δl(zh) is a
perturbed right hand side. Observe that if u is a solution to (7.23) and (7.24) then it
will minimise the Lagrangian (if δu = δl = 0) with the associated multiplier z = 0.
Unfortunately the associated minimisation problem may not be well-posed on the
discrete level due to the ill-posedness of a(·, ·), even if the data of the continuous
problem is in the range of K. It follows that we need some regularisation.

7.4.1 Regularisation by Stabilisation

The classical way of obtaining a well-posed optimisation problem is through
Tikhonov regularisation. In this case the natural choice would be to add regularising
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terms in the H 1-semi-norm for both the primal and the dual variable to obtain

Ł(uh, zh) := 1

2
γM |uh − ũM |2Mh

+ γ1‖∇uh‖2 − γ2‖∇zh‖2 + a(uh, zh)− l̃(zh).

Computing the Euler-Lagrange equations for this Lagrangian we obtain the system:
find (uh, zh) ∈ Vh ×Wh such that

a(uh,wh)− γ2(∇zh,∇wh) = l̃(wh) ∀wh ∈ Wh (7.28)

a(vh, zh)+ γ1(∇uh,∇vh)+ γM(uh, vh)Mh
= γM(ũM, vh)Mh

∀vh ∈ Vh
(7.29)

Here it is assumed that the norm | · |Mh
is associated to an inner product (·, ·)Mh

.
This is of course the case for both (7.26) and (7.27).

Remark 7.4 This system bears a strong resemblance to the quasi-reversibility
method for the Cauchy problem in the mixed form as proposed on the continuous
level in [7]. Therein it was proven that if the exact solution exists, and the data are
unperturbed, then letting γ1 → 0 for bounded γ2 (that may tend to zero, but at a
lower rate than γ1) the regularised solution converges to the exact solution.

Drawing on our experience from stabilised finite element methods we would like to
modify the regularisation terms, so that they vanish at an optimal rate in the limit
uh → u ∈ H 2(Ω), zh → 0, while keeping the regularisation parameters γ1 and γ2
fixed. We therefore introduce the abstract regularisation operators s : Vh×Vh �→ R

and s∗ : Wh ×Wh �→ R in the Lagrangian

Ł(uh, zh) := 1

2
γM |uh − ũM |2Mh

+ 1

2
s(uh, uh)− 1

2
s∗(zh, zh)+ a(uh, zh)− l̃(zh).

(7.30)

The corresponding Euler-Lagrange equations then reads

a(uh,wh)− s∗(zh,wh) = l̃(wh) (7.31)

a(vh, zh)+ s(uh, vh)+ γM(uh, vh)Mh
= γM(ũM, vh)Mh

. (7.32)

The primal stabilisation operator should be weakly consistent, in the sense that,

s(ihu, ihu)
1
2 ≤ Ch|u|H 2(Ω). (7.33)

We also require s to be bounded, s(vh, vh) ≤ C‖vh‖2
V . The dual stabilisation on the

other hand must be equivalent with the W norm

c1(h)‖wh‖2
W ≤ s∗(wh,wh) ≤ C‖wh‖2

W ,
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where the lower bound is not required to be uniform in h. No condition analogous
to (7.33) is required from s∗, the reason being that z = 0 is the solution to the
unperturbed problem where data are such that a unique solution u ∈ V exists. Thus
any bilinear form s∗ is weakly consistent in the sense that it vanishes in (7.31) when
(uh, zh) is replaced by the solution to the unperturbed problem.

Anticipating the results in the next section we give the following examples of
stabilisation operators,

s(vh, vh) := γ1‖hσuh‖2 + γ1

∑

F∈Fi

(hF �∇vh�, �∇vh�)F =: γ1|vh|2V (7.34)

s∗(vh, vh) := γ2(∇vh,∇vh)Ω =: γ2‖vh‖2
W . (7.35)

We emphasize that, contrary to typical Tikhonov regularisation, the stabilisation
parameters γ1, γ2 > 0 will not change during computation.

Observe that for u ∈ H 2(Ω) there holds s(u, vh) = γ1(h
2σ 2u, vh)Ω for

all vh ∈ Vh, since the jump term vanishes when applied to sufficiently smooth
functions. The remaining L2-term, is weakly consistent to the right order for
piecewise affine elements. For higher order polynomial approximation of order k,
the primal stabilisation operator in the Lagrangian (7.30) must be replaced by a
strongly consistent residual based stabilisation of the form

s(vh, vh) := ‖hk∇vh‖2
Ω +γ1‖h(f +Δvh−σvh)‖2

h+γ1

∑

F∈Fi

(hF �∇vh�, �∇vh�)F ,

(7.36)

for details see the discussion in [13]. The weak consistency takes a different form
in this case, since the presence of the source term f leads to a contribution on the
form

∑
K∈Th

(f, h2(−Δvh + σvh))K in the right hand side of (7.32). Observe also

that s defines a semi-norm on Vh +H 2(Ω) but that s∗ defines a norm on W .
Let us now introduce the mesh dependent norm

|‖(uh, zh)‖|2 := γM |uh|2Mh
+ γ1|uh|2V + γ2‖zh‖2

W +min(γ1, γM)h
2‖uh‖2

H 1(Ω)
.

(7.37)

As the parameters γM, γ1, γ2 are fixed we could omit including them in the
above norm, however, we will keep track of the dependence of the constants in
Proposition 7.2 below on these parameters, and for this reason it is convenient to
include the parameters in the above norm.

Observe that using (7.4) and (7.5) it is straightforward to prove the interpolation
inequality

|‖(u− ihu, 0)‖| ≤ Ch|u|h2(Ω). (7.38)

To include the last term in the definition (7.37) we can apply a discrete Poincaré
inequality.
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Lemma 7.1 (Discrete Poincaré Inequality) There exists cp > 0 such that for all
vh ∈ Vh there holds

cP h‖uh‖H 1(Ω) ≤ |uh|Mh
+ |uh|V .

In the case of the Cauchy problem where | · |Mh
is defined by (7.27) and uh|Γ = 0

this is a consequence of the Poincaré inequalities of [9] and for the data assimilation
case where | · |Mh

is defined by (7.26) the result was proved in [19].
The system (7.31)–(7.32) can be cast on the compact form, find (uh, zh) ∈ Vh ×

Wh such that

Ah[(uh, zh), (vh,wh)] = l̃(wh)+ γM(ũM, vh)Mh
, ∀(vh,wh) ∈ Vh ×Wh,

(7.39)
where

Ah[(uh, zh), (vh,wh)] := a(uh,wh)− s∗(zh,wh)+ a(vh, zh)+ s(uh, vh)

+ γM(uh, vh)Mh
.

Proposition 7.1 The system (7.39) admits a unique unique solution (uh, zh) ∈ Vh×
Wh.

Proof By construction, for all (vh,wh)

γM |vh|2Mh
+ γ1|vh|2V + γ2‖wh‖2

W = Ah[(vh,wh), (vh,−wh)]

and therefore by Lemma 7.1 there exists C > 0 such that

|‖(vh,wh)‖|2 ≤ C Ah[(vh,wh), (vh,−wh)]. (7.40)

The linear system (7.39) is square, and by the above positivity there are no zero
eigenvalues. We conclude that the system is invertible.

Comparing with the exact problem (7.23)–(7.24) and assuming that u ∈ H 2(Ω), we
see that the formulation (7.39) satisfies the following consistency relation

Ah[(uh − u, zh), (vh,wh)] = δl(wh)+ γM(δu, vh)Mh
, ∀(vh,wh) ∈ Vh ×Wh.

(7.41)

7.4.2 Error Analysis Using Conditional Stability

First we will introduce some continuity properties of the bilinear form using the
stabilisations. Assume that u ∈ H 2(Ω), then there holds

a(u− ihu, vh) ≤ Ch|u|H 2(Ω)‖vh‖W (7.42)
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and for all uh ∈ Vh and all w ∈ W , ihw ∈ Wh

a(uh,w − ihw) ≤ (Ch‖u‖H 2(Ω) + |‖(u− uh, 0)‖|)‖w‖W , (7.43)

where and the constants are allowed to depend on the parameters γ1, γ2 and γM .
For the data assimilation problem Eq. (7.42) follows by an application of the

Cauchy-Schwarz inequality and (7.4), and (7.43) follows by the integration by parts
followed by (7.4) and (7.5) leading to

a(uh,w − ihw) ≤ |(σuh,w − ihw)| +
∑

F∈Fi

ˆ
F

|h 1
2 �∇uh�|h− 1

2 |w − ihw| ds

≤ Cγ
− 1

2
1 (|u− uh|V + ‖σhu‖)‖w‖W .

The results for the Cauchy problem are obtained in a similar fashion and we refer to
[14] for the details.

We are now ready to prove a first error estimate that holds independently of the
stability properties of the continuous model.

Proposition 7.2 If (uh, zh) is the solution of (7.39) and u ∈ H 2(Ω) is the solution
of (7.23)–(7.24) then there holds

|‖(u− uh, zh)‖| ≤ Cγ h|u|H 2(Ω) + δγ (7.44)

where δγ := γ
−1/2
2 ‖δl‖W ′ + γ

1/2
M |δu|Mh

and Cγ := C(1+ γ
1
2

1 + γ
− 1

2
2 ).

Proof To prove (7.44) we observe that by (7.38) and the triangle inequality it is
enough to consider the discrete error ξh = ihu− uh. By (7.40) we have

|‖(ξh, zh)‖|2 ≤ C Ah[(ξh, zh), (ξh,−zh)].

Using the Galerkin orthogonality (7.41) we may write

Ah[(ξh, zh), (ξh,−zh)] = Ah[(ihu− u, 0), (ξh,−zh)] − δl(zh)+ γM(δu, ξh)Mh
.

By the continuity (7.42) there holds

Ah[(ihu−u, 0), (ξh,−zh)] = a(u−ihu, zh)+s(ihu−u, ξh)+γM(ihu−u, ξh)Mh

≤ Chγ
− 1

2
2 |u|H 2(Ω)γ

1
2

2 ‖zh‖W +γ
1
2

1 |ihu− u|V
︸ ︷︷ ︸

≤Chγ
1
2

1 |u|H2(Ω)

γ
1
2

1 |ξh|V +γM |ihu−u|Mh
|ξh|Mh

.
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Bounding also the perturbation terms

δl(wh) ≤ γ
− 1

2
2 ‖δl‖W ′γ

1
2

2 ‖zh‖W
and

(δu, ξh)Mh
≤ |δu|Mh

|ξh|Mh

we arrive at

Ah[(ξh, zh), (−ξh, zh)] ≤ Cγ h|u|H 2(Ω)|‖(ξh, zh)‖| + δγ |‖(ξh, zh)‖|.

We conclude by dividing by |‖(ξh, zh)‖|.
This proof is insufficient to show error estimates. However for unperturbed data

and u ∈ H 2(Ω), it may be used to show that uh → u as h→ 0, by a compactness
argument.

Remark 7.5 Note that δγ may depend on h via the quantity |δu|Mh
. This is the case,

for instance, when | · |Mh
is chosen as in (7.26) with α �= 0, and then error in data

is amplified for small h.

To prove error estimates we must rely on the conditional stability estimates in
Theorem 7.1. The idea behind the argument is to consider the error e = u− uh and
observe that this error satisfies

a(e,w) = l(w)− a(uh,w) =: r(w), ∀w ∈ W. (7.45)

We will then use Proposition 7.2 to get bounds for ‖r‖W ′ , |e|Mh
and ‖e‖, so that

the conditional stability can be applied to e.
In the data assimilation case we have |e|M = ‖e‖ω = h−α/2|e|Mh

≤ |e|Mh

so this quantity is immediately bounded by (7.44). For the Cauchy problem the
continuous and discrete data matching terms are not the same, but one can prove
that a suitable bound can be obtained for a perturbed error ẽ by adding a small
perturbation to uh in the interface zone such that

|ẽ|M ≤ |‖e, 0‖|. (7.46)

The error analysis then uses the arguments below together with a perturbation
argument for ẽ, for details see [14]. We will not consider that case here, instead
focussing on the data assimilation case.

Theorem 7.2 Let u be the exact solution to (7.23)–(7.24), with l(w) := (f,w),
f ∈ L2(Ω), and | · |M = ‖ · ‖ω. Let uh be the solution of (7.31)–(7.32) with
the stabilisation operators (7.34)–(7.35). Then, for all ω′ ⊂ Ω satisfying the
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assumptions in Theorem 7.1 there holds

‖u− uh‖ω′ ≤ Chτ (‖u‖H 2(Ω) + h−1δγ ).

where the constant depends on the geometry and the constants γ1, γ2 and γM .

Proof As discussed above, the estimate is shown by applying Theorem (7.1) to the
problem satisfied by the error. We know that e is a solution to (7.23) with l(w) =
r(w) as per Eq. (7.45). By Proposition 7.2 the following bounds hold

|e|Mh
= ‖e‖ω ≤ Cγ h|u|H 2(Ω) + δγ (7.47)

and

‖e‖V ≤ Cγ |u|H 2(Ω) + h−1δγ . (7.48)

Now observe that using Eq. (7.31) we have

r(w) = r(w−ihw)+r(ihw) = l(w−ihw)−a(uh,w−ihw)−s∗(zh, ihw)−δl(ihw).

We estimate the terms on the right hand side, assuming that ‖w‖W = 1,

l(w − ihw) = (f,w − ihw) ≤ ‖f ‖‖w − ihw‖ ≤ Ch‖f ‖,

and using the inequality (7.43)

a(uh,w − ihw) ≤ Ch‖u‖H 2(Ω) + |‖(u− uh, 0)‖|.

Then applying Proposition 7.2 we obtain the bound

a(uh,w − ihw) ≤ γ
− 1

2
1 (Cγ h‖u‖H 2(Ω) + δγ ).

The two remaining terms are handled using the Cauchy-Schwarz inequality in the
first case and the duality pairing H−1 ×H 1 in the second, followed by the stability
of the interpolant ih in the W -norm,

s(zh, ihw) ≤ γ2‖zh‖W ‖w‖W ≤ γ
1
2

2 (Cγ h|u|H 2(Ω) + δγ )

δl(ihw) ≤ C‖δl‖W ′

Collecting the terms above we have for all w ∈ W with ‖w‖W = 1,

r(w) ≤ Ch‖f ‖ + (γ
− 1

2
1 + γ

1
2

2 )(Cγ h‖u‖H 2(Ω) + δγ )+ C‖δl‖W ′ . (7.49)
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But then

‖r‖W ′ = sup
w∈W :‖w‖W=1

r(w)

satisfies the same bound. Note also that ‖f ‖ ≤ C‖u‖H 2(Ω). We conclude that e
satisfies the assumptions of Theorem 7.1 by with

R = ‖e‖V ≤ Cγ |u|H 2(Ω) + h−1δγ , η = |e|Mh
≤ Ch|u|H 2(Ω) + δγ ,

ε = ‖r‖W ′ ≤ C(h‖u‖H 2(Ω) + δγ )

c.f. (7.47)–(7.49). In the last step we dropped the dependence on the constants γ1, γ2
and γM , but it can be traced in the proof.

Remark 7.6 We detailed Theorem 7.2 only in the case of the data assimilation
problem, but the same arguments also leads to an analysis for the Cauchy problem,
under the assumption (7.46).

Remark 7.7 One may prove Theorem 7.2 for the data assimilation problem if s∗ is
defined by (7.34). In this case an additional factor h−1 multiplies the term measuring
perturbations in data.

7.4.3 A Numerical Example

We consider the problem in Example 7.1 on the unit square Ω . The exact solution
is u = 30.0 ∗ x ∗ (1 − x) ∗ y ∗ (1 − y), with f = Lu, and the data domain ω is
defined by

ω := {(x, y) ∈ Ω : |x − 0.5| < 0.25; |y − 0.5| < 0.25}.

We use the formulation (7.31)–(7.32) with s(·, ·) given by (7.34) for piecewise
affine approximation and (7.36) for piecewise quadratic approximation. The adjoint
stabiliser s∗(·, ·) was defined by (7.35), and the norm | · |Mh

by (7.26) with α = 0
or−2. (Observe that if α = 0 then γM must have the unit of the square of an inverse
length for the equations to be dimensionally correct.)

We chose γ2 = γM = 1 and γ1 = 10−3 for all computations. The latter value is
similar to that used for computations in the well-posed case. We meshed the domain
using structured meshes that were made to fit the boundary of ω. We performed
computations on a sequence of meshes with nele= 40, 80, 160, 320, elements on
each side of the square, using piecewise affine and piecewise quadratic elements. In
Fig. 7.1, left graphic, we show a computational mesh and on the right graphic we
illustrate the domains ω (the inner square) and ω′ (the middle square). In Fig. 7.2,
left plot, we show the contourlines of an approximate solution and in the right plot
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Fig. 7.1 Left: computational mesh, nele=40. Right: the different subdomains ω and ω′

Fig. 7.2 Left: contour lines of approximate solution, nele=40. Right: contour lines of the
computational error

the contour lines of the computational error. Observe that the error has a form that
is similar to Hadamard’s counter-example discussed in Example 7.1, but growing
exponentially in the radial direction and oscillating in the direction tangential to the
boundary of ω.

In the tables below we report the error in the normalised global L2-error, the
normalised local error for the subset

ω′ := {(x, y) ∈ R
2 : |x − 0.5| < 0.375; |y − 0.5| < 0.375},

the data assimilation term, |u − uh|ω, and the size of the weakly consistent
regularisation

|(u− uh, z)|s :=
√
s(u− uh, u− uh)+ s∗(zh, zh). (7.50)

The experimental convergence rates are given in parenthesis, where appropriate. We
report the results for unperturbed data and α = 0 in Tables 7.1 and 7.5 and for α =
−2 in Tables 7.2 and 7.6. In all cases we observe the expected O(hk) convergence
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Table 7.1 Computed quantities for the data assimilation problem using piecewise affine approx-
imation, α = 0 and unperturbed data

nele ‖u− uh‖ ‖u− uh‖ω′ ‖u− uh‖ω |(u − uh, z)|s
40 0.211594 (–) 0.050922 (–) 0.00816074 (–) 0.0289235 (–)

80 0.175512 (0.3) 0.0407488 (0.3) 0.00618422 (0.4) 0.0147585 (1.0)

160 0.113346 (0.6) 0.0235298 (0.8) 0.00337103 (0.9) 0.00791309 (0.9)

320 0.0672893 (0.75) 0.0102456 (1.2) 0.00119201 (1.5) 0.0042852 (0.9)

640 0.0510429 (0.4) 0.00529074 (1.0) 0.000342379 (1.8) 0.00221974 (0.9)

Table 7.2 Computed quantities for the data assimilation problem using piecewise affine approxi-
mation, α = −2 and unperturbed data

nele ‖u− uh‖ ‖u− uh‖ω′ ‖u− uh‖ω |(u − uh, z)|s
40 0.0476335 (–) 0.00481282 (–) 0.000333429 (–) 0.0352793 (–)

80 0.0403148 (0.2) 0.00312934 (0.6) 8.0272e−05 (2.0) 0.0179655 (1.0)

160 0.0304957 (0.4) 0.00188862 (0.7) 1.998e−05 (2.0) 0.00911884 (1.0)

320 0.0227619 (0.4) 0.0009549 (1.0) 4.71016e−06 (2.1) 0.00464924 (1.0)

640 0.0200062 (0.2) 0.000642748 (0.6) 1.15698e−06 (2.0) 0.00234456 (1.0)

Table 7.3 Computed quantities for the data assimilation problem using piecewise affine approxi-
mation, α = 0 and 2.5% perturbation in data

nele ‖u− uh‖ ‖u− uh‖ω′ ‖u− uh‖ω |(u− uh, z)|s
40 0.206909 0.0490942 0.0148287 0.0289287 (-)

80 0.176546 0.0409112 0.013946 0.0146984 (1.0)

160 0.119693 0.0267951 0.0131763 0.0077906 (0.9)

320 0.0793605 0.0180773 0.0125264 0.00416117 (0.9)

640 0.0640708 0.0158747 0.0124993 0.00214582 (1.0)

of the stabilising terms (7.50), with k = 1 for piecewise affine approximation and
k = 2 in the quadratic case. We also observe that consistently with theory we have
‖u−uh‖ω = O(hk−α/2). The convergence of the data term is more even for α = −2.
For the global and localL2-norms we see that the error is a factor 5−10 larger when
α = 0 compared with the case where α = −2. Most likely this is due to the fact that
the missing length-scale present for α = 0 is not well represented when γM = 1.0.
Indeed the weak penalty does not impose the data sufficiently well compared to the
other terms, when α = −2 on the other hand the data penalty term is so strong
that the data error is very small already on coarse meshes leading to improved local
and global errors. We observe convergence compatible with Hölder stability for all
quantities, indicating that possibly we are not yet in the asymptotic regime on these
scales. Only on the finest meshes in Table 7.6 we see clearly the decreasing orders
characteristic for logarithmic convergence in the global error.

We then make the same sequence of computations but adding a perturbation of
2.5% to the data in ω in the piecewise affine case and 1% in the quadratic case.
The results are reported for affine approximation in Tables 7.3 (α = 0) and 7.4
(α = −2). We observe that although the data assimilation term stagnates, the local
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Table 7.4 Computed quantities for the data assimilation problem using piecewise affine approxi-
mation, α = −2 and 2.5% perturbation in data

nele ‖u− uh‖ ‖u− uh‖ω′ ‖u− uh‖ω |(u− uh, z)|s
40 0.0520752 0.0145883 0.0124714 0.03529

80 0.0507222 0.014398 0.0125092 0.0186372

160 0.0502568 0.0143645 0.0127194 0.0142032

320 0.0537505 0.0143083 0.0125169 0.0224315

640 0.0427351 0.0138826 0.0125888 0.0434341

Table 7.5 Computed quantities for the data assimilation problem using piecewise quadratic
approximation, α = 0 and unperturbed data

nele ‖u− uh‖ ‖u− uh‖ω′ ‖u− uh‖ω |(u − uh, z)|s
20 0.0113854 (–) 0.0020353 (–) 0.000272026 (–) 0.00263335 (–)

40 0.00701791 (0.7) 0.000668735 (1.6) 4.36798e−05 (2.6) 0.00067804 (2.0)

80 0.00630128 (0.16) 0.000458704 (0.54) 1.0293e−05 (2.1) 0.000171095 (2.0)

160 0.00457823 (0.5) 0.000278068 (0.72) 5.50828e−06 (1.0) 4.33632e−05 (2.0)

320 0.00275223 (0.7) 9.14176e−05 (1.6) 7.11806e−07 (2.8) 1.10465e−05 (2.0)

Table 7.6 Computed quantities for the data assimilation problem using piecewise quadratic
approximation, α = −2 and unperturbed data

nele ‖u− uh‖ ‖u− uh‖ω′ ‖u− uh‖ω |(u− uh, z)|s
20 0.00594613 (–) 0.000454428 (–) 1.92029e−05 (–) 0.00269387 (–)

40 0.00364274 (0.7) 0.000194766 (1.2) 3.21386e−06 (-2.6) 0.00069238 (–)

80 0.0023773 (0.6) 6.52831e−05 (1.6) 2.95005e−07 (3.4) 0.000176426 (2.0)

160 0.00159176 (0.6) 2.93421e−05 (1.2) 3.91486e−08 (2.9) 4.45628e−05 (2.0)

320 0.00118008 (0.4) 1.27615e−05 (1.2) 4.3179e−09 (3.2) 1.12277e−05 (2.0)

Table 7.7 Computed quantities for the data assimilation problem using piecewise quadratic
approximation, α = 0 and 1% perturbation in data

nele ‖u− uh‖ ‖u− uh‖ω′ ‖u− uh‖ω |(u − uh, z)|s
20 0.0146381 0.00619699 0.00510402 0.00260206

40 0.0137215 0.00593519 0.00492976 0.00066236 (2.0)

80 0.0135235 0.00594218 0.00498009 0.000167333 (2.0)

160 0.0110434 0.00593666 0.00497521 4.82896e−05 (1.8)

320 0.00982659 0.0058722 0.00497389 1.23888e−05 (2.0)

and global errors decrease under refinement for α = 0. In this case the stabilisation
norm also converges to optimal order in spite of the perturbation. When α = −2
only the error in the stabilisation semi-norm show any decrease under refinement.
On the finest scale we see that both the global error and the error in the stabilisation
semi-norm has started to grow. For piecewise affine approximation it appears that
the choice α = −2 is superior both for perturbed and unperturbed data (at least for
the choice γM = 1) (Tables 7.5 and 7.6).

For quadratic approximation the results are reported in Tables 7.7 (α = 0) and 7.8
(α = −2). Here the effect of the perturbation is present already on the coarsest mesh
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Table 7.8 Computed quantities for the data assimilation problem using piecewise quadratic
approximation, α = −2 and 1% perturbation in data

nele ‖u− uh‖ ‖u− uh‖ω′ ‖u− uh‖ω |(u− uh, z)|s
20 0.0177247 0.00638777 0.00513258 0.00275637

40 0.026475 0.00628408 0.00495361 0.00164336

80 0.0503314 0.00644259 0.00500485 0.002676516

160 0.159728 0.0079909 0.0050097 0.00510579

320 0.335852 0.00962178 0.0050035 0.0101055

and the amplification of the error clearly much stronger for α = −2. Indeed whereas
for α = 0 all error quantities still decrease under mesh refinement, the errors for
α = −2 all stagnate or increase. For the stabilisation norm we clearly see that
the error doubles under mesh refinement on finer meshes, which is consistent with
theory. In this case it appears that for resolutions where the mesh-size is of similar
order as the perturbation it is advantageous to take α = 0, also in accordance with
theory.

7.5 Time Dependent Problems: Data Assimilation

In this section we consider the extension of the methods in the previous section
to the time dependent case, where several interesting new features appear. In
particular we can consider a problem which has Lipschitz stability and prove that
our method can exploit this in the form of error estimates that are optimal compared
to approximation. We consider a data assimilation problem for the heat equation

∂tu−Δu = f, in (0, T )×Ω, (7.51)

with homogeneous Dirichlet conditions. Here T > 0 andΩ ⊂ R
n is an open convex

polyhedral domain. Let ω ⊂ Ω be open and let 0 < T1 < T . The data assimilation
problems is of the following form: determine the restriction u|(T1,T )×Ω of a solution
to the heat equation (7.51) given f and the restriction u|(0,T )×ω. In this case we
have the following stability estimate due to Imanuvilov [23], see also [17, 32, 35]
for variations of the estimate.

Theorem 7.3 Let ω ⊂ Ω be open and non-empty, and let 0 < T1 < T . Then there
is C > 0 such that for all u in the space

H 1(0, T ;H−1(Ω)) ∩ L2(0, T ;H 1
0 (Ω)), (7.52)
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it holds that

‖u‖C(T1,T ;L2(Ω)) + ‖u‖L2(T1,T ;H 1(Ω)) + ‖u‖H 1(T1,T ;H−1(Ω))

≤ C(‖u‖L2((0,T )×ω) + ‖Lu‖(0,−1)),

where L = ∂t −Δ and ‖·‖(0,−1) = ‖·‖L2(0,T ;H−1(Ω)).

In what follows, we use the shorthand notations

H(k,m) = Hk(0, T ;Hm(Ω)), H
(k,m)
0 = H(k,m) ∩ L2(0, T ;H 1

0 (Ω)),

‖u‖(k,m) = ‖u‖Hk(0,T ;Hm(Ω)), ‖u‖ = ‖u‖(0,0),

and denote by ‖u‖ω the norm of L2((0, T ) × ω). Moreover, we use the following
notation for the data of the problem

q = u|(0,T )×ω, f = Lu, (7.53)

and write

a(u, z) = (∇u,∇z), Gf (u, z) = (∂tu, z)+ a(u, z)− 〈f, z〉, G = G0,

where (·, ·) is the inner product of L2((0, T ) × Ω) and 〈·, ·〉 is the dual pairing
between L2(0, T ;H−1(Ω)) and L2(0, T ;H 1

0 (Ω)). Note that for u ∈ H 1((0, T ) ×
Ω), the equations

Gf (u, z) = 0, z ∈ L2(0, T ;H 1
0 (Ω)), (7.54)

give the weak formulation of ∂tu−Δu = f .

7.5.1 Optimisation Based Finite Element Space
Discretisation

We consider only the problem semi-discretised in space, and show that the time con-
tinuous dynamical system is well-posed for every fixed h. This section summarizes
part of the analysis from [17], where also a problem with weaker stability, similar
to that of the data assimilation problem in the previous section was considered. The
analysis carries over to the fully discrete case, but the stabilisation operators are
not the same. In particular in the fully discrete case, the adjoint stabilisation can be
omitted (see reference [18] for details).

Since the problem is time dependent we introduce the spaces Vh and Wh,

Vh = H 1(0, T ;V 0
h ), Wh = L2(0, T ;V 0

h ).
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Observe that contrary to the developments in the previous section both spaces are
equipped with Dirichlet conditions in space. The difference between the two spaces
here is the regularity in time. Following the development in the previous sections
our approach to solve the data assimilation problem is based on minimizing the
Lagrangian functional

Łq,f (u, z) = 1

2
‖u− q‖2

ω +
1

2
s(u, u)− 1

2
s∗(z, z),+Gf (u, z), (7.55)

where the data q and f are fixed. Here ‖·‖ω is the norm of L2((0, T ) × ω), and s
and s∗ are the primal and dual stabilizers, respectively. Note that minimizing Łq,f

can be seen as fitting u|(0,T )×ω to the data q under the constraint (7.54), z can be
interpreted as a Lagrange multiplier, and s/2 and s∗/2 as regularizing penalty terms.

Let q ∈ L2((0, T ) × ω) and f ∈ H(0,−1). The Lagrangian Łq,f , defined
by (7.55), satisfies

DuŁq,f v = (u− q, v)ω + s(u, v) +G(v, z),

DzŁq,f w = −s∗(z,w)+G(u,w)− 〈f,w〉,

and therefore the critical points (u, z) ∈ Vh ×Wh of Łq,f satisfy

A[(u, z), (v,w)] = (q, v)ω + 〈f,w〉, (v,w) ∈ Vh ×Wh, (7.56)

where A is the symmetric bilinear form

A[(u, z), (v,w)] =(u, v)ω + s(u, v)+G(v, z)− s∗(z,w)+G(u,w). (7.57)

Note that

A[(u, z), (u,−z)] = s(u, u)+ ‖u‖2
ω + s∗(z, z),

Herein we consider only semi-discretisations, that is, we minimize Łq,f on a
scale of spaces that are discrete in the spatial variable but not in the time variable.
As before the spatial mesh size h > 0 will be the only parameter controlling the
convergence of the approximation, and we use piecewise affine finite elements. For
simplicity we have set all the auxiliary regularisation parameters γ1, γ2, γM to one,
and we consider only the case of unperturbed data.

7.5.2 A Framework for Stabilisation

Before proceeding to the analysis of the data assimilation problem, we introduce an
abstract stabilisation framework.
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Let s and s∗ be bilinear forms on the spaces Vh and Wh, respectively. Let | · |V be
a semi-norm on Vh and let ‖·‖W be a norm on Wh. We relax (7.34) and (7.35) by
requiring only that s and s∗ are continuous with respect to | · |V and ‖·‖W, that is,

s(u, u) ≤ C|u|2
V
, s∗(z, z) ≤ C‖z‖2

W
, u ∈ Vh, z ∈Wh, h > 0. (7.58)

Let ‖·‖∗ be the norm of a continuously embedded subspace H ∗ of the energy
space (7.52). The space H ∗ encodes the a priori smoothness. We assume that the
stabilizations and norms introduced are such that the following continuities hold

G(u, z− πhz) ≤ C|u|V‖z‖(0,1), u ∈ Vh, z ∈ H(0,1)
0 , (7.59)

G(u− πhu, z) ≤ Ch‖z‖W‖u‖∗, u ∈ H ∗, z ∈Wh, (7.60)

where πh is an interpolator satisfying

πh : H 1
0 (Ω)→ V 0

h , h > 0. (7.61)

‖πhu‖H 1(Ω) ≤ C‖u‖H 1(Ω), u ∈ H 1(Ω), h > 0, (7.62)

‖u− πhu‖Hm(Ω) ≤ Chk−m‖u‖Hk(Ω), u ∈ Hk(Ω), h > 0, (7.63)

where k = 1, 2 and m = 0, k − 1. We assume that the following upper bound holds

|πhu|V ≤ Ch‖u‖∗, u ∈ H ∗, (7.64)

and require that analogously to the stationary case

‖πhz‖W ≤ C‖z‖(0,1), z ∈ H(0,1)
0 . (7.65)

We assume that

|‖(u, z)‖| = |u|V + ‖u‖ω + ‖z‖W,

is a norm on Vh ×Wh. Finally, in the abstract setting, we assume that the s and s∗
are sufficiently strong so that the following weak coercivity holds

|‖(u, z)‖| ≤ C sup
(v,w)∈Vh×Wh

A[(u, z), (v,w)]
|‖(v,w)‖| , (u, z) ∈ Vh ×Wh (7.66)

and for all (v,w) ∈ Vh ×Wh,

sup
(x, y) ∈ Vh ×Wh

x, y �= 0

|A[(x, y), (v,w)]| > 0. (7.67)
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The Babuska-Lax-Milgram theorem implies that Eq. (7.56) has a unique solution in
Vh×Wh. As we shall see below, these design criteria are sufficient to derive optimal
error estimates in the transient case, provided the problem has a conditional stability
property.

7.5.3 The Data Assimilation Problem

We will now proceed to a specific case. We choose the stabilizers and semi-norms
as follows,

s(u, u) = ‖h∇u(0, ·)‖2
L2(Ω)

, s∗ = a, (7.68)

|u|V = s(u, u)1/2 + ‖h∂tu‖, ‖z‖W = s∗(z, z)1/2, (7.69)

and we define H ∗ = H
(1,1)
0 . To counter the lack of primal stabilisation on most

of the cylinder (0, T ) × Ω , we choose πh to be the orthogonal projection πh :
H 1

0 (Ω) → Wh as defined in Sect. 7.2.2. As Ω is a convex polyhedron, it is well
known that this choice satisfies (7.61)–(7.63), see e.g. [25, Th. 3.12–18].

Lemma 7.2 The choices (7.68)–(7.69) satisfy the properties (7.58)–(7.64), (7.65)
and (7.66). Moreover, |‖·‖| is a norm on Vh ×Wh.

Proof It is clear that the continuities (7.58) hold. We begin with the lower
bound (7.59). By the orthogonality of πh,

G(u, z − πhz) = (∂tu, z− πhz) ≤ ‖h∂tu‖h−1‖z − πhz‖ ≤ C‖h∂tu‖‖z‖(0,1).

Towards the upper bound (7.60), we use the orthogonality as above,

G(u− πhu, z) = (∂tu− πh∂tu, z) ≤ Ch‖u‖(1,1)‖z‖.

The bound (7.60) then follows from an application of the Poincaré inequality on
‖z‖.

The bound (7.64) follows from the continuity of the trace

‖∇u(0, ·)‖L2(Ω) ≤ ‖u‖(1,1), (7.70)

and the continuity of the projection πh. The bound (7.65) follows immediately from
the continuity of πh.

We turn to the weak coercivity (7.66). The essential difference between the time
dependent case and the stationary case is that in the latter case, the choice w = u
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is prohibited. In this case it is allowed, but due to the time-derivative and the lack
of initial condition it does not lead to stability. Instead we observe that ∂tu ∈ Wh

when u ∈ Vh so that this can be used as a test function w = ∂tu to obtain

A[(u, z), (0, ∂tu)] = −s∗(z, ∂tu)+G(u, ∂tu) = ‖∂tu‖2 + a(u, ∂tu)− a(z, ∂tu),

and thus using bilinearity of A,

A[(u, z), (u, αh2∂tu− z)] = s(u, u)+ α‖h∂t u‖2 + ‖u‖2
ω + s∗(z, z) (7.71)

+ αh2a(u, ∂tu)− αh2a(z, ∂tu),

where α > 0. We will establish (7.66) by showing that there is α ∈ (0, 1) such that

|‖(u,w − z)‖| ≤ C|‖(u, z)‖|, (7.72)

|‖(u, z)‖|2 ≤ CA[(u, z), (u,w − z)], (7.73)

where w = αh2∂tu.
Towards (7.72) we observe that

|‖(u,w − z)‖|2 = |‖(u, z)‖|2 − 2s∗(z,w)+ s∗(w,w) ≤ 2|‖(u, z)‖|2 + 2s∗(w,w).

We use the discrete inverse inequality (7.1) to bound the second term

s∗(w,w) = α2h4‖∂t∇u‖2 ≤ Cα2h2‖∂tu‖2 ≤ Cα2|‖(u, z)‖|2, α > 0.

It remains to show (7.73). Towards bounding the first cross term in (7.71) we
observe that

2a(u, ∂tu) =
ˆ T

0
∂t‖∇u(t, ·)‖2

L2(Ω)
dt = ‖∇u(T , ·)‖2

L2(Ω)
− ‖∇u(0, ·)‖2

L2(Ω)
.

Hence αh2a(u, ∂tu) ≥ −αs(u, u)/2. We use the arithmetic-geometric inequality,

ab ≤ (4ε)−1a2 + εb2, a, b ∈ R, ε > 0,

and the discrete inverse inequality (7.1) to bound the second cross term in (7.71),

αh2a(z, ∂tu) ≤ α(4ε)−1a(z, z)+ αεh4‖∂t∇u‖2 ≤ α(4ε)−1a(z, z)+Cαε‖h∂t u‖2.
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Choosing ε = 1/(2C) we obtain

A[(u, z), (u,w−z)] ≥ (1−α/2)s(u, u)+α‖h∂tu‖2/2+‖u‖2
ω+(1−Cα/2)s∗(z, z),

and therefore (7.73) holds with small enough α > 0.
The second condition (7.67) follows using the symmetry of A. Indeed, if

(v,w) �= 0, then A[(x, y), (v,w)] = A[(v,w), (x, y)] > 0 for some (x, y) by
(7.66). Finally, using the Poincaré inequality, we see that |‖(u, z)‖| = 0 implies
z = 0 and u(0, ·) = 0. As also ∂tu = 0, we have u = 0, and therefore |‖·‖| is a
norm.

7.5.4 Error Estimates

We are now in a situation to prove an error estimate using the abstract theory.

Theorem 7.4 Let ω ⊂ Ω be open and non-empty and let 0 < T1 < T . Suppose
that (A2) holds. Let u ∈ H ∗ and define f = ∂tu − Δu and q = u|ω. Suppose that
the primal and dual stabilizers satisfy (7.58)–(7.64), (7.65) and (7.66). Then (7.56)
has a unique solution (uh, zh) ∈ Vh ×Wh, and there exists C > 0 such that for all
h ∈ (0, 1)

‖uh − u‖C(T1,T ;L2(Ω)) + ‖uh − u‖L2(T1,T ;H 1(Ω)) + ‖uh − u‖H 1(T1,T ;H−1(Ω))

≤ Ch(‖u‖∗ + ‖f ‖).

Proof We begin again by showing the estimate

|‖(uh − πhu, zh)‖| ≤ Ch‖u‖∗. (7.74)

The equations ∂tu−Δu = f and u|ω = q are equivalent with

G(u,w) = 〈f,w〉, w ∈ L2(0, T ;H 1
0 (Ω)), (7.75)

(q − u, v)ω = 0, v ∈ L2((0, T )× ω),

and Eqs. (7.56) and (7.75) imply for all v ∈ Vh and w ∈Wh that

A[(uh − πhu, zh), (v,w)] = (u− πhu, v)ω +G(u− πhu,w)− s(πhu, v).

(7.76)

The weak coercivity (7.66) implies that in order to show (7.74) it is enough bound
the three terms on the right hand side of (7.76). For the first of them, that is,
(u − πhu, v)ω , we use (7.63). The upper bound (7.60) applies to the second term
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G(u − πhu,w), and for the third one we use the continuity (7.58) and the upper
bound (7.64),

s(πhu, v) ≤ C|πhu|V|v|V ≤ Ch‖u‖∗|v|V.

We define the residual r as follows. By taking v = 0 in (7.56) we getG(uh,w) =
〈f,w〉 + s∗(zh,w), w ∈Wh, and therefore

〈r,w〉 = G(uh,w)− 〈f,w〉 −G(uh, πhw)+G(uh, πhw) (7.77)

= G(uh,w − πhw)− 〈f,w − πhw〉 + s∗(zh, πhw), w ∈ H(0,1)
0 .

We now wish to arrive to the estimate

‖r‖(0,−1) ≤ C(|uh|V + ‖zh‖W + h‖f ‖). (7.78)

To show that (7.78) holds, it is enough to bound the three terms on the right hand
side of (7.77). The upper bound (7.59) applies to the first term G(uh,w − πhw),
for the second term (f,w − πhw) we use (7.63), for the third term we use the
continuity (7.58) and the upper bound (7.65)

s∗(zh, πhw) ≤ C‖zh‖W‖πhw‖W ≤ C‖zh‖W‖w‖(0,1).

The inequalities (7.78), (7.74) and (7.64) imply

‖r‖(0,−1) ≤ C(|uh − πhu|V + |πhu|V + ‖zh‖W + h‖f ‖) ≤ Ch(‖u‖∗ + ‖f ‖).

Finally using the above bound on r , Theorem 7.3 implies that

‖uh − u‖C(T1,T ;L2(Ω)) + ‖uh − u‖L2(T1,T ;H 1(Ω)) + ‖uh − u‖H 1(T1,T ;H−1(Ω))

≤ C‖uh − u‖ω + Ch(‖u‖∗ + ‖f ‖).

The claim follows by using (7.74) and (7.63),

‖uh − u‖ω ≤ ‖uh − πhu‖ω + ‖πhu− u‖ω ≤ Ch‖u‖∗.

Here we used also the assumption that H ∗ is a continuously embedded subspace of
the energy space (7.52), namely, this implies that the embedding H ∗ ⊂ H(0,1) is
continuous.

Remark 7.8 If the data q, f is perturbed in this time-dependent case, the data
assimilation problem behaves like a typical well posed problem, that is, the term

‖δq‖L2(0,T ;L2(ω)) + ‖δf ‖(0,−1)
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needs to be added on the right-hand side of the estimate in Theorem 7.4, but this
time without any negative power of h. The proof is similar as in the stationary case
and we omit it.

7.6 Conclusion

We have shown on some model problems how weakly consistent regularisation may
be applied in the context of finite element approximation of ill-posed problems as a
means to obtain approximations to the exact solution that are optimal with respect
the approximation order of the finite element space and the (conditional) stability
of the physical problem. We have only considered piecewise affine approximation
here but the extension to high order polynomial approximation (and with associated
enhanced accuracy for smooth solutions) is possible using the ideas from [13].
Ongoing work focuses on problems where the stability depends on the parameters
of the physical problem in a more intricate way such as for the convection-diffusion
equation or the Helmholtz equation. Further work will also address the extension to
systems such as the linearised Navier-Stokes’ equations.
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Chapter 8
Reduced Basis Approximation
and A Posteriori Error Estimation:
Applications to Elasticity Problems
in Several Parametric Settings

Dinh Bao Phuong Huynh, Federico Pichi, and Gianluigi Rozza

Abstract In this work we consider (hierarchical, Lagrange) reduced basis
approximation and a posteriori error estimation for elasticity problems in
affinely parametrized geometries. The essential ingredients of the methodology
are: a Galerkin projection onto a low-dimensional space associated with a
smooth “parametric manifold”—dimension reduction; an efficient and effective
greedy sampling methods for identification of optimal and numerically stable
approximations—rapid convergence; an a posteriori error estimation procedures—
rigorous and sharp bounds for the functional outputs related with the underlying
solution or related quantities of interest, like stress intensity factor; and Offline-
Online computational decomposition strategies—minimum marginal cost for high
performance in the real-time and many-query (e.g., design and optimization)
contexts. We present several illustrative results for linear elasticity problem
in parametrized geometries representing 2D Cartesian or 3D axisymmetric
configurations like an arc-cantilever beam, a center crack problem, a composite
unit cell or a woven composite beam, a multi-material plate, and a closed vessel.
We consider different parametrization for the systems: either physical quantities—
to model the materials and loads—and geometrical parameters—to model different
geometrical configurations—with isotropic and orthotropic materials working in
plane stress and plane strain approximation. We would like to underline the
versatility of the methodology in very different problems. As last example we
provide a nonlinear setting with increased complexity.
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8.1 Introduction

In several fields, from continuum mechanics to fluid dynamics, we need to solve
numerically very complex problems that arise from physics laws. Usually we
model these phenomena through partial differential equations (PDEs) and we are
interested in finding the field solution and also some other quantities that increase
our knowledge on the system we are describing. Almost always we are not able
to obtain an analytical solution, so we rely on some discretization techniques,
like Finite Element (FE) or Finite Volume (FV), that furnish an approximation of
the solution. We refer to this methods as the “truth” ones, because they require
very high computational costs, especially in parametrized context. In fact if the
problem depends on some physical or geometrical parameter, the full-order or high-
fidelity model has to be solved many times and this might be quite demanding.
Examples of typical applications of relevance are optimization, control, design,
bifurcation detection and real time query. For this class of problems, we aim to
replace the high-fidelity problem by one of much lower numerical complexity,
through the model order reduction approach [12]. We focus on Reduced Basis (RB)
method [3, 4, 17, 34, 35], which provides both fast and reliable evaluation of an
input (parameter)-output relationship. The main features of this methodology are
(1) those related to the classic Galerkin projection on which RB method is built
upon (2) an a posteriori error estimation which provides sharp and rigorous bounds
and (3) offline/online computational strategy which allows rapid computation. The
goal of this chapter is to present a very efficient a posteriori error estimation
for linear elasticity parametrized problem. We show many different configurations
and settings, by applying RB method to approximate problems using plane stress
and plane strain formulation and to deal both with isotropic and orthotropic
materials. We underline that the setting for very different problems is the same and
unique.

This work is organized as follows. In Sect. 8.2, we first present a “unified” linear
elasticity formulation; we then briefly introduce the geometric mapping strategy
based on domain decomposition; we end the Section with the affine decomposition
forms and the definition of the “truth” approximation, which we shall build our
RB approximation upon. In Sect. 8.3, we present the RB methodology and the
offline-online computational strategy for the RB “compliant” output. In Sect. 8.4,
we define our a posteriori error estimators for our RB approach, and provide the
computation procedures for the two ingredients of our error estimators, which are
the dual norm of the residual and the coercivity lower bound. In Sect. 8.5, we
briefly discuss the extension of our RB methodology to the “non-compliant” output.
In Sect. 8.6, we show several numerical results to illustrate the capability of this
method, with a final subsection devoted to provide an introduction to more complex
nonlinear problems. Finally, in Sect. 8.7, we draw discussions and news on future
works.
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8.2 Preliminaries

In this Section we shall first present a “unified” formulation for all the
linear elasticity cases—for isotropic and orthotropic materials, 2D Cartesian
and 3D axisymmetric configurations—we consider in this study. We then
introduce a domain decomposition and geometric mapping strategy to recast
the formulation in the “affine forms”, which is a crucial requirement for our
RB approximation. Finally, we define the “truth” finite element approximation,
upon which we shall build the RB approximation, introduced in the next
Section.

8.2.1 Formulation on the “Original” Domain

8.2.1.1 Isotropic/Orthotropic Materials

We first briefly describe our problem formulation based on the original settings
(denoted by a superscript o). We consider a solid body in two dimensions Ωo(μ) ∈
R

2 with boundary Γ o, where μ ∈ D ⊂ R
P is the input parameter and D is

the parameter domain [38, 39]. For the sake of simplicity, in this section, we
assume implicitly that any “original” quantities (stress, strain, domains, boundaries,
etc.) with superscript o will depend on the input parameter μ, e.g. Ωo ≡
Ωo(μ).

We first make the following assumptions: (1) the solid is free of body forces, (2)
there are negligible thermal strains; note that the extension to include either or both
body forces/thermal strains is straightforward. Let us denote uo as the displacement
field, and the spatial coordinate xo = (xo

1 , x
o
2 ), the linear elasticity equilibrium

reads

∂σ o
ij

∂xo
j

= 0, in Ωo (8.1)

where σ o denotes the stresses, which are related to the strains εo by

σ o
ij = Cijklε

o
kl, 1 ≤ i, j, k, l ≤ 2

where

εo
kl =

1

2

(
∂uo

k

∂xo
l

+ ∂uo
l

∂xo
k

)

,
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uo = (uo
1, u

o
2) is the displacement and Cijkl is the elastic tensor, which can be

expressed in a matrix form as

[C] =

⎡

⎢
⎢
⎣

C1111 C1112 C1121 C1122

C1211 C1212 C1221 C1222

C2111 C2112 C2121 C2122

C2211 C2212 C2221 C2222

⎤

⎥
⎥
⎦ = [B]T [E][B],

where

[B] =
⎡

⎣
1 0 0 0
0 0 0 1
0 1 1 0

⎤

⎦ [E] =
⎡

⎣
c11 c12 0
c21 c21 0
0 0 c33

⎤

⎦ .

The matrix [E] varies for different material types and is given in the Appendix.
We next consider Dirichlet boundary conditions for both components of uo:

uo
i = 0 on Γ o

D,i,

and Neumann boundary conditions:

σ o
ij e

o
n,j =

{
f o
n e

o
n,i on Γ o

N

0 on Γ o\Γ o
N

where f o
n is the specified stress on boundary edge Γ o

N respectively; and eo
n =

[eo
n,1, e

o
n,2] is the unit normal on Γ o

N . Zero value of f o
n indicate free stress

(homogeneous Neumann conditions) on a specific boundary. Here we only consider
homogeneous Dirichlet boundary conditions, but extensions to non-homogeneous
Dirichlet boundary conditions and/or nonzero traction Neumann boundary condi-
tions are simple and straightforward.

We then introduce the functional space

Xo = {v = (v1, v2) ∈ (H 1(Ωo))2 | vi = 0 on Γ o
D,i, i = 1, 2},

here H 1(Ωo) = {v ∈ L2(Ωo) | ∇v ∈ (L2(Ωo))2} and L2(Ωo) is the space of
square-integrable functions overΩo. By multiplying (8.1) by a test function v ∈ Xo

and integrating by part over Ωo we obtain the weak form

ˆ
Ωo

∂vi

∂xo
j

Cijkl
∂uo

k

∂xo
l

dΩo =
ˆ
Γ o
N

f o
n e

o
n,j vj dΓ

o. (8.2)
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Finally, we define our output of interest, which usually is a measurement (of our
displacement field or even equivalent derived solutions such as stresses, strains) over
a boundary segment Γ o

L or a part of the domain Ωo
L. Here we just consider a simple

case,

so(μ) =
ˆ
Γ o
L

f o
%,iu

o
i dΓ

o, (8.3)

i.e. the measure of the displacement on either or both xo
1 and xo

2 direction along
Γ o
L with multipliers f o

%,i ; more general forms for the output of interest can be
extended straightforward. Note that our output of interest is a linear function of
the displacement; extension to quadratic function outputs can be found in [20].

We can then now recover our abstract statement: Given a μ ∈ D, we evaluate

so(μ) = %o(uo;μ),

where uo ∈ Xo satisfies

ao(uo, v;μ) = f o(v;μ), ∀v ∈ Xo.

Here ao(w, v;μ) : Xo × Xo → R, ∀w, v ∈ Xo is the symmetric and positive
bilinear form associated to the left hand side term of (8.2); f o(v;μ) : Xo → R

and %o(v;μ) : Xo → R, ∀v ∈ Xo are the linear forms associated to the right hand
side terms of (8.2) and (8.3), respectively. It shall be proven convenience to recast
ao(·, ·;μ), f o(·;μ) and %o(·;μ) in the following forms

ao(w, v;μ) =
ˆ
Ωo

[
∂w1

∂xo
1

∂w1

∂xo
2

∂w2

∂xo
1

∂w2

∂xo
2
w1

]

[Sa]

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂v1

∂xo
1

∂v1

∂xo
2

∂v2

∂xo
1

∂v2

∂xo
2

v1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

dΩo, ∀w, v ∈ Xo,

(8.4)

f o(v;μ) =
ˆ
Γ o
N

[Sf ]
[
v1

v2

]

dΓ o, ∀v ∈ Xo, (8.5)

%o(v;μ) =
ˆ
Γ o
L

[S%]
[
v1

v2

]

dΓ o, ∀v ∈ Xo, (8.6)
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where [Sa] ∈ R
5×5; [Sf ] ∈ R

2 and [S%] ∈ R
2 are defined as

[Sa] =
[ [C] [0]4×1

[0]1×4 0

]

, [Sf ] =
[
f o
n e

o
n,1 f

o
n e

o
n,2

]
, [S%] =

[
f o
%,1 f

o
%,2

]
.

8.2.1.2 Axisymmetric

Now we shall present the problem formulation for the axisymmetric case. In a
cylindrical coordinate system (r, z, θ),1 the elasticity equilibrium reads

∂σ o
rr

∂r
+ ∂σ o

zr

∂z
+ σ o

rr − σ o
θθ

r
= 0, in Ωo

∂σ o
rz

∂r
+ ∂σ o

zz

∂z
+ σ o

rz

r
= 0, in Ωo

where σ o
rr , σ

o
zz, σ

o
rz, σ

o
θθ are the stress components given by

⎡

⎢
⎢
⎣

σ o
rr

σ o
zz

σ o
θθ

σ o
rz

⎤

⎥
⎥
⎦ =

E

(1+ ν)(1− 2ν)

⎡

⎢
⎢
⎢
⎢
⎣

(1− ν) ν ν 0
ν (1− ν) ν 0
ν ν (1− ν) 0

0 0 0
1− 2ν

2

⎤

⎥
⎥
⎥
⎥
⎦

︸ ︷︷ ︸
[E]

⎡

⎢
⎢
⎣

εo
rr

εo
zz

εo
θθ

εo
rz

⎤

⎥
⎥
⎦ ,

where E and ν are the axial Young’s modulus and Poisson ratio, respectively.
We only consider isotropic material, however, extension to general to anisotropic
material is possible; as well as axisymmetric plane stress and plane strain [44]. The
strain εo

rr , ε
o
zz, ε

o
rz, ε

o
θθ are given by

⎡

⎢
⎢
⎣

εo
rr

εo
zz

εo
θθ

εo
rz

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂uo
r

∂r
∂uo

z

∂z
uo
r

r
∂uo

r

∂z
+ ∂uo

z

∂r

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (8.7)

where uo
r , uo

z are the radial displacement and axial displacement, respectively.

1For the sake of simple illustration, we omit the “original” superscript o on (r, z, θ).
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Assuming that the axial axis is xo
2 , let [uo

1, u
o
2] ≡ [u

o
r

r
, uo

z] and denoting

[xo
1 , x

o
2 , x

o
3 ] ≡ [r, z, θ ], we can then express (8.7) as

⎡

⎢
⎢
⎣

εo
11
εo

22
εo

33
εo

12

⎤

⎥
⎥
⎦ = [Ê]

⎡

⎢
⎢
⎣

xo
1 0 0 0 1

0 0 0 1 0
0 0 0 0 1
0 xo

1 1 0 0

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
[Ba ]

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂uo
1

∂xo
1

∂uo
1

∂xo
2

∂uo
2

∂xo
1

∂uo
2

∂xo
2

uo
1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

As in the previous case, we consider the usual homogeneous Dirichlet boundary
conditions on Γ o

D,i and Neumann boundary conditions on Γ o. Then if we consider
the output of interest so(μ) defined upon Γ o

L , we arrive at the same abstract
statement where

[Sa] = xo
1 [Ba]T [E][Ba], [Sf ] =

[
(xo

1)
2f o

n e
o
n,1 x

o
1f

o
n e

o
n,2

]
,

[S%] =
[
xo

1f
o
n e

o
n,1 f

o
n e

o
n,2

]
.

Note that the xo
1 multipliers appear in [Sf ] during the weak form derivation, while

in [S%], in order to retrieve the measurement for the axial displacement uo
r rather than

uo
1 due to the change of variables. Also, the 2π multipliers in both ao(·, ·;μ) and
f o(·;μ) are disappeared in the weak form during the derivation, and can be included
in %o(·;μ), i.e. incorporated to [S%] if measurement is required to be done in truth
(rather than in the axisymmetric) domain.

8.2.2 Formulation on Reference Domain

The RB requires that the computational domain must be parameter-independent;
however, our “original” domain Ωo(μ) is obviously parameter-dependent. Hence,
to transform Ωo(μ) into the computational domain, or “reference” (parameter-
independent) domain Ω , we must perform geometric transformations in order
to express the bilinear and linear forms in our abstract statement in appropriate
“affine forms”. This “affine forms” formulation allows us to model all possible
configurations, corresponding to every μ ∈ D, based on a single reference-domain
[34, 36].
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8.2.2.1 Geometry Mappings

We first assume that, for all μ ∈ D, Ωo(μ) is expressed as

Ωo(μ) =
Lreg⋃

s=1

Ωo
s (μ),

where the Ωo
s (μ), s = 1, . . . , Lreg are mutually non-overlapping subdomains. In

two dimensions, Ωo
s (μ), s = 1, . . . , Lreg is a set of triangles (or in the general

case, a set of “curvy triangles”2 [22].) such that all important domains/edges (those
defining different material regions, boundaries, pressures/tractions loaded boundary
segments, or boundaries which the output of interests are calculated upon) are
included in the set. In practice, such a set is generated by a constrained Delaunay
triangulation.

We next assume that there exists a reference domain Ω(≡ Ωo(μref) =
⋃Lreg

s=1 Ωs

where, for any xo ∈ Ωs , s = 1, . . . , Lreg, its image xo ∈ Ωo
s (μ) is given by

xo(μ) = Taff
s (μ; x) = [Raff

s (μ)]x+ [Gaff
s (μ)], (8.8)

where [Raff
s (μ)] ∈ R

2×2 and [Gaff
s (μ)] ∈ R

2. It thus follows from our definitions
that Ts (μ; x) : Ωs → Ωo

s , 1 ≤ s ≤ Lreg is an (invertible) affine mapping from
Ωs to Ωo

s (μ), hence the Jacobian |det([Raff
s (μ)])| is strictly positive, and that the

derivative transformation matrix, [Daff
s (μ)] = [Raff

s (μ)]−1 is well defined. We thus
can write

∂

∂xo
i

= ∂xj

∂xo
i

∂

∂xj
= Daff

s,ij (μ)
∂

∂xj
, 1 ≤ i, j ≤ 2. (8.9)

As in two dimensions, an affine transformation maps a triangle to a triangle, we can
readily calculate [Raff

s (μ)] and [Gaff
s (μ)] for each subdomains s by simply solving a

systems of six equations forming from (8.8) by matching parametrized coordinates
to reference coordinates for the three triangle vertices.

We further require a mapping continuity condition: for all μ ∈ D,

Ts (μ; x) = Ts ′(μ; x), ∀x ∈ Ωs ∩Ωs ′, 1 ≤ s, s′ ≤ Lreg.

This condition is automatically held if there is no curved edge in the set of Ωo
s (μ). If

a domain contains one or more “important” curved edge, special “curvy triangles”
must be generated appropriately to honour the continuity condition. We refer the
readers to [36] for the full discussion and detail algorithm for such cases.

2In fact, a “curvy triangle” [36] is served as the building block. For its implementation see [22].
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The global transformation is for x ∈ Ω , the image xo ∈ Ωo(μ) is given by

xo(μ) = T(μ; x).

It thus follows that T(μ; x) : Ω → Ωo(μ) is a piecewise-affine geometric mapping.

8.2.2.2 Affine Forms

We now define our functional space X as

X = {v = (v1, v2) ∈ (H 1(Ω))2|vi = 0 on ΓD,i, i = 1, 2},

and recast our bilinear form ao(w, v;μ), by invoking (8.4), (8.8) and (8.9) to obtain
∀w, v ∈ X(Ω)

a(w, v;μ) =
ˆ
⋃Lreg

s=1 Ωs

[
∂w1

∂x1

∂w1

∂x2

∂w2

∂x1

∂w2

∂x2
w1

]

[Sa,aff
s (μ)]

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂v1

∂x1
∂v1

∂x2
∂v2

∂x1
∂v2

∂x2
v1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

dΩ.

where [Sa,aff
s (μ)] = [Hs(μ)][Sas ][Hs(μ)]T |det([Raff

s (μ)])| is the effective elastic
tensor matrix, in which

[Hs(μ)] =
⎛

⎝
[Ds(μ)] [0]2×2 0
[0]2×2 [Ds(μ)] 0

0 0 1

⎞

⎠ .

Similarly, the linear form f o(v;μ), ∀v ∈ X can be transformed as

f (v;μ) =
ˆ
⋃Lreg

s=1 ΓNs

[Sf,aff
s ]

[
v1

v2

]

dΓ,

where ΓNs denotes the partial boundary segment of ΓN of the subdomain Ωs and

[Sf,aff
s ] = ‖([Rs(μ)]en)‖2[Sf ] is the effective load vector, where en is the normal

vector to ΓNs and ‖ · ‖2 denotes the usual Euclidean norm. The linear form %(v;μ)
is also transformed in the same manner.
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We then replace all “original” xo
1 and xo

2 in the effective elastic tensor matrix

[Sa,aff
s (μ)], effective load/output vectors [Sf,aff

s (μ)] and [S%,aff
s (μ)] by (8.8)

to obtain a xo-free effective elastic tensor matrix and effective load/output
vectors, respectively,3 in certain conditions) can be a polynomial function of
the spatial coordinates xo as well, and we still be able to obtain our affine
forms (8.12).

We next expand the bilinear form a(w, v;μ) by treating each entry of the
effective elastic tensor matrix for each subdomain separately, namely

a(w, v;μ) = S
a,aff
1,11 (μ)

ˆ
Ω1

∂w1

∂x1

∂v1

∂x1
+ S

a,aff
1,12 (μ)

ˆ
Ω1

∂w1

∂x1

∂v1

∂x2
+ . . . (8.10)

+Sa,aff
Lreg,55(μ)

ˆ
ΩLreg

w1w1. (8.11)

Note that here for simplicity, we consider the case where there is no spatial
coordinates in [S%,aff

s (μ)]. In general (especially for axisymmetric case), some

or most of the integrals may take the form of
´
Ωs
(x1)

m(x2)
n ∂wi

∂xj

∂vk

∂xl
, where

m,n ∈ R.
Taking into account the symmetry of the bilinear form and the effective elastic

tensor matrix, there will be at most Qa = 7Lreg terms in the expansion. However,
in practice, most of the terms can be collapsed by noticing that not only there
will be a lot of zero entries in [Sa,aff

s (μ)], s = 1, . . . , Lreg, but also there will

be a lot of duplicated or “linearly dependent” entries, for example, Sa,aff
1,11 (μ) =

[Const]Sa,aff
2,11 (μ). We can then apply a symbolic manipulation technique [36] to

identify, eliminate all zero terms in (8.10) and collapse all “linear dependent” terms
to end up with a minimal Qa expansion. The same procedure is also applied for the
linear forms f (·;μ) and %(·;μ).

Hence the abstract formulation of the linear elasticity problem in the reference
domain Ω reads as follow: given μ ∈ D, find

s(μ) = %(u(μ);μ),

where u(μ) ∈ X satisfies

a(u(μ), v;μ) = f (v;μ), ∀v ∈ X,

3Here we note that, the Young’s modulus E in the isotropic and axisymmetric cases or E1, E2 and
E3 in the orthotropic case only.
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where all the bilinear and linear forms are in affine forms,

a(w, v;μ) =
Qa
∑

q=1

Θa
q (μ)aq(w, v),

f (v;μ) =
Qf
∑

q=1

Θ
f
q (μ)fq(v),

%(v;μ) =
Q%
∑

q=1

Θ%
q(μ)%q(v), ∀w, v,∈ X. (8.12)

Here Θa
q (μ), aq(w, v), q = 1, . . . ,Qa , fq(v); Θ

f
q (μ), fq(v), q = 1, . . . ,Qf , and

Θ%
q(μ), %q(v), q = 1, . . . ,Q% are parameter-dependent coefficient and parameter-

independent bilinear and linear forms, respectively.
We close this section by defining several useful terms. We first define our inner

product and energy norm as

(w, v)X = a(w, v;μ) (8.13)

and ‖w‖X = (w,w)1/2, ∀w, v ∈ X, respectively, where μ ∈ D is an arbitrary
parameter. Certain other inner norms and associated norms are also possible [36].
We then define our coercivity and continuity constants as

α(μ) = inf
w∈X

a(w, v;μ)
‖w‖2

X

, (8.14)

γ (μ) = sup
w∈X

a(w, v;μ)
‖w‖2

X

, (8.15)

respectively. We assume that a(·, ·;μ) is symmetric, a(w, v;μ) = a(v,w;μ),
∀w, v ∈ X, coercive, α(μ) > α0 > 0, and continuous, γ (μ) < γ0 < ∞; and also
our f (·;μ) and %(·;μ) are bounded functionals. It follows that problem which is
well-defined and has a unique solution. Those conditions are automatically satisfied
given the nature of our considered problems [38, 39].

8.2.3 Truth Approximation

From now on, we shall restrict our attention to the “compliance” case (f (·;μ) =
%(·;μ)). Extension to the non-compliance case will be discuss in the Sect. 8.5.
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We now apply the finite element method and we provide a matrix formulation
[37]: given μ ∈ D, we evaluate

s(μ) = [FN(μ)]T [uN(μ)], (8.16)

where [uN(μ)] represents a finite element solution uN(μ) ∈ XN ∈ X of size N

which satisfies

[KN(μ)][uN(μ)] = [FN(μ)]; (8.17)

here [KN(μ)], and [FN(μ)] and the (discrete forms) stiffness matrix and load vector
of a(·, ·;μ), and f (·;μ), respectively. Note that the stiffness matrix [KN(μ)] is
symmetric positive definite (SPD). By invoking the affine forms (8.12), we can
express [KN(μ)], and [FN(μ)] as

[KN(μ)] =
Qa
∑

q=1

Θa
q (μ)[KN

q ],

[
FN(μ)

]
=

Qf
∑

q=1

Θ
f
q (μ)[FNq ], (8.18)

where [KN
q ], [FNq ] and are the discrete forms of the parameter-independent bilinear

and linear forms aq(·, ·) and fq(·), respectively. We also denote (the SPD matrix)

[YN] as the discrete form of our inner product (8.13). We also assume that the size
of our FE approximation,N is large enough such that our FE solution is an accurate
approximation of the exact solution.

8.3 Reduced Basis Method

In this Section we shall restrict our attention by recalling the RB method for the
“compliant” output. We shall first define the RB spaces and the Galerkin projection.
We then describe an Offline-Online computational strategy, which allows us to
obtain N-independent calculation of the RB output approximation [17, 26].

8.3.1 RB Spaces and the Greedy Algorithm

To define the RB approximation we first introduce a (nested) Lagrangian parameter
sample for 1 ≤ N ≤ Nmax,

SN = {μ1,μ2, . . . ,μN },
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and associated hierarchical reduced basis spaces (XN
N =)WN

N , 1 ≤ N ≤ Nmax,

WN
N = span{uN(μn), 1 ≤ n ≤ N},

where μn ∈ D are determined by the means of a Greedy sampling algorithm [35,
36]; this is an iterative procedure where at each step a new basis function is added
in order to improve the precision of the basis set.

The key point of this methodology is the availability of an estimate of the error
induced by replacing the full space XN with the reduced order one WN

N in the
variational formulation. More specifically we assume that for all μ ∈ D there exist
an estimator η(μ) such that

||uN(μ)− uNRB,N(μ)|| ≤ η(μ),

where uN(μ) ∈ XN ∈ X represents the finite element solution, uNRB,N (μ) ∈ XN
N ⊂

XN the reduced basis one and we can choose either the induced or the energy
norm.

During this iterative basis selection process and if at the j-th step a j-dimensional
reduced basis space WN

j is given, the next basis function is the one that maximizes

the estimated model order reduction error given the j-dimensional space WN
j over

D. So at the n+ 1 iteration we select

μn+1 = arg max
μ∈D

η(μ)

and compute uN(μn+1) to enrich the reduced space. This is repeated until the
maximal estimated error is below a required error tolerance. With this choice the
greedy algorithm always selects the next parameter sample point as the one for
which the model error is the maximum as estimated by η(μ) and this yields a basis
that aims to be optimal in the maximum norm over D.

Furthermore we can rewrite the reduced space as

WN
N = span{ζNn , 1 ≤ n ≤ N},

where the basis functions
{
ζN

}
are computed from the snapshots uN(μ) by

a Gram-Schmidt orthonormalization process such that [ζNm ]T [YN][ζNn ] = δmn,
where δmn is the Kronecker-delta symbol. We then define our orthonormalized-
snapshot matrix [ZN ] ≡ [ZNN ] = [[ζN1 ]| · · · |[ζNn ]] of dimension N×N .
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8.3.2 Galerkin Projection

We then apply a Galerkin projection on our “truth” problem [1, 27–29, 36]: given
μ ∈ D, we could evaluate the RB output as

sN(μ) = [FN(μ)]T [uNRB,N (μ)],

where

[uNRB,N (μ)] = [ZN ][uN(μ)] (8.19)

represents the RB solution uNRB,N (μ) ∈ XN
N ⊂ XN of size N. Here [uN(μ)] is the

RB coefficient vector of dimension N satisfies the RB “stiffness” equations

[KN(μ)][uN(μ)] = [FN(μ)], (8.20)

where

[KN(μ)] = [ZN ]T [KN(μ)][ZN ],
[FN(μ)] = [ZN ]T [FN(μ)]. (8.21)

Note that the system (8.20) is of small size: it is just a set of N linear algebraic
equations, in this way we can now evaluate our output as

sN(μ) = [FN(μ)]T [uN(μ)]. (8.22)

It can be shown [31] that the condition number of the RB “stiffness” matrix
[ZN ]T [KN(μ)][ZN ] is bounded by γ0(μ)/α0(μ), and independent of both N

and N.

8.3.3 Offline-Online Procedure

Although the system (8.20) is of small size, the computational cost for assembling
the RB “stiffness” matrix (and the RB “output” vector [FN(μ)]T [ZN ]) is still
involves N and costly, O(NN2 + N2N) (and O(NN), respectively). However, we
can use our affine forms (8.12) to construct very efficient Offline-Online procedures,
as we shall discuss below.
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We first insert our affine forms (8.18) into the expansion (8.20) and (8.22), by
using (8.21) we obtain

Qa
∑

q=1

Θa
q (μ)[KqN ][uN(μ)] =

Qf
∑

q=1

Θ
f
q (μ)[FqN ]

and

sN(μ) =
Qf
∑

q=1

Θ
f
q (μ)[FqN ][uN(μ)],

respectively. Here

[KqN ] = [ZN ]T [KN
q ][ZN ], 1 ≤ q ≤ Qa

[
FqN

] = [ZN ]T [FNq ], 1 ≤ q ≤ Qf ,

are parameter independent quantities that can be computed just once and than stored
for all the subsequent μ-dependent queries. We then observe that all the “expensive”
matrices [KqN ], 1 ≤ q ≤ Qa , 1 ≤ N ≤ Nmax and vectors [FqN ], 1 ≤ q ≤ Qf ,
1 ≤ N ≤ Nmax, are now separated and parameter-independent, hence those can be
pre-computed in an Offline-Online procedure.

In the Offline stage, we first compute the [uN(μn)], 1 ≤ n ≤ Nmax, form the
matrix [ZNmax] and then form and store [FNmax] and [KqNmax]. The Offline operation
count depends on Nmax, Qa and N but requires only O(QaN2

max + QfNmax +
Q%Nmax) permanent storage.

In the Online stage, for a given μ and N (1 ≤ N ≤ Nmax), we retrieve the pre-
computed [KqN ] and [FN ] (subarrays of [KqNmax], [FNmax]), form [KN(μ)], solve
the resultingN×N system (8.20) to obtain {uN(μ)}, and finally evaluate the output
sN(μ) from (8.22). The Online operation count is thus O(N3) and independent of
N. The implication of the latter is twofold: first, we will achieve very fast response
in the many-query and real-time contexts, as N is typically very small, N # N; and
second, we can choose N arbitrary large—to obtain as accurate FE predictions as
we wish—without adversely affecting the Online (marginal) cost.

8.4 A Posteriori Error Estimation

In this Section we recall the a posteriori error estimator for our RB approximation.
We shall discuss in details the computation procedures for the two ingredients of the
error estimator: the dual norm of the residual and the coercivity lower bound. We
first present the Offline-Online strategy for the computation of the dual norm of the
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residual; we then briefly discuss the Successive Constraint Method [21] in order to
compute the coercivity lower bound.

8.4.1 Definitions

We first introduce the error eN(μ) ≡ uN(μ) − uNRB,N (μ) ∈ XN and the residual

rN(v;μ) ∈ (XN)′ (the dual space to XN), ∀v ∈ XN,

rN(v;μ) = f (v)− a(uN(μ), v;μ), (8.23)

which can be given in the discrete form as

[rN(μ)] = [FN(μ)] − [KN(μ)][uNRB,N (μ)]. (8.24)

We then introduce the Riesz representation of rN(v;μ): ê(μ) ∈ XN defined by
(ê(μ), v)

XN
= rN(v;μ), ∀v ∈ XN. In vector form, ê(μ) can be expressed as

[YN][ê(μ)] = [rN(μ)]. (8.25)

We also require a lower bound to the coercivity constant

αN(μ) = inf
w∈XN

a(w,w;μ)
‖w‖2

XN

, (8.26)

such that 0 < αNLB(μ) ≤ αN(μ), ∀μ ∈ D.
We may now define our error estimator for our output as

Δs
N(μ) ≡

‖ê(μ)‖2

XN

αNLB

, (8.27)

where ‖ê(μ)‖
XN

is the dual norm of the residual. We can also equip the error
estimator with an effectivity defined by

ηsN(μ) ≡
Δs
N(μ)

|sN(μ)− sN (μ)|
. (8.28)
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We can readily demonstrate [31, 36] that

1 ≤ ηsN(μ) ≤
γ0(μ)

αNLB(μ)
, ∀μ ∈ D;

so that the error estimator is both rigorous and sharp. Note that here we can only
claim the sharp property for this current “compliant” case.

We shall next provide procedures for the computation of the two ingredients of
our error estimator: we shall first discuss the Offline-Online strategy to compute
the dual norm of the residual ‖ê(μ)‖

XN
, and then provide the construction for the

lower bound of the coercivity constant αN(μ).

8.4.2 Dual Norm of the Residual

In discrete form, the dual norm of the residual ε(μ) = ‖ê(μ)‖
XN

is given by

ε2(μ) = [ê(μ)]T [YN][ê(μ)]. (8.29)

We next invoke (8.24), (8.25) and (8.29) to arrive at

ε2(μ) =
(

[FN(μ)] − [KN(μ)][uNRB,N(μ)])
)T
[YN]−1

(

[FN(μ)] − [KN(μ)][uNRB,N(μ)]
)

= [FN(μ)]T [YN]−1[FN(μ)] − 2[FN(μ)]T [YN]−1[KN(μ)]
+[KN(μ)]T [YN]−1[KN(μ)]. (8.30)

We next defines the “pseudo”-solutions [Pfq ] = [YN]−1[FNq ], 1 ≤ q ≤ Qf and

[PaqN ] = [YN]−1[KN
q ][ZN ], 1 ≤ q ≤ Qa , then apply the affine form (8.18)

and (8.19) into (8.30) to obtain

ε2(μ) =
Qf
∑

q=1

Qf
∑

q ′=1

Θ
f
q (μ)Θ

f

q ′(μ)

(

[Pfq ]T [YN][Pfq ′ ]
)

(8.31)

−2
Qa
∑

q=1

Qf
∑

q ′=1

Θa
q (μ)Θ

f

q ′(μ)

(

[Pfq ]T [YN][Paq ′N ]
)

[uRBN (μ)]

+
Qa
∑

q=1

Qa
∑

q ′=1

Θa
q (μ)Θ

a
q ′(μ)[uRBN (μ)]T

(

[PaqN ]T [YN][Paq ′N ]
)

[uRBN (μ)].
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It is observed that all the terms in bracket in (8.31) are all parameter-independent,
hence they can be pre-computed in the Offline stage. The Offline-Online strategy is
now clear.

In the Offline stage we form the parameter-independent quantities. We first
compute the “pseudo”-solutions [Pfq ] = [YN]−1[FNq ], 1 ≤ q ≤ Qf and [PaqN ] =
[YN]−1[KN

q ][ZN ], 1 ≤ q ≤ Qa , 1 ≤ N ≤ Nmax; and form/store [Pfq ]T [YN][Pfq ′ ],
1 ≤ q, q ′ ≤ Qf , [Pfq ]T [YN][Paq ′N ], 1 ≤ q ≤ Qf , 1 ≤ q ≤ Qa , 1 ≤ N ≤ Nmax,

[PaqN ][YN][Paq ′N ], 1 ≤ q, q ′ ≤ Qa , 1 ≤ N ≤ Nmax. The Offline operation count

depends on Nmax, Qa , Qf , and N.
In the Online stage, for a given μ and N (1 ≤ N ≤ Nmax), we retrieve the pre-

computed quantities [Pfq ]T [YN][Pfq ′ ], 1 ≤ q, q ′ ≤ Qf , [Pfq ]T [YN][Paq ′N ], 1 ≤
q ≤ Qf , 1 ≤ q ≤ Qa , and [PaqN ]T [YN][Paq ′N ], 1 ≤ q, q ′ ≤ Qa , and then evaluate

the sum (8.31). The Online operation count is dominated byO(((Qa)2+(Qf )2)N2)

and independent of N.

8.4.3 Lower Bound of the Coercivity Constant

We now briefly address some elements for the computation of the lower bound in the
coercive case. In order to derive the discrete form of the coercivity constant (8.26)
we introduce the discrete eigenvalue problem: given μ ∈ D, find the minimum set
([χmin(μ)], λmin(μ)) such that

[KN(μ)][χ(μ)] = λmin[YN][χ(μ)],
[χ(μ)]T [YN][χ(μ)] = 1. (8.32)

We can then recover

αN(μ) = √
λmin(μ). (8.33)

However, the eigenproblem (8.32) is of size N, so using direct solution as an
ingredient for our error estimator is very expensive. Hence, we will construct an
inexpensive yet of good quality lower bound αNLB(μ) and use this lower bound

instead of the truth (direct) expensive coercivity constant αN(μ) in our error
estimator.

For our current target problems, our bilinear form is coercive and symmetric. We
shall construct our coercivity lower bound by the Successive Constraint Method
(SCM) [21]. It is noted that the SCM method can be readily extended to non-
symmetric as well as non-coercive bilinear forms [21, 23, 31, 36].
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We first introduce an alternative (albeit not very computation-friendly) discrete
form for our coercivity constant as

minimum
Qa
∑

q=1

Θa
q (μ)yq, (8.34)

subject to yq =
[wq ]T [KN

q ][wq ]
[wq ]T [YN][wq]

, 1 ≤ q ≤ Qa,

where [wq ] is the discrete vector of any arbitrary wy ∈ XN.
We shall now “relax” the constraint in (8.34) by defining the “continuity

constraint box” associated with yq,min and yq,max, 1 ≤ q ≤ Qa obtained from
the minimum set ([y−(μ)], yq,min) and maximum set ([y+(μ)], yq,max) solutions of
the eigenproblems

[KN
q ][y−(μ)] = yq,min[YN][y−(μ)],

[y−(μ)] [YN][y−(μ)] = 1,

and

[KN
q ][y+(μ)] = yq,max[YN][y+(μ)],

[y+(μ)] [YN][y+(μ)] = 1,

respectively, for 1 ≤ q ≤ Qa . We next define a “coercivity constraint” sample

CJ = {μSCM
1 ∈ D, . . . ,μSCM

J ∈ D},

and denote CM,μ
J the set of M (1 ≤ M ≤ J ) points in CJ closest (in the usual

Euclidean norm) to a given μ ∈ D. The construction of the set CJ is done by means
of a Greedy procedure [21, 31, 36]. The Greedy selection of CJ can be called the
“Offline stage”, which involves the solutions of J eigenproblems (8.32) to obtain
αN(μ), ∀μ ∈ CJ .

We may now define our lower bound αNLB(μ) as the solution of

minimum
Qa
∑

q=1

Θa
q (μ)yq, (8.35)

subject to yq,min ≤ yq ≤ yq,max, 1 ≤ q ≤ Qa,

Qa
∑

q=1

Θa
q (μ

′)yq ≥ αN(μ′), ∀μ′ ∈ CM,μ
J .
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We then “restrict” the constraint in (8.34) and define our upper bound αNUB(μ) as
the solution of

mininum
Qa
∑

q=1

Θa
q (μ)yq,∗(μ′), (8.36)

subject to yq,∗(μ′) = [χ(μ′)]T [KN
q ][χ(μ′)], 1 ≤ q ≤ Qa, ∀μ′ ∈ CM,μ

J ,

where [χ(μ)] is defined by (8.32). It can be shown [21, 31, 36] that the feasible
region of (8.36) is a subset of that of (8.34), which in turn, is a subset of that

of (8.35): hence αNLB(μ) ≤ αN(μ) ≤ αNUB(μ).
We note that the lower bound (8.35) is a linear optimization problem (or Linear

Program (LP)) which contains Qa design variables and 2Qa + M inequality
constraints. Given a value of the parameter μ, the Online evaluation μ → αNLB(μ)

is thus as follows: we find the subset CM,μ
J of CJ for a given M , we then calculate

αNLB(μ) by solving the LP (8.35). The crucial point here is that the online evaluation

μ→ αNLB(μ) is totally independent of N. The upper bound (8.35), however, can be
obtained as the solution of just a simple enumeration problem; the online evaluation
of αNUB(μ) is also independent of N. In general, the upper bound αNUB(μ) is not
used in the calculation of the error estimator, however, it is used in the Greedy
construction of the set CJ [21]. In practice, when the set CJ does not guarantee to
produce a positive αNLB(μ), the upper bound αNUB(μ) can be used as a substitution

for αNUB(μ) since it approximates the “truth” αN(μ) in a very way; however we will
lose the rigorous property of the error estimators.

8.5 Extension of the RB Method to Non-compliant Output

We shall briefly provide the extension of our RB methodology for the “non-
compliant” case in this Section. We first present a suitable primal-dual formulation
for the “non-compliant” output; we then briefly provide the extension to the RB
methodology, including the RB approximation and its a posteriori error estimation.

8.5.1 Adjoint Problem

We shall briefly discuss the extension of our methodology to the non-compliant
problems. We still require that both f and % are bounded functionals, but now
(f (·;μ) �= %(·;μ)). We still use the previous abstract statement in Sect. 8.2. We
begin with the definition of the dual problem associated to %: find ψ(μ) ∈ X (our
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“adjoint” or “dual” field) such that

a(v,ψ(μ);μ) = −%(μ), ∀v ∈ X.

8.5.2 Truth Approximation

We now again apply the finite element method to the dual formulation: given μ ∈ D,
we evaluate

s(μ) = [LN(μ)]T [uN(μ)],

where [uN(μ)] is the finite element solution of size N satisfying (8.17). The discrete
form of the dual solution ψN(μ) ∈ XN is given

[KN(μ)][ψN(μ)] = −[LN(μ)];

here [LN(μ)] is the discrete load vector of %(·;μ). We also invoke the affine
forms (8.12) to express [LN(μ)] as

[LN(μ)] =
Q%
∑

q=1

Θ%
q(μ)[LNq ], (8.37)

where all the [LNq ] are the discrete forms of the parameter-independent linear forms

%q(·), 1 ≤ q ≤ Q%.

8.5.3 Reduced Basis Approximation

We now define our RB spaces: we shall need to define two Lagrangian parameter
samples set, SNpr = {μ1,μ2, . . . ,μNpr } and SNdu = {μ1,μ2, . . . ,μNdu} corre-
sponding to the set of our primal and dual parameter samples set, respectively. We
also associate the primal and dual reduced basis spaces (XN

Npr =)WN
Npr , 1 ≤ N ≤

N
pr
max and (XN

Ndu =)WN
Ndu , 1 ≤ N ≤ Ndu

max to our SNpr and SNdu set, respectively,

which are constructed from the primal uN(μ) and dual ψN(μ) snapshots by a
Gram-Schmidt process as in Sect. 8.3. Finally, we denote our primal and dual
orthonormalized-snapshot as [Zpr

Npr ] and [Zdu
Ndu ] basis matrices, respectively.
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8.5.4 Galerkin Projection

We first denote the RB primal approximation to the primal “truth” approximation

uN(μ) as uNRB,N (μ) and the RB dual approximation to the primal “truth”

dual approximation ψN(μ) as ψN
RB,N(μ): their discrete forms are given by

[uNRB,Npr(μ)]=[Zpr
Npr ][uNpr(μ)] and [ψN

RB,Ndu(μ)]=[Zdu
Ndu ][ψNdu(μ)], respectively.

We then apply a Galerkin projection (note that in this case, a Galerkin-Petrov
projection is also possible [2, 31, 36]). given a μ ∈ D, we evaluate the RB output

sNpr,Ndu(μ) = [LN(μ)]T [uNRB,Npr (μ)] − [rNpr (μ)]T [ψN
RB,Ndu(μ)],

recall that [rNpr (μ)] is the discrete form of the RB primal residual defined in (8.23).
The RB coefficient primal and dual are given by

Qa
∑

q=1

Θa
q (μ)[KqNprNpr ][uNpr(μ)] =

Qf
∑

q=1

Θ
f
q (μ)[FqNpr],

Qa
∑

q=1

Θa
q (μ)[KqNduNdu [ψNdu(μ)] = −

Q%
∑

q=1

Θ%
q(μ)[LqNdu ]. (8.38)

Note that the two systems (8.38) are also of small size: their sizes are of Npr and
Ndu, respectively. We can now evaluate our output as

sNpr,Ndu(μ) =
Q%
∑

q=1

Θ%
q(μ)[LqNpr ][uNpr(μ)] −

Qf
∑

q=1

Θ
f
q (μ)[FqNdu][ψNdu(μ)]

+
Qa
∑

q=1

Θa
q (μ)[ψNdu(μ)]T [KqNduNpr ][uNpr(μ)]. (8.39)

All the quantities in (8.38) and (8.39) are given by

[KqNprNpr ] = [Zpr
Npr ]T [Kq ][Zpr

Npr ], 1 ≤ q ≤ Qa, 1 ≤ Npr ≤ N
pr
max,

[
KqNduNdu

]
= [Zdu

Ndu ]T [Kq ][Zdu
Ndu ], 1 ≤ q ≤ Qa, 1 ≤ Ndu ≤ Ndu

max,

[
KqNduNpr

]
= [Zdu

Ndu ]T [Kq ][Zpr
Npr ], 1 ≤ q ≤ Qa, 1 ≤ Npr ≤ N

pr
max, 1 ≤ Ndu ≤ Ndu

max

[
FqNpr

] = [Zpr
Npr ]T [Fq ], 1 ≤ q ≤ Qf , 1 ≤ Npr ≤ N

pr
max,

[
FqNdu

]
= [Zdu

Ndu ]T [Fq ], 1 ≤ q ≤ Qf , 1 ≤ Ndu ≤ Ndu
max,
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[
LqNpr

] = [Zpr
Npr ]T [Lq ], 1 ≤ q ≤ Q%, 1 ≤ Npr ≤ N

pr
max,

[
LqNdu

]
= [Zdu

Ndu ]T [Lq ], 1 ≤ q ≤ Q%, 1 ≤ Ndu ≤ Ndu
max.

The computation of the output sNpr,Ndu(μ) clearly admits an Offline-Online compu-
tational strategy similar to the one we discuss previously in Sect. 8.3.

8.5.5 A Posteriori Error Estimation

We now introduce the dual residual rNdu (v;μ),

rNdu (v;μ) = −%(v)− a(v,ψN
Ndu(μ);μ), ∀v ∈ XN.

and its Riesz representation of rNdu (v;μ): êdu(μ) ∈ XN defined by (êdu(μ), v)
XN

=
rNdu (v;μ), ∀v ∈ XN.

We may now define our error estimator for our output as

Δs
NprNdu(μ) ≡

‖êpr(μ)‖
XN

(αNLB)
1/2

‖êdu(μ)‖
XN

(αNLB)
1/2

, (8.40)

where êpr(μ) is the Riesz representation of the primal residual. We then define the
effectivity associated with our error bound

ηs
NprNdu(μ) ≡

Δs
NprNdu(μ)

|sN(μ)− sNprNdu(μ)|
. (8.41)

We can readily demonstrate [15, 31, 36] that

1 ≤ ηs
NprNdu(μ), ∀μ ∈ D;

note that the error estimator is still rigorous, however it is less sharp than that in
the “compliant” case since in this case we could not provide an upper bound to
ηs
NprNdu(μ).

The computation of the dual norm of the primal/dual residual also follows an
Offline-Online computation strategy: the dual norm of the primal residual is in fact,
the same as in Sect. 8.4.2; the same procedure can be applied to compute the dual
norm of the dual residual.
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8.6 Numerical Results

In this sections we shall consider several “model problems” to demonstrate the
feasibility of our methodology. We note that in all cases, these model problems are
presented in non-dimensional form unless stated otherwise. In all problems below,
displacement is, in fact, in non-dimensional form u = ũẼ/σ̃0, where ũ, Ẽ, σ̃0 are the
dimensional displacement, Young’s modulus and load strength, respectively, while
E and σ0 are our non-dimensional Young’s modulus and load strength and usually
are around unity.

We shall not provide any details for Θa
q (μ), Θ

f
q (μ) and Θ%

q(μ) and their
associated bilinear and linear forms aq(·, ·), fq(·) and %q(·) for any of the below
examples as they are usually quite complex, due to the complicated structure of the
effective elastic tensor and our symbolic manipulation technique. We refer the users
to [20, 24, 31, 40], in which all the above terms are provided in details for some
simple model problems.

In the below, the timing tFE for an evaluation of the FE solution μ → sN(μ) is
the computation time taken by solving (8.17) and evaluating (8.16) by using (8.18)
and (8.37), in which all the stiffness matrix components, [Kq], 1 ≤ q ≤ Qa ,
load and output vector components, [Fq ], 1 ≤ q ≤ Qf and [Lq ], 1 ≤ q ≤ Q%,
respectively, are pre-computed and pre-stored. We do not include the computation
time of forming those components (or alternatively, calculate the stiffness matrix,
load and output vector directly) in tFE.

Finally, for the sake of simplicity, we shall denote the number of basis N defined
as N = Npr = Ndu in all of our model problems in this Section.

8.6.1 The Arc-Cantilever Beam

We consider a thick arc cantilever beam correspond to the domain Ωo(μ)

representing the shape of a quarter of an annulus as shown in Fig. 8.1. We
apply (clamped) homogeneous Dirichlet conditions on Γ o

D and non-homogeneous
Neumann boundary conditions corresponding to a unit tension on Γ o

N . The width of
the cantilever beam is 2d , and the material is isotropic with (E, ν) = (1, 0.3)
under plane stress assumption. Our output of interest is the integral of the
tangential displacement (u2) over Γ o

N , which can be interpreted as the average
tangential displacement on Γ o

N .4 Note that our output of interest is “non-
compliant”.

4The average tangential displacement on Γ o
N is not exactly s(μ) but rather s(μ)/ lΓ o

N
, where lΓ o

N

is the length of Γ o
N . It is obviously that the two descriptions of the two outputs, “integral of” and

“average of”, are pretty much equivalent to each other.
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Fig. 8.1 The arc-cantilever
beam

2d

Γo
N

Γo
D

Fig. 8.2 The arc-cantilever
beam problem: domain
composition and FE mesh

The parameter is the half-width of the cantilever beam μ = [μ1] ≡ [d]. The
parameter domain is chosen as D = [0.3, 0.9], which can model a moderately
thick beam to a very thick beam. We then choose μref = 0.3 and apply the domain
decomposition and obtain Lreg = 9 subdomains as shown in Fig. 8.2, in which three
subdomains are the general “curvy triangles”, generated by our computer automatic
procedure [36]. Note that geometric transformations are relatively complicated, due
to the appearances of the “curvy triangles” and all subdomains transformations are
classified as the “general transformation case” [19, 31]. We then recover our affine
forms with Qa = 54, Qf = 1 and Ql = 1.

We next consider a FE approximation where the mesh contains nnode = 2747
nodes and nelem = 5322 P1 elements, which corresponds to N = 5426 degrees of
freedoms5 as shown in Fig. 8.2. To verify our FE approximation, we compare our FE
results with the approximated solution for thick arc cantilever beam by Roark [41]
for a 100 uniformly distributed test points in D: the maximum difference between
our results and Roark’s one is just 2.9%.

We then apply our RB approximation. We present in Table 8.1 our convergence
results: the RB error bounds and effectivities as a function of N(= Npr = Ndu).
The error bound reported, EN = Δs

N(μ)/|sN(μ)| is the maximum of the relative
error bound over a random test sample Ξtest of size ntest = 100. We denote by ηsN
the average of the effectivity ηsN(μ) over Ξtest. We observe that average effectivity

5Note that N �= 2nnode since Dirichlet boundary nodes are eliminated from the FE system.
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Table 8.1 The arc-cantilever
beam: RB convergence

N EN ηsN

2 3.57E+00 86.37

4 3.70E−03 18.82

6 4.07E−05 35.72

8 6.55E−07 41.58

10 1.99E−08 40.99

Fig. 8.3 The center crack
problem

is of order O(20 − 90), not very sharp, but this is expected due to the fact that the
output is “non-compliant”.

As regards computational times, a RB online evaluation μ → (sN (μ),Δ
s
N(μ))

requires just tRB = 115(ms) for N = 10; while the FE solution μ → sN(μ)

requires tFE = 9(s): thus our RB online evaluation is just 1.28% of the FEM
computational cost.

8.6.2 The Center Crack Problem

We next consider a fracture model corresponds to a center crack in a plate under
tension at both sides as shown in Fig. 8.3.

Due to the symmetry of the geometry and loading, we only consider one quarter
of the physical domain, as shown in Fig. 8.3, note that the crack corresponds to the
boundary segment Γ o

C . The crack (in our “quarter” model) is of size d , and the plate
is of height h (and of fixed widthw = 1). We consider plane strain isotropic material
with (E, ν) = (1, 0.3). We consider (symmetric about the xo

1 direction and xo
2

direction) Dirichlet boundary conditions on the left and bottom boundaries Γ o
L and

Γ o
B , respectively; and non-homogeneous Neumann boundary conditions (tension)
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Fig. 8.4 The center crack
problem

w

Γo
T

Γo
L

h

Γo
C Γo

B

d

on the top boundary Γ o
T . Our ultimate output of interest is the stress intensity factor

(SIF) for the crack, which will be derived from an intermediate (compliant) energy
output by application of the virtual crack extension approach [30]. The SIF plays an
important role in the field of fracture mechanics, for examples, if we have to estimate
the propagation path of cracks in structures [18]. We further note that analytical
result for SIF of a center-crack in a plate under tension is only available for the
infinite plate [25], which can be compared with our solutions for small crack length
d and large plate height h values (Fig. 8.4).

Our parameters are the crack length and the plate height μ = [μ1, μ2] ≡ [d, h],
and the parameter domain is given by D = [0.3, 0.7] × [0.5, 2.0]. We then choose
μref = [0.5, 1.0] and apply a domain decomposition: the final setting contains
Lreg = 3 subdomains, which in turn gives us Qa = 10 and Qf = 1. Note that
our “compliant” output s(μ) is just an intermediate result for the calculation of the
SIF. In particular, the virtual crack extension method (VCE) [30] allows us to extract
the “Mode-I” SIF though the energy s(μ) though the Energy Release Rate (ERR),
G(μ), defined by

G(μ) = −
(
∂s(μ)

∂μ1

)

.

In practice, the ERR is approximated by a finite-difference (FD) approach for a
suitable small value δμ1 as

Ĝ(μ) = −
(
s(μ+ δμ1)− s(μ)

δμ1

)

,

which then give the SIF approximation ŜIF(μ) =
√

Ĝ(μ)/(1− ν2).
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Fig. 8.5 The center crack
problem: domain composition
and FE mesh

Table 8.2 The center crack
problem: RB convergence

N EN ηsN

5 2.73E−02 6.16

10 9.48E−04 8.47

20 5.71E−06 7.39

30 5.59E−08 7.01

40 8.91E−10 7.54

50 6.26E−11 8.32

We then consider a FE approximation with a mesh contains nnode = 3257
nodes and nelem = 6276 P1 elements, which corresponds to N = 6422 degrees
of freedoms; the mesh is refined around the crack tip in order to give a good
approximation for the (singular) solution near this region as shown in Fig. 8.5.

We present in Table 8.2 the convergence results for the “compliant” output s(μ):
the RB error bounds and effectivities as a function of N . The error bound reported,
EN = Δs

N(μ)/|sN(μ)| is the maximum of the relative error bound over a random
test sample Ξtest of size ntest = 200. We denote by ηsN the average of the effectivity
ηsN(μ) over Ξtest. We observe that the effectivity average is very sharp, and of order
O(10).

We next define the ERR RB approximation ĜN(μ) to our “truth” (FE) ĜN
FE(μ)

and its associated ERR RB error ΔĜ
N(μ) by

ĜN(μ) = sN(μ)−Δs
N(μ+ δμ1)

δμ1
,

ΔĜ
N(μ) =

Δs
N(μ+ δμ1)+Δs

N(μ)

δμ1
. (8.42)

It can be readily proven [36] that our SIF RB error is a rigorous bound for the
ERR RB prediction ĜN(μ): |ĜN(μ) − ĜN

FE(μ)| ≤ ΔĜ
N(μ). It is note that the

choice of δμ1 is not arbitrary: δμ1 needed to be small enough to provide a good
FD approximation, while still provide a good ERR RB error bound (8.42). Here we
choose δμ1 = 1E− 03.
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Fig. 8.6 The center crack problem: SIF solution for N = 15

We then can define the SIF RB approximation ŜIFN(μ) to our “truth” (FE)

ŜIF
N
FE(μ) and its associated SIF RB error estimation ΔŜIF

N (μ) as

ŜIFN(μ) = 1

2
√

1− ν2

{√

ĜN(μ)+ΔĜ
N(μ)+

√

ĜN(μ)−ΔĜ
N(μ)

}

,

ΔŜIF
N (μ) = 1

2
√

1− ν2

{√

ĜN(μ)+ΔĜ
N(μ)−

√

ĜN(μ)−ΔĜ
N(μ)

}

.

It is readily proven in [20] that |ŜIFN(μ)− ŜIF
N
FE(μ)| ≤ ΔŜIF

N (μ).

We plot the SIF RB results ŜIF(μ) with error bars correspond to ΔŜIF
N (μ), and

the analytical results ŜIF(μ) [25] in Fig. 8.6 for the case μ1 ∈ [0.3, 0.7], μ2 = 2.0
for N = 15. It is observed that the RB error is large since the small number of
basis N = 15 does not compromise the small δμ1 = 1E − 03 value. We next
plot, in Fig. 8.7, SIF RB results and error for the same μ range as in Fig. 8.6, but
for N = 30. It is observed now that the SIF RB error is significantly improved—
thanks to the better RB approximation that compensates the small value δμ1. We
also want to point out that, in both Figs. 8.6 and 8.7, it is clearly shown that our RB
SIF error is not a rigorous bound for the exact SIF values ŜIF(μ) but rather is a

rigorous bound for the “truth” (FE) approximation ŜIF
N
FE(μ). It is shown, however,

that FE SIF approximation (which is considered in Fig. 8.7 thanks to the negligible
RB error) are of good quality compared with the exact SIF. The VCE in this case
works quite well, however it is not suitable for complicate crack settings. In such
cases, other SIF calculation methods and appropriate RB approximations might be
preferable [19, 20].
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Fig. 8.7 The center crack problem: SIF solution for N = 30

As regards computational times, a RB online evaluation μ→ (ŜIFN(μ),ΔŜIF
N (μ)

requires just tRB(= 25×) = 50(ms) for N = 40; while the FE solution

μ → ŜIF
N
FE(μ) requires tFE(= 7 × 2) = 14(s): thus our RB online evaluation

takes only 0.36% of the FEM computational cost.

8.6.3 The Composite Unit Cell Problem

We consider a unit cell contains an ellipse region as shown in Fig. 8.8. We
apply (clamped) Dirichlet boundary conditions on the bottom of the cell Γ o

B and
(unit tension) non-homogeneous Neumann boundary conditions on Γ o

T . We denote
the two semimajor axis and semiminor axis of the ellipse region as d1 and d2,
respectively. We assume plane stress isotropic materials: the material properties of
the matrix (outside of the region) is given by (Em, νm) = (1, 0.3), and the material
properties of the ellipse region is given by (Ef , νf ) = (Ef , 0.3). Our output of
interest is the integral of normal displacement (u1) over Γ o

T . We note our output of
interest is thus “compliant”.

We consider P = 3 parameters μ = [μ1, μ2, μ3] ≡ [d1, d2, Ef ]. The parameter
domain is chosen as D = [0.8, 1.2] × [0.8, 1.2] × [0.2, 5]. Note that the third
parameter (the Young modulus of the ellipse region) can represent the ellipse region
from an “inclusion” (with softer Young’s modulus Ef < Em(= 1)) to a “fiber”
(with stiffer Young’s modulus Ef > Em(= 1)).

We then choose μref = [1.0, 1.0, 1.0] and apply the domain decomposition [36]
and obtain Lreg = 34 subdomains, in which 16 subdomains are the general “curvy
triangles” (8 inward “curvy triangles” and 8 outward curvy “triangles”) as shown
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Fig. 8.8 The composite unit
cell problem

(Ef, νf)

2d1

Γo
T

Γo
B

2d2

(Em, νm)

Fig. 8.9 The composite unite
cell problem: domain
composition and FE mesh

in Fig. 8.9. However, despite the large number of “curvy triangles” in the domain
decomposition, it is observed that almost all transformations are congruent, hence
we expected a small number of Qa than (says), that of the “arc-cantilever beam”
example, in which all the subdomains transformations are different. Indeed, we
recover our affine forms with Qa = 30 and Qf = 1, note that Qa is relatively
small for such a complex domain decomposition thanks to our efficient symbolic
manipulation “collapsing” technique and those congruent “curvy triangles”.

We next consider a FE approximation where the mesh contains nnode = 3906
nodes and nelem = 7650 P1 elements, which corresponds to N = 7730 degrees
of freedoms. The mesh is refined around the interface of the matrix and the
inclusion/fiber.

We then apply the RB approximation. We present in Table 8.3 our convergence
results: the RB error bounds and effectivities as a function of N . The error bound
reported, EN = Δs

N(μ)/|sN(μ)| is the maximum of the relative error bound over
a random test sample Ξtest of size ntest = 200. We denote by ηsN the average of
the effectivity ηsN(μ) over Ξtest. We observe that our effectivity average is of order
O(10).

As regards computational times, a RB online evaluation μ → (sN (μ),Δ
s
N(μ))

requires just tRB = 66(ms) for N = 30; while the FE solution μ→ sN(μ) requires
approximately tFE = 8(s): thus our RB online evaluation is just 0.83% of the FEM
computational cost.
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Table 8.3 The composite
unit cell problem: RB
convergence

N EN ηsN

5 9.38E−03 8.86

10 2.54E−04 7.18

15 1.37E−05 5.11

20 3.91E−06 9.74

25 9.09E−07 6.05

30 2.73E−07 10.64

35 9.00E−08 10.17

40 2.66E−08 10.35

Fig. 8.10 The multi-material
problem

(1, μ1)
Γo

T

Γo
B

(1, μ1) (μ3, μ4) (1, μ2)

(μ3, μ4) (μ5, μ6) (μ3, μ4)

(1, μ2) (μ3, μ4)

8.6.4 The Multi-Material Plate Problem

We consider a unit cell divided into 9 square subdomains of equal size as shown in
Fig. 8.10. We apply (clamped) Dirichlet boundary conditions on the bottom of the
cell Γ o

B and (unit tension) non-homogeneous Neumann boundary conditions on Γ o
T .

We consider orthotropic plane stress materials: the Young’s modulus properties for
all 9 subdomains are given in Figure, the Poisson’s ratio is chosen as ν12,i = 0.3,
i = 1, . . . , 9 and ν21,i is determined by (8.44). The shear modulus is chosen as a
function of the two Young’s moduli as in (8.45) for all 9 subdomains. All material
axes are aligned with the coordinate system (and loading). Our output of interest
is the integral of normal displacement (u1) over Γ o

T , which represents the average
normal displacement on Γ o

T . We note our output of interest is thus “compliant”.
We consider P = 6 parameters μ = [μ1, . . . , μ6], correspond to the six Young’s

moduli values as shown in Fig. 8.10 (the two Young’s moduli for each subdomain
are shown in those brackets). The parameter domain is chosen as D = [0.5, 2.0]6.

We then apply the domain decomposition [36] and obtainLreg = 18 subdomains.
Despite the large Lreg number of domains, there is no geometric transformation in
this case. We recover our affine forms with Qa = 12, Qf = 1, note that all Qa are
contributed from all the Young’s moduli since there is no geometric transformation
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Fig. 8.11 The multi-material
problem: domain composition
and FE mesh

Table 8.4 The
multi-material problem: RB
convergence

N EN ηsN

5 1.01E−02 8.11

10 1.45E−03 11.16

20 3.30E−04 11.47

30 1.12E−04 12.59

40 2.34E−05 11.33

50 9.85E−06 12.90

involved. Moreover, it is observed that the bilinear form can be, in fact, classified as
a “parametrically coercive” one [31].

We next consider a FE approximation where the mesh contains nnode = 4098
nodes and nelem = 8032 P1 elements, which corresponds to N = 8112 degrees
of freedoms. The mesh is refined around all the interfaces between different
subdomains as shown in Fig. 8.11.

We then apply the RB approximation. We present in Table 8.4 our convergence
results: the RB error bounds and effectivities as a function of N . The error bound
reported, EN = Δs

N(μ)/|sN(μ)| is the maximum of the relative error bound over
a random test sample Ξtest of size ntest = 200. We denote by ηsN the average of
the effectivity ηsN(μ) over Ξtest. We observe that our effectivity average is of order
O(10).

As regards computational times, a RB online evaluation μ → (sN (μ),Δ
s
N(μ))

requires just tRB = 33(ms) for N = 40; while the FE solution μ→ sN(μ) requires
tFE = 8.1(s): thus the RB online evaluation is just 0.41% of the FEM computational
cost.

8.6.5 The Woven Composite Beam Problem

We consider a composite cantilever beam as shown in Fig. 8.12. The beam is divided
into two regions, each with a square hole in the center of (equal) size 2w. We
apply (clamped) Dirichlet boundary conditions on the left side of the beam Γ o

L ,
(symmetric about the xo

1 direction) Dirichlet boundary conditions on the right side of
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Fig. 8.12 The woven composite beam problem

the beam Γ o
R , and (unit tension) non-homogeneous Neumann boundary conditions

on the top side Γ o
T . We consider the same orthotropic plane stress materials for both

regions: (E1, E2) = (1, E2), ν12 = 0.3, ν21 is determined by (8.44) and the shear
modulus G12 is given by (8.45). The material axes of both regions are not aligned
with the coordinate system and loading: the angles of the material axes and the
coordinate system of the first and second region are θ and −θ , respectively. The
setting represents a “woven” composite material across the beam horizontally. Our
output of interest is the integral of the normal displacement (u1) over the boundary
Γ o
O . We note our output of interest is thus “non-compliant”.

We consider P = 3 parameters μ = [μ1, μ2, μ3] ≡ [w,E2, θ ]. The parameter
domain is chosen as D = [1/6, 1/12] × [1/2, 2] × [−π/4, π/4].

We then apply the domain decomposition [36] and obtainLreg = 32 subdomains,
note that all subdomains transformations are just simply translations due to the
“added control points” along the external (and interface) boundaries strategy [36].
We recover the affine forms with Qa = 19, Qf = 2, and Q% = 1.

We next consider a FE approximation where the mesh contains nnode = 3569
nodes and nelem = 6607 P1 elements, which corresponds to N = 6865 degrees
of freedoms. The mesh is refined around the holes, the interfaces between the two
regions, and the clamped boundary as shown in Fig. 8.13.

We then apply the RB approximation. We present in Table 8.5 our convergence
results: the RB error bounds and effectivities as a function of N . The error bound
reported, EN = Δs

N(μ)/|sN(μ)| is the maximum of the relative error bound over
a random test sample Ξtest of size ntest = 200. We denote by ηsN the average of
the effectivity ηsN(μ) over Ξtest. We observe that our effectivity average is of order
O(5− 25).

As regards computational times, a RB online evaluation μ → (sN (μ),Δ
s
N(μ))

requires just tRB = 40(ms) for N = 20; while the FE solution μ→ sN(μ) requires
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Fig. 8.13 The woven composite beam problem: domain composition and FE mesh

Table 8.5 The woven
composite beam problem: RB
convergence

N EN ηsN

4 4.64E−02 22.66

8 1.47E−03 7.39

12 2.35E−04 9.44

16 6.69E−05 14.29

20 1.31E−05 11.41

tFE = 7.5(s): thus our RB online evaluation is just 0.53% of the FEM computational
cost.

8.6.6 The Closed Vessel Problem

We consider a closed vessel under tension at both ends as shown in Fig. 8.14. The
vessel is axial symmetric about the xo

2 axis, and symmetric about the xo
1 axis,

hence we only consider a representation “slice” by our axisymmetric formulation
as shown in Fig. 8.15. The vessel is consists of two layered, the outer layer is of
fixed width wout = 1, while the inner layer is of width win = w. The material
properties of the inner layer and outer layer are given by (Ein, ν) = (Ein, 0.3)
and (Eout, ν) = (1, 0.3), respectively. We apply (symmetric about the xo

2 direction)
Dirichlet boundary conditions on the bottom boundary of the model Γ o

B , (symmetric
about the xo

1 direction) Dirichlet boundary conditions on the left boundary of the
model Γ o

L and (unit tension) non-homogeneous Neumann boundary conditions on
the top boundary Γ o

T . Our output of interest is the integral of the axial displacement
(ur ) over the right boundary Γ o

R . We note our output of interest is thus “non-
compliant”.

We consider P = 2 parameters μ = [μ1, μ2] ≡ [w,Ein]. The parameter domain
is chosen as D = [0.1, 1.9] × [0.1, 10].

We then apply the domain decomposition [36] and obtain Lreg = 12 subdomains
as shown in Fig. 8.16. We recover our affine forms with Qa = 47, Qf = 1,
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Fig. 8.14 The closed vessel
problem

Fig. 8.15 The closed vessel
problem
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Fig. 8.16 The closed vessel
problem: domain composition
and FE mesh

and Q% = 1. Despite the small number of parameter (and seemingly simple
transformations), Qa is large in this case. A major contribution to Qa come from
the expansion of the terms xo

1 in the effective elastic tensor [S], which appeared due
to the geometric transformation of the inner layer.

We next consider a FE approximation where the mesh contains nnode = 3737
nodes and nelem = 7285 P1 elements, which corresponds to N = 7423 degrees of
freedoms. The mesh is refined around the interfaces between the two layers.
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Table 8.6 The closed vessel
problem: RB convergence

N EN ηsN

10 7.12E−02 56.01

20 1.20E−03 111.28

30 3.96E−05 49.62

40 2.55E−06 59.96

50 5.70E−07 113.86

60 5.90E−08 111.23

70 6.95E−09 77.12

We then apply the RB approximation. We present in Table 8.6 convergence
results: the RB error bounds and effectivities as a function of N . The error bound
reported, EN = Δs

N(μ)/|sN(μ)| is the maximum of the relative error bound over
a random test sample Ξtest of size ntest = 200. We denote by ηsN the average of
the effectivity ηsN(μ) over Ξtest. We observe that our effectivity average is of order
O(50 − 120), which is quite large, however it is not surprising since our output is
“non-compliant”.

As regards computational times, a RB online evaluation μ → (sN (μ),Δ
s
N(μ))

requires just tRB = 167(ms) for N = 40; while the FE solution μ → sN(μ)

requires tFE = 8.2(s): thus our RB online evaluation is just 2.04% of the FEM
computational cost.

8.6.7 The Von Kármán Plate Problem

We consider now a different problem that can be derived from the classical elasticity
equations [13, 14]. It turns out to be nonlinear and brings with it a lot of technical
difficulties. Let us consider an elastic, bidimensional and rectangular plate Ω =
[0, l] × [0, 1] in its undeformed state, subjected to a μ-parametrized external load
acting on its edge, then the Airy stress potential and the deformation from its flat
state, respectively φ and u are defined by the Von Kármán equations

{
Δ2u+ μuxx = [φ, u]+ f , in Ω

Δ2φ = − [u, u] , in Ω
(8.43)

where

Δ2 := ΔΔ =
(
∂ 2

∂ x2
+ ∂ 2

∂ y2

)2

,
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Fig. 8.17 A rectangular
bidimensional elastic plate
compressed on its edges

z

y

x

is the biharmonic operator and

[u, φ] := ∂ 2u

∂ x2

∂ 2φ

∂ y2 − 2
∂ 2u

∂x∂y

∂ 2φ

∂x∂y
+ ∂ 2u

∂ y2

∂ 2φ

∂ x2 ,

is the bracket of Monge-Ampére. So we have a system of two nonlinear and
parametrized equations of the fourth order with μ the parameter that measures the
compression along the sides of the plate (Fig. 8.17).

From the mathematical point of view, we will suppose the plate is simply
supported, i.e. that holds boundary conditions

u = Δu = 0, φ = Δφ = 0, on ∂Ω.

In this model problem we are interested in the study of stability and uniqueness
of the solution for a given parameter. In fact due to the nonlinearity of the bracket
we obtain the so called buckling phenomena [43], that is the main feature studied
in bifurcations theory. What we seek is the critical value of μ for which the stable
(initial configuration) solution become unstable while there are two new stable and
symmetric solutions.

To detect this value we need a very complex algorithm that mixes a continuation
method, a nonlinear solver and finally a full-order method to find the buckled state.
At the end for every μ ∈ Dt rain (a fine discretization of the parameter domain D)
we have a loop due to the nonlinearity, for which at each iteration we have to solve
the Finite Element method applied to the weak formulation of the problem.

Here we consider P = 1 parameter μ and its domain is suitably chosen6 as
D = [30, 70].

Also in this case we can simply recover the affine forms with Qa = 3. For the
rectangular plate test case with l = 2 we applied the Finite Element method, with
nnode = 441 nodes and nelem = 800 P2 elements, which corresponds to N = 6724
degrees of freedom. We stress on the fact that the linear system obtained by the

6It is possible to show that the bifurcation point is related to the eigenvalue of the linearized
model [5], so we are able to set in a proper way the range of the parameter domain.
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Galerkin projection has to be solved at each step of the nonlinear solver, here we
chose the classic Newton method [33].

Moreover, for a given parameter, we have to solve a FE system until Newton
method converges just to obtain one of the possible solutions of our model; keeping
in mind that we do not know a priori where is the bifurcation point and we have to
investigate the whole parameter domain. It is clear that despite the simple geometry
and the quite coarse mesh, the reduction strategies are fundamental in this kind of
applications.

For example, in order to plot a bifurcation diagram like the one in Fig. 8.18, the
full order code running on a standard computer takes approximately 1 h.

Once selected a specific parameter, λ = 70, we can see in Fig. 8.19 the two
solutions that belong to the different branches of the plot reported in Fig. 8.18.

We then applied RB approximation and present in Table 8.7 a convergence
results: the error between the truth approximation and the reduced one as a function
of N . The error reported, EN = maxμ∈D ||uN(μ)− uNRB,N (μ)||X is the maximum
of the approximation error over a uniformly chosen test sample.

As we can see in Fig. 8.20 e obtain very good results with a low number of
snapshots due to the strong properties of the underlying biharmonic operator.

A suitable extension for the a posteriori error estimate of the solution can
be obtained by applying Brezzi-Rappaz-Raviart (BRR) theory on the numerical
approximation of nonlinear problems [6–9, 16]. However, the adaptation of BRR
theory to RB methods in bifurcating problems is not straightforward, and we leave
it for further future investigation [32].

Fig. 8.18 Bifurcation diagram for a square plate and different initial guess for Newton method,
on y-axis is represented the infinite norm of the solution
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Fig. 8.19 Contour plot of the two solutions belonging to the green and red branches of the
bifurcation diagram for λ = 70, respectively

Table 8.7 The Von Kármán
plate problem: RB
convergence

N EN

1 6.61E+00

2 6.90E−01

3 7.81E−02

4 2.53E−02

5 1.88E−02

6 1.24E−02

7 9.02E−03

8 8.46E−03

Fig. 8.20 Comparison between the full order solution (left) and reduced order one (right) for
λ = 65

As regards computational times, a RB online evaluation μ→ uNRB,N(μ) requires

just tRB = 100(ms) for N = 8; while the FE solution μ → uN(μ) requires tFE =
8.17(s): thus our RB online evaluation is just 1.22% of the FEM computational cost.
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8.7 Conclusions

We have provided some examples of applications of reduced basis methods in linear
elasticity problems depending also on many parameters of different kind (geomet-
rical, physical, engineering) using different linear elasticity approximations, a 2D
Cartesian setting or a 3D axisymmetric one, different material models (isotropic and
orthotropic), as well as an overview on nonlinear problems. Reduced basis methods
have confirmed a very good computational performance with respect to a classical
finite element formulation, not very suitable to solve parametrized problems in the
real-time and many-query contexts. We have extended and generalized previous
work [24] with the possibility to treat with more complex outputs by introducing
a dual problem [36]. Another very important aspect addressed in this work is
the certification of the errors in the reduced basis approximation by means of a
posteriori error estimators, see for example [21]. This work looks also at more
complex 3D parametrized applications (not only in the special axisymmetric case)
as quite promising problem to be solved with the same certified methodology
[11, 42].
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Appendix

Stress-Strain Matrices

In this section, we denote Ei , i = 1, 3 as the Young’s moduli, νij ; i, j = 1, 2, 3 as
the Poisson ratios; and G12 as the shear modulus of the material.

Isotropic Cases

For both of the following cases, E = E1 = E2, and ν = ν12 = ν21.
Isotropic plane stress:

[E] = E

(1− ν2)

⎡

⎣
1 ν 0
ν 1 0
0 0 2(1+ ν)

⎤

⎦ .

http://mathlab.sissa.it/rbnics
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Isotropic plane strain:

[E] = E

(1+ ν)(1− 2ν)

⎡

⎣
1 ν 0
ν 1 0
0 0 2(1+ ν)

⎤

⎦ .

Orthotropic Cases

Here we assume that the orthotropic material axes are aligned with the axes used for
the analysis of the structure. If the structural axes are not aligned with the orthotropic
material axes, orthotropic material rotation must be rotated by with respect to the
structural axes. Assuming the angle between the orthogonal material axes and the
structural axes is θ , the stress-strain matrix is given by [E] = [T (θ)][Ê][T (θ)]T ,
where

[T (θ)] =
⎡

⎣
cos2 θ sin2 θ −2 sin θ cos θ
sin2 θ cos2 θ 2 sin θ cos θ

sin θ cos θ −sinθ cos θ cos2 θ − sin2 θ

⎤

⎦ .

Orthotropic plane stress:

[Ê] = 1

(1− ν12ν21)

⎡

⎣
E1 ν12E1 0

ν21E2 E2 0
0 0 (1− ν12ν21)G12

⎤

⎦ .

Note here that the condition

ν12E1 = ν21E2 (8.44)

must be required in order to yield a symmetric [E].
Orthotropic plane strain:

[Ê] = 1

Λ

⎡

⎣
(1− ν23ν32)E1 (ν12 + ν13ν32)E1 0
(ν21 + ν23ν31)E2 (1− ν13ν31)E2 0

0 0 ΛG12

⎤

⎦ .

Here Λ = (1 − ν13ν31)(1 − ν23ν32) − (ν12 + ν13ν32)(ν21 + ν23ν31). Furthermore,
the following conditions,

ν12E1 = ν21E2, ν13E1 = ν31E3, ν23E2 = ν32E3,

must be satisfied, which leads to a symmetric [E].
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An reasonable good approximation for the shear modulusG12 in orthotropic case
is given by [10] as

1

G12
≈ (1+ ν21)

E1
+ (1+ ν12)

E2
. (8.45)
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Chapter 9
Adaptive Tree Approximation with Finite
Element Functions: A First Look

Andreas Veeser

Abstract We provide an introduction to adaptive tree approximation with finite
element functions over meshes that are generated by bisection. This approximation
technique can be seen as a benchmark for adaptive finite element methods, but may
be also used therein for the approximation of data and coarsening. Correspondingly,
we focus on approximation problems related to adaptive finite element methods,
the design and performance of algorithms, and the resulting convergence rates,
together with the involved regularity. For simplicity and clarity, these issues are
presented and discussed in detail in the univariate case. The additional technicalities
and difficulties of the multivariate case are briefly outlined.

9.1 Introduction and Motivation

The approximate numerical solution of partial differential equations (PDEs) is
ubiquitous in applications. Of course, the balance of quality and cost of the
approximate solutions is of primary interest. Adaptive techniques tailoring the
discretization to a given solution often improve this balance, in certain cases even
dramatically.

The adaptive solution of PDEs in particular replaces a possibly complicated
target function (the PDE solution) by a simple one (the numerical solution). If the
target function is known, this corresponds to adaptive approximation. Apart from
being of interest by its own, adaptive approximation is of great interest for the
adaptive solution of PDEs, because it

• allows to study aspects of adaptivity without the difficulty that the target function
is unknown,

• can be viewed as a benchmark for adaptive solution,
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• may be used for data approximation and coarsening and, thus, may be a part of
adaptive solution,

• should appear as a special case of adaptive solution.

Finite element methods are a well-established and successful technique for the
numerical solution of PDEs. Here we shall consider adaptive tree approximation,
which is the counterpart of adaptive finite element methods that are based upon
mesh refinement with a tree structure. There are several surveys for such adaptive
finite element methods, e.g. [9, 20, 21, 25]. However, they do not provide much
information about adaptive tree approximation. This contribution intends to fill this
gap, in the spirit of the primer [20] and focusing on aspects related to the adaptive
solution of PDEs.

9.2 Finite Elements and Bisection

Our interest in adaptive tree approximation is motivated by adaptive finite element
methods with bisection. In this section we illustrate this motivation by presenting,
in a very simple framework, a finite element method, mesh refinement by bisection,
and related approximation problems.

9.2.1 A Finite Element Method

Let us consider the following simple boundary value problem:

− u′′ = f in (0, 1), u(0) = 0, u′(1) = 0. (9.1)

In order to choose a weak formulation, let ϕ be a test function of a space V to
be determined. Multiply the differential equation in (9.1) by ϕ, integrate over the
domain (0, 1), and integrate by parts the left-hand side. Assuming V ⊂ {v | v(0) =
0}, we arrive at the problem

find u ∈ V such that ∀ϕ ∈ V
ˆ 1

0
u′ϕ′ = 〈f, ϕ〉. (9.2)

We let H 1(0, 1) denote the Sobolev space of functions whose derivative are square-
integrable and set

V = {v ∈ H 1(0, 1) | v(0) = 0}.

Here the point value v(0) is well-defined due to the embeddingH 1(0, 1) ⊂ C0[0, 1],
where C0[0, 1] stands for the set of all functions that are continuous in [0, 1]. It is
well known that the left-hand side of the variational equation in (9.2) is a scalar
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product on V and its induced norm is

‖v‖V := ‖v′‖(0,1) where ‖w‖(0,1) :=
(ˆ 1

0
|w|2

) 1
2

. (9.3)

Consequently, the Riesz representation theorem implies that problem (9.2) is well-
posed according to Hadamard for any functional f ∈ V ∗ in the (topological) dual
space of V .

We are interested in the adaptive approximate solution of (9.2) and the adaptive
approximation of some function in V , where, in both cases, the approximation
quality is measured with (9.3). The approximants are constructed by means of
meshes and adaptivity is based upon a particular form of mesh refinement. Before
discussing the refinement technique, it is useful to consider the approximants over a
fixed mesh. Let

0 = x0 < x1 < · · · < xn−1 < xn = 1,

which induces the mesh

M := {[xi−1, xi] | i = 1, . . . , n}

and the finite-dimensional linear spaces

P1(M) := {v ∈ L∞(0, 1) | ∀K ∈ M v|K ∈ P1},
V (M) := {v ∈ P1(M) | v ∈ C0[0, 1], v(0) = 0}.

Since V (M) ⊂ V , we can associate with M the Galerkin approximation

UM ∈ V (M) such that ∀ϕ ∈ V (M)

ˆ 1

0
U ′Mϕ′ = 〈f, ϕ〉. (9.4)

Céa’s lemma then shows that the error of the approximate solution UM coincides
with the best error when approximating u ∈ V with functions from V (M):

‖u′ − U ′M‖V = inf
v∈V (M)

‖u′ − v′‖V . (9.5)

9.2.2 Error Localizations

Adaptive or local mesh refinement aims at tailoring the mesh to a specific target
function, thereby changing the local approximation properties of the discrete space.
The following result links global and local best errors.
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Lemma 9.1 (Best Error Localization) For any function u ∈ V and any mesh M
of the interval (0, 1), we have

inf
v∈V (M)

‖u′ − v′‖(0,1) =
(
∑

K∈M
inf
p∈P1

‖u′ − p′‖2
K

) 1
2

.

Proof Let us start by deriving a necessary condition on local best approximations.
Given any elementK ∈ M , suppose that pK ∈ P1 is a best approximation on K , i.e.
‖u′ −p′K‖K = infp∈P1 ‖u′ −p′‖K . If we square this equality, the objective function
is quadratic in p and therefore pK ∈ P1 is a best approximation on K if and only if

∀p ∈ P1

ˆ
K

(u′ − p′K)p′ = 0. (9.6)

Since p′ is constant for any p ∈ P1, the fundamental theorem of calculus shows that
this is in turn equivalent to

0 = [
u(xi)− pK(xi)

]− [u(xi−1)− pK(xi−1)
]

for K = [xi−1, xi]. Consequently, the best approximations on the element K are
given by

pK(xi−1) = u(xi−1)+ cK, and pK(xi) = u(xi)+ cK,

where cK ∈ R is a free constant. Remarkably, choosing cK = 0 for all elements
K ∈ M corresponds to the Lagrange interpolant IM which is characterized by

∀i = 0, . . . , n IMu(xi) = u(xi)

and is in V (M) for u ∈ V . Moreover, summing (9.6) over all mesh elements yields
that IMu is the best approximation in V (M) to u ∈ V . We thus conclude by the
identities

inf
v∈V (M)

‖u′ − v′‖(0,1) = ‖u′ − (IMu)
′‖(0,1) =

(
∑

K∈M
‖u′ − (IMu)

′‖2
K

) 1
2

=
(
∑

K∈M
inf
p∈P1

‖u′ − p′‖2
K

) 1
2

.

��
Since the best approximation in V (M) is unique, the preceding proof and Céa’s

lemma (9.5) show that the approximate solution UM coincides with the Lagrange
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interpolant IMu of the exact solution. An alternative proof of this fact can be
based upon the Green function; see, e.g., Brenner/Scott [8, Section 0.7]. That proof
however does not reveal that the local pieces of the Lagrange interpolant are also
best approximations.

Let us now see that we have a result of the same flavor without referring to the
exact solution u in the localization.

Lemma 9.2 (A Posteriori Error Analysis) For any functional f ∈ V ∗ and any
meshM of the interval (0, 1), the distance between the solutions u and UM to (9.2)
and (9.4) satisfies

‖u′ − U ′M‖V =
(
∑

K∈M
‖f ‖2

H−1(K)

) 1
2

,

where

‖f ‖H−1(K) := sup
ϕ∈H 1

0 (K),‖ϕ′‖K=1

〈f, ϕ〉

is a local dual norm.

Proof We deliberately present a proof that does not start with Lemma 9.1 but
connects to a posteriori error analysis. Given any test function ϕ ∈ V , the definition
of the solution u yields

ˆ 1

0
(u′ − U ′M)ϕ′ = 〈f, ϕ〉 −

ˆ 1

0
U ′Mϕ′ =: 〈RM, ϕ〉, (9.7)

where the residual RM does not involve the exact solution u. Moreover, the residual
RM simplifies to

〈RM, ϕ〉 = 〈f, ϕ〉 −
ˆ 1

0
U ′Mϕ′ = 〈f, ϕ − IMϕ〉 −

ˆ 1

0
U ′M(ϕ − IMϕ)

′

= 〈f, ϕ − IMϕ〉 −
n∑

i=1

(
[
U ′M(ϕ − IMϕ)

]xi
xi−1

−
ˆ xi

xi−1

U ′′M(ϕ − IMϕ)

)

= 〈f, ϕ − IMϕ〉
(9.8)

in view of the definition of UM , elementwise integration by parts, UM ∈ P1(M),
and ϕ(xi)− IMϕ(xi) = 0 for all i = 0, . . . , n.

Fix any mesh element K ∈ M , denote by 〈·, ·〉K the duality pairing associated
with H 1

0 (K) and let ϕK ∈ H 1
0 (K) ⊂ V such that ‖ϕ′K‖K = 1. The identity

IMϕK = 0, the representation formula (9.8) and the relationship (9.7) imply the
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local representation formula:

〈f, ϕK 〉K = 〈f, ϕK − IMϕK 〉K = 〈RM, ϕK〉K =
ˆ
K

(u′ − U ′M)ϕ′K.

Since (u− UM)|K = (u− IMu)|K ∈ H 1
0 (K), we deduce

‖f ‖H−1(K) = sup
ϕ∈H 1

0 (K),‖ϕ′‖K=1

ˆ
K

(u− UM)
′ϕ′K = ‖u′ − U ′M‖K.

Consequently, the claimed identity follows from squaring, summing over all mesh
elements K ∈ M and ‖v‖2

(0,1) =
∑

K∈M ‖v‖2
K . ��

The proofs of Lemmata 9.1 and 9.2 are based upon special features of prob-
lem (9.1) and its discretization (9.4). However, similar results can be shown for
various well-posed problems. Then

• the equalities are often replaced by equivalences and
• the local dual norms usually depend also on the approximate solution UM .

Thus, for both adaptive approximation and adaptive solution, the error can be split
into local contributions, which may be used to guide the adaptive choices.

For this purpose, these local contributions should be computationally acces-
sible. While the local best error infp∈P1 ‖u′ − p′‖K corresponds to a discrete
optimization which can be approximated by means of numerical integration, the
indicator ‖f ‖H−1(K) corresponds to an infinite-dimensional optimization and so its
accessibility is in general less clear and will depend in general on a priori knowledge
of the functional f . We illustrate this by relating to the more common form of the
so-called element residual.

If f has additional regularity, for example, at least f ∈ L2(0, 1), then the
Poincaré-Friedrichs inequality

∀ϕ ∈ H 1
0 (K) ‖ϕ‖K ≤ hK

π
‖ϕ′‖K

with hK := length of K implies

‖f ‖H−1(K) ≤
hK

π
‖f ‖K. (9.9)

The right-hand side can be approximated with the help of numerical integration,
supposing, for example, that f has point values. One thus may consider the
surrogate indicator

hK

π
‖f ‖K (9.10)
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instead of ‖f ‖H−1(K). It is worth noting that, although (9.9) is sharp in that its
constant cannot be improved, it may however entail overestimation. To see this,
consider the element K = (0, hK) and recall that the eigenfunctions

ϕl(x) :=
√

2

hK
sin

(
lπ

hK
x

)

, x ∈ K, l ∈ N,

of the 1-dimensional Laplacian with homogeneous Dirichlet boundary values
on K are a complete orthonormal system in L2(K) and orthogonal in H 1

0 (K).
Consequently, writing cl =

´
K
fϕl for l ∈ N, we have

‖f ‖2
K =

∞∑

l=1

c2
l and ‖f ‖H−1(K) =

∞∑

l=1

hK

lπ
c2
l .

Hence, if f = ϕ1, then we have equality in (9.9) and the more f is oscillatory
or contains oscillatory modes, the more severe the overestimation is. These obser-
vations suggest that the local quantity to be approximated is ‖f ‖H−1(K), while
π−1hK‖f ‖K is just one possible choice for a surrogate, under the assumption
f ∈ L2(0, 1) and with the aforementioned drawbacks.

9.2.3 Adaptive Mesh Refinement with Bisection

The section introduces bisection and presents associated algorithms for adaptive
approximation and adaptive solution.

This mesh refinement technique is characterized by the following basic opera-
tion. Given an element or interval K = [a, b], we let

bisect(K) := {[a,m], [m, b]} with m = 1

2
(a + b),

which bisects K , i.e., subdivides it into two intervals of equal length. Given a mesh
M and some element K ∈ M ,

refine(M,K) := (
M \ {K}) ∪ bisect(K) (9.11)
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outputs a new mesh, where the element K is replaced by the two intervals bisecting
it. We then may consider the following algorithm for mesh refinement:

M1 := (0, 1); n := 1;
while (n < N)

mark some Kn ∈ Mn;
Mn+1 := refine(Mn,Kn);
n := n+ 1;

end while

(9.12)

where the rule for mark has to be specified and the cardinality of #Mn = n

coincides with the iteration count.
Let us first discuss the class of generated meshes and then present two examples

for the marking rule.
The arising elements are the dyadic intervals of (0, 1). More precisely, for any

n < N and K ∈ Mn, there exist % ∈ N0 and k ∈ {1, . . . , 2%} such that K =
[(k− 1)2−%, k2−%]. Conversely, any dyadic interval can be generated by means of a
suitable marking rule for sufficiently large N .

It will be convenient to exploit the tree structure of the dyadic intervals of (0, 1).
Before specifying it, let us recall a few notions around binary trees. A binary tree
T is a directed graph in which every node has at most two children and, except for
the root, a unique parent. The tree T is (in)finite, whenever its cardinality #T is
(in)finite. If every node in T has either 0 or 2 children, it is called full. The nodes
with at least one child are the internal nodes of T , while those with 0 children
are leaves and collected in L(T ). An ancestor of a node K is either the parent or
(recursively) an ancestor of the parent. We let A(K) denote the set of all ancestor
of K . Similarly, we define a descendant of K as either a child of K or (recursively)
a descendant of a child of K and write D(K) for all descendants. A subtree of T is
subset of T that is itself a tree.

The dyadic intervals of (0, 1) form an infinite full binary tree T∞, where the
interval (0, 1) is the root and, for any dyadic interval or node K , its two children are
given by bisect(K). There is a one-to-one correspondence between the meshes
that can be generated by Algorithm (9.12) and the subtrees in

T := {T | T is a finite, full subtree of T∞ with root (0, 1)}

In fact, given such a mesh M , then the set T := ∪K∈MA(K) of all ancestors of its
elements forms a subtree T ∈ T and, vice versa, given T ∈ T, its leaves M = L(T )

are a mesh that can be generated by means of a suitable marking rule. Notice that
T records the bisections generating the mesh M from (0, 1), in a manner which
respects their hierarchy but otherwise ignores the order in which they occurred. In
summary, bisection meshes, i.e. meshes that can be generated by Algorithm (9.12),
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are given by

B(0, 1) := {L(T ) | T ∈ T}. (9.13)

We now give an example for the marking rule in Algorithm (9.12). Suppose
the target function u is known. Then the local best errors in Lemma 9.1 can be
considered accessible. In order to devise a marking criterion, observe that the
Poincare-Wirtinger inequality

∀v ∈ H 1(K) with
ˆ
K

v = 0 ‖v‖K ≤ hK

π
‖v′‖K

leads to the a priori bound

ε(K) := inf
p∈P1

‖u′ − p′‖K =
∥
∥
∥
∥u
′ − 1

|K|
ˆ
K

u′
∥
∥
∥
∥ ≤

hK

π
‖u′′‖K.

Similarly to (9.9), this bound may be accurate but may also overestimate, where
the former will hold asymptotically under suitable assumptions. Interestingly, if it
applies and it is accurate before and after bisection in that

ε(K) ≈ hK‖u′′‖K and ε(Ki) ≈ hKi‖u′′‖Ki , i = 1, 2,

for {K1,K2} = bisect(K), we have

ε(K1)
2 + ε(K2)

2 ≈ 1

4
ε(K)2 (9.14)

thanks to hKi = 1
2hK for i = 1, 2. Hence, if (9.14) applies for all elements of

the current mesh, the larger is the local error on an element, the more the bisection
of that element reduces the global error. We are thus led to mark an element with
maximum local error:

mark some Kn ∈ Mn with ε(Kn) = max
K∈Mn

ε(K). (9.15)

This marking rule is called also greedy or maximum strategy.
Next, we turn to the case where the target function u is given only implicitly

by the boundary value problem (9.1). Lemma 9.2 suggests to use the local error
indicators

η(K) := ‖f ‖H−1(K), K ∈ T∞,

which are accessible through the data f . It is one of the particularities of prob-
lem (9.1) that ε(K) = η(K) for all K ∈ T∞ and so, in this special case, the only
difference between the two local quantities is their computation.
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In view of the similarities between Lemmata 9.1 and 9.2, one may use the
following counterpart of the marking rule (9.15): given a parameter θin(0, 1] and
an iteration counter j ,

mark the subset M̂j := {K ∈ Mj | η(K) ≥ θ max
K ′∈Mj

η(K ′)}. (9.16)

The use of the parameter θ and a subset for elements to be bisected is motivated by
the following fact. In general, the computation of the local error indicators requires
to solve the discrete problem and therefore the adaptive solution of boundary value
problems assumes the more involved structure

M1 := (0, 1); j := 1;
while (j < J )

Uj := solve(f,Mj );
{η(K)}K∈Mj := estimate(f,Mj ,Uj );
M̂j := mark

(
Mj , {η(K)}K∈Mj

);
Mj+1 := refine(Mj , M̂j );
j := j + 1;

end while,

(9.17)

where the module refine(M, M̂) is an iterative generalization of (9.11):

for K ∈ M̂
M := refine(M,K);

end for.

Since solve requires at least #Mj operations, we see that the total number of
operations is at least of order

∑J
j=1 #Mj . Marking always only one element leads

to #Mj = j and therefore to at least
∑J

j=1 j = 1
2J (J + 1) = 1

2 #MJ(1 + #MJ )

operations. Consequently, the optimal order #MJ for the cost is out of reach. If the
parameter θ < 1, then the strategy (9.16) allows for marking of several elements,
keeping the spirit of (9.15). There are other variants of the maximum strategy, e.g.,
the so-called bulk chasing introduced by Dörfler [15].

Let us conclude this section by classifying Algorithm (9.12) with (9.15),
an example for adaptive approximation with bisection, and Algorithm (9.17)
with (9.16), an example for adaptive solution with bisection. Both methods pick
approximants from the spaces

Vn =
⋃

M∈Bn
V (M) (9.18)
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where n ∈ N and Bn := {M ∈ B(0, 1) | #M ≤ n} with B(0, 1) from (9.13).
Indeed, the final approximant of (9.12) is in VN and the one of (9.17) is in V#MJ .
This observation suggests to compare the error of the approximants with the global
best errors

bn := inf
v∈Vn

‖u− v‖V . (9.19)

It is important to notice that, for n ≥ 3, the space Vn is not linear. To see this, we
set, for any dyadic interval K = [a, b] ∈ T∞,

ϕK(x) :=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

x − a

m− a
, x ∈ [a,m],

b − x

b −m
, x ∈ [m, b],

0, otherwise

with m = 1

2
(a + b) (9.20)

and observe

ϕ[0, 1
2n−1 ], ϕ[ 2n−1−1

2n−1 ,1] ∈ Vn, but ϕ[0, 1
2n−1 ] + ϕ[ 2n−1−1

2n−1 ,1] �∈ Vn. (9.21)

Hence, the aforementioned algorithms are examples of nonlinear approximation.

9.3 Abstract Adaptive Tree Approximation

Algorithm (9.12) with marking strategy (9.15) is an example of adaptive tree
approximation. Algorithms of this kind already appeared in Birman/Solomjak [7].
A groundbreaking twist to design and theory of such algorithms was Binev/DeVore
[4] and Binev [3]. These two works have strongly influenced our presentation and
are represented by Theorem 9.2.

9.3.1 Setting, Goal, and Examples

We first introduce a setting for adaptive tree approximation. There are the following
two ingredients:

• a ‘master tree’ T∞ in which every node has exactly two children and, except the
root K∗, one parent,

• a function e : T∞ → R
+
0 assigning an ‘error’ to each node or element of the

master tree.
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We consider only a binary master tree instead of k-ary one, because all our examples
are based upon bisection. The infinite tree T∞ and e induce the ‘meshing trees’

T := {T | T is a finite, full subtree of T∞ and T $ K∗},
the ‘global errors’

E(T ) :=
∑

K∈L(T )

e(K),

for T ∈ T, and the ‘best global errors’

bn := inf
T ∈T,#L(T )≤n

E(T ). (9.22)

The best errors bn and best meshing trees, i.e. trees T 
 ∈ T with #L(T 
) ≤ n and
E(T 
) = bn, can be found by exploring all possibilities. Let us get an idea about
the number of competing meshing trees. To this end, recall that

#T = 2#L(T )− 1 (9.23)

for any finite full binary tree and that there is a one-to-one correspondence between
meshing trees with exactly n leaves and not necessarily full binary trees with n− 1
nodes. In view of the recursion formula for Catalan numbers, the number of latter is
the Catalan number Cn−1, where

Cn = (2n)!
(n+ 1)! n! ≈

4n√
π n3/2

as n→∞,

and the asymptotic equivalence is a consequence of Stirling’s approximation.
Consequently, even if we suppose that the research can be restricted to meshing
trees with exactly n leaves, the number of possibilities grows exponentially with n.

We are interested in a cheaper alternative, with a growth of the number of
operations close to the minimal order. Hereafter the evaluations of e are counted
with unit cost. To obtain such an improvement, we shall rely on additional properties
of e and relax the notion of best errors/meshing trees. More precisely, we shall use
algorithms of the form

T1 := {K∗}; n := 1;
while (n < N)

mark some Kn ∈ L(Tn);
let Tn+1 be the smallest tree in T containing T and the children of Kn;
n := n+ 1;

end while
(9.24)
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and aim at devising marking strategies ensuring the following two objectives under
suitable assumptions on e: a total operation count close to O(N) and

E(TN) ≤ Cb%N/C&, (9.25)

where %·& indicates the floor function and C ≥ 1 is independent of N . In this case
TN is a near best meshing tree.

In what follows, we shall use three ‘running’ examples. The first two immediately
arise from the discussion in Sect. 9.1, while the third one is motivated by oscillation
in multidimensional a posteriori analyses. In all three examples, the master tree T∞
is given by the dyadic intervals of the unit interval (0, 1). Thus the meshing trees T
correspond to B(0, 1) from (9.13) and Algorithm (9.24) is Algorithm (9.12).

Example 9.1 (H 1
0 -Approximation) Given any function u ∈ H 1

0 (0, 1), set

e(K) := inf
p∈P1

‖u′ − p′‖2
K

for any dyadic intervalK ∈ T∞. In view of the best error localization in Lemma 9.1,
we then have

E(T ) =
(

inf
v∈V (L(T ))

‖u′ − v′‖V
)2

for any tree T ∈ T corresponding to a bisection mesh and the best global errors
in (9.22) coincide with those in (9.19).

Example 9.2 (Surrogate Indicator) Consider the model problem (9.1) with f ∈
L2(0, 1) and set

e(K) := h2
K‖f ‖2

K

for any dyadic interval K ∈ T∞. Then we have

E(T ) =
∑

K∈L(T )

h2
K‖f ‖2

K

for any tree T ∈ T corresponding to a bisection mesh. The global best errors
in (9.22) thus provide upper bounds for the errors of corresponding Galerkin
approximations (9.4). Moreover, Algorithm (9.24) combined with one Galerkin
solve on the final mesh can be viewed as an adaptive solution of (9.1) with the
surrogate indicator (9.10).
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Example 9.3 (Oscillation) Given a function f ∈ L2(0, 1), denote by f̄K :=
|K|−1

´
K f its mean value on the interval K and set

e(K) := h2
K‖f − f̄K‖2

K

for any dyadic interval K ∈ T∞. Then, for any tree T ∈ T corresponding to a
bisection mesh,

E(T ) =
∑

K∈L(T )

h2
K‖f − f̄K‖2

K

is the so-called oscillation of f on L(T ). Such a term typically spoils the
equivalence of error and a posteriori error estimator and thus represents a defect
of the a posteriori analysis or estimator. In this case, Algorithm (9.24) aims at
constructing bisection meshes that effectively reduce this defect.

9.3.2 Local Error Reduction and Maximum Strategy

We have motivated the maximum strategy (9.15) by the approximate local reduc-
tion (9.14). It is the purpose of this section to show that this combination indeed
leads to near best approximations.

In the setting of the previous section, the maximum strategy becomes

mark some Kn ∈ L(Tn) with e(Kn) = max
K∈L(Tn)

e(K). (9.26)

If we organize the created nodes, e.g., in a heap, the total number of operations
can be kept within O(N logN). The logarithmic factor can be avoided if we
organize the created nodes in dyadic bins and mark elements Kn such that
e(Kn) ≥ 1

2 maxK∈L(Tn)
e(K). This slightly modified marking rule leads only to

minor changes in what follows.
We say that e is monotone whenever we have the following: if K ∈ T∞ is any

element and K1, K2 are its children, then

e(K1)+ e(K2) ≤ αe(K) (9.27)

with α = 1. If we can choose even α ∈ [0, 1), we say that e reduces locally with
factor α.

Applying Algorithm (9.24) with strategy (9.26) to Example 9.1 gives Algo-
rithm (9.12) with strategy (9.15). The errors of Example 9.1 are monotone but may
not reduce locally. The monotonicity readily follows from

e(K1)+ e(K2) = inf
p∈P1

‖u′ −p′‖2
K1
+ inf

p∈P1
‖u′ −p′‖2

K2
≤ inf

p∈P1
‖u′ −p′‖2

K = e(K).
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To see that local reduction in general does not hold, we first observe that, if K =
[a, b] is a dyadic interval and m = 1

2 (a + b), then ϕK from (9.20) satisfies

ϕ′K =
2

|K| 1
2

HK where HK(x) :=

⎧
⎪⎪⎨

⎪⎪⎩

|K|− 1
2 , x ∈ [a,m],

−|K| 1
2 , x ∈ [a,m],

0, x �∈ K,
(9.28)

is the Haar function of K . Notice also that HK has mean 0 and is L2-normalized on
any interval containingK , i.e. for any ancestor of K . Consider now Example 9.1 for
u = ϕK0 ∈ H 1

0 (0, 1), whereK0 is any dyadic interval with |K0| < 1/4. Let K be an
ancestor but not a parent of K0. Then one of the children K1, K2 is also an ancestor
of K0 and so we have

e(K) = inf
p∈P1

‖u′ − p′‖2
K =

4

|K0|‖HK0‖2
K =

4

|K0| = e(K1)+ e(K2).

Hence, inequality (9.27) holds in general only with α = 1 for Example 9.1.
However, the errors in Examples 9.2 and 9.3 satisfy (9.27) with α = 1

4 thanks to
the meshsize reduction

∀i = 1, 2 hKi =
1

2
hK. (9.29)

In the case of Example 9.2, we have even equality. We shall not exploit here this
special feature, which, e.g., does not hold for Example 9.3. In fact, if f = HK , the
bisection of the dyadic interval K into K1 and K2 yields a complete elimination of
the error:

e(K) = h2
K‖f − f̄K‖2

K = h2
K‖HK‖2

K = |K|2 and e(K1) = 0 = e(K2).

Let us now turn to the task that local error reduction and maximum strategy
ensure that the output tree TN of (9.24) is near best. This requires to bound the global
error E(TN) in terms of the best error bm for some suitable m ≤ n. To this end, we
take a best meshing tree T 


m ∈ T with #L(T 

m) ≤ m and E(T 


m) = bm and handle the
contributions to E(TN) depending on their relationship to T 


m. If a leaf K ∈ L(TN)

of the final tree happens to be also a leaf of the best meshing tree T 

m, no estimation

is necessary. For leaves of TN that are leaves of T 

m or descendants thereof, we shall

use the following consequence of (9.27), which holds for all α ∈ [0, 1] and follows
from binary tree induction (see below): if T is any finite subtree of T∞ rooted at K ,
then

∑

K ′∈L(T )

e(K ′) ≤ e(K). (9.30)
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The remaining, critical leaves of TN are ancestors of leaves in the best meshing tree
T 

m. For these leaves, we shall use two auxiliary statements: the first one hinges on

local error reduction, while the second one relies on monotonicity and the maximum
strategy.

Lemma 9.3 (Error Below a Node) Let T be any finite subtree of T∞, with root
K . Then local reduction for e with α ∈ (0, 1) implies

∑

K ′∈T
e(K ′) ≤ e(K)

1− α
.

It is important to note that here the sum involves the whole tree and not only its
leaves as in (9.30). If the master tree T∞ is given by dyadic intervals, the intervals
involved in the sum may overlap and the number of the overlapping layers is not
bounded.

Proof We use a binary tree induction to prove

∑

K ′∈T
e(K ′) ≤ e(K)

(
#T−1∑

i=0

αi

)

, (9.31)

which implies the claim thanks to
∑∞

i=0 α
i = (1−α)−1. If #T = 1, then (9.31) is an

equality and, if #T = 2, it follows from the positivity of e and (9.27). To prove the
induction step, assume that #T = n + 1 and that (9.31) holds for all finite subtrees
with cardinality ≤ n. Let K1 and K2 denote the children of the root K of T and
write Ti for the subtree consisting of all descendants of Ki in T . Then #Ti ≤ n and
applying (9.31) to Ti , i = 1, 2, and (9.27) yield

∑

K ′∈T
e(K ′) ≤ e(K)+

∑

K ′∈T1

e(K ′)+
∑

K ′∈T2

e(K ′)

≤ e(K)+
(
n−1∑

i=0

αi

)
(
e(K1)+ e(K2)

)

≤ e(K)+
(

n∑

i=1

αi

)

e(K) =
(

n∑

i=0

αi

)

e(K).

��
Lemma 9.4 (Internal Errors) Assume that e is monotone and that the maximum
strategy (9.26) is used in Algorithm (9.24). Then any internal nodeK ∈ TN \L(TN)
of the output tree satisfies e(K) ≥ maxK ′∈L(TN )

e(K ′).

Proof We first show that tn := maxK ′∈L(Tn)
e(K ′) is decreasing in n = 1, . . . , N .

Fix n ∈ {1, . . . , N−1} and letKn,1 and Kn,2 denote the children ofKn. Then (9.27)
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implies max{e(Kn,1), e(Kn,2)} ≤ e(Kn), whence

tn+1 = max
K ′∈L(Tn+1)

e(K ′) = max{e(Kn,1), e(Kn,2), max
K ′∈L(Tn)\{Kn}

e(K ′)}

≤ max
K ′∈L(Tn)

e(K ′) = tn.

LetK ∈ TN \L(TN) be an internal node of TN . Then there exists n ∈ {1, . . . , N−1}
such that Kn = K . Consequently, the monotonicity of n �→ tn gives

e(K) = e(Kn) = tn ≥ tN = max
K ′∈L(TN )

e(K ′).

��
After these preparations, we are ready for the main result of this section.

Theorem 9.1 (Local Reduction and Maximum Strategy) Assume that e reduces
locally with factor α ∈ (0, 1) and use the maximum strategy (9.26) in Algo-
rithm (9.24). Then the output tree TN satisfies

E(TN) ≤ 1

1− α

N

min
m=1

(
N

N −m+ 1
bm

)

.

Proof Let m ≤ N and take a meshing tree T 

m ∈ T such that #L(Tm) ≤ m and

E(T 

m) = bm. We subdivide the leaves L(TN) of the output tree into two groups:

L1 := L(TN) ∩
(
T 

m \L(T 


m)
)

and L2 := L(TN) \ L1.

Let us consider first L2. An element in L2 is either a leaf of T 

m or a descendant

thereof. Thus, if we define L
 := L(T 

m)∩TN and denote by TK
 the largest subtree

of TN rooted at K
 ∈ L
, we can write

L2 =
⋃

K
∈L

L(TK
).

This representation, inequality (9.30), and E(T 

m) = bm yield

∑

K∈L2

e(K) =
∑

K
∈L


∑

K∈L(TK
)

e(K) ≤
∑

K∈L

e(K
) ≤ bm. (9.32)

If L1 is empty, this implies E(TN) ≤ bm ≤ N/(N −m+ 1)bm.
It remains to consider the critical case L1 �= ∅. Writing tN = maxK∈L(TN )

e(K)

and recalling (9.23), we have

∑

K∈L1

e(K) ≤ #L1 tN ≤ #
(
T 

m \ L(T 


m)
)
tN ≤ (m− 1)tN . (9.33)



266 A. Veeser

Since we are using the maximum strategy (9.26), we can apply Lemma 9.4 to obtain
e(K) ≥ tN for any internal node K ∈ TN \ L(TN). We shall use this to deduce a
lower bound of E(T ∗m) in terms of tN . Writing T̃K
 := TK
 \L(TK
), we obtain the
following representation of internal nodes of TN which are not internal to T 


m:

D := (
TN \ L(TN)

) \ (T 

m \L(T 


m)
) =

⋃

K
∈L

T̃K
.

Thus, Lemma 9.3 provides

#D tN ≤
∑

K
∈L


∑

K∈T̃K

e(K) ≤ 1

1− α

∑

K
∈L

e(K
) ≤ bm

1− α
. (9.34)

In order to determine #D, we notice that if allm−1 internal nodes of T 

m are internal

to TN , then L1 is empty. Since we consider the case L1 �= ∅, there are at most m−2
nodes internal to T 


m and TN and we have #D ≥ (N − 1)− (m− 2) = N −m+ 1.
Inserting this inequality in (9.34) and recalling (9.33), we arrive at

∑

K∈L1

e(K) ≤ m− 1

N −m+ 1

bm

1− α
. (9.35)

Finally, combining the two bounds (9.32) and (9.35) for two types of leaves of
TN , we conclude the claimed inequality

E(TN) =
∑

K∈L1

e(K)+
∑

K∈L2

e(K) ≤ N

N −m+ 1

bm

1− α
.

��
In light of our discussion at the beginning of this section, we readily have the

following applications of Theorem 9.1.

Corollary 9.1 (Surrogate Indicator and Oscillation) Applying Algorithm (9.24)
with the maximum strategy (9.26) to Examples 9.2 and 9.3 generates output trees
with

E(TN) ≤ 4

3

N

min
m=1

(
N

N −m+ 1
bm

)

.

In the next section, we shall see that the success of the maximum strategy in these
examples hinges on meshsize reduction.
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9.3.3 Bare Local Error Monotonicity

The local errors of H 1
0 -approximation in Example 9.1 do not reduce locally. As

a consequence, Theorem 9.1 does not apply to this case. It is the purpose of this
section to provide a remedy.

Let us first see that this missing applicability of Theorem 9.1 is not just a
technical issue, but has a deeper reason.

Example 9.4 (Maximum Strategy for H 1
0 -Approximation) In the setting of Exam-

ple 9.1, consider the function

u = 2L/2−1ϕ[2L−1,1] + 2l/2−1
√

1− ε
∑

K⊂[0,1/2],|K |=2−l
ϕK,

where l, L ∈ N, ε ∈ (0, 1), ϕK is the hat function from (9.20), and the sum involves
only dyadic intervals. The function u thus consists of scaled hat functions of level l
in [0, 1/2] and one scaled hat function of level L in [1/2, 1]. The scalings are such
that its derivative is

u′ = H[2L−1,1] +
√

1− ε
∑

K⊂[0,1/2],|K |=2−l
HK,

where HK is the Haar function of K; see (9.28). In view of the properties of the
Haar functions, we have the following local errors

e(K) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1+ 2−%+1(1− ε), if K = K∗,
1, if K ⊃ [2L − 1, 1] and K �= K∗,
|K|
2l

(1− ε), if K ⊂ [0, 1/2],
0, otherwise.

Therefore, if we assume 0 < ε < 1
2 and N sufficiently big, Algorithm (9.24)

with the maximum strategy (9.26) refines, after the first bisection, in three stages as
follows. Due to 2(1− ε) > 1, first, 2l−1− 1 bisections are operated in [0, 1/2] such
that all leaf intervals, except [1/2, 1], have length 2l . Then L − 1 times the right-
most interval is bisected as 1 > 1− ε. Finally, the algorithm returns to [0, 1/2] and
reaches global error 0 after another 2l−1 bisections. Thus, terminating the algorithm
at the end of the second stage, the output tree TN satisfies

E(TN) = 2l−1(1− ε) and #L(TN) = 2l−1 + L− 1. (9.36)

An alternative way of refinement can be done in two stages after the first
bisection. First, operate 2l − 1 bisections in [0, 1/2] such that all leaf intervals,
except [1/2, 1], have length 2l+1. Then bisect L− 1 times the right-most interval to



268 A. Veeser

reach global error zero. Here, the tree T corresponding to the end of the first stage
satisfies

E(T ) = 1 and #L(T ) = 2l . (9.37)

The existence of (9.37) is not compatible with (9.36) being near best. In fact, for
any constant C in (9.25), we can choose L such that

#L(T ) = 2l ≤ (2l−1 + L− 1)

C
= #L(TN)

C
,

for all l. Consequently, (9.25) entails

2l−1(1− ε) = E(TN) ≤ CE(T ) = C,

which is a contradiction for sufficiently large l.

Notably, Example 9.4, slightly modified, and its conclusion apply also to adaptive
solution by Algorithm (9.17) with the marking strategy (9.16).

Example 9.4 shows that the use of the maximum strategy (9.26) in Algo-
rithm (9.24) does not ensure near best output trees if the local errors are barely
monotone. In other words: in this case, the only chance for near best output trees is
to modify the marking strategy. The following modification is due to Peter Binev;
see [3]. We first associate new quantities to the nodes by setting

ν(K∗) := e(K∗)

at the root K∗ and, assuming that ν is already defined for the parent K† of K ∈ T∞,

ν(K) :=

⎧
⎪⎨

⎪⎩

e(K)ν(K†)

e(K)+ ν(K†)
, if e(K)+ ν(K†) > 0,

0, otherwise.
(9.38)

The new marking strategy is then simply a maximum strategy on these new
quantities:

mark some Kn ∈ L(Tn) with ν(Kn) = max
K∈L(Tn)

ν(K). (9.39)

The number of operations with this new strategy is essentially the same as with the
original maximum strategy (9.26).

Let us now discuss first properties of ν and then prepare the proof of the
counterpart of Theorem 9.1. We have

∀K ∈ T∞ ν(K) ≤ e(K), (9.40)
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∀K ∈ T∞ \ {K∗} ν(K) ≤ ν(K†), (9.41)

and

∀K ∈ T e(K) = 0 ⇐⇒ ν(K) = 0 (9.42)

whenever e is monotone. Moreover, if e(K)+ ν(K†) > 0, then (9.38) implies

1

ν(K)
= 1

e(K)
+ 1

ν(K†)
, (9.43)

and, by induction, that

1

ν(K)
= 1

e(K)
+

∑

K ′∈A(K)

1

e(K ′)
. (9.44)

The last formula gives a first hint on the effects of ν. In Example 9.4, for a dyadic
interval K containing [2L − 1, 1], we have

ν(K) = e(K∗)
1+ | log2 |K|| e(K∗)

instead of e(K) = 1.

Similar changes apply to the other dyadic intervals. As a consequence, the three
stages with the original maximum strategy (9.26) become mixed with the new
strategy (9.39).

When we use the modified maximum strategy (9.39) in Algorithm (9.24), the
output tree is constructed in terms of ν, while we would like to deduce that it is near
best in terms of e. The necessary links are provided by the following two lemmas.

Lemma 9.5 (Upper Bound) Assume that the local errors e are monotone and let
T be a finite subtree of T∞ with root K∗. If ν(K) ≤ t for all leaves K ∈ L(T ) with
t ≥ 0, then

∑

K∈L(T )

e(K) ≤ #T t.

Proof Without loss of generality, we can eliminate all leaves of T with e(K) = 0.
Then the monotonicity of e ensures that e never vanishes on T . Exploiting also that
T contains the root K∗ of T∞, we have (9.44) for any leaf K ∈ L(T ). Multiplying
it with e(K)ν(K) yields the relationship

e(K) = ν(K)

⎛

⎝1+
∑

K ′∈A(K)

e(K)

e(K ′)

⎞

⎠ .
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Using ν(K) ≤ t and summing over all leaves, we get

∑

K∈L(T )

e(K) ≤ t

⎛

⎝#L(T )+
∑

K∈L(T )

∑

K ′∈A(K)

e(K)

e(K ′)

⎞

⎠ .

Thanks to the monotonicity of e, the inequality (9.30) applies and a reordering of
the sum provides

∑

K∈L(T )

∑

K ′∈A(K)

e(K)

e(K ′)
=

∑

K ′∈T \L(T )

1

e(K ′)
∑

K∈L(T )∩D(K ′)

e(K) ≤ #
(
T \ L(T )),

which finishes the proof. ��
Lemma 9.6 (Lower Bound) Assume that the local errors e are monotone and let
T be a finite subtree of T∞ with root K , not necessarily K∗. If ν(K) ≥ t for all
nodesK ∈ T with t ≥ 0, then

e(K) ≥ #T t.

Proof We can assume t > 0 without loss of generality and, by (9.40), e and ν never
vanish on T . We proceed by a double binary tree induction, one to show the claimed
inequality and another one to show an improved inequality if the parent K† exists.
If #T = 1, then the claimed inequality follows from (9.40):

e(K) ≥ ν(K) ≥ t .

If the parent K† exists, this can be improved with the help of (9.43) to

e(K) = ν(K)
e(K)

ν(K)
= ν(K)

(

1+ e(K)

ν(K†)

)

≥ t

(

1+ e(K)

ν(K†)

)

.

To show the induction steps, we denote by K1 and K2 the children K of T , write
Ti for the subtree consisting of all descendants of Ki in T , and assume that

e(Ki) ≥ t

(

#Ti + e(Ki)

ν(K)

)

. (9.45)

Then

e(K) = [
e(K1)+ e(K2)

] e(K)

e(K1)+ e(K2)

≥ t

(
(
#T1 + #T2)

e(K)

e(K1)+ e(K2)
+ e(K)

ν(K)

)

.

(9.46)
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Proceeding with the monotonicity of e and (9.40) yields

e(K) ≥ t (#T1 + #T2 + 1) = t#T ,

which corresponds to the claimed inequality. If the parent K† exists, we can exploit
also (9.43) for the last term in (9.46) and obtain

e(K) ≥ t

(

#T + e(K)

ν(K†)

)

,

which justifies assumption (9.45). Thus, the proof is complete. ��
Example 9.4 and the following theorem show that the modified maximum

strategy is superior to the original one.

Theorem 9.2 (Local Monotonicity and Modified Maximum Strategy) Assume
that e is monotone and use the modified maximum strategy (9.39) in Algo-
rithm (9.24). Then the output tree TN satisfies

E(TN) ≤
N

min
m=1

(
N

N −m+ 1
bm

)

Proof The proof is very similar to the proof of Theorem 9.1; we shall focus on the
differences.

Letm ≤ N , take a meshing tree T 

m ∈ T such that #L(Tm) ≤ m andE(T 


m) = bm,
and subdivide the leaves L(TN) of the output tree into two groups:

L1 := L(TN) ∩
(
T 

m \L(T 


m)
)

and L2 := L(TN) \ L1.

Since the argument in the proof of Theorem 9.1 concerning L2 involves neither the
strategy nor the reduction, we obtain as there

∑

K∈L2

e(K) ≤ bm (9.47)

and are left only with the case L1 �= ∅. We set tN = maxK∈L(TN )
ν(K) and let T be

the minimal tree with root K∗ and leaves L1. Since T ⊂ T 

m \ L(T 


m), Lemma 9.5
gives

∑

K∈L1

e(K) ≤ #T tN ≤ #
(
T 

m \ L(T 


m)
)
tN = (m− 1)tN , (9.48)

which establishes (9.33) for the modified maximum strategy. Moreover, thanks
to (9.41), Lemma 9.4 carries over to the modified maximum strategy and we have
ν(K) ≥ tN for any internal node K ∈ TN \L(TN). As in the proof of Theorem 9.1,
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we write

D := (
TN \ L(TN)

) \ (T 

m \ L(T 


m)
) =

⋃

K
∈L

T̃K
,

where we can take L
 = L(T 

m) ∩ (TN \L(TN)) and T̃K
 is the maximal subtree of

TN \ L(TN) rooted at K
 ∈ L
. Lemma 9.6 then provides

#D tN ≤
∑

K
∈L

e(K
) ≤ bm, (9.49)

which is an improvement of (9.34). Since #D ≥ N − m + 1, the two inequali-
ties (9.48) and (9.49) yield

∑

K∈L1

e(K) ≤ m− 1

N −m+ 1
bm.

Adding this inequality and (9.47) finishes the proof. ��
Theorem 9.2 implies in particular that Algorithm (9.24) with the modified

maximum strategy performs equally well for all examples of Sect. 9.3.1.

Corollary 9.2 (H 1
0 -Approximation, Surrogate Indicators, and Oscillation)

Applying Algorithm (9.24) with the modified maximum strategy (9.39) to
Examples 9.1–9.3 generates output trees with

E(TN) ≤
N

min
m=1

(
N

N −m+ 1
bm

)

.

Notice that the inclusion of H 1
0 -approximation is due to a necessary change of

the marking strategy.

9.4 Convergence Rates with Bisection

In the preceding section we have seen that Algorithm (9.24) with the modified
maximum strategy (9.39) fully exploits the approximation potential offered by 1-
dimensional bisection, whenever the local errors are monotone. This however says
nothing about the convergence speed for a given function, which would allow for
some comparison with other approximation methods.

To provide some information of this type, we derive convergence rates for
bisection. Results in this direction are already contained in Birman/Solomjak [7],
but here we shall focus on the approach of DeVore [10], see also DeVore [11,
Section 3.3].
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9.4.1 Convergence Speed and Quasi-Seminorms

We start by presenting the mathematical structure underlying convergence speed.
In light of Corollary 9.2, we are interested in quantifying the convergence of the
respective sequence

(
bn(u)

)
n

to 0, where, e.g.,

bn(u) = inf
v∈Vn

‖u− v‖V

with Vn from (9.18). We say that bn(u) converges to 0 with rate r > 0 whenever
there exists a constant C such that

∀n ∈ N bn(u) ≤ Cn−r . (9.50)

The best constant in this inequality is given by

|u|r := sup
n∈N

nrbn(u).

If all the spaces Vn were linear, every bn(u) and so |u|r would be seminorms in
u ∈ V and the functions with rate r would form a linear subspace of V given by the
condition |u|r <∞. However, at the end of Sect. 9.2.3, we have seen that Vn is not
linear for all n ≥ 3. Interestingly, the nonlinearity is confined by

∀n ≥ 3 Vn + Vn ⊂ V2(n−1). (9.51)

In fact, in view of (9.23), each function of Vn can be associated to a full binary tree
with 2n − 1 nodes comprising (0, 1), (0, 1/2) and (1/2, 1). Therefore, the sum of
two such functions is associated to a tree with 4n− 5 nodes and so 2(n− 1) leaves.
If u1, u2 ∈ V , then the inclusion (9.51) implies

inf
v∈V2(n−1)

‖u1 + u2 − v‖V ≤ ‖u1 + u2 − (v1 + v2)‖V ≤ ‖u1 − v1‖V + ‖u2 − v2‖V

for all v1, v2 ∈ Vn and so

inf
v∈V2(n−1)

‖u1 + u2 − v‖V ≤ inf
v∈Vn

‖u1 − v‖V + inf
v∈Vn

‖u2 − v‖V .

As a consequence, we obtain a triangle-like inequality

|u1 + u2|r ≤ 2r
(|u1|r + |u1|r

)
.

Since | · |r is also positively homogeneous, we say that | · |r is a quasi-seminorm.
Thus, the functions with rate r > 0 form a linear subspace of V , but, in general, the
constant in (9.50) may have to be given in terms of a quasi-seminorm.
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9.4.2 Smoothness Spaces with Maximal Functions

Convergence rates have to be established with the help of some kind of regularity.
In view of the preceding section, this amounts to finding a smoothness (quasi-)norm
that bounds, or is even equivalent to, | · |r . Here we shall use smoothness norms
allowing for p-integrability with p < 1 and involving maximal functions.

For 0 < p <∞, set

Lp(0, 1) :=
{

g : (0, 1)→ R | g measurable,
ˆ 1

0
|g|p <∞

}

with

‖g‖Lp :=
(ˆ 1

0
|g|p

) 1
p

,

which is a norm for p ≥ 1 and a quasi-norm for p < 1, with constant max{1, 2
1
p−1}

in the generalized triangle inequality.
Given g ∈ L1(0, 1), its maximal function of Hardy-Littlewood is defined by

Mg(x) := sup
x∈I⊂(0,1)

1

|I |
ˆ
I

|g|, x ∈ (0, 1). (9.52)

where the sup is taken over all subintervals I ⊂ (0, 1) containing x. In view of
Lebesgue’s differentiation theorem, this seminorm satisfies

|g(x)| ≤Mg(x)

for almost every x ∈ (0, 1) and

‖Mg‖L1 <∞ ⇐⇒
ˆ 1

0
|g|max{0, log |g|} <∞; (9.53)

see Theorem 6.7 in Bennett/Sharpley [2]. Thus, the requirement ‖Mg‖L1 <∞ is a
little bit more than g ∈ L1(0, 1), but less than g ∈ Lp(0, 1) for any p > 1. This is
also expressed by the inequalities

‖g‖L1 ≤ ‖Mg‖L1 ≤ c
p

p − 1
‖g‖Lp , (9.54)

where c > 0 is constant and the second inequality follows, e.g., from Theorem 6.7
and (6.14) in [2, Ch. 4].
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In order to have similar strengthening of g ∈ Lp(0, 1) for any p ∈ (0,∞) at our
disposal, we define

Mqg(x) :=
[
M(|g|q)(x)] 1

q = sup
x∈I⊂(0,1)

(
1

|I |
ˆ
I

|g|q
) 1

q

, x ∈ (0, 1), (9.55)

which is a (quasi-)seminorm.
There are more general constructions of maximal-type functions involving a

smoothness parameter s and integrability parameter p; see, e.g., DeVore/Sharpley
[13]. For our purposes, the following simple version of the flat (maximal) function
is sufficient. Given 0 < p <∞, s ∈ (0, 1], and g ∈ Lp(0, 1), define

g�s,p(x) := sup
x∈I⊂(0,1)

1

|I |s inf
c∈R

(
1

|I |
ˆ
I

|g − c|p
) 1

p

, x ∈ (0, 1).

The following relationship between g�s,p for different integrabilities will be useful.
For any q ∈ (0, p), the Hölder inequality and [13, Theorem 4.3] imply, for every
x ∈ (0, 1),

g�s,q(x) ≤ g�s,p(x) ≤ cMρ(g
�
s,q)(x) with ρ =

(

s + 1

p

)−1

, (9.56)

where c depends on s, q , and p.
Moreover, we set

Csp(0, 1) := {g ∈ Lp(0, 1) | g�s,p ∈ Lp(0, 1)}

with

|g|Cs

p
:= ‖g�s,p‖Lp , ‖g‖Cs

p
:= ‖g‖Lp + ‖g�s,p‖Lp,

which are (semi)norms for p ≥ 1 and quasi-(semi)norms for p < 1. We then have

∀p ∈ (1,∞) C1
p(0, 1) = W 1,p(0, 1),

where W 1,p(0, 1) is the space of functions whose first weak derivative is p-
integrable; see, e.g., [13, Theorem 6.2]. In other words: the spaces Csp provide a
fractional generalization of p-integrable weak derivative covering the whole range
of integrability, which corresponds to certain Triebel-Lizorkin spaces; see, e.g.,
Triebel [23]. This generalization is closely related with, but different from, the
fractional smoothness provided by Besov spaces Bs,q

p (0, 1): although

∀s ∈ (0, 1), p ∈ (0,∞) B
s,p
p (0, 1) ⊂ Csp(0, 1) ⊂ Bs,∞

p (0, 1), (9.57)
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see [13, (12.2) and (12.3)], there is no q ∈ [p,∞] such that Bs,q
p (0, 1) = Csp(0, 1)

due to [13, Corollary 7.4]. Moreover, it is worth mentioning that, if s ∈ (0, 1) and
0 < q < p <∞ such that s − 1

q
≥ − 1

p
, then [13, Theorem 12.5] shows

Csq (0, 1) ⊂ Lp(0, 1). (9.58)

9.4.3 Convergence Rates

The meshes generated by Algorithm (9.12) can gain in grading with growing
cardinality: indeed, given n ∈ N, we have

max
M∈B(0,1):#M≤n

maxK∈M hK

minK∈M hK
≤ 2n−2 for n ≥ 2.

This property leads to an advantage in the handling of singularities or, more
generally, to relatively weak smoothness assumptions for a given decay rage of
a best error. To quantify this advantage in the following results, we measure
smoothness with the flat function of the preceding section.

Theorem 9.3 (H 1
0 -Approximation) For any r > 0, the best H 1

0 -error in Vn
from (9.18) satisfies

inf
v∈Vn

‖u′ − v′‖V ≤ 2
1
p ‖(u′)�r,2‖Lp n−r ,

where p = ( 1
2 + r)−1.

Proof We need to construct suitable bisection meshes. To this end, we invoke
Algorithm (9.12) with the strategy

mark some Kn ∈ Mn with inf
p∈P1

‖u′ − p′‖Kn > t

where the threshold t > 0 will be specified later. Since u′ ∈ L2(0, 1), we have that

inf
p∈P1

‖u′ − p′‖K ≤ ‖u′‖K → 0 as |K| → 0 (9.59)

Thus, choosing N large enough, we arrive at a mesh Mt for which no element is
marked. Its global error satisfies

inf
v∈V (Mt )

‖u′ − v′‖V ≤
√

#Mt t. (9.60)
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Let us assume that the threshold t is so small that #Mt > 1. Then, each element
of the mesh Mt has a parent K† and, since K† was bisected, its local error has to
verify infp∈P1 ‖u′ − p′‖K† > t . Observe however that the parents overlap and that
this overlapping may become unbounded as #Mt grows. We handle it by means of
the flat function. Using that the mean value provides the best constant in L2, we
deduce

t < inf
p∈P1

‖u′ − p′‖K† =
(ˆ

K†

∣
∣
∣u′ − (u′)K†

∣
∣
∣
2
) 1

2 ≤ |K†| 1
2+r inf

K
(u′)�r,2,

where we restrict the inf to the overlapping-free mesh element K ∈ Mt . We note
1
2 + r = 1

p
, raise to the power p, and exploit |K†| = 2|K| to get

tp ≤ 2|K| inf
K
|(u′)�r,2|p ≤ 2

ˆ
K

|(u′)�r,2|p

Summing over all K ∈ Mt , we arrive at

#Mtt
p ≤

∑

K∈Mt

inf
p∈P1

‖u′ − p′‖p
K† ≤ 2‖(u′)�r,2‖pLp . (9.61)

Given n ∈ N, the choice

t = 2
1
p ‖(u′)�r,2‖Lp

n
1
p

yields #Mt ≤ n and, with the help of (9.60),

inf
v∈V (Mt )

‖u′ − v′‖V ≤ 2
1
p ‖(u′)�r,2‖Lp n

1
2− 1

p ,

which proves the claimed inequality. ��
The mixture of integrabilities in ‖(u′)�r,2‖Lp arises from the fact that the error

norm is L2-based, while p provides the correct summability in space. In any
case, these mixture can be avoided at the price of a possible small overestimation.
Indeed, (9.56) yields

|u′|Cr

p
= ‖(u′)�r,p‖Lp ≤ ‖(u′)�r,2‖Lp ≤ ‖Mp(u

′)�r,p‖Lp . (9.62)

Lemma 9.1 holds also without constraining the boundary values and so does
Theorem 9.3. This gives us the opportunity to compare bisection with other types of
mesh refinement by exploiting that the approximation of any function in H 1(0, 1)
by continuous piecewise functions corresponds to the approximation of any function
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in L2(0, 1) by piecewise constants. We consider the rates with respect to the number
of intervals.

Theorem 9.3 without boundary values ensures rate r ∈ (0, 1] if Mp(u
′)�r,p ∈

Lp(0, 1) with 1
p
= 1

2 + r . In light of (9.62), this is slightly stronger than u′ ∈
Crp(0, 1).

Classical non-adaptive meshes with intervals of equal length achieve rate 1 if and
only if u′ ∈ H 1(0, 1) = C1

2 (0, 1) and rate r ∈ (0, 1) if and only if u′ ∈ Br,∞
2 (0, 1);

see, e.g., [12, Ch. 12, Theorem 2.4]. The space Br,∞
2 (0, 1) is slightly bigger than

Hr(0, 1), which implies o(n−r )-convergence.
Meshes with arbitrary intervals or free breakpoints achieve rate r ∈ (0, 1) if

u′ ∈ B
r,p
p (0, 1), again with 1

p
= 1

2 + r; see [12, Ch. 12, Theorem 8.2]. Since that
theorem offers also an accompanying Bernstein inequality, this requirement is quite
sharp.

We thus see that, in order to ensure rate r , all three refinement techniques need
a ‘derivative of order r’. However, they differ in the required integrability of that
derivative. The embeddings in (9.57) and the characterization (9.53) suggest that
the integrability requirements of bisection and free breakpoints are very close. In
addition, considering also (9.58), these two adaptive techniques appear as almost
borderline cases. The difference in the integrability requirement between classical
global refinement and the two adaptive refinements grows with r and, for r = 1,
contrasts 2-integrability with 2

3 -integrability.
Let us illustrate these observations with an example.

Example 9.5 (Power Functions) Given any ρ > 1
2 with ρ �= 1, consider the

function

uρ(x) := 1

ρ
xρ, with derivative u′ρ(x) = xρ−1, x ∈ (0, 1).

The restriction on ρ gives exactly all powers ρ for which uρ ∈ H 1(0, 1)\P1. Using
the Poincaré inequality in every interval except the left-most for ρ ∈ ( 1

2 ,
3
2 ], we see

that the best error with classical global refinement decays like

⎧
⎪⎪⎨

⎪⎪⎩

n−1 if ρ > 3
2 ,

| logn| 1
2 n−1 if ρ = 3

2 ,

n−(ρ− 1
2 ) if ρ > 1

2 .

Since u′ρ ∈ H 1(0, 1) if and only if ρ > 3
2 and u′ρ ∈ B

s,∞
2 (0, 1) if and only if

ρ ≥ s − 1
2 , these rates are consistent with [12, Ch. 12, Theorem 2.4] and sharp.

Therefore, depending on ρ, the best error decay rate with classical global refinement
can be arbitrarily small.

We turn to bisection and analyze first the flat function (u′ρ)
�
1,2/3 with for ρ ∈

( 1
2 ,

3
2 ]. In this case u′ρ has its strongest variation close to 0 and therefore the critical
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intervals in the definition of the flat functions contain 0:

(u′ρ)
�

1, 2
3
(x) ≤ sup

b∈[x,1]
1

b

(
1

b

ˆ b

0

∣
∣yρ−1 − xρ−1

∣
∣

2
3 dy

) 3
2

,

where we take xρ−1 as approximating constant. We split the integral into the two
parts (0, x) and (x, b) and consider the critical part (0, x) first. For y ∈ (0, x), we
have

|yρ−1 − xρ−1| ≤ (ρ − 1)yρ−2(x − y) ≤ (ρ − 1)yρ−2x

and therefore, upon noting (ρ − 2) 2
3 > −1,

1

b

ˆ x

0

∣
∣yρ−1 − xρ−1

∣
∣

2
3 dy ≤ (ρ − 1)

2
3 x−

1
3

ˆ x

0
y(ρ−2) 2

3 dy = (ρ − 1)
2
3

(ρ − 2) 2
3 + 1

x(ρ−1) 2
3

Similarly, using

|yρ−1 − xρ−1| ≤ (ρ − 1)xρ−2(y − x) ≤ (ρ − 1)xρ−2b

for y ∈ (x, b), we obtain

1

b

ˆ b

x

∣
∣yρ−1 − xρ−1

∣
∣

2
3 dy ≤ (ρ − 1)

2
3 x(ρ−1) 2

3 .

Taking both parts together, we obtain

(u′ρ)
�

1, 2
3
(x) ≤ cρ sup

b∈[x,1]
1

b
xρ−1 ≤ xρ−2.

This entails

M 2
3
(u′ρ)

�

1, 2
3
(x) ≤ cρ

(
1

x

ˆ x

0
y(ρ−2) 2

3 dy

) 3
2 ≤ cρx

ρ−2

whence

‖M 2
3
(u′ρ)

�

1, 2
3
‖
L

2
3
<∞

for all ρ > 1
2 . Consequently, Theorem 9.3 ensures best error decay rate 1 for

bisection, irrespective of ρ. Since the approximation spaces with free breakpoints
are even larger, the same holds for them.
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Let us now explore the decay rates for upper bounds for best errors that may be
viewed as upper bounds of the best error analyzed in Theorem 9.3. Let us start with
the surrogate indicator hK‖f ‖K of Example 9.2. Here we can establish the error
decay rate 1 whenever the indicator is meaningful.

Lemma 9.7 (Surrogate Indicator) For f ∈ L2(0, 1), we have

inf
M∈Bn

(
∑

K∈M
h2
K‖f ‖2

K

) 1
2

≤ 2‖f ‖L2 n
−1.

Proof We mark elements in Algorithm (9.12) such that the resulting meshes are
almost uniform, i.e., such that, for all n ∈ N, we have maxK∈Mn hK/minK∈Mn hK ≤
2. The meshes are thus independent of f or ‘non-adaptive’. For any n ∈ N, we have
maxK∈Mn hK ≤ 2

n
and so

(
∑

K∈M
h2
K‖f ‖2

K

) 1
2

≤ 2‖f ‖L2 n−1.

��
If f = u′′ where u is the solution of (9.1), the assumption f ∈ L2(0, 1)

means u′ ∈ H 1(0, 1). Thus, Lemma 9.7 is consistent with the fact that there is
no advantage of adaptive refinement in terms of asymptotic speed if u′ ∈ H 1(0, 1).
More specifically, in the context of Example 9.5, the requirementu′′ = f ∈ L2(0, 1)
entails ρ > 3

2 and so excludes the cases where adaptive refinement is favorable in
terms of asymptotic convergence speed.

A partial remedy within functions of this disappointing result can be obtained
by using the alternative surrogate indicator h1/2

K ‖f ‖L1(K). This new indicator scales
like the original hK‖f ‖L2(K), but requires only f ∈ L1(0, 1) and is sharper. In fact,
in view of

∀ϕ ∈ H 1
0 (K) sup

K

|ϕ| ≤ ‖ϕ′‖L1(K) ≤ h
1/2
K ‖ϕ′‖L2(K),

we have

‖f ‖H−1(K) ≤ h
1/2
K ‖f ‖L1(K) ≤ hK‖f ‖L2(K).

Notice that, after applying numerical integration, both indicators are equivalent.

Proposition 9.1 (Modified Surrogate Indicator) For f ∈ L1(0, 1), we have

inf
M∈Bn

(
∑

K∈M
hK‖f ‖2

L1(K)

) 1
2

≤ c‖f ‖L1 n
−1.
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Proof The proof is along the lines of the proof of Theorem 3 in the primer [20].
This argument is similar to the proof of the above Theorem 9.3, but handles the
overlapping by means of a geometric series arising from the scaling factor h1/2

K . ��
Consequently, we have again the error decay rate 1 whenever the indicator is

meaningful. In the case that f = u′′, the weaker assumption f ∈ L1(0, 1) now
includes also cases where adaptive refinement leads to an improved asymptotic
convergence speed. In particular, for Example 9.5, Proposition 9.1 ensures error
decay rate 1 for ρ ∈ (1, 3

2 ]. Apart from its increased sharpness, these observations

substantiate that the surrogate indicator h1/2
K ‖f ‖L1(K) is superior to the classical

one hK‖f ‖L2(K).
We conclude this section by deriving decay rate for the oscillation in Exam-

ple 9.3. In view of Lemma 9.7, the decay rate is at least 1 whenever the oscillation
is meaningful.

Proposition 9.2 (Oscillation) For f ∈ L2(0, 1) and any s > 0, we have

inf
M∈Bn

(
∑

K∈M
h2
K‖f − f̄K‖2

K

) 1
2

≤ 2
1
p ‖f �

s,2‖Lp n−1−s ,

with p = ( 3
2 + s)−1.

Proof The proof is along the lines of the above proof of Theorem 9.3. This time we
apply Algorithm (9.12) with the strategy

mark some Kn ∈ Mn with hKn‖f − f̄Kn‖Kn > t

where the threshold t > 0 will be specified below. Since hK‖f − f̄K‖K → 0 as
|K| → 0, we can construct a mesh Mt for which no element is marked and so

⎛

⎝
∑

K∈Mt

h2
K‖f − f̄K‖2

K

⎞

⎠

1
2

≤ √#Mt t. (9.63)

Let us assume that the threshold t is so small that #Mt > 1. Then, if K ∈ Mt , its
parent K† satisfies

t ≤ hK†‖f − f̄K‖K† ≤ |K†|3/2+s inf
K
f
�
s,2,

where we have applied the definition f �
s,2. Using 3

2 + s = 1
p

and |K†| = 2|K|, we
get

tp ≤ 2|K| inf
K
|f �
s,2|p ≤ 2

ˆ
K

|f �
s,2|p
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and, by summing over all K ∈ Mt ,

#Mtt
p ≤ 2‖f �

s,2‖pLp .

Then, letting t = 2
1
p ‖f �

s,2‖Lpn−
1
p finishes the proof as for Theorem 9.3. ��

We thus see that adaptive bisection leads to higher decay rates of the oscillation
under regularity assumptions that are weaker than f ∈ Hs(0, 1) with s ∈ (0, 1],
very much in the spirit of the discussion following Theorem 9.3.

9.5 Comments on the Multivariate Case

This section briefly outlines the multivariate case with the help of the available
literature, following the lines of this contribution.

The article [24] establishes a prototypical generalization of the best error local-
ization in Lemma 9.1. It concerns the best error in H 1

0 with continuous piecewise
polynomials of fixed maximal degree over simplicial meshes in arbitrary dimension.
A best error localization for L2 and the reaction-diffusion norm can be found in
Tantardini/Veeser/Verfürth [22]. More results of this type involving other norms or
other finite element spaces are in preparation. In all these results, mesh conformity is
assumed and the equivalence constants involves the shape regularity coefficient of
the mesh. These two assumptions (or variants like limited non-conformity) often
appear also when discretizing a PDE or in a posteriori analyses, that is error
localizations in the vein of Lemma 9.2; see the monographs Ainsworth/Oden [1],
Verfürth [25] or the introduction in Sections 2 and 3 of the primer [20].

Shape regularity puts constraints on iterated subdivision of elements, while mesh
conformity may propagate refinement, questioning its locality. Recursive bisection
of triangles as in Mitchell [19] and of simplices as in Kossaczký [17] or Maubach
[18] generate shape regular conforming meshes. Furthermore, in view of results as
Lemma 2.5 in Binev/Dahmen/DeVore [6], the refinement is essentially local. An
account of the 2-dimensional case is given in Sections 1.3 and 6 of the primer [20],
while the general d-dimensional case is reviewed in Section 4 of the survey [21].

Multidimensional domains usually cannot be meshed with a single element. As
a consequence, the initial mesh consists typically of various elements, which then
correspond to various roots of binary trees. We thus have a master forest instead
of a master tree, a difference which however does not have any important impact
on the theory exposed in Sect. 9.3. Requiring conformity of meshes however does
have an impact, but can be handled by means of the aforementioned results. In this
context, the results concerning bisection in Diening/Kreuzer/Stevenson [14] are also
of interest.

Convergence rates for continuous piecewise affine functions and 2-dimensional
bisection are derived in Binev et al. [5]. There, smoothness assumptions are given



9 Tree Approximation with Finite Element Functions 283

within Besov spaces. A generalization to continuous functions that are piecewise
polynomial (of fixed maximal degree) is given in Gaspoz/Morin [16].
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Chapter 10
Defective Boundary Conditions for PDEs
with Applications in Haemodynamics

Luca Formaggia and Christian Vergara

Abstract This works gives an overview of the mathematical treatment of state-
of-the-art techniques for partial differential problems where boundary data are
provided only in terms of averaged quantities. A condition normally indicated as
“defective boundary condition”. We present and analyze several procedures by
which this type of problems can be handled.

10.1 Introduction

In many applications of practical relevance, it could happen that only average data
is available on a portion of the boundary. For instance the space average of the
solution or of the stress. Here with stress we mean the solution dependent quantity
contained in the boundary term emerging from integration by parts when the weak
formulation is derived. Depending on the problem at hand, it could represent several
physical quantities, e.g. a heat flux, the elastic traction, the normal Cauchy stress,
just to provide some examples.

This situation often occurs on the so-called artificial boundaries, i.e. portions of
the boundary introduced by an artificial cut of the physical domain, as it happens, for
instance, in a pipe. On such boundaries, often there are no strong physical arguments
that can be used to devise suitable boundary conditions.

In practical situations one may provide boundary information on artificial
boundaries by (1) the acquisition of some measurements or (2) the coupling with
reduced models (typically based on the solution of another differential problem)
able to give a suitable description of what happens in the cut region. However,
in many contexts both techniques provide just averaged quantities. An example
is hemodynamics, where non-invasive measurements (like Echo-Color Doppler)
of blood velocity or pressure, as well as the coupling with reduced models, are
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often used to provide boundary information to full three-dimensional simulations
[3, 4, 12, 32–34]. For the case of general hydraulic networks, see also [25], while
another context where the coupling with a lumped parameter model leads to a
defective condition is that of heat transfer in a pipe [16].

From the mathematical viewpoint, defective problems are not well posed since
the data on the artificial boundaries are insufficient to guarantee uniqueness of the
solution. Many approaches have been developed so far to fill this gap: some of
them take inspiration from engineering principles and practices, others have a more
mathematical foundation. In any case, suitable hypotheses are introduced in order
to make the defective problems solvable.

In this review, we describe the main techniques to prescribe defective boundary
conditions. To better highlight the mathematical principles behind them, we first
treat the case of the Poisson equation. Then, we address the case where such
strategies were originally developed, i.e. fluid-dynamics, focussing to the Stokes
problem. Finally we provide some examples taken from real haemodynamic studies.

10.2 Defective Poisson Problem

In this section, we address the simple case of a scalar Poisson problem. This will
allow us to introduce all the key-points at the basis of numerical methods for the
prescription of defective data.

To begin with, we consider the following defective problem on a bounded domain
Ω ⊂ R

d with d = 2 or 3, with Lipschitz boundary:

−∇ · (μ∇u) = f in Ω, (10.1a)

u = 0 on Γ, (10.1b)ˆ
Σ

u dΣ = Q, (10.1c)

with Σ = ∂Ω \ Γ , f ∈ L2(Ω), Q ∈ R, and μ : Ω → R bounded away from zero,
i.e. μ ∈ L∞(Ω) such that 0 < μ0 ≤ μ(x) for almost all x ∈ Ω and for a suitable
scalar μ0.

Notice that in (10.1c) we are prescribing only the average value of u over Σ ,
thus a defective condition. Alternatively, we could consider the defective problem
obtained by (10.1a)–(10.1b) together with

ˆ
Σ

μ
∂u

∂n
dΣ = P, (10.2)

with P ∈ R given, n the outward unit vector to Ω , and ∂u
∂n = ∇u · n the derivative

normal to the boundary.



10 Defective Boundary Conditions for PDEs 287

Condition (10.2) prescribes the average of the stress, thus it is again a defective
condition. In what follows, we will refer to problems given by (10.1) and (10.1a),
(10.1b), (10.2) as mean solution and mean stress problems, respectively. Of course,
in both cases the solution is not unique. For this reason, suitable hypothesis should
be introduced in order to find a reasonable solution of such problems. This will be
discussed in the next sections. To make the exposition simpler, we will address only
the case of one defective condition. The results may be readily extended to the case
where defective conditions are applied to several non-overlapping parts Σi of ∂Ω .

10.2.1 Empirical Methods

A simplest choice to make problem (10.1) solvable is to select a-priori a profile of
u on Σ that satisfies (10.1c). Thus, problem (10.1) is transformed into a standard
Dirichlet problem,

−∇ · (μ∇u) = f in Ω, (10.3a)

u = 0 on Γ, (10.3b)

u = g on Σ, (10.3c)

where g ∈ H 1/2
00 (Σ) satisfies

ˆ
Σ

g dΣ = Q.

Now, the solution of problem (10.3) is clearly unique. However, such a solution is
heavily influenced by the choice of the datum g. Let g be an educated guess of the
“real” solution u = gex on Σ , of which we actually know the average Q. Thus, the
error e committed by solving (10.3) satisfies

‖e‖H 1(Ω) ≤ C‖g − gex‖H 1/2(Σ),

which of course annihilates only for g = gex . The fact that
´
Σ
(g − gex)dΣ = 0

does not help so much, since ‖g − gex‖H 1/2(Σ) could still be arbitrarily large. Thus,
in absence of any further information about the solution at Σ , this method could
lead to not negligible errors.

Analogously, for problem given by (10.1a), (10.1b), (10.2), one could think to
prescribe the following Neumann condition together with (10.1a), (10.1b):

μ
∂u

∂n
= h on Σ,
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with h satisfying

ˆ
Σ

h dΣ = P.

Similar conclusions found for the mean solution problem hold as well in this case
since the choice of h is arbitrary.

In the next subsections, we will consider four alternative strategies which are
mathematically more justified.

10.2.2 Lagrange Multiplier Approach

We note that problem (10.1) could be equivalently written as the following
constrained minimization problem: find u ∈ V = {v ∈ H 1(Ω) : v|Γ = 0} such
that functional

J (v) = 1

2

ˆ
Ω

μ (∇v)2 dx−
ˆ
Ω

f v dx (10.4)

is minimized in V under the constraint (10.1c).
This problem can be rewritten as an unconstrained problem by introducing the

corresponding Lagrangian functional: find u ∈ V and λ ∈ R such that the following
Lagrangian functional

L(v, ξ) = J (v)+ ξ

(ˆ
Σ

v dΣ −Q

)

has a stationary point (in fact a saddle point) in V × R. The associated variational
problem is: find u ∈ V and λ ∈ R such that for all (v, ξ) ∈ V ×R

(μ∇u,∇v) + b(v, λ) = (f, v), (10.5a)

b(u, ξ) = ξQ, (10.5b)

where b(v, ξ) = ξ
´
Σ
vdΣ and (v,w) = ´

Ω
vw dΩ denotes the L2(Ω) inner

product.
This formulation is the Lagrange multiplier formulation of the mean solution

problem (10.1), and is in fact the extension to the defective case of the Lagrange
multiplier technique to enforce Dirichlet boundary conditions proposed and ana-
lyzed, for instance, in [2].

We have the following result.

Proposition 10.1 Assume that f ∈ L2(Ω). Then, the problem given by (10.5)
admits a unique solution (u, λ) ∈ V × R.



10 Defective Boundary Conditions for PDEs 289

Proof We can use the theory illustrated, for instance, in [5]. In the case |Γ | �= 0,
thanks to bounds on μ, the bilinear form (μ∇v,∇w) is coercive and continuous
with respect to the H 1-seminorm |v|H 1(Ω) = ‖∇v‖L2(Ω), which is in this case
equivalent to the H 1 norm thanks to Poincaré inequality. The b term is a bilinear
and continuous form on V ×R, indeed

|b(v, ξ)| ≤ |ξ |
ˆ
Σ

|v|dΣ ≤ CΣ
√|Σ||ξ |‖v‖V , ∀(v, ξ) ∈ V ×R,

where CΣ is the constant in the trace inequality ‖v‖L2(Σ) ≤ CΣ‖v‖V .
To prove that it satisfies the inf-sup condition it is sufficient to note that it is

possible to construct a function φ ∈ H
1/2
00 (Σ) so that

´
Σ
φdΣ = 1. For a given

ξ ∈ R we set φξ = ξφ and find uξ solution of

−∇ · (μ∇uξ
) = 0 in Ω,

uξ = 0 on Γ,

uξ = φξ on Σ.

(10.6)

We have that b(uξ , ξ) = ξ2 and, by standard regularity results, ‖uξ‖V ≤ C|ξ | for
a constant C independent of ξ . Therefore, by combining the two previous relations
and taking β = 1/C > 0, we can state that for all ξ ∈ R, there exists uξ ∈ V

satisfying

b(uξ , ξ) ≥ β|ξ |‖uξ‖V .

The case Γ = ∅, i.e. Σ = ∂Ω , can also be treated in a standard way, by proving
that the bilinear form a(u, v) = (μ∇u,∇v) is coercive on the space

V̂ = {v ∈ V = H 1(Ω) : b(v, ξ) = 0, ∀ξ ∈ R}.

Indeed, for all v ∈ V̂ we may write a(v, v) ≥ μ0‖∇v‖2
L2(Ω)

= |||v|||2, where

|||v||| =
(
‖∇v‖2

L2(Ω)
+ | ´

∂Ω
v dΩ |2

)1/2
is a norm equivalent to ‖v‖H 1(Ω). Indeed,

|||v||| ≤ C‖v‖H 1(Ω), thanks to trace inequality, so we are left to prove that there
exists a constant C > 0 so that |||v||| ≥ C‖v‖H 1(Ω). To show it we proceed by
contradiction. Negating the statement is equivalent to say that there exists a sequence
vn ∈ H 1(Ω) such that ‖vn‖H 1(Ω) = 1 while |||vn||| → 0. Since vn is bounded in
H 1(Ω) there exists a subsequence vnk weakly converging to a v ∈ H 1(Ω) and
such that vnk → v in L2(Ω). For the sake of simplicity, in the sequel we will use
the subscript n for the subsequence. Weak convergence implies that ‖∇v‖2

L2(Ω)
=

limn→∞(∇vn,∇v)L2(Ω) ≤ limn→∞ ‖∇vn‖L2(Ω)‖∇v‖L2(Ω). By which

‖∇v‖L2(Ω) ≤ lim
n→∞‖∇vn‖L2(Ω). (10.7)
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The hypothesis |||vn||| → 0 implies that ‖∇vn‖L2(Ω) → 0 thus, by (10.7),
‖∇v‖L2(Ω) = 0, i.e. ‖v‖H 1(Ω) = ‖v‖L2(Ω). The hypothesis on the norm of the
elements of the sequence, the strong convergence of the subsequence in L2(Ω) and
the previous result imply ‖v‖L2(Ω) = limn→∞ ‖vn‖L2(Ω) = 1. Now, ‖∇v‖L2(Ω) =
0, then v = c where c is a constant, which is different from zero since ‖v‖L2(Ω) = 1.

But then, since |||vn||| → 0 also implies limn→∞
(´
∂Ω vn

)2 = (´
∂Ω v

)2 = 0, we

have a contradiction because
(´

∂Ω v
)2 = |∂Ω |2c2 > 0. ��

From (10.5), it is easy to show that the Lagrange multiplier λ plays the role of a
constant stress on Σ , i.e. the solutions u and λ satisfy

λ = −μ∂u
∂n

on Σ.

Thus, this approach implicitly implies that the stress is constant on Σ . In other
words, among all the possible solutions of problem (10.1), this technique selects
the (unique) one with constant stress on Σ . We thus expect a great accuracy in
those scenarios when the stress is almost constant over Σ . If we do not have further
information, this technique is anyway optimal in the sense that it is the one that
minimizes the energy functional (10.4) associated to the problem.

If we consider now a finite dimensional subspace Vh = span(ϕ1, . . . , ϕNh)

approximating V , h being the mesh size, for instance a finite element space
corresponding to a triangulation Th of Ω [9], the Galerkin approximation of (10.5)
leads to the following algebraic problem

[
A b
bT 0

] [
U
λh

]

=
[
f
Q

]

, (10.8)

where Aij =
´
Ω μ∇ϕj · ∇ϕidΩ , bi =

´
Σ ϕidΣ , fi =

´
Ω f ϕidΩ , for i =

1, . . . , Nh, and j = 1, . . . , Nh, while Ui, i = 1, . . . , Nh, are the unknown
coefficients (degrees of freedom) of the linear expansion of the Galerkin solution
by means of the basis functions ϕi , and λh the discrete Lagrange multiplier.

For the numerical solution of (10.8), we can consider a monolithic approach
where the linear system is solved e.g. by a direct or an iterative method. However,
this strategy is not modular in the sense that we cannot exploit pre-existing codes
we may have at disposal for the numerical solution of the Poisson problem.
Alternatively, if |Γ | �= 0 then A is non-singular and one could consider, like it is
done in [12] for a defective Stokes problem, the Schur complement equation related
to (10.8), which reads

bT A−1bλ = Q− bT A−1f. (10.9)
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Notice that it is, in this very simple case, just a scalar equation, whose solution
requires to solve two linear systems in A. In particular, we have the following
algorithm:

1. Solve the linear system AU1 = f;
2. Compute λ1 = Q− bTU1;
3. Solve the linear system AU2 = b;
4. Compute λ2 = bTU2;
5. Compute λ from (10.9): λ = λ1/λ2;
6. Compute U from the first of (10.8): U = U1 − λU2.

The previous strategy may seem more expensive than the monolithic one (we
need to solve 2 linear problems instead of 1), yet, not only the matrix in (10.8) is
of larger size, but it is also indefinite, while A is, in this case, symmetric positive
definite, so more suited for efficient solvers. Moreover, with the proposed algorithm
we can exploit pre-existing solvers for the Poisson problem. In particular, the
first linear system (point 1.) corresponds to (10.1a)–(10.1b) with a homogeneous
Neumann condition onΣ , whereas the second one (point 3.) corresponds to (10.1a)–
(10.1b) with f = 0 and

μ
∂u

∂n
= 1 on Σ.

Remark 10.1 The previous algorithm can be extended to the case of more than
one flow rate conditions (let say m), and requires the solution of m + 1 “classical”
problems [12].

In the case |Γ | = 0 matrix A is singular and the standard Shur-complement
procedure does not apply. However, since in this case V = H 1(Ω), we can take
v = 1 in (10.5) to get

λ = |∂Ω |−1
ˆ
Ω

f dΣ. (10.10)

We can then decompose the solution as u = ů + u, where u is a constant and ů is
the unique solution in H 1(Ω) \ R = {ẘ ∈ H 1(Ω) : ´Ω ẘ dΩ = 0} of

(μ∇ů,∇v) = (f, v)− (λ, v) ∀v ∈ H 1(Ω) \ R. (10.11)

Then, u = |∂Ω |−1
(
Q− ´

∂Ω ů dΣ
)
.

Note that since in standard finite element approximation for this class of
problems 1 ∈ Vh, also λh can be computed by (10.10), while (10.11) can be
approximated by standard means.

We now give an alternative proof for the well posedness of (10.5) which gives
some useful insights for the next Section. First of all we rewrite the definition of
V̂ as V̂ : {w ∈ V : ´

Σ w = 0}. We have shown in the proof of Proposition 10.1
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that for v ∈ V̂ the seminorm |v|H 1(Ω) = ‖∇v‖L2(Ω) is equivalent to ‖∇v‖H 1(Ω).

Indeed, for a v ∈ V̂ we have |v|H 1(Ω) = |||v|||. We can then consider the following
problem: find u ∈ V such that

´
Σ u = Q and

(μ∇u,∇v) = (f, v) ∀v ∈ V̂ . (10.12)

This problem can be found to be equivalent to the following differential problem:
find (u, λ) ∈ V̂ ×R such that

−∇ · (μ∇u) = f in Ω,

u = 0 on Γ,ˆ
Σ

u dΣ = Q,

− μ
∂u

∂n
= λ on Σ.

(10.13)

That is, problem (10.12) forces (in a weak sense) the conormal derivative μ∂u
∂n

to be
constant on Σ . If we have a solution of (10.12) we can recover λ as

λ = (f, v)− (μ∇u,∇v) (10.14)

for any v ∈ V with
´
Γ
v = 1.

Proposition 10.2 Problem (10.12) is well posed, and the couple (u, λ), where λ
is obtained by (10.14), is the unique solution of (10.5). Moreover, ‖u‖H 1(Ω) ≤
C
(‖f ‖L2(Ω) + |Q|

)
.

Proof First of all V̂ is an Hilbert subspace of H 1(Ω) and equipped with the
same topology. Let a(z, v) = (μ∇z,∇v). We have already seen in the proof of
Proposition 10.1 that the form a is bilinear, continuous and coercive V̂ × V̂ . It is
always possible to find a w ∈ V such that

´
Σ
w = Q and ‖w‖H 1(Ω) ≤ C|Q|.

We the consider the problem: find û ∈ V̂ so that a(û, v) = F(v) for all v ∈ V̂ ,
where F(v) = (f, v) − a(w, v). This is a classical elliptic problem by which well
posedness is proved by standard application of Lax-Milgram Lemma and we have

‖û‖H 1(Ω) ≤ C(‖f ‖L2(Ω) + ‖w‖H 1(Ω)) ≤ C(‖f ‖L2(Ω) + |Q|).

We then set u = û + w and it is immediate to verify that u is a solution of (10.12),
it satisfies

´
Γ udΓ = Q, and it does not depend on the choice of w. Moreover,

‖u‖H 1(Ω) ≤ ‖û‖H 1(Ω) + ‖w‖H 1(Ω) ≤ C(‖f ‖L2(Ω) + |Q|).
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It is unique since if we have two solutions u1 and u2 of (10.12) and we set y =
u1 − u2 we have y ∈ V̂ and a(y, v) = 0 for all v ∈ V̂ , and this implies y = 0, thus
u1 = u2. Now, by construction u satisfies (10.5b), while, since any v ∈ V may be
written as v = v̂ + cṽ, with v̂ ∈ V̂ and ṽ ∈ Ṽ and c = ´

Γ
vdΓ , we have that

a(u, v)+ b(v, λ)− (f, v) = a(u, v̂)− (f, v̂)+ c
(
b(ṽ, λ)+ a(u, ṽ)− (f, ṽ)

)

= c
(
b(ṽ, λ)+ a(u, ṽ)− (f, ṽ)

)
,

which is zero ∀v ∈ V if and only if b(ṽ, λ)+a(u, ṽ)−(f, ṽ) = 0. Since b(ṽ, λ) = λ

we obtain (10.14). So the couple (u, λ) given by the solution of (10.12) and λ given
by (10.14) are solutions of problem (10.5).

With analogous arguments we may verify that (u, λ) solution of (10.5) satis-
fies (10.12) and (10.14). ��
Remark 10.2 One could think to apply the Lagrange multiplier approach also to the
mean stress problem (10.1a)–(10.1b)–(10.2) by devising the following augmented
problem

(μ∇u,∇v)+ λ

ˆ
Σ

μ
∂v

∂n
dΣ = (f, v) ∀v ∈ V,

ξ

ˆ
Σ

μ
∂u

∂n
dΣ = ξP ∀ξ ∈ R.

However, the term
´
Σ
λμ∂v

∂n is not well defined for v ∈ V ⊂ H 1(Ω) and λ ∈ R

(unlessΣ = ∂Ω), so this formulation is, in general, not feasible. Indeed the integral
should reinterpreted as a duality pairing < λ,μ∂v

∂n > between H 1
00(Γ ) and its dual.

Yet a non-zero constant function on Γ does not belong to H
1/2
00 (Σ). In practice,

solving the stated problem numerically by means, for instance, finite elements, will
give a solution that has an unwanted oscillations near the boundary of Σ , whose
amplitude increases as the mesh is refined. We have similar difficulties for the mean
stress problem in the context of Stokes equations, see for instance [12].

10.2.3 Penalization Methods

We start by observing that a way to overcome the introduction of the further
unknown given by the Lagrange multiplier is to prescribe the flow rate condi-
tion (10.1c) not as a constrain but as a penalization. Let us consider a finite element
space Vh ⊂ V . We propose to minimize at the discrete level the following functional

J (vh) = 1

2
(μ∇vh,∇vh)− (f, vh)+ 1

2
γ

(ˆ
Σ

uh dΣ −Q

)2

, (10.16)
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over Vh ⊂ V and where γ > 0 is a penalization parameter. This leads to the
following penalization formulation: find uh ∈ Vh such that

(μ∇uh,∇vh)+ γ

ˆ
Σ

uh dΣ

ˆ
Σ

vh dΣ = (f, vh)+ γQ

ˆ
Σ

vh dΣ ∀vh ∈ Vh.

(10.17)

However, (10.17) is not consistent with (10.1a). It is easy to show that the truncation
error is τ (vh) =

´
Σ μ∂u

∂nvh dΣ , which of course does not go to zero when h→ 0.
To overcome this limitation, we adapt to the mean solution problem (10.1) the

Nitsche penalization method introduced and analyzed in [30] for a standard Dirich-
let problem, following the ideas in [42]. We remember that the Nitsche method is a
strongly consistent penalization method, featuring an optimal convergence error. It
consists in adding to the penalization term a consistency and, possibly, a symmetry
term. The former is, as the name says, required to recover a consistent scheme, the
latter is not strictly necessary but it maintains the symmetry of the original problem.
To make the expressions more compact we use the notations: a(u, v) = (μ∇u,∇v),
< u, v >Σ = |Σ|−1

´
Σ u

´
Σ v and |u|Σ = √

< u, u >Σ = |Σ|−1/2
∣
∣
´
Σ u

∣
∣. It is

evident that we have a Cauchy-Schwarz type inequality < u, v >Σ ≤ |u|Σ |v|Σ .
The Nitsche approximation of defective problem (10.1) is then: find uh ∈ Vh

such that

a(uh, vh)+ γ h−1< uh, vh >Σ −< μ
∂uh

∂n
, vh >Σ −< μ

∂vh

∂n
, uh >Σ

= (f, vh)+ γ h−1< Q, vh >Σ −< Q,μ
∂vh

∂n
>Σ ∀vh ∈ Vh. (10.18)

We can write it in a more compact form by introducing

ah(uh, vh) = a(uh, vh)+γ h−1< uh, vh >Σ−< μ
∂uh

∂n
, vh >Σ−< μ

∂vh

∂n
, uh >Σ

and

Fh(vh) = (f, vh)+ γ h−1< Q, vh >Σ −< Q,μ
∂vh

∂n
>Σ,

as: find uh ∈ Vh such that

ah(uh, vh) = Fh(vh) ∀vh ∈ Vh. (10.19)

Proposition 10.3 Problem (10.19) is strongly consistent with the solution provided
by the Lagrange multiplier approach in (10.5).

Proof The solution of the Lagrange multiplier approach satisfies (using the new
notation) a(u, v) + < λ, v >Σ − (f, v) = 0 and < u, v >Σ = < Q, v >Σ for all
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v ∈ V , thus a(u, vh)+< λ, vh >Σ − (f, vh) = 0 and < u, vh >Σ = < Q, vh >Σ

for all vh ∈ Vh. Moreover, we have that < λ, vh >Σ = −< ∂u
∂n , vh >Σ , for all

vh ∈ Vh.
Consequently, ah(u, vh)− Fh(vh) = 0 for all vh ∈ Vh, since

ah(u, vh)− Fh(vh) = a(u, vh)+ γ h−1< u, vh >Σ

−< μ
∂u

∂n
, vh >Σ −< μ

∂vh

∂n
, u >Σ

− (f, vh)− γ h−1< Q, vh >Σ +< Q,μ
∂vh

∂n
>Σ

= −< λ− μ
∂vh

∂n
, vh >Σ + γ h−1< Q− u, vh >Σ

−< μ
∂vh

∂n
,Q− u >Σ = 0. ��

In particular, we have the following “orthogonality property”: ah(u − uh, vh) = 0
for all vh ∈ Vh.

Now, consider the following mesh dependent norm

‖vh‖2
h = ‖

√
μ∇vh‖2

L2(Ω)
+ γ h−1|vh|Σ 2 = a(vh, vh)+ γ h−1|vh|Σ. (10.20)

We give, without proof, the following result

Proposition 10.4 There exist two positive constants C∗ and C∗ such that, for any
v ∈ V

C∗‖v‖H 1(Ω) ≤ ‖vh‖h ≤ C∗h−1/2‖v‖H 1(Ω).

Moreover, it is immediate to verify that |v|Σ ≤ ‖v‖L2(Ω). We now assume that
the following inverse inequalities holds, which is true, for instance, for standard
Lagrangian finite elements, see, for instance [9].

Assumption 10.1 There are two positive constants CΩ and CΣ such that for any
vh ∈ Vh

h‖∇vh‖L2(Ω) ≤ CΩ‖vh‖L2(Ω) and h1/2‖vh‖L2(Σ) ≤ CΣ‖vh‖L2(Ω),

(10.21)

and, consequently, since μ is bounded away from zero,

h

∣
∣
∣
∣μ
∂vh

∂n

∣
∣
∣
∣

2

Γ

≤ ‖μ∂vh
∂n
‖2
L2(Σ)

≤ C2
ΣμΣ(μ∇vh,∇vh)1/2, (10.22)

where μΣ = ‖μ‖L∞(Σ).
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Thus, we have the following result.

Proposition 10.5 If γ > C2
ΣμΣ problem (10.18) is well posed.

Proof We can use Lax-Milgram Lemma. Bilinearity and continuity of ah as well
as linearity and continuity of functional Fh are easily found thanks to standard
inequalities. We now prove coercivity of ah with respect to the norm ‖vh‖h given
by (10.20). For any vh ∈ Vh, we have that

ah(vh, vh) ≥ (μ∇vh,∇vh)2L2(Ω)
+ γ h−1|vh|Σ 2 − 2< μ

∂vh

∂n
, vh >Σ.

Now, for any ε > 0, using Young’s inequality and (10.22),

2< μ∂vh/∂n, vh >Σ ≤ εh|μ∂vh/∂n|Σ 2 + 1

εh
|vh|Σ 2 ≤ εC2

ΣμΣ(μ∇vh,∇vh)

+ 1

εh
|vh|Σ 2,

that is

ah(vh, vh) ≥ (1− εC2
ΣμΣ)(μ∇vh,∇vh)+ h−1(γ − 1

ε
)|vh|Σ 2.

The desired result is obtained if 1 − εC2
ΣμΣ > 0 and γ − 1

ε
> 0. If γ > C2

ΣμΣ ,
the latter inequality is satisfied by taking ε < 1

μΣC
2
Σ

and, consequently, we may find

a constant α > 0 so that ah(vh, vh) ≥ α‖vh‖2
h. ��

Proposition 10.6 If u is the solution of (10.5) and uh the solution of (10.19), under
the same conditions of Proposition 10.5, we have that

‖u− uh‖h ≤ M

α
inf

vh∈Vh
‖u− vh‖h,

whereM and α are the continuity and coercivity constants of ah.

Proof The result is rather classical and exploits the Galerkin orthogonality proved
in Proposition 10.3 and the results of Proposition 10.5. Indeed, for any vh ∈ Vh we
have

‖u− uh‖2
h ≤ α−1ah(u− uh, u− uh) = α−1ah(u− uh, u− vh)

≤ α−1M‖u− uh‖h‖u− vh‖h. ��

This result allows us to exploit interpolation inequalities to obtain optimal conver-
gence rate of finite element approximations.
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We consider now the defective mean stress problem (10.1a), (10.1b) and (10.2).
In this case, in analogy with (10.16), we can consider the following functional to be
minimized over Vh:

J (vh) = 1

2
(μ∇vh,∇vh)− (f, vh)+ 1

2
γ

(ˆ
Σ

∂vh

∂n
dΣ − P

)2

.

This leads to the following problem: find uh ∈ Vh such that

(μ∇uh,∇vh)+ γ

ˆ
Σ

∂uh

∂n
dΣ

ˆ
Σ

∂vh

∂n
dΣ = (f, vh)+ γ

h

|Γ |P
ˆ
Σ

∂vh

∂n
dΣ

∀vh ∈ Vh.

Like formulation (10.17), the previous one is not consistent. Indeed, the truncation
error is again τ (vh) =

´
Σ μ∂uh

∂n vh dΣ . If one assumes that the normal stress is
constant over Σ , and thus equal to P , consistency is recovered by adding the term
P
´
Σ vh dΣ to the right hand side of the previous formulation. For convergence one

should again take γ large enough, see [22, 39].

10.2.4 Augmented Lagrangian Formulation

It is quite natural now to consider an augmented Lagrangian formulation for the
solution of (10.1). As done for the penalty formulations, we write it directly at the
discrete level. In particular, the augmented Lagrangian formulation is obtained by
finding a stationary point in Vh ×R of the following functional:

Lγ (vh, ξ) = 1

2

ˆ
Ω

μ |∇vh|2 dx− (f, vh)+ ξ

(ˆ
Σ

vh dΣ −Q

)

+ 1

2
γ

(ˆ
Σ

vh dΣ −Q

)2

,

which is equivalent to the following discrete formulation: find uh ∈ Vh and λh ∈ R

such that ∀vh ∈ Vh and ∀ξ ∈ R

(μ∇uh,∇vh)+ λh

ˆ
Σ

vh dΣ + γ

ˆ
Σ

uh dΣ

ˆ
Σ

vh dΣ = (f, vh)+ γQ

ˆ
Σ

vh dΣ,

ξ

ˆ
Σ

u dΣ = ξQ.

Again, the Lagrange multiplier λh has the physical meaning of a (constant) stress
on Σ .
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For its numerical solution, we can consider the following Uzawa method :
Given γ > 0, a stopping tolerance τ > 0, a parameter ρ > 0, and λ(0)h ∈ R, for

k = 1, 2, . . .:

1. Find u(k)h solution of

(
μ∇u(k)h ,∇vh

)
+ λ

(k)
h

ˆ
Σ

vh dΣ + γ

ˆ
Σ

u
(k)
h dΣ

ˆ
Σ

vh dΣ

= (f, vh)+ γQ

ˆ
Σ

vh dΣ, ∀vh ∈ Vh;

2. Update the Lagrange multiplier:

λ
(k+1)
h = λ

(k)
h + ρ

(

Q−
ˆ
Σ

u
(k)
h dΣ

)

;

3. Stop if |λ(k+1)
h = λ

(k)
h | ≤ τ .

The convergence of the previous method is guaranteed for 0 < ρ0 ≤ ρ ≤ 2γ , for a
suitable ρ0, see [15].

The previous method allows, unlike the penalization ones, to prescribe condi-
tion (10.1c) strongly, for any γ > 0. The presence of the penalization term improves
convergence of the Uzawa method with respect to when it is applied to the classical
Lagrange multiplier approach. Of course, this method is not of particular interest
in case of a single flow rate, since, as highlighted in Sect. 10.2.2, the solution in
this case is achieved in two steps with the Schur complement approach. However,
in the case of defective conditions applied to several portion of the boundary, the
algorithm based on the Schur complement requires m + 1 solutions of a Poisson
problem, see Remark 10.1. Thus, the Uzawa algorithm could be competitive if it
allows a satisfactory convergence in less than m + 1 iterations. We do not report
here the extension of the algorithm to the case of more than one flow rate conditions,
since it is straightforward.

10.2.5 Methods Based on Control Theory

The last strategy we present could be considered as the dual of the Lagrange
multiplier approach. Indeed, in this case the flow rate condition (10.1c) is used to
build the functional to be minimized, while the differential problem (10.1a), (10.1b)
defines the constraint. This gives rise to the following optimal control problem:
given α ≥ 0, find z ∈ R such that

z = argmins∈R J (v(s), s) =
1

2

(ˆ
Σ

v(s)dΣ −Q

)2

+ α

2
(s − z0)

2 , (10.24)
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where v = v(s) ∈ V satisfies

(μ∇v(s),∇ψ) = (f,ψ)+
ˆ
Σ

sψ dΣ ∀ψ ∈ V. (10.25)

This corresponds to the weak form of the following differential problem

−∇ · (μ∇v) = f in Ω, (10.26a)

v = 0 on Γ, (10.26b)

μ
∂v

∂n
= s on Σ. (10.26c)

The solution u is then recovered by setting u = v(z). The term involving the
parameter α is a Tikhonov regularization term [8] and z0 a reference value. Notice
also that z assumes the same meaning of the Lagrange multiplier λ. This is a control
problem with control on the Neumann boundary and boundary observations on the
same portion of the boundary.

If |Γ | > 0, α > 0, f ∈ L2(Ω) and for ∂Ω with Liptshitz boundary, the map
s → v(s) : R→ V is linear and continuous and the functional J : C→ R defined
in (10.24) is convex, coercive and differentiable. This implies that the previous
constrained minimization problem admits a unique solution.

Proceeding us usual in control theory for PDEs [19, 27, 36], problem (10.24)–
(10.26) is equivalent to the following first order optimality conditions (also referred
to as Karush-Kuhn-Tucker (KKT) conditions): find z ∈ R, u ∈ V and λu ∈ V such
that

State pbl : (μ∇u,∇v)+ z

ˆ
Σ

v dΣ = (f, v), (10.27a)

Adj pbl : (μ∇v,∇λu)+
ˆ
Σ

u dΣ

ˆ
Σ

v dΣ = Q

ˆ
Σ

v dΣ, (10.27b)

Opt. cond :
ˆ
Σ

λu dΣ + α(z − z0) = 0, (10.27c)

for all v ∈ V and where λu is the solution of the adjoint problem. The optimality
condition corresponds to setting to zero the Frechèt derivative of J ′(s).

For the numerical solutions of the previous problem, a monolithic approach could
be considered, which corresponds to solve a linear system of the form

⎡

⎣
Auu 0 auz
Auλ Aλλ 0

0 Azλ α

⎤

⎦

⎡

⎣
U
Λ

zh

⎤

⎦ =
⎡

⎣
Fu
Fλ
αz0

⎤

⎦ ,
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where the various term derive, for instance, from a Galerkin discretization
of (10.27).

However, this implies loss of modularity and the need to solve a relatively large
system. Alternatively, one could consider a descent algorithm, the simplest one
being a steepest descent, which gives rise to:

Given z(0)h ∈ R, a suitable relaxation parameter βk > 0, and a tolerance τ > 0,
for k = 1, . . .:

1. Solve

AuuU(k) = Fu − auzz
(k−1)
h ;

2. Solve

AλλΛ
(k) = Fλ − AλuU(k);

3. Update the control variable

z
(k)
h = z

(k−1)
h − βk

(
AzλΛ

(k) + αz
(k)
h

)
;

4. Stop if |z(k) − z(k−1)| ≤ τ .

The first step is equivalent to solve the Poisson problem with Neumann data z(k−1),
the second problem is again a Poisson problem with Neumann data

´
Σ
u(k) dΣ .

Therefore, they can be both tackled with standard solvers. Other, more efficient
solvers for the control problem may be found, for instance in [31].

It may seem that this method is less efficient than the other ones, yet it has the
advantage of being rather flexible for more general problems. For instance, it may be
used to implement defective Robin conditions

´
Σ (u+ βμ∂u/∂n) dΣ = Q (which

however may be implemented also by the Nitsche’s penalization approach, see [11]).

10.3 Defective Boundary Condition for Stokes/Navier Stokes

We now briefly describe some extensions of the proposed techniques to the Stokes
equations, which form the basis for the application to Navier-Stokes. Indeed,
defective boundary problems have been originally studied in the context of fluid-
dynamics [7, 21], in particular in hemodynamics where often the measures or
the coupling with reduced models provide only average data on the artificial
sections [12].
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For the sake of exposition we consider the following steady Stokes problem (all
the strategies reported can be extended to the case of unsteady Navier-Stokes). Let
the velocity u and pressure p be solution of:

− μ(u+∇p = f in Ω, (10.28a)

∇ · u = 0 in Ω, (10.28b)

u = 0 on Γ, (10.28c)ˆ
Σ

u · n dΣ = Q, (10.28d)

where the notation introduced Sect. 10.2 has been used. The previous is a flow
rate defective problem, where only the average of normal component of the
velocity is known. This is a typical situation when clinical measures are known in
hemodynamics or geometrically reduced models are coupled at the artificial sections
[33].

Alternative to the flow rate (10.28d), the following mean stress condition could
be prescribed on the artificial sections:

ˆ
Σ

(−pn+ μ∇un) dΣ = −|Σ|P, (10.29)

We refer to the defective problem give by (10.28a)–(10.28b)–(10.28c)–(10.29) as
mean stress problem. Often, the viscosity term is neglected in condition (10.29)
since it is negligible on artificial section with respect to the pressure. In this case we
have ˆ

Σ

p dΣ = |Σ|P, (10.30)

and we refer to the corresponding defective condition as mean pressure condition.
In the following subsections, we review the most classical approaches proposed

so far for the two defective problems introduced above.

10.3.1 Empirical Methods

The most used strategy in the engineering community to prescribe the flow rate
condition (10.28d) is to select a priori a velocity profile g such that

´
Σ
g ·n dΣ = Q

and then prescribe the Dirichlet condition

u = g on Σ.

Classical choices for circular sections are the parabolic one, which works well for
example in the carotids [6], the flat one, which is quite often used in the aorta [28],
and the one based on the Womersley solution [20]. However, in practical situations
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the artificial sections are not circular, and a suitable morphing is needed [20]. In any
case, the choice of the velocity profile in general influences the numerical solution
and introduces an error inside the computational domain. In particular, it is known
from the computational practice that the flow fully develops after a characteristic
distance from the section. This means that inside the region identified by this length,
an error due to the wrong choice of the velocity profile is associated to the solution,
whereas outside this region the solution could be considered acceptable. This is the
reason why in the engineering practice, the computational domain is extended at the
section at hand of a length which is comparable with the characteristic length needed
to the flow to fully develop. This characteristic length is known to increase for
increasing Reynolds number Re [35]. In particular, for steady flows in a cylindrical
domain, its value can be approximated by 0.058DRe (D being the diameter of the
inlet section) [41]. In [38], it has been proved that the error features an exponential
decay with respect to the distance from the section where the arbitrary profile is
prescribed, with a constant which increases with Re.

Regarding the mean stress problem (10.28a)–(10.28b)–(10.28c)–(10.29), a clas-
sical empirical approach consists in selecting a constant stress aligned with the
normal direction [11], i.e.

−pn+ μ∇un = −Pn.

This assumption is in general acceptable for example in hemodynamics, where
the pressure mainly changes along the axial direction. The previous Neumann
condition has been proposed also to treat the mean pressure problem (10.28a)–
(10.28b)–(10.28c)–(10.30) [21]. However, in this case the corresponding weak
formulation is not consistent with the defective condition [11]. To recover a
consistent approximation, the curl-curl formulation of the Stokes problem should
be considered since the corresponding natural condition is the pressure [7, 37].

10.3.2 Lagrange Multiplier Approach

The Lagrange multiplier approach for the flow rate problem (10.28) has been
introduced in [12]. Following the idea reported in Sect. 10.2.2, the following
augmented formulation is obtained: find u ∈ [V ]d, p ∈ Q = L2(Ω) and λ ∈ R

such that for all (v, q, ξ) ∈ [V ]d ×Q× R,

(μ∇u,∇v)− (p,∇ · v)+ b(v · n, λ) = (f, v) (10.31a)

(q,∇ · u) = 0 (10.31b)

b(u · n, ξ) = ξQ, (10.31c)

where the notation is the same of Sect. 10.2.2. An inf-sup condition holds true for
the previous augmented Stokes problem [37]. Again, the Lagrange multiplier has
the physical meaning of constant normal stress on Σ [12].
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Notice that the flow rate condition (10.28d) does not provide any information
(neither defective) on the tangential velocity. To close the augmented problem,
boundary conditions on the tangential velocity or stress should be considered. This
choice is given by the choice of the functional space [V ]d . In particular, if its
functions are not constrained in the tangential direction on Σ , a homogeneous
Neumann condition is implicitly assumed for the tangential stress; otherwise, if they
vanish in the tangential direction, they imply Dirichlet condition on the tangential
velocity.

For its numerical solution, we can consider either a monolithic approach or an
algorithm similar to that presented in Sect. 10.2.2 based on the Schur complement
equation [12]. Analogously to the Poisson case, this algorithm is modular and
consists in the solution of two Stokes problems with Neumann conditions on
Σ . The extension to the Navier-Stokes case has been obtained in [37]. In both
the cases, for m flow rate conditions this algorithm relies on the solution of
m + 1 Stokes/Navier-Stokes problems. For this reason, in [38] an inexact splitting
algorithm has been proposed to save computational time, consisting in the solution
of just 1 Stokes/Navier-Stokes problem, where however an error near to Σ is
introduced. The authors noticed that since the error is introduced by solving a null
flow rate problem arising from the splitting by means of a homogeneous Dirichlet
condition, the error is the smallest one provided by any empirical approach, since
the Reynolds number at the section at hand is zero.

The extension of the Lagrange multiplier approach to the case of compliant walls
has been addressed in [14], whereas the case of quasi-Newtonian fluid has been
analyzed in [10], where an error analysis for the numerical approximation is also
given.

10.3.3 Penalization Methods

The Nitche’s approach reported in Sect. 10.2.3 may be extended to the Stokes
problem.

In [42], a consistent penalization method for the mean flux problem as been
designed. It reads: find uh ∈ [Vh]d and ph ∈ Qh, such that for all vh ∈ [Vh]d
and qh ∈ Qh,

(μ∇uh,∇vh)− (ph,∇ · vh)+ γ

ˆ
Σ

uh · n dΣ
ˆ
Σ

vh · n dΣ
− 1
|Σ |

´
Σ
μ∇uh · n dΣ

´
Σ
vh · n dΣ

− 1
|Σ |

´
Σ
uh · n dΣ

´
Σ
μ∇vh · n dΣ + 1

|Σ |
´
Σ
ph dΣ

´
Σ
vh · n dΣ

= (f, vh)+ γQ
´
Σ vh · n dΣ − 1

|Σ |Q
´
Σ μ∇vh · n dΣ,

−(qh,∇ · uh)+ 1

|Σ|
ˆ
Σ

qh dΣ

ˆ
Σ

uh · n dΣ = 1

|Σ|Q
ˆ
Σ

qh dΣ.
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In [42], it has been proved that, if it exists a constant c such that μ∇un− pn = cn
on Σ , then the previous formulation is consistent with (10.28) and that if γ =
γ̂ /(h|Σ|) with γ̂ large enough, the solution is unique. The arguments are similar to
those illustrated for the Poisson problem.

Referring to the notation introduced in Sect. 10.2, the algebraic problem related
to the Galerkin approximation of the previous Nitsche formulation is

[
AQ (BQ)T

BQ 0

] [
U
P

]

=
[
FQ

GQ

]

,

where A
Q
ij = (

μ∇ϕj , ϕi
) + γ

´
Σ
ϕj · n dΣ

´
Σ
ϕi · n dΣ − 1

|Σ |
´
Σ
μ∇ϕj ·

n dΣ
´
Σ ϕi · n dΣ − 1

|Σ |
´
Σ ϕi · n dΣ

´
Σ μ∇ϕj · n dΣ, BQ

kj = −(ψk,∇ · ϕj ) +
1
|Σ |

´
Σ
ψk dΣ

´
Σ
ϕj · n dΣ, P collects the pressure unknowns, FQ

i = (f, ϕi) +
γQ

´
Σ ϕi · n dΣ − 1

|Σ |Q
´
Σ μ∇ϕi · n dΣ, GQ

k = 1
|Σ |Q

´
Σ ψk dΣ and where ψk

are the basis function for the pressure approximation. The previous linear system
preserves the saddle-point nature of the classical Stokes problem.

A Nitsche formulation has been proposed for the mean stress problem in [39].
The corresponding weak formulation reads: find uh ∈ [Vh]d and ph ∈ Qh, such that
for all vh ∈ [Vh]d and qh ∈ Qh,

(μ∇uh,∇vh)− (ph,∇ · vh)− γ

ˆ
Σ

μ∇uh · n dΣ
ˆ
Σ

μ∇vh · n dΣ
+ 1
|Σ |

´
Σ
ph dΣ

´
Σ
∇vh n dΣ = (f, vh)− P

ˆ
Σ

vh · n dΣ
+γP |Σ| ´

Σ
μ∇vh · n dΣ,

−(qh,∇ · uh)− γ

ˆ
Σ

ph dΣ

ˆ
Σ

qh dΣ + γ

ˆ
Σ

∇uh · n dΣ
ˆ
Σ

qh dΣ

= −γP |Σ| ´
Σ
qh dΣ.

In [39], it has been proved that, if it exists a constant c such that μ∇un − pn =
cn on Σ , then the previous formulation is consistent with (10.28a)–(10.28b)–
(10.28c)–(10.29) and that if γ = γ̂ h/|Σ| with γ̂ large enough, we have again
a unique solution. The corresponding algebraic problem related to the Galerkin
approximation of the Nitsche formulation reads

[
AP (BP )T

BP CP

] [
U
P

]

=
[
FP

GP

]

,

where AP
ij =

(
μ∇ϕj ,∇ϕi

)−γ ´
Σ
μ∇ϕj ·n dΣ

´
Σ
μ∇ϕi ·n dΣ, BP

kj = −(ψk,∇ ·
ϕj ) + 1

|Σ |
´
Σ ψk dΣ

´
Σ ∇ϕj n dΣ, CP

kl = −γ ´
Σ ψl dΣ

´
Σ ψk dΣ, F

P
j =

(f, ϕj )−P
´
Σ
ϕj ·n dΣ+γP |Σ|

´
Σ
μ∇ϕj ·n dΣ and GP

k = −γP |Σ|
´
Σ
ψk dΣ .

An alternative formulation consistent with the mean pressure problem (10.28a)–
(10.28b)–(10.28c)–(10.30) has been proposed in [39].
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10.3.4 Augmented Lagrangian Formulation

Following the idea reported in Sect. 10.2.4, we can introduce also for the flow
rate problem (10.28) an augmented Lagrangian formulation where both a Lagrange
multiplier and a penalization term are introduced. This allows to prescribe strongly
the flow rate condition (10.28d) and to improve the convergence in an Uzawa-
like algorithm, see Sect. 10.2.4. In particular, this formulation reads: find uh ∈
[Vh]d , ph ∈ Qh and λh ∈ R such that ∀vh ∈ [Vh]d, qh ∈ Qh and ξ ∈ R,

(μ∇uh,∇vh)− (ph,∇ · vh)+ λh

ˆ
Σ

vh · n dΣ + γ

ˆ
Σ

uh · n dΣ
ˆ
Σ

vh · n dΣ

= (f, vh)+ γQ

ˆ
Σ

vh · n dΣ,

(qh,∇ · uh) = 0,

ξ

ˆ
Σ

uh dΣ = ξQ.

10.3.5 Methods Based on Control

As observed in Sect. 10.2.5, these techniques are based on minimizing a functional
related to the flow rate condition (10.28d) under the constrain given by the Stokes
problem. In analogy of what observed in Sect. 10.2.5, the control variable z is here
the constant normal component of the normal stress [13]

−pn+∇un = zn on Σ.

Referring to the notation of Sect. 10.2, this leads to the following first order
optimality conditions: find z ∈ R, u ∈ [V ]d, p ∈ Q, λu ∈ [V ]d and λp ∈ Q

such that

State pbl : (μ∇u,∇v)− (p,∇ · v)+ z

ˆ
Σ

v · n dΣ = (f, v),

(q,∇ · u) = 0

Adj pbl : (μ∇v,∇λu)− (λp,∇ · v)+
ˆ
Σ

u · n dΣ
ˆ
Σ

v · n dΣ = Q

ˆ
Σ

v · n dΣ,
(q,∇ · λu) = 0

Opt. cond :
ˆ
Σ

λu · n dΣ + α(z− z0) = 0,

for all v ∈ [V ]d and q ∈ Q. Existence and unicity of the solution under the
constraint that the normal stress is constant and aligned along the normal component
are provided in [13].
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In [17, 18, 24], the complete normal stress is chosen as control variable z

−pn+∇un = z on Σ.

This allows one to treat also cases where the normal stress is not supposed to be
aligned with the axial direction, e.g. for not orthogonal artificial sections. Existence
of a solution is provided [24]. Alternatively, the value of the velocity u on Σ could
be used as control variables z, see [24].

The optimal control approach has been proposed also for the mean pressure
problem (10.28a)–(10.28b)–(10.28c)–(10.30) in [13]. In this case, the control
variable is set equal to the flow rate or to the complete normal stress on Σ , see
also [24] for the latter case.

The case of fluid problem in compliant vessels has been addressed in [14].

10.4 Some Applications to Hemodynamics

We present here two examples of applications in haemodynamics on real geome-
tries reconstructed from radiological images acquired at Ospedale Ca’ Granda-
Policlinico di Milano, Italy. For both numerical experiments, we have considered
the incompressible Navier-Stokes equations in rigid domains and a flow rate
condition (10.28d) at the inlet. For the prescription of the flow rate condition,
we have used the Lagrange multipliers approach presented in Sect. 10.3.2 and the
algorithm based on the Schur complement equation introduced in [37] for Navier-
Stokes equations. We also used P2 − P1 Finite Elements and the Backward
Difference Formula of order 2 (BDF2) for the space and time discretization,
respectively.

The results have been obtained with the parallel Finite Element library LIFEV
developed at MOX—Politecnico di Milano, INRIA—Paris, CMCS—EPF Lau-
sanne, and Emory University—Atlanta (www.lifev.org). The linear system arising
at each time step has been solved with GMRes preconditioned with an Additive
Shwartz preconditioner.

10.4.1 The Case of a Stenotic Carotid

In the first numerical experiment, we consider a stenotic carotid due to the presence
of an atheromasic plaque at the bifurcation. We prescribed the flow rates depicted
in Fig. 10.1, left, at the inlet (Common Carotid Artery, CCA) and at one of the
two outlets, namely at the Internal Carotid Artery (ICA). As a comparison, we
considered also the case where a parabolic profile fitting the flow rate is used instead
of the Lagrange multipliers approach.

www.lifev.org
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Fig. 10.1 Flow waveforms prescribed at the inlet. Left: carotid simulation. Right: AAA simulation

Fig. 10.2 Blood velocity field vectors in the case of a parabolic profile at the ICA (left)
and streamlines obtained with the Lagrange multiplier approach at the ICA (right). Image by
B. Guerciotti

In Fig. 10.2 we observe that the numerical result obtained when a parabolic
profile is prescribed blows up. This is due to the swirling nature of velocity pattern
in the ICA, induced by the stenosis, which is not able to fit the parabolic profile
prescribed at the outlet. Instead, the Lagrange multiplier approach works well,
adjusting the velocity profile at the ICA so that the matching with the inner velocity
is stable.

10.4.2 The Case of an Aortic Abdominal Aneurysm

In the second numerical experiment, we consider a blood flow simulation in an aortic
abdominal aneurysm (AAA). We prescribed the flow rates depicted in Fig. 10.1,
right, at the inlet, and homogeneous Neumann conditions at the two outlets. The
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specific geometry related to this pathology, characterized by a sudden change of
diameter, allows transition to turbulence effect to develop [1, 23, 26]. In particular,
transitional flow may appear in AAA during the late systolic and diastolic phases,
and are usually localized in the distal end of the AAA sac.

We consider here a large eddy simulation (LES) model for the description of
such effects. In particular, we consider the eddy viscosity σ -model [29] (see [40]
for further details) and two meshes: mesh I (about 1.1 × 106 dofs for the velocity
and 3.7× 105 for the pressure) and mesh II (about 2.0× 106 dofs for the velocity
and 6.8× 105 for the pressure).

In Fig. 10.3, we report the results at four time instants for three different
simulations, namely: (1) a no model simulation (i.e. without LES) in mesh I; (2) a

Fig. 10.3 Velocity pattern at four different instants, from left to right: systole t = 0.16 s, mid-
deceleration t = 0.29 s, early diastole t = 0.40 s, late diastole t = 0.49 s. Top: no-model
simulation; Middle: LES simulation; Bottom: LES simulation on a finer mesh. Image by D. Le Van



10 Defective Boundary Conditions for PDEs 309

Fig. 10.4 Vorticity pattern at four different instants, from left to right: systole t = 0.16 s, mid-
deceleration t = 0.29 s, early diastole t = 0.40 s, late diastole t = 0.49 s. Top: no-model
simulation; Middle: LES simulation; Bottom: LES simulation on a finer mesh. Image by D. Le Van

LES model simulation in mesh I; (3) a LES model simulation in mesh II. In Fig. 10.4
we report for the same specific cases the vorticity patterns.

From these results, we observe some differences between the results obtained
with LES and “no-model” simulations, whereas a good agreement between those
obtained with LES a two different meshes, highlighting that probably LES simula-
tion with mesh I is enough to have accurate results. Also in this case we have used
the Lagrange multiplier approach to impose mean conditions at the inlet sections,
proving that the method works well also in presence of turbulent models.
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10.5 Conclusions

With this work we wanted to give an introductory overview of techniques to apply
defective conditions in problems governed by partial differential equations. We have
illustrated various possibilities. We can conclude that for the mean flow problem the
Lagrange multiplier approach has proved to be very effective. The Nitsche type
penalization has the advantage of avoiding an additional saddle point problem, and
is more flexible since it can accommodate also mean stress condition (and in fact
also defective conditions of Robin type), and is a valid alternative. The control
approach is rather interesting, but also rather costly, and, so far, has not found much
use in practical applications. However it may be advantageous if the constraints to
be imposed are more complex than the standard ones.
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