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Abstract. The girth of a graph is the length of its shortest cycle. Due
to its relevance in graph theory, network analysis and practical fields
such as distributed computing, girth-related problems have been object
of attention in both past and recent literature. In this paper, we con-
sider the problem of listing connected subgraphs with bounded girth.
As a large girth is index of sparsity, this allows to extract sparse struc-
tures from the input graph. We propose two algorithms, for enumerating
respectively vertex induced subgraphs and edge induced subgraphs with
bounded girth, both running in O(n) amortized time per solution and
using O(n3) space. Furthermore, the algorithms can be easily adapted
to relax the connectivity requirement and to deal with weighted graphs.
As a byproduct, the second algorithm can be used to answer the well
known question of finding the densest n-vertex graph(s) of girth k.

1 Introduction

We consider the problem of finding all subgraphs and induced subgraphs with
girth at least k of a graph. The girth is a measure of sparsity, as graphs with large
girth are inherently sparse. This corresponds to finding sparse substructures of
the given graph, a problem that was considered under several forms [5,9] and
has applications in network analysis. In particular, this problem generalizes two
well studied problems, i.e., listing all subtrees and induced subtrees [7,13–15].
Indeed, any graph with girth larger than n may not contain a cycle, i.e., it is a
tree, or a forest.

A subgraph enumeration problem, given a graph G and some constraint R,
consists in outputting all the subgraphs satisfying R without duplicates. The
efficiency of enumeration algorithms is often measured with respect to both
the size of the input and that of the output, i.e., the number of solutions: an
enumeration algorithm is called an amortized polynomial time algorithm if it
runs in O(M · poly(N)) time, where N is the input size and M is the number
of solutions. Furthermore, the algorithm is said to have polynomial delay if the
maximum time elapsed between two consecutive outputs is polynomial.
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In this paper, we present two amortized polynomial time algorithms for enu-
merating subgraphs of girth at least k. The first, EBG-IS, enumerates induced
subgraphs, while the second, EBG-S, enumerates edge subgraphs (also simply
called subgraphs). Both EBG-IS and EBG-S run in O(n |S|) time using O(n3)
space, where n is the number of nodes in G and S is the set of all solutions.
The proposed algorithms will consider the enumeration of connected subgraphs
in simple graphs. However, both algorithms can easily be applied to the enumer-
ation of non-connected subgraphs, and to weighted graphs by trivial changes,
with the same time and space complexity. In these problems, the upper bound
of the number of solutions are O(2n) and O(2m), respectively, where m is the
number of edges. Hence, the brute force algorithms are optimal if we evaluate the
efficiency of algorithms only the input size. When we describe a more efficient
algorithm, reducing amortized complexity is important [10]. Indeed, our imple-
mentation of EBG-S1 is almost 560 times faster than the brute force algorithm
when the input graph is a complete graph K8 and girth is four.

While the problem of efficiently enumerating subgraphs with bounded girth
has been considered for directed graphs [6], to the best of our knowledge, there
is no known efficient algorithm for the undirected version of the problem.2

An early result on girth computation is the algorithm by Itai and Rodeh [8],
that finds the girth of a graph in O(nm) time. In more recent work, the problem
was also solved in linear time for planar graphs [4]. However, the problem we
consider involves computing the girth of many subgraphs, so relying on these
algorithms is not efficient.

A prominent question related to the girth is finding exactly how dense a
graph of given girth can be: the maximum number of edges in a d-regular graph
with girth k is bounded by the well known Moore bound [2], which Alon later
proved to be tight on general graphs as well [1]. Erdős conjectured that there
exists a graph with Ω(n1+1/k) edges and girth 2k + 1 [12]. On the other hand,
some have focused on giving practical lower bounds, i.e., finding ways to generate
graphs of given girth as dense as possible [3,11]. We remark that our proposed
algorithm EBG-S can match theory and practice: the densest n-vertex graph of
girth k can be found as a subgraph of the complete graph Kn. While this may
not be practical for large values of n, it significantly improves upon the brute
force approach by avoiding the generation of subgraphs with girth <k.

2 Preliminaries

Let G = (V (G), E(G)) be a simple undirected graph with no self-loops, with
vertex set V (G) and edge set E(G) ⊆ V (G) × V (G). Two vertices u and v are
adjacent (or neighbors) if there is an edge e = {u, v} ∈ E(G) joining them. We

1 The implementation of EBG-S in the github repository: https://github.com/ikn-lab/
EnumerationAlgorithms/tree/master/BoundedGirth/.

2 We remark that the techniques in [6] do not extend to undirected graphs, thus
motivating a separate study. In directed graphs, a u-v path and a v-u path are
distinct. However, a u-v path and a v-u path may be same in undirected graphs.

https://github.com/ikn-lab/EnumerationAlgorithms/tree/master/BoundedGirth/
https://github.com/ikn-lab/EnumerationAlgorithms/tree/master/BoundedGirth/
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call e incident to v and we denote the set of incident edges to v E(v). The set
of neighbors of u in G is called its neighborhood and denoted by NG(u) and
the size of NG(u) is called the degree of u in G. Let NG[u] = NG(u) ∪ {u}
be the closed neighborhood of u. The set of neighbors of U ⊆ V is defined as
NG(U) =

⋃
u∈U NG(u)\U . Similarly, NG[U ] denotes NG(U)∪U . For any vertex

subset S ⊆ V , we call G[S] = (S,E[S]) an induced subgraph, where E[S] =
E(G) ∩ (S × S). Since G[S] is uniquely determined by S, we sometimes identify
G[S] with S. For any edge subset E′ ⊆ E, we call G[E′] = (V ′(E′), E′) edge
induced subgraph, where V ′(E′) =

⋃
{u,v}∈E′ u. We define G \ {e} = (V,E \ {e})

and G \ {v} = G[V \ {v}]. For simplicity, we use v ∈ G and e ∈ G to refer to
v ∈ V (G) and e ∈ E(G), respectively. If G is clear from the context, we will also
use simplified notation such as V , E, N(u) instead of V (G), E(G), NG(u).

A sequence P = (v1, . . . , vk+1) of distinct vertices is a path from v1 to vk+1

(v1-vk+1 path for short) in G = (V,E) if for any i ∈ [1, k], {vi, vi+1} ∈ E. P is a
shortest path between two vertices if there is no shorter path between them. Let
us denote by V (P ) and E(P ) the set of vertices and edges in P , respectively.
We say that G is connected if for any two vertices u, v ∈ V , there is a u-v path.
We say that a sequence C = (v1, . . . , vk+1) of vertices is a cycle if (v1, . . . , vk)
is a v1-vk path, vk+1 = v1, and {vk, vk+1} ∈ E. The length of a path or cycle is
defined by its number of edges. The distance between two vertices is the length
of a shortest path between them. The girth of G, denoted by g(G), is the length
of a shortest cycle in G. For simplicity, we say that G has girth k if g(G) ≥ k.
The girth of acyclic graphs is usually assumed to be ∞.
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Fig. 1. Dashed edges and vertices are not included by an induced subgraph and a
subgraph. An induced subgraph of girth five (A) and a subgraph of girth six (B).

We define our problems as follows and Fig. 1 shows examples of solutions
Problem 1 and Problem2. If we store all outputs, then it is easy to avoid dupli-
cates. Our algorithms achieve without duplicates in polynomial space.

Problem 1 (k-girth connected induced subgraph enumeration). Enumerate all
connected induced subgraphs S of a graph G with g(S) ≥ k, without duplicates.

Problem 2 (k-girth connected subgraph enumeration). Enumerate all connected
subgraphs S of a graph G with g(S) ≥ k, without duplicates.

3 Enumeration by Binary Partition

The binary partition method is one of the fundamental frameworks for designing
enumeration algorithms. Typically, a binary partition algorithm A has the fol-
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Algorithm 1. Enumerate all connected induced subgraphs with girth k.
1 Procedure EBGG, k // G: an input graph, k: positive integer

2 RecEBG(∅, G);
3 Procedure RecEBG(S,G) // S: the current solution

4 Output S;
5 done ← ∅;
6 for v ∈ C (S) do
7 RecEBG(S ∪ {v}, G \ done);
8 done ← done ∪ {v};

9 return;

lowing structure: first A picks an element x of the input, then divides the search
space into two disjoint spaces, one containing the solutions that include x, and
one those that do not. A recursively executes the above step until all elements
are picked. Whenever the search space contains exactly one solution, A outputs
it. We call each dividing step an iteration.

Algorithm EBG, detailed in Algorithm1, represents a basic strategy for
Problem 1. Algorithm 1 is based on binary partition, although each iteration
divides the search space in more than two subspaces. While EBG enumerates
solutions by picking vertices on each iteration, we can obtain an enumeration
algorithm for Problem2 by modifying EBG so that it picks edges instead.

Let G, X, and S(X) be respectively an input graph, an iteration, and the
solution received by the iteration X. A vertex v /∈ S(X) is a candidate vertex for
S(X) if g(S(X) ∪ {v}) ≥ k and S(X) ∪ {v} is connected, that is, the addition of
a candidate vertex generates a new solution. Let C (S(X)) be a set of candidate
vertices for S(X). We call C (S(X)) the candidate set of S(X). Now, suppose
that X generates new iterations Y1, . . . , Yd by adding vertices in C (S(X)) =
{v1, . . . , vd} on line 7. For each i, we say that X is the parent of Yi, and Yi is a
child of X. Note that, on iteration Yi and its descendant iterations, EBG outputs
solutions that do not include v1, . . . , vi−1 but do include vi. This implies that
the solution space of Yi is disjoint from those of each Yj<i created so far, i.e.,
EBG divides the solution space of X in d disjoint subspaces. The only iteration
without a parent is the one generated on line 2, which we call the initial iteration
and denote by I. We remark that S(I) = ∅ and that ∅ is a solution.

By using the above parent-child relation, we introduce the enumeration tree
T (G) = T = (V, E). Here, V is the set of iterations of EBG for G and E is a subset
of V × V. For any pair of iterations X and Y , (X,Y ) ∈ E if and only if X is the
parent of Y . We can observe that T has no cycles since every child iteration of
X receives a solution whose size is larger than S(X). In addition, each iteration
other than the initial iteration has exactly one parent. This implies that the
initial iteration is an ancestor of all iterations and thus T is connected. Thus, T
forms a tree. Next three lemmas show the correctness of EBG. Due to the space
limitation, we omit some proofs (which can be found in Appendix).
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Lemma 1. Let G be a simple undirected graph and k a positive integer. Then,
every output of EBG induces a connected subgraph of girth k.

Lemma 2. If X and Y are two distinct iterations on EBG, then S(X) 	= S(Y ).

Lemma 3. Let G be a simple undirected graph and k a positive integer.
EBG(G, k) outputs all connected induced subgraphs with girth k in G exactly once.

Proof. By Lemma 1, EBG outputs only solutions, and by Lemma2 it does not
output each solution more than once. We show that EBG outputs all solutions by
induction. Let S be a solution. If |S| = 0, EBG outputs the empty set.

Otherwise, there is an iteration X0 such that S(X0) ⊆ S and S ⊆ V (G)
(that is, no vertex of S has been removed from G). This is trivially true, e.g.
for X0 = I, since S(I) = ∅ and nothing has been removed from G. Note that
every subgraph of a graph with girth at least k must also have girth at least
k, thus every v ∈ S \ S(X0) such that G[S(X0) ∪ {v}] is connected must be in
C (S(X0)). As S is connected there is at least one such v in C (S(X0)).

Consider the first execution of Line 7 in X for which a vertex v ∈ S \ S(X0)
is considered to generate a child iteration X1. As no vertex of S was added to
done in X0, we still have that S(X1) ⊆ S and S ⊆ V (G) in iteration X1, but
|S(X1)| = |S(X0)| + 1. Hence, by induction, EBG will eventually find S. 
�

Using Itai’s algorithm [8] to compute the girth of a graph in O(mn), we can
obtain a first trivial complexity bound for Algorithm1.

Theorem 1. EBG solves Problem 1 with delay O(n2m).

Non-induced, weighted, and non-connected case. Let us briefly show how
EBG also applies to some variants of the problem. Firstly, we can solve Problem 2,
i.e., enumerate edge subgraphs, by modifying EBG as follows: Each solution is
a set of edges S ⊆ E, and the candidate set C (S(X)) becomes C (S(X)) =
{e ∈ E(X) | G[S(X) ∪ {e}] is connected and g(G[S(X) ∪ {v}]) ≥ k}. It is
straightforward to see that Lemma 3 still holds (replacing the word induced with
edge in the statement), and that the modified algorithm will solve Problem 2 in
polynomial delay and polynomial space.

Furthermore, we can consider the weighted version of the problem, where the
length of a cycle is the sum of the weights of its edges: we can find the girth
in this case by adapting the Floyd-Warshall algorithm, and thus still enumerate
all solutions for both the induced and edge subgraph version of the problem, in
polynomial delay and polynomial space.

Finally, we consider non-connected case, i.e., where the solutions are all
induced or edge subgraphs of girth k, and not just the connected ones: this
is trivially done by redefining the candidate set as C (S(X)) = {v ∈ V (G) |
g(G[S(X)∪{v}]) ≥ k} for Problem1, and similarly for Problem 2. If G[S] is not
connected, its girth is the minimum among that of its connected components,
thus we can still use Itai’s algorithm (or Floyd-Warshall if weighted edges are
considered as well), and again obtain polynomial delay and polynomial space.
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Algorithm 2. Updating data structures in EBG-IS.
1 Procedure NextC(v, C (S) , D(1)(S), D(2)(S), S, k,G)

2 C (S ∪ {v}) ← UpdateCand(v, S);

3 D(1)(S ∪ {v}) ← Update1(v, C (S ∪ {v}));

4 D(2)(S ∪ {v}) ← Update2(v, C (S ∪ {v}));

5 Function UpdateCand(v, S)
6 C (S ∪ {v}) ← N(v) ∪ C (S);
7 foreach u ∈ C (S) do

8 if D
(1)
uv (S) + D

(2)
uv (S) ≥ k then C (S ∪ {v}) ← C (S ∪ {v}) ∪ {u} ;

9 return C (S ∪ {v});

10 Function Update1(v, C (S ∪ {v}))
11 foreach u ∈ C (S ∪ {v}) ∪ S,w ∈ C (S ∪ {v}) do

12 D
(1)
uw(S) ← min{D(1)

uw(S), D
(1)
uvw(S)}

13 return D(1)(S ∪ {v})

14 Function Update2(v, C (S ∪ {v}))
15 foreach u,w ∈ C (S ∪ {v}) do

16 p1 ← min{D(1)
uw(S), D

(1)
uvw(S ∪ {v}), D

(2)
uw(S)};

17 p2 ← the second smallest length in {D(1)
uw(S), D

(1)
uvw(S ∪ {v}), D

(2)
uw(S)};

18 if p1 + p2 ≥ k then // x ∈ N(u) ∩ S ∪ {v}
19 p2 ← the second smallest length in {D(1)

xw(S ∪ {v}) + 1};

20 D
(2)
uw(S ∪ {v}) ← p2;

21 return D(2)(S ∪ {v});

4 Induced Subgraph Enumeration

The bottleneck of EBG is the computation of the candidate set. In this section,
we present a more efficient algorithm EBG-IS for Problem1. EBG-IS is based
on EBG, but each iteration exploits information from the parent iteration, and
maintains distances in order to improve the computation of the candidate set.
The procedure is shown in Algorithm2.

EBG-IS uses the second distance between vertices defined as follows. Let v be
a vertex in C (S)∪S, and u and u′ be vertices in C (S). We denote by D

(1)
uv (S) the

distance between v and u in G[S∪{v, u}], and by D
(2)
uu′(S) the distance between u

and u′ in G[S∪{u, u′}]\{e0}, where e0 = (u, ·) is the first edge on a shortest path
between u and u′. Note that for any vertices x ∈ G \ {C (S) ∪ S}, y ∈ G \ C (S),
and y′ ∈ G \ C (S), D

(1)
xy (S) = ∞ and D

(2)
yy′(S) = ∞. Especially, we call D

(2)
uu′(S)

the second distance between u and u′ in G[S∪{u, u′}]. In addition, we call a path
whose length is the second distance a second shortest path. Moreover, we write
D

(1)
uwv(S) and D

(2)
uwv(S) for the distance and the second distance from u to v via

a vertex w, respectively. Let P and P ′ be respectively a v-u shortest path and
a v-u second shortest path. Since P and P ′ do not share e0 but do share their
ends, H must have a cycle including v and u, where H is a subgraph of G such
that V (H) = V (P ) ∪ V (P ′) and E(H) = E(P ) ∪ E(P ′). Figure 2(C) shows an
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example of a cycle made by P and P ′. To compute the candidate set efficiently,
we will use the following lemmas. In the following lemmas, let X and Y be two
iterations such that X is the parent of Y , and v be a vertex in C (S(X)) such
that S(Y ) = S(X) ∪ {v}.
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Fig. 2. (A) and (B) show two induced subgraphs. (C) shows a shortest path and a sec-
ond shortest path. Dashed edges and vertices are not contained by induced subgraphs.
Black and gray paths show respectively shortest and second shortest paths.

Lemma 4. Let u and w be two vertices in C (S(X)) and k = g(G[S(X)]). (A)
g(G[S(X) ∪ {u,w}]) ≥ k if and only if (B) D

(1)
uw(S(X)) + D

(2)
uw(S(X)) ≥ k.

Proof. Clearly, (A) → (B) holds by definition of D(1)(S(X)) and D(2)(S(X)).
For the direction (B) → (A), consider a shortest cycle C in G[S(X) ∪ {u,w}])
in the following three cases: (I) u,w /∈ C: |C| ≥ k since g(G[S(X)]) ≥ k. (II)
Either u or w in C: |C| ≥ k since u and w belong to C (S(X)). (III) Both u
and w in C: C can be decomposed into two u-w paths P and Q. Without loss of
generality, |P | ≤ |Q|. If P is a u-w shortest path, then |C| ≥ k from (B), since
Q is at least as long as the second distance D

(2)
uw(S(X)). Otherwise, there is a

u-w shortest path P ′ and a cycle C ′ consisting of a part of P (or Q) and a part
of P ′. If C ′ contains w, then |C ′| = |C| ≥ k since C is a shortest cycle. If C ′

does not contain w, then |C ′| is a cycle in G[S(X) ∪ {u}], thus |C ′| ≥ k because
u ∈ C (S(X)). 
�

Lemma 5. EBG-IS computes C (S(Y )) in O(|C (S(X))| + |N(v)|) time.

Proof. From Lemma 4, vertex u in C (S(X)) belongs to C (S(Y )) if and only if
D

(1)
uv (S(X)) + D

(2)
uv (S(X)) ≥ k. This can be done in constant time. In addition,

from the connectivity of G[S(Y )], C (S(Y )) \ C (S(X)) ⊆ N(v). Thus, we can
find C (S(Y )) \ C (S(X)) in O(|C (S(X))| + |N(v)|) time. 
�

Next, we consider how to update the values of D(1)(S(Y )) and D(2)(S(Y ))
when adding v to S(X). We can update the old distances to the ones after
adding v as in the Floyd-Warshall algorithm (see Algorithm2), meaning that
we can compute D(1)(S(Y )) in O(|S(X) ∪ C (S(X))| · |C (S(X))|) time. By the
following lemma, the values of D(2)(S(Y )) can be updated in O(|S(Y )|) time for
each pair of vertices in C (S(Y )).
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Lemma 6. Let u and w be two vertices in C (S(X)), e0 be an edge in a u-w
shortest path in G[S(X)∪{u,w}], and H = G[S(X)∪{u,w}]\{e0}. If NH(u) = ∅,
then D

(2)
uw(S(X)) = ∞. Otherwise, D

(2)
uw(S(X)) = miny∈NH(u){D

(1)
yw(S(X)) + 1}.

Proof. From the definition of D
(2)
uw(S(X)), if NH(u) = ∅, then D

(2)
uw(S(X)) = ∞.

We assume |NH(u)| ≥ 1. Since u /∈ S(X), every shortest path between u and
w in G[S(X) ∪ {w}] ∪ f contains f , where f = {u, y}. Hence, D

(1)
yw(S(X)) + 1

is equal to the distance between u and w in G[S(X) ∪ {w}] ∪ {f}. Hence, the
statement holds. 
�

The next lemma implies that if D
(1)
uw(S(X)) + D

(2)
uw(S(X)) < k, i.e., G[S(X) ∪

{u,w}] is not a solution, then computing D
(2)
uw(S(Y )) takes constant time.

(I.a) (I.b) (II)

u

x

w

v

u

x

w

v

u

x

w

v

Fig. 3. Examples of each case in Lemma 7. Solid lines are u-v shortest paths in G[S(X)∪
{u,w}]. Gray solid lines are u-v second shortest paths in G[S(X) ∪ {u,w}]. Dashed
lines are u-v-w shortest paths in G[S(Y ) ∪ {u,w}]. Let {u, x} be the first edge in a
shortest path: the sum of lengths of a solid and gray solid line is less than k.

Lemma 7. Let u and w be two vertices in C (S(Y )). If p1 + p3 < k,
then D

(2)
uw(S(Y )) = min{max{p1, p2}, p3}, where p1 = D

(1)
uw(S(X)), p2 =

D
(1)
uvw(S(Y )), and p3 = D

(2)
uw(S(X)).

Proof. Let GX = G[S(X) ∪ {u,w}] and GY = G[S(Y ) ∪ {u,w}]. Note that
p1 ≤ p3. We consider the following cases: (I) p1 < p2: Let e = {u, x} be the first
edge of a u-w shortest path P in GY . Note that P cannot contain v. (I.a) There
exists a u-v-w shortest path Q that does not contain e: clearly, D

(2)
uw(S(Y )) =

min{|Q| = p2, p3}. (I.b) Every u-v-w shortest path Q contains e: there always
exists a cycle C in S(Y ) ∪ {w} such that V (C) ⊆ (V (P ) ∪ V (Q)) \ {u} and C
does not contain u. Note that |C| < p1 + p2. If p2 ≤ p3, then this contradicts
w ∈ C (S(Y )) since |C| < k. Thus, p2 > p3. This implies that |Q| − 1 ≥ p3.
Hence, D

(2)
uw(S(Y )) = p3. (II) p2 ≤ p1: this assumption implies that there exists

a u-w shortest path P in GY that contains v, and p1 + p2 < k. Let e be the first
edge of P in GY and Q be a u-v-w shortest path in GY \ {e}. Now, we can see
|Q| > p1 since if |Q| ≤ p1, then u /∈ C (S(Y )) since P and Q make a cycle C
containing u with |C| < k. Thus, the length of a u-w shortest path in GY \ {e}
is p1, and D

(2)
uw(S(Y )) = p1 holds. 
�
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Algorithm 2 shows in detail the update of the candidate set, D(1)(·), and
D(2)(·) (done using Lemma 7). We analyze the time complexity of EBG-IS. Let
ch(X) be the set of children of X and #gch(X) be the number of grandchildren
of X. The next lemma shows the time complexity for updating D(2)(S(X)).

Lemma 8. We can compute D(2)(S(Y )) from D(2)(S(X)) in O(#gch(Y ) ·
|S(Y )| + |C (S(Y ))|2) time.

Proof. Let u and w be two vertices in C (S(Y )). Two cases are possible:
(I) D

(1)
uw(S(X)) + D

(2)
uw(S(X)) ≥ k: By Lemma 6, computing D

(2)
uw(S(Y )) takes

O(|S(Y )|) time, checking only vertices in S(Y ). As the number of pairs (u,w)
that fit this case is bounded by #gch(Y ), EBG-IS needs O(#gch(Y )·|S(Y )|) time
to compute this part. (II) D

(1)
uw(S(X)) + D

(2)
uw(S(X)) < k: From Lemma 7, com-

puting D
(2)
uw(S(Y )) takes constant time, for a total complexity of O(|C (S(Y ))|2),

which proves the statement. 
�

Theorem 2. EBG-IS enumerates all solutions in O(
∑

S∈S |N [S]|) time using
O(maxS∈S{|N [S]|3}) space, where S is the set of all solutions.

Proof. The correctness of EBG-IS follows from Lemma 3. We first consider the
space complexity. In an iteration X, EBG-IS uses O(|C (S(X)) ∪ S(X)|2) space
for storing values of D(1)(·) and D(2)(·). In addition, the height of T is at most
maxS∈S{|S|}. Therefore, EBG-IS uses O(maxS∈S{|N [S]|3}) space.

Let c(X) be |C (S(X))| and T (X,Y ) be the time needed to generate Y from
X, i.e., an execution of NextC() (Algorithm 2). From Lemma 5, Lemma 6, and
the Floyd-Warshall algorithm, T (X,Y ) is O(c(X) + |N(v)| + c(Y ) · |S(X)| +
#gch(Y ) · |S(Y )| + c(Y )2) time. In addition, |N [S(X)]| ≤ |N [S(Y )]|, |N(v)| =
O(|N [S(Y )]|), and c(X) = O(N [S(X)]) since every vertex in the candidate set
has a neighbor in S(X). Thus, T (X,Y ) = O(|N [S(Y )]| (c(Y )+#gch(Y ))) time.
Note that the sum of children and grandchildren for all iterations is at most 2 |V|.
Thus, by distributing the O(|N [S(Y )]|) time from X to children and grandchil-
dren of Y , each iteration needs O(|N [S(Y )]|) time since each iteration receives
costs only from the parent and the grandparent. In addition, each iteration out-
puts a solution, and hence the total time is O(

∑
S∈S |N [S]|). 
�

5 Subgraph Enumeration

We propose an algorithm, EBG-S, for enumerating all subgraphs with girth k in
a given graph G, detailed in Algorithm3. A trivial adaptation of EBG-IS would
run in O(m) time per solution, as the candidate sets are sets of edges, whose
size is O(m). To improve this running time, EBG-S selects candidates in a certain
order, so that the number of candidate edges does not exceed no more than the
number of nodes in the previous solution G[S].

Let S be the current solution. Note that S is an edge set. We first define
an inner edge and an outer edge as follows: an edge e = {u, v} is an inner edge
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A good case A bad case

Fig. 4. Black solid lines and gray solid lines represent inner edges and outer edges,
respectively. Our main strategy is to reduce the number of inner edges in EBG-S.

for S if u, v ∈ G[S], and an outer edge otherwise (see Fig. 4). Let Cin(S) and
Cout(S) be a set of inner edges and outer edges in C (S), respectively. We first
consider the case when EBG-S picks an outer edge. In the following lemmas, let
X be an iteration in enumeration tree T , e be an edge not in X, and Y be the
child iteration of X satisfying S(Y ) = S(X) ∪ {e}.

Lemma 9. Let e = {x, y} be an outer edge such that x ∈ V (G[S(X)]). Then
C (S(Y )) ⊆ (C (S(X)) ∪ E(y)) \ {e}, where E(y) are the edges incident to y.

Proof. An edge g /∈ E(y)∪C (S(X)) may not be added to S(Y ) as the resulting
subgraph would be disconnected, and e 	∈ C (S(Y )) since e ∈ S(Y ). 
�

From Lemma 9, EBG-S manages the candidate set C (S(Y )) in O(|C (S(Y ))|+
|V (G[S(X)])|) time when EBG-S picks an outer edge e since we can add all edges
e′ /∈ S(X) ∪ C (S(X)) incident to y and S(Y ) ∪ {e′} is a solution. Moreover,
removed edges are at most |V (G[S(X)])| since all removed edges have a ver-
tex in V (G[S(X)]). In this case, EBG-S can obtain Cin(S(Y )) and Cout(S(Y ))
in O(S(X)) time and O(C (S(Y ))) time, respectively. Next, we consider that
when EBG-S picks an inner edge e. When we pick an inner edge, C (S(Y )) is
monotonically decreasing.

Lemma 10. If e is an inner edge, then Cin(S(Y )) ⊂ Cin(S(X)) and
Cout(S(Y )) = Cout(S(X)).

Proof. Since e is an inner edge V (G[S(Y )]) = V (G[S(X)]), thus there is no edge
f ∈ Cin(S(Y )) \ Cin(S(X)). Since e /∈ Cin(S(Y )) and no edge in Cout(S(X))
is in Cin(S(Y )), Cin(S(Y )) ⊂ Cin(S(X)). Moreover, there is no cycle including
f ∈ Cout(S(X)) in G[S(Y ) ∪ {f}], hence Cout(S(Y )) = Cout(S(X)). 
�

Next, for any pair of edges e and f not in G[S(X)], we consider the compu-
tation of the girth of G[S(X)∪{e, f}] in EBG-S. Let A(X) = {v ∈ V (G[S(X)]) |
E(v) ∩ C (S(X)) 	= ∅}. In a similar fashion as EBG-IS, EBG-S uses D(3)(S(X))
for A(X). The definition of D(3)(S(X)) is as follows: For any pair of vertices
u and v in A(X), D

(3)
uv (S(X)) is the distance between u and v in A(X). Note

that a shortest path between u and v may contain a vertex in G[S] \ A(X).
The next lemma shows that by using D(3)(S(X)), we can compute C (S(Y )) in
O(|V (G[S(Y )])|) time from C (S(X)).

Lemma 11. For any iteration X, |Cin(S(X))| ≤ |V (G[S(X)])|.
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Algorithm 3. Updating data structures in EBG-S.
1 Procedure NextC(C (S) , D(3)(S), S, k,G)

2 if Cin(S) �= ∅ then e ← Cin(S); else e ← Cout(S) ;
3 C (S ∪ {e}) ← UpdateCand(e, S);

4 D(3)(S ∪ {e}) ← Update3(e, C (S ∪ {e}));

5 Function UpdateCand(e = {u, v}, S)
6 if e ∈ Cin(S) then
7 for f ∈ Cin(S) \ {e} do
8 if g(G[S ∪ {e, f}]) ≥ k then Cin(S) ← Cin(S) ∪ {f} ;

9 else // We assume u ∈ G[S] and v /∈ G[S]
10 for w ∈ N(v) do // Let f be an edge {v, w}
11 if g(G[S ∪ {e, f}]) < k then Cout(S) ← Cout(S) \ f ;
12 else if w ∈ G[S] then
13 (Cin(S), Cout(S)) ← (Cin(S) ∪ f, Cout(S) \ f)
14 else Cout(S) ← Cout(S) ∪ f ;

15 return Cin(S) ∪ Cout(S);

16 Function Update3(e = {u, v}, C (S ∪ {e}))
17 A = {v ∈ V (G[S]) | v is incident to C (S) .};
18 for x, y ∈ A do // If e ∈ Cout(S), then u ∈ V (G[S]), v /∈ V (G[S])
19 if e ∈ Cin(S) then

20 D
(3)
xy (S) ← min{D(3)

xy (S), D
(3)
xu (S)+D

(3)
vy (S)+1, D

(3)
xv (S)+D

(3)
uy (S)+1};

21 else D
(3)
xy (S) ← min{D(3)

xy (S), D
(3)
xu (S) + 1} ;

22 return D(3)(S);

Proof. The proof follows from these facts: (A) Initially, Cin(S(X)) = ∅. (B)
Choosing e ∈ Cin(S(X)) decreases |Cin(S(Y ))|. (C) e = {x, y} ∈ Cout(S(X)) is
chosen iff |Cin(S(X))| = 0, and (assuming wlog y 	∈ V (G[S(X)])) it increases
|Cin(S(Y ))| by at most |{{y, z} : z ∈ V (G[S(X)])}| < |V (G[S(X)])|. 
�

Lemma 12. |Cout(S(X)) \ Cout(S(Y ))| + |Cout(S(Y )) \ Cout(S(X))| ≤ V (G
[S(Y )]).

Proof. We consider two cases: (I) Cin(S(X)) 	= ∅: EBG-S picks e ∈ Cin(S(X)),
and thus, From Lemma 10, Cout(S(Y )) = Cout(S(X)). (II) Cin(S(X)) = ∅:
EBG-S picks e = {u, v} ∈ Cout(S(X)). Without loss of generality, we can assume
that u ∈ V (G[S(X)]) and v /∈ V (G[S(X)]). Let f be an edge {v, w} incident to
v. Now, w ∈ V (G[S(Y )]). This implies that the number of edges that are added
to Cout(S(Y )) and removed from Cout(S(X)) is at most |V (G[S(Y )])|. 
�

Note that |V (G[S(X)])| ≤ |V (G[S(Y )])|. Hence, from the above lemmas, we
can obtain the following lemma.

Lemma 13. C (S(Y )) can be computed in O(|V (G[S(Y )])|) time from
C (S(X)).

Theorem 3. EBG-S enumerates all connected subgraphs with girth k in
O(

∑
S∈S |V (G[S])|) total time using O(maxS∈S{|V (G[S])|3}) space.
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Proof. The proof can be obtained by adapting that of Theorem2. A more
detailed proof can be found in the appendix. 
�

6 Conclusion

In this paper, we addressed the k-girth connected induced/edge subgraph enu-
meration problems. We proposed two algorithms: EBG-IS for induced subgraphs
and EBG-S for edge subgraphs. Both algorithms have O(n) time delay and require
O(n3) space (exact bounds are reported in Table 1). The algorithms can easily
be adapted to relax the connectivity constraint and consider weighted graphs.
Other possibilities include applying the algorithms for network analysis and con-
sidering the more challenging problem of enumerating maximal subgraphs.

Table 1. Summary of our result. S is the set of all solutions.

Total time Total space

EBG-IS O(
∑

S∈S |N [S]|) O(maxS∈S{|N [S]|3})

EBG-S O(
∑

S∈S |V (G[S])|) O(maxS∈S{|V (G[S])|3})
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