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Preface

This proceedings volume contains papers presented at IWOCA 2018, the 29th Inter-
national Workshop on Combinatorial Algorithms, held during July 16–19, 2018, at the
Department of Computer Science, National University of Singapore (NUS), Singapore.
The conference covered diverse areas of combinatorial algorithms, namely, complexity
theory, graph theory and combinatorics, combinatorial optimization, cryptography and
information security, algorithms on strings and graphs, graph drawing and labelling,
computational algebra and geometry, computational biology, probabilistic and ran-
domized algorithms, algorithms for big data analytics, and new paradigms of com-
putation. The conference was organized by the School of Computing, National
University of Singapore.

IWOCA is an annual conference series on all aspects of combinatorial algorithms.
The series of IWOCA conferences grew out of over 28 years of history. Initially, the
conference was a local workshop in Australia, known as AWOCA. In 2007, it became
an international conference. Previous meetings have been held in Australia, Canada,
Czech Republic, Finland, France, Indonesia, India, Italy, Japan, South Korea, UK, and
USA. IWOCA is led by a strong Steering Committee, whose members are Charles
Colbourn (Arizona State University), Costas Iliopoulos (King’s College), and Bill
Smyth (McMaster University). The Program Committees comprise computer scientists
of international repute from different parts of the globe. Notably, the Program
Committee of IWOCA 2018 comprised 46 eminent researchers from Australia,
Bangladesh, Canada, Chile, China, Czech Republic, Finland, France, Greece, Hong
Kong, Israel, Italy, Japan, Malaysia, Norway, Singapore, Slovenia, Taiwan, UK, and
USA.

The technical program was finalized by selecting the highest-quality papers from
among 69 submitted papers. After a rigorous review followed by in-depth discussion
by the Program Committee, this year we could only accept 31 high-quality papers.
Among these 31 papers, we selected “Linear Ramsey Numbers” for the best paper
award, which presented at the conference. In addition to the 31 contributed talks, the
scientific program of the workshop included invited talks by three eminent researchers,
namely, Prof. Michael Fellows (University of Bergen, Norway), Prof. Sanjay Jain
(National University of Singapore, Singapore), and Prof. Kunihiko Sadakane
(University of Tokyo, Japan). We are extremely grateful to our invited speakers for
their excellent talks at the workshop. We thank all the authors who submitted their
works for consideration to IWOCA 2018. We deeply appreciate the contribution of all
Program Committee members and external reviewers for handling the submissions in a
timely manner despite their extremely busy schedule. We would like to acknowledge
the EasyChair conference management system again for providing us with their cel-
ebrated platform for conference administration. We are grateful to Springer for



publishing the proceedings of IWOCA 2018 in the LNCS series. As always, we are
deeply indebted to the IWOCA Steering Committee for their continuous guidance,
support, and leadership. Above all, we are extremely grateful to the Organizing
Committee of IWOCA 2018 for making the event a grand success. Finally, we would
like to thanks Springer for sponsoring the conference.

July 2018 Costas Iliopoulos
Hon Wai Leong
Wing-Kin Sung
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Some Recent New Directions in Multivariate
Algorithmics

Michael Fellows

Department of Informatics, University of Bergen, Norway
Michael.Fellows@uib.no

Abstract. The talk will try to do three things:

(1) Give a basic introduction to the key ideas of parameterized
complexity/multivariate algorithmics, for those who may be unfa-
miliar with this area of research. The account will be somewhat
idiosyncratic, colorful and concrete, and may offer some new per-
spectives even to those who are conversant in the technical ideas of
this area.

(2) Briefly survey some of the key achievements of this area of research
so far, and the major themes, such as the equivalency between
P-time kernelization and FPT that have emerged.

(3) Exposit recent research directions in this area that have attracted
substantial new research funding in various countries of the world.



Survey of Some Recent Near Polynomial Time
Results for Parity Games

Sanjay Jain

Department of Computer Science, National University of Singapore,
13 Computing Drive, COM1, Singapore 117417, Republic of Singapore

{sanjay}@comp.nus.edu.sg

Abstract. In this talk we will describe a Quasi Polynomial time algorithm for
parity games given by Calude et al (STOC 2017). The runtime for the algorithm
is OðnlogðmÞþ 6Þ, where n is the number of nodes and m is the number of colours
(priorities). The parameterised parity game – with n nodes and m distinct colours
is proven to be in the class of fixed parameter tractable problems (FPT) when
parameterised over m. The corresponding runtime is Oðn5 þ gðmÞÞ, where gðmÞ
can be taken to be mmþ 6. We will also discuss the next developments in the field
which improved the above algorithm by making it simultaneously in near linear
space by Jurdzinski and Lazic (LICS 2017) and Fearnley et al (SPIN 2017).
Recently, Lehtinen (LICS 2018) introduced the notion of register index com-
plexity and showed that this is logarithmic in the number of nodes; furthermore,
a game with register index complexity k, the parity game can be solved in time
mOðkÞ � nOð1Þ which provides another quasipolynomial time algorithm for parity
games.

S. Jain was supported in part by the Singapore Ministry of Education Academic Research Fund Tier 2
grant MOE2016-T2-1-019/R146-000-234-112 and NUS grant C252-000-087-001.



Range Minimum Queries and Applications

Kunihiko Sadakane

Department of Mathematical Informatics, Graduate School of Information
Science and Technology, The University of Tokyo

sada@mist.i.u-tokyo.ac.jp

Consider the following problem.

Range Minimum Query, RMQ Given an array A½1::n� and a range ½s; t� � ½1; n�, a
range minimum query asks the position of the minimum value in A½s::t�. If there exist
more than one minimum values in the query range, return the leftmost one.

We consider the indexing problem, that is, given the array A, we first construct a data
structure DA, then given a query range, we solve the problem using DA. There exists a
linear space (OðnÞ words) data structure for the RMQ problem supporting constant time
queries [3, 4]. It is however complicated and there have been no efficient implemen-
tations until recently. In 2000, a simple solution [1] was given and after that, constant
query time RMQ data structures are used in many algorithms.

In this talk, we explain an OðnÞ-word data structure for the RMQ problem. Then we
reduce the size of the data structure to just 2nþ oðnÞ bits [2]. We also explain appli-
cations of the problem such as compressed suffix trees [5].

References

1. Bender, M.A., Farach-Colton, M.: The LCA problem revisited. In: Gonnet, G.H., Viola, A.
(eds.) LATIN 2000. LNCS, vol. 1776, pp. 88–94. Springer, Heidelberg (2000)

2. Fischer, J., Heun, V.: Space-efficient preprocessing schemes for range minimum queries on
static arrays. SIAM J. Comput. 40(2), 465–492 (2011)

3. Gabow, H.N., Bentley, J.L., Tarjan, R.E.: Scaling and related techniques for geometry
problems. In: Proceedings of ACM Symposium on Theory of Computing (STOC), pp. 135–
143, New York, USA. ACM Press (1984)

4. Harel, D., Tarjan, R.E.: Fast algorithms for finding nearest common ancestors.
SIAM J. Comput. 13(2), 338–355 (1984)

5. Sadakane, K.: Compressed suffix trees with full functionality. Theory Comput. Syst. 41(4),
589–607 (2007)
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Collision-Free Routing Problem
with Restricted L-Path

Jammigumpula Ajay(B) and Sasanka Roy

Indian Statistical Institute, Kolkata 700108, India
ak.jammi@gmail.com, sasanka.ro@gmail.com

Abstract. We consider a variant of collision-free routing problem CRP .
In this problem, we are given set C of n vehicles which are moving in a
plane along a predefined directed rectilinear path. Our objective (CRP )
is to find the maximum number of vehicles that can move without col-
lision. CRP is shown to be NP-Hard by Ajaykumar et al. [1]. It was
also shown that the approximation of this problem is as hard as Maxi-
mum Independent Set problem (MIS) even if the paths between a pair
of vehicles intersects at most once. So we study the constrained version
CCRP of CRP in which each vehicle ci is allowed to move in a directed
L-Shaped Path.

We prove CCRP is NP-Hard by a reduction from MIS in L-graphs,
which was proved to be NP-Hard even for unit L-graph by Lahiri et al.
[2]. Simultaneously, we show that any CCRP can be partitioned into col-
lection L of L-graphs such that CCRP reduces to a problem of finding
MIS in L-graph for each partition in L. Thus we show that any algo-
rithm, that can produce a β-approximation for L-graph, would produce a
β-approximation for CCRP . We show that unit L-graphs intersected by
an axis-parallel line is Co-comparable. For this problem, we propose an
algorithm for finding MIS that runs in O(n2) time and uses O(n) space.
As a corollary, we get a 2-approximation algorithm for finding MIS of
unit L-graph that runs in O(n2) time and uses O(n) space.

Keywords: Maximum Independent Set · L-Graphs
Approximation algorithm · Collision-free · Co-comparable graph

1 Introduction

The problem is motivated by the recent development of automated driver-
less vehicles, which are capable of various decision activities such as motion-
controlling, path planning. If we consider a simple road network like Manhattan
and restrict it to be one way for the simplicity of driver-less vehicles routes,
many interesting problems can be seen in this network.

The paper on Problems on One Way Road Networks [1], gives an idea of
One Way Road Network (OWRN) and Traffic Configuration (TC), where each
vehicle moves in a predetermined path in an OWRN and the aim is to find the
maximum number of vehicles that can be allowed to move without having any
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 1–13, 2018.
https://doi.org/10.1007/978-3-319-94667-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94667-2_1&domain=pdf
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collision for a given TC. They proved that this problem is NP-hard by reducing
it to MIS, and also showed that the approximation for this problem is as hard
as approximating MIS. It is known that, for every fixed ε > 0, MIS cannot be
approximated within a multiplicative factor of n1−ε for a general graph, unless
NP = ZPP [4].

We can generalize TC to CRP , where each vehicle is allowed to move in a
rectilinear path, replacing the vertices of the OWRN by their coordinate points
and the path same as in TC. Similar kind of road network has also been studied
by Dasler and Mount [3].

It is easy to see if we constrain the vehicles to move in directed straight lines
parallel to the axis, then the corresponding graph to CRP will be a Bipartite
Graph. MIS of a Bipartite Graph can be computed using Kőnig’s Theorem [7]
and Network-Flow Algorithm [8] in polynomial-time.

Our Contribution:
We considered a special case of CRP , called constrained collision-free routing
problem CCRP , where each vehicle is restricted to move in an L-shaped path.
We prove CCRP is NP-hard by reduction from MIS in L-graphs.

Simultaneously, we show that any CCRP can be partitioned into a collec-
tion L of L-graphs such that CCRP reduces to a problem of finding MIS for
each partition in L. Thus we show that any algorithm, that can produce a β-
approximation for L-graph, would produce a β-approximation for CCRP . Since
the best-known algorithm for L-graph by Lahiri, Mukherjee, and Subramanian
[2] has O(log2 n)-approximation, CCRP has O(log2 n)-approximation.

Further, we extended our work to study the properties of unit L-graph1,
denoted as GLU , where all the objects are of unit size. We prove that unit
L-graph, denoted as GLU (�), where all L’s are intersected by a single axis parallel
line � is a Co-comparable graph. This characterization gives us an algorithm for
finding MIS in O(n2) time using O(n2) space using results by Rose, Tarjan and
Lueker [9]. We propose a dynamic programming based algorithm for finding MIS
of GLU (�) that runs in O(n2) time and uses O(n) space. Also as a corollary, we
get a 2-approximation for finding MIS of GLU . The following are few definitions
and notations we will use throughout this work.

Definition 1. An L-shaped path Pi = (pi, qi, ri) is defined by three co-ordinate
points, where the path segment piqi of Pi forms a vertical segment (directed
downwards) and path segment qiri of Pi forms a horizontal segment (directed
rightwards).

Definition 2. A vehicle ci is defined as a 3-tuple (ti, si, Pi), where ti is the start
time, si is a constant speed with which it will travel till it reaches the destination,
Pi is the L-shaped path (with source pi and destination ri).

Definition 3. If two L-shaped paths have a common point, then they are said
to be intersecting with each other. This common point is called the intersection
point of the two vehicles moving in these L-shaped paths.
1 If both the horizontal and vertical segments of an L are of unit length then we call

it a unit L.
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Definition 4. If two vehicles reach an intersection point orthogonally at the
same time, then we call it a collision.

2 Hardness of CCRP

In this section we prove the hardness of CCRP . Throughout this paper, we
assume that each vehicle is moving with a unit velocity, and the paths intersect
at a single point.

Definition 5. We define x(p), y(p) as the X-coordinate and Y-coordinate of the
point p.

Observation 1 If two paths Pi and Pj intersect with each other such that
x(qi) < x(qj), then y(qi) > y(qj).

Lemma 1. If two vehicles collide with each other, then a third vehicle whose
path intersects with both paths would either (i) collide with both the vehicles or
(ii) does not collide with both the vehicles.

Proof. Consider three vehicles c1, c2 and c3 with paths P1, P2 and P3, respec-
tively. Without loss of generality, we can assume x(q1) < x(q2) < x(q3). Thus
from Observation 1 we can claim y(q1) > y(q2) > y(q3). Let P1, P2 intersect at
point γ, P3 intersects with both P1 and P2 at points α, β respectively. Let the
distance from γ to α be a units, and the distance from α to β be b units, refer
to Fig. 1.

Let c1 reaches point γ at time t1γ , then the time at which it reaches point α
is t1α = t1γ + a. Let c2 reaches point γ at time t2γ , then the time at which it will
reach point β is t2β = t2γ + a+ b. Let c3 reaches point α at time t3α, then the time
at which c3 reaches point β is t3β = t3α + b.

Clearly (t1α − t1γ) − (t2β − t2γ) + (t3β − t3α) = 0, rearranging the terms we get,
(t1α − t3α) + (t2γ − t1γ) + (t3β − t2β) = 0. If two vehicles collide then one of the three
parts in the above equation will become zero. Thus, if one of the remaining two
parts becomes zero so does the other, this concludes the proof.

Fig. 1. Illustration of Lemma 1
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Definition 6. We define an L-path graph Gt
L as a collision graph of vehicles

moving in an L-shaped path, where each vehicle represents a vertex in Gt
L, and

there is an edge between two vertices in Gt
L if the respective vehicles collide.

So our CCRP problem reduces to the problem of finding MIS of Gt
L. We may

use MIS of Gt
L and CCRP interchangeably. We denote |S| as the cardinality of

the set S. We also denote |a − b| as the distance between two points a and b on
a real line.

Definition 7. Any induced sub-graph Ht of Gt
L is called a connected component

in L-path graph, if for every vertex pair u, v in Ht there exists a path from u to
v in Ht.

Theorem 1. If the path of a vehicle ci intersect with paths of two or more vehi-
cles in a connected component and it collides with one of them, then it collides
with all the vehicles whose path it intersects.

Proof. We prove this theorem using strong induction. As the base case, if the
connected component has two vehicles and the path of a third vehicle intersects
the path of both vehicles, and it collides with one of them, then from Lemma 1
the statement holds for the base case of three vehicles.

We assume that any connected component of size less than k follows this
property, and we prove the claim holds for any connected component of size k.

Given any connected component Ht of size k, select any vehicle c3, if its
path intersects with only one vehicle (which is a collision since c3 belongs to
the connected component), then the claim is true. If the path of c3 intersects
with the path of more than one vehicle, then it must collide with at least one
of the vehicles since it belongs to the connected component. So we choose one
intersection and one collision to prove that the intersection will be a collision,
thus inductively prove that all intersections will be collisions.

Let c1 and c2 be vehicles such that either c1 or c2 has a collision with c3,
while the other has an intersection with the path of c3. Without loss of generality
we can assume y(q1) > y(q2).

Delete c3 from Ht and find the path in Ht with minimum number of nodes
from corresponding vertex of c1 to respective vertex of c2. Consider all the corre-
sponding vehicles of the vertices in this path and remove the rest of the vehicles.
If c1 and c2 intersect with each other then by our inductive assumption c1 and
c2 belong to a connected component of size less than k. Thus c1 and c2 collide
with each other. By Lemma 1 c3 collides with both c1 and c2.

Thus we only need to show for the case where P1 and P2 doesn’t intersect
with each other. Since it is the shortest path in Ht no vehicle’s path will intersect
more than two vehicles. P1 and P2 intersect with only one path each. Note all
these vehicles together form a single connected component. If we insert c3 it will
still collide with c1 (or c2) while its path intersect with the path of c2 (or c1).

Here we have following two cases, where in each case we replace c1 with
another vehicle c′

1 and c2 with another vehicle c′
2. Such that (i) P ′

1 and P ′
2 will
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intersect and (ii) the set of vehicles in the plane after replacing c1 and c2 will
still be a connected component.

Case 1. x(q1) < x(q2). Since we assumed y(q1) > y(q2) and P1 and P2 doesn’t
intersect, we can have following three configurations as shown in Fig. 2.

For configuration in Fig. 2(a) If we extend q1r1 in rightward direction and
p2q2 in upward direction they intersect as shown in Fig. 2(d) where c′

1 and c′
2

represent this modification.
For configuration in Fig. 2(b) If we extend p2q2 in upward direction they

intersect as shown in Fig. 2(e) where c′
1 and c′

2 represent this modification.
For configuration in Fig. 2(c) If we extend q1r1 in rightward direction they

intersect as shown in Fig. 2(f) where c′
1 and c′

2 represent this modification.
We replace c1 with c′

1 and c2 with c′
2, such that t′1 = t1, p′

1 = p1, q′
1 = q1,

y(r′
1) = y(r1), x(r′

1) = max(x(r1), x(q2)+ε), and r′
2 = r2, q′

2 = q2, x(p′
2) = x(p2),

y(p′
2) = max(y(p2), y(q1) + ε), t′2 = t2 − (y(p′

2) − y(p2)), for some ε > 0.

c1

c2

c1

c2

c1

c2

c′1

c′2

c′1

c′2

c′1

c′2

(a) (b) (c)

(d) (e) (f)

p1

q1 r1

p1

q1 r1

p1

q1 r1
p2

r2q2

p2

r2q2

p2

r2q2

p′
1

q′
1

r′
1

p′
1

q′
1

r′
1

p′
1

q′
1

r′
1

p′
2

q′
2

r′
2

p′
2

q′
2

r′
2

p′
2

q′
2 r′

2

Fig. 2. Illustration of Case 1

The above modification doesn’t change the time at which c′
1 (or c′

2) reaches
the collision point of c1 (or c2). Hence, after the replacement, c′

1 and c′
2 belongs

to the same connected component. In our construction we also made sure that
P ′
1 and P ′

2 intersect. Now we have a connected component of size less than k.
Hence c′

1 and c′
2 must also collide.

Now consider c3, if it collides with c1 (or c2) then it must also collide with c′
1

(or c′
2) according to our construction. From Lemma 1 it is evident that it collides

with both c′
1 and c′

2. Hence the intersection must also be a collision.

Case 2. x(q1) > x(q2). In the previous case we only extended one of the line
segments for c1 and c2 to get c′

1 and c′
2 respectively, but in this case we are

moving the segment i.e. both points p1, q1 are moved by some distance leftwards
or both q1, r1 are moved by some distance downwards. In order to keep the
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connectivity we check the immediate neighbour c4 of c1 and the segment say
p1q1 (or q1r1) of P1 with which the path P4 intersects. Then modify the other
segment q1r1 (or p1q1) of P1 to get c′

1. c′
2 can be generated just by extending one

of the segments. The vehicle c4 that collides with c1 could have y(q4) > y(q1) or
y(q4) < y(q1).

1. If y(q4) < y(q1) (i.e., P4 intersects segment q1r1 of P1) then we can have
following three configurations as shown in Fig. 3(a),(b),(c).
For configuration in Fig. 3(a) If we shift p1, q1 to the left direction and extend
p2q2 in upward direction and P3 intersects segments q1r1 and q2r2 then they
intersect as shown in Fig. 2(d) where c′

1 and c′
2 represent this modification.

For configuration in Fig. 3(b) If we shift p1, q1 to the left direction and P3

intersects segments q1r1 and q2r2 then they intersect as shown in Fig. 2(e)
where c′

1 and c′
2 represent this modification.

For configuration in Fig. 3(c) If we shift p1, q1 to the left direction and P3

intersects segments p1q1 and p2q2 then they intersect as shown in Fig. 2(f)
where c′

1 and c′
2 represent this modification.

We replace c1 with c′
1, c2 with c′

2 such that, y(p′
1) = y(p1), x(p′

1) = x(p2) − ε,
y(q′

1) = y(q1), x(q′
1) = x(p′

1), t′1 = t1 − (x(q′
1) − x(q1)), r′

1 = r1 and y(p′
2) =

max(y(p2), y(p1) + ε), r′
2 = r2, q′

2 = q2, t′2 = t2 − (y(p′
2) − y(p2)), for some

ε > 0.
By our construction P ′

1 and P ′
2 intersect with each other, c′

1 collides with c4,
and c′

2 reaches the collision points at the same time as c2. Hence even after
replacing c1 by c′

1 and c2 with c′
2, the whole component remains connected

with size less than k. By inductive hypothesis c′
1 collides with c′

2.
Now we have the following three scenarios, (a), (b), (c) as shown in Fig. 3 for
scenario (a) and (b), from Lemma 1, it is evident that c3 collides with both
c′
1 and c′

2 as shown in figure (d) and (e). Hence it collides with both c1 and
c2 as well.
In Fig. 3(c) if c3 collides with c1, then it must also collide with c′

1 which can
be proved in a way similar to Lemma 1 by considering c1, c′

1 and c3. Since c′
1

and c′
2 collide with each other c3 must also collide with c′

2. Hence c3 collides
with both c1 and c2. Else, if c3 collides with c2 then it trivially collides with
c′
2. Hence c3 collides with c′

1. Thus c3 collides c1 which can be proved in a
way similar to Lemma 1 by considering c1, c′

1 and c3.
2. If y(q4) > y(q1) (i.e., P4 intersects segment p1q1 of P1) then similar argu-

ments can be made but instead of shifting the vertical segment p1r1 by some
distance, we shift the horizontal segment q1r1. This makes sure that replacing
c1 and c2 with c′

1 and c′
2 respectively doesn’t disturb the connectedness. We

can have the following three configurations as shown in Fig. 4.
For configuration in Fig. 4(a) If we shift q1, r1 to downward direction and P3

intersects segments p1q1 and p2q2 then they intersect as shown in Fig. 2(d)
where c′

1 and c′
2 represent this modification.
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c3 c1
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Fig. 3. Illustration of Case 2.1

For configuration in Fig. 4(b) If we shift q1, r1 to downward direction and
extend q2r2 in rightward direction and P3 intersects segments p1q1 and p2q2
then they intersect as shown in Fig. 2(e) where c′

1 and c′
2 represent this

modification.
For configuration in Fig. 4(c) If we shift q1, r1 to downward direction and P3

intersects segments q1r1 and q2r2 then they intersect as shown in Fig. 2(f)
where c′

1 and c′
2 represent this modification.

Replace c1 with c′
1, c2 with c′

2 such that p′
1 = p1, x(q′

1) = x(q1), y(q′
1) =

y(q2) − ε, x(r′
1) = x(r1), y(r′

1) = y(q′
1), t′1 = t1 and p′

2 = p2, q′
2 = q2,

x(r′
2) = max(x(r2), x(q1) + ε), y(r′

2) = y(r2), t′2 = t2, for some ε > 0. The
proof can be argued in a similar manner to the above sub-case.
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Fig. 4. Illustration of Case 2.2
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Definition 8. We define an L-graph GL as an intersection graph of L-shaped
paths, where each L-shaped path represents a vertex in GL, and there is an edge
between two vertices in GL if the respective L-shaped paths intersect.

Now we propose an algorithm to reduce any given instance of GL to an
instance of Gt

L, as follows: For every object � ∈ GL there exists a vehicle c ∈ Gt
L,

such that if and only if li, lj ∈ GL has an edge then their corresponding vehicles
ci and cj collides in Gt

L.

Algorithm 1. Assignment of Time in GL to obtain Gt
L

1: procedure assignTime(C, S, i)
2: insert i into S
3: for ∀j ∈ C do
4: if i = 0 and j /∈ S then
5: set tj = 0
6: else
7: if j /∈ S and intersects with i then
8: setTime(C, i, j)
9: assignTime(C, S, j)

10: end if
11: end if
12: end for
13: end procedure

Theorem 2. Given an L-graph, there exists a Gt
L Computable in polynomial

time, such that the cardinality of MIS of GL is k if and only if the cardinality of
MIS of Gt

L is k.

Proof. For each object li in L-graph, assign a vehicle ci with path as li and a
unit velocity. Insert all vehicles into set C. Let S be an empty set. Now call the
procedure assignTime(C,S, 0). This will give a time assignment to each and
every vehicle. The procedure setTime(C, i, j) assigns time tj such that cj will
collide with ci (i.e. if li, lj intersect at point g then tj = ti + |x(pi) − x(g)| +
|y(pi) − y(g)| − |x(pj) − x(g)| − |y(pj) − y(g)|).

In the above assignment for each connected component, the time of one of
the vehicle is set to zero and every other vehicle is set to collide with at least
one of the vehicles in the connected component. Hence from Theorem 1 we have,
every intersection in GL as a collision in Gt

L.
This assignment might assign negative time to some vehicles. To ensure that

the start time to be non-negative for each vehicle, find the minimum time assign-
ment out of all vehicles and subtract that value from the time of each vehicle.
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Algorithm 2. Procedure to partition Gt
L

1: procedure seperateSet(i)
2: U = UniversalSet, S = φ
3: insert i into S
4: for ∀j ∈ U do
5: if j /∈ S and collides with i then
6: insert j into S
7: insert seperateSet(j) into S
8: end if
9: end for

10: returnS
11: end procedure

3 Approximation for MIS of Gt
L

We propose an algorithm to partition the Gt
L to collections of GL’s.

Lemma 2. Any set S generated by the procedure seperateSet is independent
of the set U \ S, i.e. MIS(U) = MIS(S) + MIS(U \ S).

Lemma 3. Any set S generated by above algorithm is an L-Graph (GL).

Theorem 3. For any L-path graph, there exists an approximation factor equiv-
alent to L-graph. i.e. there exists a O(log2 n) approximation algorithm.

Proof. From Lemma 2 and Lemma 3, it is evident that given any L-path graph,
we can separate the L-path graph into subsets S1, S2, . . . , and all of them are pair
wise independent (i.e. no collision between objects from two different sets) and
from Theorem 1 each set Si can be treated as an L-graph i.e., each intersection
of objects belonging to same set Si is nothing but a collision in Si.

Now apply the known approximation algorithm of L-graphs [2] for each Si,
and return the union. Let Opt(Si) denote the optimal solution for Si and Sol(Si)
denote the solution generated by the algorithm [2]. Since we know Opt(Si) ≤
(k log2 n)Sol(Si), summing over all the sets on both sides will result in the desired
inequality,

∑
i=1 Opt(Si) ≤ ∑

i=1(k log2 n)Sol(Si). This concludes the proof.

4 Unit L Graph Approximation

Definition 9. A unit L-graph GLU is a special graph of GL where each L-shaped
path is of the unit size, i.e., both the horizontal and vertical segments are of unit
length each.

In this section, we design a 2-approximation algorithm for the maximum
independent set in a unit L-graph problem. Let S = {P1, P2, . . . , Pn} be a set of
n unit L-shaped paths in a plane. We first place vertical lines from leftmost to
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rightmost with a unit distance between each consecutive pair of lines. Assume
that there are k such vertical lines {L1, L2, . . . , Lk}. Let Si ⊆ S be the set of
L-shaped paths intersected by the line Li. The idea is to find MIS for each Si

and then combine them to produce an approximate solution. This method is
well known for finding an approximate solution for MIS of fixed height rectangle
by Agarwal et al. [5] and for the unit disk by Nandy et al. [6]. But our problem
is different in a sense that the intersection graph I(Si) of a Si may not be a
triangulated graph. We can construct an I(Si) that contains a four-cycle as
shown in Fig. 5. So we show that I(Si) is a co-comparable graph. Then we give a
dynamic programming based algorithm that solves MIS of I(Si) in O(n2) time
using O(n) space.

LiP1

P4

P2

P3

Fig. 5. GLU with four cycle

Observation 2 Any two L-shaped paths, Pa ∈ Si and Pb ∈ Si are independent
if |y(qa) − y(qb)| > 1, for 1 ≤ i ≤ k.

Observation 3 Any two L-shaped paths, Pa ∈ Si and Pb ∈ Si with y(qa) <
y(qb) are independent if x(qa) < x(qb).

Observation 4 Any two L-shaped paths, Pa ∈ Si and Pb ∈ Sj are independent
if |i − j| > 1, for 1 ≤ i, j ≤ k.

Lemma 4. If P1, P2, P3 are three unit L-shaped paths that intersect a vertical
line Li such that (i) y(q1) > y(q2) > y(q3), (ii) P1, P2 doesn’t intersect and (iii)
P2, P3 doesn’t intersect, then P1, P3 doesn’t intersect.

Definition 10. We denote G̃ = (V, Ẽ) as the complimentary graph of G =
(V,E), such that (u, v) ∈ Ẽ if and only if (u, v) /∈ E, for all u, v ∈ V .

Lemma 5. The graph G̃LU of the unit L-shaped path intersecting a vertical line
Li is a Comparable graph.

Proof. We show that G̃LU is orientable, such that if there is a directed edge from
vertex a to vertex b and there is a directed edge from vertex b to vertex c, then
there is a directed edge from vertex a to vertex c, for all vertices a �= b �= c in
the G̃LU .

The ordering of vertices is as follows: A vertex a precedes a vertex b if the
Y -coordinates of the respective L-shaped paths Pa and Pb follow the inequality
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y(qa) > y(qb). Now if there is an edge between any two vertices a and b in the
graph G̃LU and a precedes b then direct the edge from a to b.

In the above mentioned ordering, we can conclude that G̃LU is a comparable
graph because if and only if there is an edge between a, b, and b,c in G̃LU then a,b
and b,c are independent in GLU . Since they are in increasing order, by Lemma 4
a, c is also independent in GLU . Thus there is an edge between a and c in G̃LU .
This proves the lemma.

Corollary 1. The graph GLU (Li) formed by unit L-shaped paths which are
intersecting with a vertical line Li is a Co-comparable graph i.e. the graph
GLU (Li) formed by Si is Co-comparable.

Given any Si, we sort the elements based on their Y-coordinates. i.e., a path
Pa will have an index less than Pb if y(qa) < y(qb). For the sake of simplicity we
refer to the path at index k as Pk.

For any index k, let R(k) be the maximum possible independent set till k
that includes the path Pk and let Jk = {Pj1 , Pj2 , . . . , Pjl} be the set of all paths
that doesn’t intersect with Pk and have index less than k.

Observation 5 R(k) =

{
1 if Jk = φ

1 + max(R(j1), R(j2), . . . , R(jl)) otherwise

Algorithm 3. Computing R(k) for each index in Si

1: procedure lineIntersectMIS(Si)
2: R, B are arrays of size |Si|
3: for k = 1 to |Si| do
4: Set R(k) = 0, B(k) = −1
5: end for
6: R(1) = 1
7: for k = 2 to |Si| do
8: for j = 1 to k − 1 do
9: if Pk and Pj doesn’t intersect then

10: if R(j) > R(k) then
11: R(k) = R(j)
12: B(k) = j
13: end if
14: end if
15: end for
16: R(k) = R(k) + 1
17: end for
18: return R, B
19: end procedure
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Lemma 6. The recurrence to compute the maximum independent set in Si till
index k is MIS(k) = max(MIS(k − 1), R(k)).

If we compute R(k) for all index k, then in a single run i.e. O(|Si|) we can
compute the maximum independent set for Si.

Note that, the procedure lineIntersectMIS(Si) can be modified to solves
MIS for Si optimally. Run lineIntersectMIS on each Si, for 1 ≤ i ≤ k and
let Ei be the maximum independent in Si. We define two sets EvenOPT =⋃

1≤i≤k
i is even

Ei and OddOPT =
⋃

1≤i≤k
i is odd

Ei. We report the set with the maximum

cardinality among EvenOPT and OddOPT as the result of our algorithm. Thus
we have the following theorem.

Theorem 4. Our algorithm produces a 2-approximation for MIS in GLU , with
a time complexity of O(n2) and a space complexity of O(n).

5 Conclusion

We obtained hardness results and approximation algorithm for CCRP . We
showed that GLU (�) is a Co-comparable graph. We proposed a dynamic pro-
gramming based algorithm for finding MIS of GLU (�) in O(n2) time using linear
space. Which produces 2-approximation for finding MIS of GLU with O(n2) time
and O(n) space complexity. Finally we pose the following open problems:

1. Can a 2-approximation for MIS of GLU be obtained in sub-quadratic time?
2. Does there exist a polynomial time sub-linear approximation algorithm for

CRP when the vehicles are moving only along XY-monotone paths?

Acknowledgments. The authors are thankful to Joydeep Mukherjee for many useful
discussions.
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Abstract. We prove that in the class of bi-complement reducible
graphs linear clique-width is unbounded and show that this class con-
tains exactly two minimal hereditary subclasses of unbounded linear
clique-width.

1 Introduction

Clique-width is a graph parameter which is of primary importance in algorithmic
graph theory, because many problems in this area that are generally NP-hard
can be solved efficiently when restricted to graphs of bounded clique-width. This
parameter generalizes tree-width in the sense that bounded tree-width implies
bounded clique-width but not necessarily vice versa.

Recently, many classes of graphs have been shown to be of bounded clique-
width, and for many others, the clique-width was shown to be unbounded, see
e.g. [2,5,13,14]. Most of these studies concern hereditary classes, i.e. classes
closed under taking induced subgraphs. This restriction is justified by the fact
that the clique-width of a graph G can never be smaller than the clique-width
of an induced subgraph of G. An important feature of hereditary classes is that
they admit a description in terms of minimal forbidden induced subgraphs, i.e.
minimal graphs that do not belong to the class.

In a similar way, in the study of clique-width of particular importance are
minimal classes of graphs of unbounded clique-width. The first two hereditary
classes of this type have been identified in [12] and only recently it was shown
in [4] that the number of such classes is infinite. What is interesting is that all
the classes found in [4] are also minimal hereditary classes of unbounded linear
clique-width.

Linear clique-width is a restricted version of clique-width and the relation-
ship between these two parameters is similar to the relationship between tree-
width and path-width. The notion of linear clique-width became an important
ingredient in the proof of hardness of computing clique-width [6] and received
considerable attention in recent years in the literature [1,3,9–11]. Nevertheless,
our knowledge of this parameter is still restricted. In particular, we know very
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 14–25, 2018.
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little about the behaviour of this parameter on graphs of bounded clique-width.
In this respect, the recent paper [3] is of particular interest. It deals with the class
of complement reducible graphs, also known as cographs, where the clique-width
is known to be bounded, while the linear clique-width is not [9]. The authors of
[3] show that there exist precisely two minimal hereditary subclasses of cographs
of unbounded linear clique-width. These two subclasses are complement to each
other and are known in the literature under various names, such as trivially
perfect [8] or quasi-threshold graphs [15].

In the present paper, we study a bipartite analog of cographs, known as bi-
complement reducible graphs [7] (bi-cographs for short), where the clique-width
also is known to be bounded. We prove that the linear clique-width is unbounded
in the class of bi-cographs and, similarly to [3], show that there exist precisely two
minimal hereditary subclasses of bi-cographs of unbounded linear clique-width.
However, our solution differs from that in [3] in two important aspects.

Firstly, the two classes we discover in this paper had never been studied
before and are of independent interest. We characterize them in terms of minimal
forbidden induced subgraphs.

Secondly, and most importantly, we develop an entirely new approach to
prove our results. In particular, to prove unboundedness of clique-width we intro-
duce an auxiliary graph parameter which bounds the linear clique-width from
below and provides a more flexible tool to prove results of this type. To show
minimality of our classes we develop a straightforward approach, which avoids
the notion of well-quasi-ordering used by the authors of [3]. Their approach
is applicable only to classes well-quasi-ordered by induced subgraphs, which is
not the case, for instance, for trees, where clique-width is bounded and linear
clique-width is not, similarly to cographs and bi-cographs.

The organization of the paper is as follows. All preliminary information
related to the topic of the paper can be found in Sect. 2. Then in Sect. 3 we intro-
duce two subclasses of bi-cographs and characterize them in terms of minimal
forbidden induced subgraphs. Section 4 is devoted to the proof of unboundedness
of linear clique-width in both subclasses and Sect. 5 is devoted to the proof of
their minimality. Section 6 concludes the paper with a number of open problems.

2 Preliminaries

This section introduces basic terminology and notation used in the paper.

2.1 Graphs

Throughout the paper, we will be working with undirected graphs, with no loops
or multiple edges. The vertex set and the edge set of a graph G are denoted by
V (G) and E(G), respectively. For a vertex x ∈ V (G) we denote by N(x) the
neighbourhood of x, i.e. the set of vertices of G adjacent to x. A subgraph of G
induced by a subset of vertices U ⊆ V (G) is denoted G[U ]. We use the following
notation for specific graphs:
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– Pn is the chordless path on n vertices.
– Cn is the chordless cycle on n vertices.
– The domino is the graph obtained from a C6 by adding an edge between one

pair of antipodal vertices.
– Sunn is the graph obtained from a Cn by adding a pendant vertex to each

vertex of the cycle.
– Starijk is the tree with exactly 3 leaves at distances i, j and k from the only

vertex of degree 3.

We will be studying bipartite graphs in particular. We will distinguish
between coloured and uncoloured classes of bipartite graphs. In a coloured class,
all bipartite graphs come with a bipartition of their vertex set into two indepen-
dent sets B and W that we will refer to as black and white vertices, respectively.

For a coloured bipartite graph G = (B,W,E), we define the bipartite com-
plement of G to be the coloured bipartite graph ˜G = (B,W,E′), where for any
two vertices x ∈ B and y ∈ W we have xy ∈ E if and only if xy �∈ E′. Also,
given two coloured bipartite graphs G1 = (B1,W1, E1) and G2 = (B2,W2, E2),
we denote by

– G1 ∪ G2 the disjoint union of G1 and G2, i.e. G1 ∪ G2 = (B1 ∪ B2,W1 ∪
W2, E1 ∪ E2).

– G1 × G2 the bipartite join of G1 and G2, i.e. the bipartite complement of
˜G1 ∪ ˜G2. With a slight abuse of notation, when G1 has only one vertex v, we
will write v × G2 instead of G1 × G2.

To each coloured class corresponds an uncoloured class that we obtain by simply
forgetting the colouring of all the graphs.

2.2 Linear Clique-Width

The linear clique-width of a graph G, denoted lcw(G), is the smallest number of
labels needed to construct G by means of the following three operations:

– add a new vertex with label l.
– add all edges between vertices labeled l and all vertices labeled k, for l �= k.
– relabel vertices labeled l to k.

A linear clique-width expression A for a graph G is an ordered sequence of
these three operations that constructs G.

2.3 Classes of Graphs

The main object in this paper is the class of bi-complement reducible graphs
that have been introduced in [7] and can be defined as follows.

Definition 1. A bi-complement reducible graph (or bi-cograph for short) is a
bipartite graph defined recursively as follows:
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(i) A graph on a single black or white vertex is a bi-cograph.
(ii) If G1, G2 are bi-cographs, then so is their disjoint union G1 ∪ G2.
(iii) If G is a bi-cograph, then so is its bipartite complement ˜G.

It is not difficult to see that (iii) in the above definition could be replaced
by:

(iii’) If G1, G2 are bi-cographs, then so is their bipartite join G1 × G2.

In [7], an induced subgraph characterisation for bi-cographs is also shown:

Proposition 1. A bipartite graph is a bi-cograph if and only if it is (P7, Star123,
Sun4)-free (Fig. 1).

Fig. 1. Graphs Star123 (left) and Sun4 (right)

In the present paper, we focus on two particular subclasses of bi-cographs.
We introduce one of them under the name l-critical graphs in the next section.
The second class consists of the bipartite complements of l-critical graphs.

3 l-Critical Graphs

The class of l-critical graphs is a subclass of bi-cographs and we define it in a
similar way, i.e. inductively.

Definition 2. A (coloured) l-critical graph is a bipartite graph defined recur-
sively as follows:

i. A graph on a single black or white vertex is l-critical.
ii. If G1, G2 are l-critical, then so is their union G1 ∪ G2.
iii. If G is an l-critical graph, then the join of G with a single black vertex is an

l-critical graph.

Remark 1. Note the asymmetry in this definition: we do not allow white dom-
inating vertices while constructing an l-critical graph. However, once we have
finished constructing it, we can forget the colouring, thus getting the uncoloured
class of l-critical graphs. We will refer to both notions as simply l-critical graphs,
but unless otherwise specified, we will be working with the coloured version.
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Throughout the remainder of the paper, we denote by

– L the class of all l-critical graphs.

We now give a forbidden induced subgraph characterisation of the class L.
We start with a characterisation of coloured graphs in L.

Lemma 1. The following are equivalent for a coloured bipartite graph G:

(a) G ∈ L;
(b) G contains no induced P5 with white centre;
(c) any two black vertices of G have either comparable or disjoint neighbour-

hoods.

Proof. (a) ⇒ (b): A P5 with white centre is not in L, since it is not a disjoint
union, and it does not have a black dominating vertex. Moreover, from the
definition, L is hereditary, hence no graph in L contains a P5 with white
centre.
(b)⇒ (c): If two black vertices x and y have incomparable and non-disjoint
neighbourhoods, then x, y together with a private neighbour of each and with
a common neighbour induce a P5 with white centre.
(c) ⇒ (a): We want to show that, assuming (c), either G is disconnected,
or it has a black dominating vertex (then use induction, and the fact that
the condition (c) is hereditary). Suppose G is connected, and let b be a black
vertex with a maximal (under set inclusion) neighbourhood. Let w be a white
vertex, and consider a shortest path P from b to w (which exists, since G
is connected). Write its vertices as b = b0, w1, b1, . . . , bk−1, wk = w (where
the vertices wi are white, and the vertices bi are black). If k > 1, then w1

is a common neighbour to b and b1, hence by (c) and maximality of the
neighbourhood of b, N(b1) ⊆ N(b). In particular, w2 and b are adjacent, and
we have a shorter path between b and w, contradicting the choice of P . This
shows k = 1, i.e. b and w are in fact adjacent, so b must be a dominating
vertex. ��
Forgetting the colours, we obtain the class of uncoloured l-critical graphs,

which admits the following characterisation in terms of minimal forbidden
induced subgraph.

Theorem 1. A bipartite graph G is l-critical if and only if G is (P6, C6, domino,
Sun4)-free.

Proof. The “only if” direction comes from the fact that any colouring of one of
the four graphs in black and white contains a P5 with white centre, hence by
the previous lemma, none of the four graphs is l-critical.

Conversely, suppose G is (P6, C6, domino, Sun4)-free. We show that there is
colouring of G in black and white such that there is no P5 with white centre.
This is clear if G is P5-free, so assume it is not. Without loss of generality, we
can assume, in addition, that G is connected. Now find a P5 induced by a, b, c, d
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and e such that the neighbourhood of its middle vertex is maximal among all
P5’s. Denote by S the part of G containing a, c and e, and by T the other part.

Let x ∈ T be a neighbour of a. Then x is not a neighbour of e, otherwise
a, b, c, d, e, x induce either a C6 or a domino (depending on whether c and x are
adjacent). Additionally, x must be a neighbour of c, otherwise the six vertices
induce a P6. With this in mind, let B be the set of neighbours of a and c, let D
be the set of neighbours of e and c (in particular, b ∈ B and d ∈ D), and let Nc

be the set of neighbours of c that are not neighbours of a or e.
Suppose now that a vertex y in T is a non-neighbour of c (i.e. y /∈ B∪Nc ∪D,

and y is also a non-neighbour of a and e). Find a path from y to c. Such a path
must pass through B ∪ Nc ∪ D = N(c). Let c′ be the vertex of the path just
before N(c), and assume without loss of generality that y is adjacent to c′.

If c′ has a neighbour b′ in B, then c′ must be adjacent to all vertices in
D, since otherwise y, c′, b′, c, d′, e form a P6, where d′ in a non-neighbour of c′

in D. By symmetry, since c′ is then adjacent to d, it must also be adjacent to
all vertices in B. Moreover, c′ is adjacent to all vertices in Nc, since if z is a
non-neighbour of c′ in Nc, then a, b, c, c′, d, e, y, z induce a Sun4.

Now if c′ has a neighbour in Nc ∪ D, then it must also be adjacent to b,
otherwise we get another P6, and like in the previous case, c′ is adjacent to
every vertex in N(c). In any case, assuming c has a non-neighbour, we find a
vertex c′ with a strictly bigger neighbourhood than c (since y is adjacent to c′

but not to c), such that a, b, c′, d, e induce a P5, contradicting our initial choice of
P5. In other words, S has a dominating vertex. If there was another P5 with its
centre in T , then that other P5, together with a dominating vertex in S, would
induce a domino. Hence if we colour S black and T white, we obtain a colouring
of G with no P5’s with white centre. ��

4 Unboundedness of Linear Clique-Width

The main result of this section is the unboundedness of linear clique-width in
the classes of l-critical graphs and of their bipartite complements. To prove the
result we will use an auxiliary graph parameter which provides a lower bound
for linear clique-width.

Let G be a graph and A a linear clique-width expression for G. Clearly, A
defines a linear order of the vertex set of G, i.e. a permutation π in the symmetric
group S(V (G)). Let us denote by Sπ,i the set consisting of the first i elements of
the permutation, and by Ai the maximal prefix of A containing only the vertices
of this set. If two vertices in Sπ,i have different neighbourhoods outside of the
set, then they must have different labels in Ai, since otherwise in the rest of
the expression we would not be able to add a neighbour to one of them without
adding it to the other. Therefore, denoting by μπ,i(G) the number of vertices in
Sπ,i with pairwise different neighbourhoods outside of this set, we conclude that
A uses at least

μπ(G) := max
i

μπ,i(G)
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different labels to construct G. As a result, the linear clique-width is bounded
from below by

μ(G) := min
π∈S(V (G))

μπ(G).

Therefore, to prove the main result of the section, it suffices to show that μ(G)
is unbounded in the classes under consideration. In order to do that, we need a
couple of technical lemmas describing the behaviour of μ(G) in some situations.

We introduce some notation for the coming part. Given a graph G and a
linear order π of its vertices, we will write v < w if v appears before w in the
order, and v < S if v appears before every vertex of a set S. Notice that the
order on a graph induces an order on all of its subgraphs in the obvious way.

Every i ∈ {1, . . . , n} corresponds to a cut in G with respect to π, which
separates the first i vertices in π from the rest of V (G). It will be useful to mark
cuts for which μπ,i(G) is large. We will insert symbols α, β, . . . into our ordered
list of vertices to mark such cuts. If α marks a cut with μπ,i(G) ≥ t, then a set
of t vertices in Sπ,i with pairwise different neighbourhoods outside of Sπ,i will
be called a diversity witness of size t for α. The largest t such that there exists
a diversity witness of size t for α will be called the diversity of (the cut at) α.

Let H be a connected l-critical graph with μ(H) = t ≥ 2. Since H is con-
nected and has at least two vertices, it contains both white and black vertices.
Let G = v × (H ∪ H ∪ H) for a black vertex v, and label the vertices of the
three copies of H by A = {ai : 1 ≤ i ≤ n}, B = {bi : 1 ≤ i ≤ n}, and
C = {ci : 1 ≤ i ≤ n}, respectively.

Lemma 2. μ(G) ≥ t + 1.

Proof. To prove the lemma, we fix an arbitrary permutation π of V (G) and show
that μπ(G) ≥ t + 1. Let α, β, and γ be the three cuts of diversity of at least
t in the three copies of H with respect to the restrictions of π into A, B, and
C, respectively. Without loss of generality we assume that α ≤ β ≤ γ in π. Let
B′ ⊂ B be a diversity witness of size t for β in B, i.e. B′ < β, |B′| = t, and the
vertices of B′ have pairwise different neighbourhoods in the subset of B to the
right of β.

Assume first that a vertex a of A appears after β. Since μ(H) ≥ 2, there
exist vertices of A before α (and in particular before β). Therefore, since H is
connected, there must be an edge aiaj such that ai < β < aj . Since, by the
definition of G, none of the vertices in B′ is adjacent to aj , set B′ ∪ {ai} is a
diversity witness of size t + 1 for β, i.e. μπ(G) ≥ t + 1. This conclusion allows us
to assume, from now on, that

– A < β and, by a similar argument, β < C (we need t ≥ 2 to make sure we do
indeed have vertices of C after γ, and hence after β).

Suppose v < β. Since C has at least one white vertex, v has a neighbour in
C and hence B′ ∪{v} is a diversity witness of size t+1 for β, i.e. μπ(G) ≥ t+1.
Therefore, in the rest of the proof we assume that

– v > β.
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Assume B′ contains a vertex bi with no neighbour bj > β in B (observe that
if such a vertex exists, then it is unique in B′, since otherwise B′ is not a diversity
witness). If bi is white, then for any black vertex ak ∈ A, the set B′ ∪ {ak} is a
diversity witness of size t + 1 for β, because bi is adjacent to v, while ak is not
(by the definition of G), and every vertex of B′ different from bi has a neighbour
to the right of β, while ak does not. Similarly, if bi is black, then for any white
vertex ak ∈ A, the set B′ ∪ {ak} is a diversity witness of size t + 1 for β in G,
because bi is not adjacent to v, while ak is, and every vertex of B′ different from
bi has a neighbour in B to the right of β, while ak does not. In both cases, we
have μπ(G) ≥ t + 1.

The above discussion allows us to assume that every vertex of B′ has a
neighbour in the subset of B to the right of β. Then for any vertex ak ∈ A,
the set B′ ∪ {ak} is a diversity witness of size t + 1 for β in G, since ak has no
neighbours in B, i.e. μπ(G) ≥ t + 1. ��

We recall that ˜G denotes the bipartite complement of a bipartite graph G.

Lemma 3. If G is a bipartite graph, then lcw( ˜G) ≤ 2 · lcw(G) + 2.

Proof. We start with a linear clique-width expression A for G that uses lcw(G)
labels, then modify it to obtain an expression A′ using 2 · lcw(G) labels such
that each label is reserved for only one part of the graph.

We now claim that we can modify A′ to find a linear clique-width expression
that uses 2 · lcw(G) + 2 labels, in which the two additional labels ib and iw
are reserved for inserting black and white vertices, respectively, and such that
vertices are connected to all of their already constructed neighbours immediately
as they are inserted. Indeed, say that a new vertex v is inserted in A′ with label
l. Whether an already constructed vertex w is a neighbour of v only depends
on its label, so we can say that the set of already constructed neighbours of v is
a union

⋃

k∈Λ{w : w has label k}, where Λ is a set of labels. In A′, the label l
might already be in use, so if we tried to connect v to all its already constructed
neighbours right away, we might inadvertently add some extra edges (that do not
appear in G) to the already constructed graph, between vertices labeled l and
some other vertices. However, using a new, reserved label to insert v allows us to
go around this. We can immediately connect it to all of its neighbours without
changing the already constructed graph, and afterwards change the reserved label
to the original label used for inserting v in A′. Proceeding inductively allows us
to modify A′ to an expression giving G with the desired properties.

A linear clique-width expression for ˜G can be obtained from this modified
expression by instead connecting newly inserted vertices to their non-neighbours
in G of opposite colour that have already been inserted. ��
Theorem 2. Linear clique-width is unbounded in the class L of l-critical graphs
and in the class ˜L of their bipartite complements.

Proof. Let G2 � P4. It is easy to see that G2 is a connected l-critical graph with
μ(G2) ≥ 2. Defining Gk = v × (Gk−1 ∪ Gk−1 ∪ Gk−1) for k > 2, we conclude by
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Lemma 2 that Gk is a connected l-critical graph with μ(Gk) ≥ k. Therefore, for
each k, class L contains a graph of linear clique-width at least k. For class ˜L, a
similar conclusion follows from Lemma 3. ��

5 Minimality

The goal of this section is to show that the two classes of unbounded linear clique-
width identified in the previous section are minimal hereditary classes where this
parameter is unbounded. Moreover, we prove a more general result showing that
the class of l-critical graphs and the class of their bipartite complements are the
only two minimal hereditary classes of bi-cographs where the linear clique-width
is unbounded.

To prove this result we will use a modification of linear clique-width defined
as follows.

Definition 3. The bipartite linear clique-width (or bi-linear clique-width, for
short) of a bipartite graph G, denoted blcw(G), is the minimum number of labels
necessary to construct G via a linear clique-width expression, but only allowing
any given label to be used for either black or white vertices (we will call those
labels black or white respectively).

It is clear from the definition that lcw(G) ≤ blcw(G) ≤ 2lcw(G), so bound-
edness of one of the parameters is equivalent to boundedness of the other. We
start with a couple of simple lemmas describing how this bi-linear clique-width
behaves when taking bipartite unions or joins.

Lemma 4. If G1, . . . , Gr are bipartite graphs each with bi-linear clique-width at
most k, then their bipartite union

⋃r
i=1 Gi and their bipartite join

∏r
i=1 Gi have

bi-linear clique-width at most k + 2.

Proof. Let r = 2. We construct G1 using at most k labels in such a way that no
vertices of different color ever receive the same label, then we relabel all black
vertices to k + 1 and all white vertices to k + 2. We then construct G2 using the
first k labels (which are now unused). The bipartite union does not require any
more operations. To construct the bipartite join, we connect vertices labeled by
k+1 to all vertices labeled by white labels, except k+2, and we connect vertices
labeled k + 2 to all vertices labeled by black labels, except k + 1. For general r,
we continue by induction. ��
Lemma 5. If G1 and G2 are bipartite graphs with bi-linear clique-widths at
most k and l respectively, then their union G1 ∪ G2 and their join G1 × G2 have
bi-linear clique-width at most max{k + 2, l}.
Proof. This lemma is a modification of the previous one in the case r = 2, and
is proved in the same way. ��
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We are now ready to prove the main result of the section.

Theorem 3. The class L of l-critical graphs and the class ˜L of their bipar-
tite complements are the only two minimal hereditary classes of bi-cographs of
unbounded linear clique-width.

Proof. To prove the theorem, we will show that for any graph H ∈ L and any
graph K ∈ ˜L, the class of (H,K)-free bi-cographs has bounded bi-linear clique-
width. We proceed by induction on |V (H)| + |V (K)|. The base case |V (H)| +
|V (K)| = 2 is trivial.

Assume now that the statement is true for |V (H)| + |V (K)| ≤ n. More
specifically, we assume that there exists a constant k such that by forbidding
any graph H ∈ L and any graph K ∈ ˜L with |V (H)| + |V (K)| ≤ n we obtain
a class of bi-cographs with bi-linear clique-width at most k. Now fix H and K
with |V (H)| + |V (K)| = n + 1, and let G be an (H,K)-free bi-cograph with at
least 2 vertices.

From the definition of l-critical graphs, and that of bi-cographs, we know:

– H either has a black dominating vertex, or is a bipartite disjoint union of
strictly smaller graphs.

– K either has a black isolated vertex, or is a bipartite join of strictly smaller
graphs.

– G is either a disjoint union or a join of strictly smaller graphs.

We distinguish between the following two cases.

1. H has a black dominating vertex v, or K has a black isolated vertex w. The
two situations are analogous, so we only give details for the case where H has
a black dominating vertex.
(a) Suppose first that G =

∏r
i=1 Gi is a bipartite join of smaller bi-cographs.

If one of them, say G1, contains an induced copy of H−v, then no other Gi

has black vertices, since otherwise an induced copy of H arises, in which
case G has the same bi-linear clique-width as G1 (provided it is at least 3).
Otherwise, each Gi is (H−v)-free and hence, by the inductive hypothesis,
each Gi has bi-linear clique-width at most k, and so by Lemma 4, G itself
has bi-linear clique-width at most k + 2.

(b) Suppose now G =
⋃r

i=1 Gi. Without loss of generality we can assume that
each Gi is connected. Hence by the previous part, each Gi has bi-linear
clique-width at most k + 2, and another application of Lemma 4 tells us
G has bi-linear clique-width at most k + 4.

2. H is a disjoint union and K is a join. We represent H is a disjoint union
H1 ∪ H2 of two smaller graphs (chosen arbitrarily if the partition is not
unique). Similarly, we represent K as a join K1 × K2 of two smaller graphs.
We will write G = G1 � G2 to mean that G can be decomposed as either a
union or a join of G1 and G2, which is always the case for a bi-cograph. If G
is a union, then either G1 is H1-free or G2 is H2-free, and if G is a join, then
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either G1 is K1-free or G2 is K2-free. In any case, by the inductive hypoth-
esis, one of G1 and G2 has bi-linear clique-width at most k. Without loss of
generality, assume blcw(G1) ≤ k. We write l0 for the bi-linear clique-width
of G, and l1 for that of G2. By Lemma 5, l0 ≤ max{k + 2, l1}.

Note that G2 can also be decomposed as G2 = G′
1 � G′

2, and by the same
argument as earlier, we can assume that blcw(G′

1) ≤ k. Denoting l2 :=
blcw(G′

2), we have again l1 ≤ max{k + 2, l2} and applying the same argu-
ment repeatedly we obtain a sequence li ≤ max{k+2, li+1}. Note however that
at each stage, li is the bi-linear clique-width of a smaller graph, and since this
parameter cannot be larger the number of vertices of the graph, we eventually
reach an lt ≤ k + 2. But li ≤ k + 2 implies li−1 ≤ max{k + 2, li} = k + 2, so
that in fact all li, and in particular l0, are bounded from above by k + 2.

Putting everything together, we have blcw(G) ≤ k + 4, which finishes the
proof. ��

6 Conclusion

In this paper, we proved that in the class of bi-complement reducible graphs
linear clique-width is unbounded and showed that this class contains exactly
two minimal hereditary subclasses of unbounded linear clique-width. Our results
lead naturally to a number of open problems.

It is known [14] that clique-width is bounded in the class of Star123-free bipar-
tite graphs. This class extends bi-cographs and hence contains both l-critical
graphs and their bipartite complements. Are there other minimal hereditary
subclasses of Star123-free bipartite graphs with unbounded linear clique-width?

One more interesting class of bipartite graphs is known as chordal bipartite
graphs [13]. It contains several subclasses, which are of primary importance
in the context of clique-width. In particular, it contains bipartite permutation
graphs, which is one of the first two hereditary classes that have been shown to
be minimal of unbounded clique-width [12]. Recently, in [4], it was also shown
that this is a minimal hereditary class of unbounded linear clique-width.

The class of chordal bipartite graphs also contains trees or, more generally,
forests, where clique-width is known to be bounded but linear clique-width is
not [1]. However, the problem of identifying minimal hereditary subclasses of
forests of unbounded linear clique-width remains open.
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Abstract. The Ramsey number RX(p, q) for a class of graphs X is the
minimum n such that every graph in X with at least n vertices has either
a clique of size p or an independent set of size q. We say that Ramsey
number is linear inX if there is a constant k such that RX(p, q) ≤ k(p+q)
for all p, q. In the present paper we conjecture that Ramsey number is
linear in X if and only if the co-chromatic number is bounded in X and
determine Ramsey numbers for several classes of graphs that verify the
conjecture.

1 Introduction

According to Ramsey’s Theorem [8] for all natural p and q there exists a min-
imum number R(p, q) such that every graph with at least R(p, q) vertices has
either a clique of size p or an independent set of size q.

The exact values of Ramsey numbers are known only for small values of
p and q. However, with the restriction to specific classes of graphs, Ramsey
numbers can be determined for all p and q. In particular, in [9] this problem
was solved for planar graphs, while in [2] it was solved for line graphs, bipartite
graphs, perfect graphs, P4-free graphs and some other classes.

We denote the Ramsey number restricted to a class X by RX(p, q) and focus
in the present paper on classes with a smallest speed of growth of RX(p, q).
Clearly, RX(p, q) cannot be smaller than the minimum of p and q. We say that
Ramsey number is linear in X if there is a constant k such that RX(p, q) ≤
k(p + q) for all p, q.

It is not difficult to see that all classes of bounded co-chromatic number
have linear Ramsey number, where the co-chromatic number of a graph G is
the minimum k such that the vertex set of G can be partitioned into k subsets
each of which is either a clique or an independent set. We conjecture that in the
universe of hereditary classes of graphs the two notions coincide.
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Conjecture 1. A hereditary graph class is of linear Ramsey number if and only
if it is of bounded co-chromatic number.

A class of graphs is hereditary if it is closed under taking induced subgraphs.
It is well known that a class of graphs is hereditary if and only if it can be
characterized in terms of minimal forbidden induced subgraphs. Of particular
interest in the present paper are finitely defined classes, i.e. classes defined by
finitely many forbidden induced subgraphs.

In [4], it was conjectured that a finitely defined class X has bounded co-
chromatic number if and only if the set of minimal forbidden induced subgraphs
for X contains a P3-free graph, the complement of a P3-free graph, a forest (i.e. a
graph without cycles) and the complement of a forest. Following this conjecture,
we propose a restriction of our Conjecture 1 to the case of finitely defined classes
as follows.

Conjecture 2. A finitely defined class X is of linear Ramsey number if and only if
the set of minimal forbidden induced subgraphs for X contains a P3-free graph,
the complement of a P3-free graph, a forest and the complement of a forest.

In Sect. 2, we prove the “only if” part of the conjecture and in Sect. 3 we
determine Ramsey numbers for several classes of graphs that verify the “if”
part of the conjecture. In the rest of the present section, we introduce basic
terminology and notation.

All graphs in this paper are finite, undirected, without loops and multiple
edges. The vertex set and the edge set of a graph G are denoted by V (G) and
E(G), respectively. For a vertex x ∈ V (G) we denote by N(x) the neighbourhood
of x, i.e. the set of vertices of G adjacent to x. The degree of x is |N(x)|. We
say that x is complete to a subset U ⊂ V (G) if U ⊆ N(x) and anticomplete to
U if U ∩ N(x) = ∅. A subgraph of G induced by a subset of vertices U ⊆ V (G)
is denoted G[U ]. By G we denote the complement of G and call it co-G.

A clique in a graph is a subset of pairwise adjacent vertices and an indepen-
dent set is a subset of pairwise non-adjacent vertices. The size of a maximum
clique in G is the clique number and the size of a maximum independent set is
the independence number of G.

By Kn, Cn and Pn we denote a complete graph, a chordless cycle and a
chordless path with n vertices, respectively. Also, Kn,m is a complete bipartite
graph with parts of size n and m, and K1,n is a star. A disjoint union of two
graphs G and H is denoted G + H. In particular, pG is a disjoint union of p
copies of G.

If a graph G does not contain induced subgraphs isomorphic to a graph H,
then we say that G is H-free and call H a forbidden induced subgraph for G. In
case of several forbidden induced subgraphs we list them in parentheses.

A bipartite graph is a graph whose vertices can be partitioned into two inde-
pendent sets, and a split graph is a graph whose vertices can be partitioned into
an independent set and a clique. A graph is bipartite if and only if it is free of
odd cycles, and a graph is a split graph if and only if it is (C4, 2K2, C5)-free [6].
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2 Classes with Non-linear Ramsey Number

In this section, we prove the “only if” part of Conjecture 2.

Lemma 1. For every fixed k, the class Xk of (C3, C4, . . . , Ck)-free graphs is not
of linear Ramsey number.

Proof. Assume to the contrary that the Ramsey number for the class Xk is
linear. Then there must exist a constant t = t(k) such that any n-vertex graph
from the class has an independent set of size at least n/t.

It is well-known (see e.g. [1]) that Xk contains n-vertex graphs with the
independence number of order O(n1−ε ln(n)), where ε > 0 depends on k, which
is smaller than n/t for large n. This contradiction shows that Xk is not of linear
Ramsey number. �	
Theorem 1. Let X be a class of graphs defined by a finite set M of forbidden
induced subgraph. If M does not contain a graph in at least one of the follow-
ing four classes, then X is not of linear Ramsey number: P3-free graphs, the
complements of P3-free graphs, forests, the complements of a forests.

Proof. It is not difficult to see that a graph is P3-free if and only if it is a disjoint
union of cliques. The class of P3-free graphs contains the graph (q−1)Kp−1 with
(q − 1)(p − 1) vertices with no clique of size p or independent set of size q, and
hence this class is not of linear Ramsey number. Therefore, if M contains no
P3-free graph, then Xk contains all P3-free graphs and hence is not of linear
Ramsey number. Similarly, if M contains no P 3-free graph, then Xk is not of
linear Ramsey number.

Now assume that M contains no forest. Therefore, every graph in M contains
a cycle. Since the number of graphs in M is finite, X contains the class of
(C3, C4, . . . , Ck)-free graphs for a finite value of k and hence is not of linear
Ramsey number by Lemma 1. Applying the same arguments to the complements
of graphs in Xk, we conclude that if M contains no co-forest, then Xk is not of
linear Ramsey number. �	

3 Classes with Linear Ramsey Number

In this section, we study classes of graphs defined by forbidden induced subgraphs
with 4 vertices and determine Ramsey numbers for several classes in this family
that verify the “if” part of Conjecture 2. All the eleven graphs on 4 vertices are
represented in Fig. 1.

Below we list which of these graphs are P3-free and which of them are forests
(take the complements for P 3-free graphs and for the complements of forests,
respectively).

– P3-free graphs: K4, K4, 2K2, co-diamond, co-claw.
– Forests: K4, 2K2, P4, co-diamond, co-paw, claw.
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Fig. 1. All 4-vertex graphs

3.1 Claw- and Co-claw-free Graphs

Lemma 2. If a (claw, co-claw)-free graph G contains a K4, then it is K3-free.

Proof. Assume G contains a K4 induced by A = {a1, a2, a3, a4} and suppose by
contradiction that G also contains a K3 induced by Z = {x, y, z}.

Let first A be disjoint from Z. To avoid a co-claw, each vertex of A has a
neighbour in Z and hence one of the vertices of Z is adjacent to two vertices
of A, say x is adjacent to a1 and a2. Then, to avoid a claw, x has no other
neighbours in A and y has a neighbour in {a1, a2}, say y is adjacent to a1. This
implies that y is adjacent to a3 (else x, y, a1, a3 induce a co-claw) and similarly
y is adjacent to a4. But then y, a1, a2, a3 induce a claw, a contradiction.

If A and Z are not disjoint, they have at most one vertex in common, say
a4 = z. Again, to avoid a co-claw, each vertex in {a1, a2, a3} has a neighbour in
{x, y} and hence, without loss of generality, x is adjacent to a1 and a2. But then
x, a1, a2, a4 induce a claw, a contradiction again. �	
Lemma 3. The maximum number of vertices in a (claw, co-claw, K4,K4)-free
graph is 9.

Proof. Let G be a (claw, co-claw, K4,K4)-free graph and let x be a vertex of
G. Denote by A the set of neighbours and by B the set of non-neighbours of x.
Clearly, A contains neither triangles nor anti-triangles, since otherwise either a
K4 or a claw arises. Therefore, A has at most 5 vertices, and similarly B has at
most 5 vertices.

If |A| = 5, then G[A] must be a C5 induced by vertices, say, a1, a2, a3, a4, a5

(listed along the cycle). In order to avoid a claw or K4, each vertex of A can
be adjacent to at most 2 vertices of B, which gives rise to at most 10 edges
between A and B. On the other hand, to avoid a co-claw, each vertex of B must
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be adjacent to at least 3 vertices of A. Therefore, B contains at most 3 vertices
and hence |V (G)| ≤ 9. Similarly, if |B| = 5, then |V (G)| ≤ 9.

It remains to show that there exists a (claw, co-claw, K4,K4)-free graph
with 9 vertices. This graph can be constructed as follows. Start with a C8

formed by the vertices v1, v2, . . . , v8. Then create a C4 on the even-indexed ver-
tices v2, v4, v6, v8 (listed along the cycle) and a C4 on the odd-indexed vertices
v1, v3, v5, v7 (listed along the cycle in the complement). Finally, add one more
vertex adjacent to the odd-indexed vertices. It is now a routine matter to check
that the resulting graph is (claw, co-claw, K4,K4)-free. This graph is known as
the Paley graph of order q = 32. �	
Theorem 2. For the class A of (claw, co-claw)-free graphs and all a, b ≥ 3,

RA(a, b) = max(�(5a − 3)/2� , �(5b − 3)/2�),
unless a = b = 4 in which case RA(a, b) = 10.

Proof. According to Lemma 2, the class of (claw, co-claw)-free graphs is the
union of three classes:

– the class X of (claw, K3)-free graphs,
– the class Y of (co-claw, K3)-free graphs and
– the class Z of (claw, co-claw, K4,K4)-free graphs.

Clearly, RA(a, b) = max(RX(a, b), RY (a, b), RZ(a, b)).
Since K3 is forbidden in X, we have RX(a, b) = RX(3, b). Also, denoting

by B the class of claw-free graphs, we conclude that RX(3, b) = RB(3, b). As
was shown in [2], RB(3, b) = �(5b − 3)/2)�. Therefore, RX(a, b) = �(5b − 3)/2)�.
Similarly, RY (a, b) = �(5a − 3)/2)�.

In the class Z, for all a, b ≥ 4 we have RZ(a, b) = 10 by Lemma 3. Moreover,
if additionally max(a, b) ≥ 5, then RZ(a, b) < max(RX(a, b), RY (a, b)). For a =
b = 4, we have RZ(4, 4) = 10 > 8 = max(RX(4, 4), RY (4, 4)). Finally, it is not
difficult to see that RZ(3, b) ≤ RX(3, b) and RZ(a, 3) ≤ RX(a, 3), and hence the
result follows. �	

3.2 Diamond- and Co-diamond-free Graphs

Lemma 4. If a (diamond, co-diamond)-free graph G contains a K4, then it is
bipartite.

Proof. Assume G contains a K4. Let A be any maximal (with respect to inclu-
sion) independent set containing the K4 and let B = V (G) − A. If B is empty,
then G is edgeless (and hence bipartite). Suppose now B contains a vertex b.
Then b has a neighbour a in A (else A is not maximal) and at most one non-
neighbour (else a and b together with any two non-neighbours of b in A induce
a co-diamond).

Assume B has two adjacent vertices, say b1 and b2. Since |A| ≥ 4 and each
of b1 and b2 has at most one non-neighbour in A, there are must be at least
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two common neighbours of b1 and b2 in A, say a1, a2. But then a1, a2, b1, b2
induce a diamond. This contradiction shows that B is independent and hence G
is bipartite. �	
Lemma 5. A co-diamond-free bipartite graph containing at least one edge is
either a simplex (a bipartite graph in which every vertex has at most one non-
neighbour in the opposite part) or a Ks,t + K1 for some s and t.

Proof. Assume G = (A,B,E) is a co-diamond-free bipartite graph containing
at least one edge. Then G cannot have two isolated vertices, since otherwise an
edge together with two isolated vertices create an induced co-diamond.

Assume G has exactly one isolated vertex, say a, and let G′ = G − a. Then
any vertex b ∈ V (G′) is adjacent to every vertex in the opposite part of G′.
Indeed, if b has a non-neighbour c in the opposite part, then a, b, c together with
any neighbour of b (which exists because b is not isolated) induce a co-diamond.
Therefore, G′ is complete bipartite and hence G = Ks,t + K1 for some s and t.

Finally, suppose G has no isolated vertices. Then every vertex a ∈ A has
at most one non-neighbour in B, since otherwise any two non-neighbours of a
in B together with a and any neighbour of a (which exists because a is not
isolated) induce a co-diamond. Similarly, every vertex b ∈ B has at most one
non-neighbour in A. Therefore, G is a simplex. �	
Lemma 6. The maximum number of vertices in a (diamond, co-diamond,
K4,K4)-free graph is 9.

Proof. Let G be a (diamond, co-diamond, K4,K4)-free graph and x be a vertex
of G. Denote by A the set of neighbours and by B the set of non-neighbours of
x. Then G[A] is (P3,K3)-free, else G contains either a diamond or a K4. Since
G[A] is P3-free, every connected component of G[A] is a clique and since this
graph is K3-free, every connected component has at most 2 vertices. If at least
one of the components of G[A] has 2 vertices, the number of components is at
most 2 (since otherwise a co-diamond arises), in which case A has at most 4
vertices. If all the components of G[A] have size 1, the number of components is
at most 3 (since otherwise a K4 arises), in which case A has at most 3 vertices.
Similarly, B has at most 4 vertices and hence |V (G)| ≤ 9.

To conclude the proof, we observe that the Paley graph of order q = 32

described in the proof of Lemma 3 is (diamond, co-diamond, K4,K4)-free. �	
Theorem 3. For the class A of (diamond, co-diamond)-free graphs and
a, b ≥ 3,

RA(a, b) = max(2a − 1, 2b − 1),

unless a, b ∈ {4, 5}, in which case RA(a, b) = 10, and unless a = b = 3, in which
case RA(a, b) = 6.

Proof. According to Lemma 4, in order to determine the value of RA(a, b), we
analyze this number in three classes:
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– the class X of co-diamond-free bipartite graphs,
– the class Y of the complements of graphs in X and
– the class Z of (diamond, co-diamond, K4,K4)-free graphs.

In the class X of co-diamond-free bipartite graphs, RX(a, b) = 2b−1, since every
graph in this class with at least 2b−1 contains an independent set of size b, while
the graph Kb−1,b−1 contains neither an independent set of size b nor a clique of
size a ≥ 3. Similarly, RY (a, b) = 2a − 1.

In the class Z of (diamond, co-diamond, K4,K4)-free graphs, for all a, b ≥ 4
we have RZ(a, b) = 10 by Lemma 6. Moreover, if additionally max(a, b) ≥ 6,
then RZ(a, b) < max(RX(a, b), RY (a, b)). For a, b ∈ {4, 5}, we have RZ(a, b) =
10 > max(RX(a, b), RY (a, b)). Also, RZ(3, 3) = 6 (since C5 ∈ Z) and hence
RZ(3, 3) > max(RX(3, 3), RY (3, 3)). Finally, by direct inspection one can verify
that Z contains no K3-free graphs with more than 6 vertices and hence for b ≥ 4
we have RZ(3, b) ≤ RX(3, b). Similarly, for a ≥ 4 we have RZ(a, 3) ≤ RY (a, 3).
Thus for all values of a, b ≥ 3, we have RA(a, b) = max(2a − 1, 2b − 1), unless
a, b ∈ {4, 5}, in which case RA(a, b) = 10, and unless a = b = 3, in which case
RA(a, b) = 6. �	

3.3 2K2- and C4-Free Graphs

Theorem 4. For the class A of (2K2, C4)-free graphs and all a, b ≥ 3,

RA(a, b) = a + b.

Proof. Let G be a (2K2, C4)-free graph with a+b vertices. If G is C5-free, then it
is a split graph and hence it contains either a clique of size a or an independent
set of size b.

If G contains a C5, then the remaining vertices of the graph can be partitioned
into a clique U , whose vertices are complete to the cycle C5, and an independent
set W , whose vertices are anticomplete to the C5 [3]. We have |U |+|W | = a+b−5
and hence either |U | ≥ a−2 or |W | ≥ b−2. In the first case, U together with any
two adjacent vertices of the cycle C5 create a clique of size a. In the second case,
W together with any two non-adjacent vertices of the cycle create an independent
set of size b. This shows that RA(a, b) ≤ a + b.

For the inverse inequality, we construct a graph G with a + b − 1 vertices as
follows: G consists of a cycle C5, an independent set W of size b−3 anticomplete
to the cycle and a clique U of size a − 3 complete to both W and V (C5). It is
not difficult to see that the size of a maximum clique in G is a − 1 and the size
of a maximum independent set in G is b − 1. Therefore, RA(a, b) ≥ a + b. �	

3.4 2K2- and Diamond-Free Graphs

Lemma 7. If a (2K2, diamond)-free graph G contains a K4, then G is a split
graph partitionable into a clique C and an independent set I such that every
vertex of I has at most one neighbour in C.
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Proof. Let G be a (2K2, diamond)-free graph containing a K4. We extend the
K4 to any maximal (with respect to inclusion) clique and denote it by C. Also,
denote I = V (G) − C.

Assume a vertex a ∈ I has two neighbours b, c in C. It also has a non-
neighbour d in C (else C is not maximal). But then a, b, c, d induce a diamond.
This contradiction shows that any vertex of I has at most one neighbour in C.

Finally, assume two vertices a, b ∈ I are adjacent. Since each of them has at
most one neighbour in C and |C| ≥ 4, there are two vertices c, d ∈ C adjacent
neither to a nor to b. But then a, b, c, d induce a 2K2. This contradiction shows
that I is independent and completes the proof. �	
Lemma 8. Let G be a (2K2, diamond,K4)-free graph containing a K3. Then G
is 3-colorable.

Proof. Denote a triangle K3 in G by T = {a, b, c}, and for any subset U ⊆
{a, b, c} let VU be the subset of vertices outside of T such that N(v)∩T = U for
each v ∈ VU . Then

– Va,b,c = ∅, since G is K4-free.
– Va,b = Vac = Vbc = ∅, since G is diamond-free.
– Va, Vb, Vc, V∅ are independent sets, since G is 2K2-free. For the same reason,

every vertex of V∅ is isolated.

Then each of the following three sets {a} ∪ Vb, {b} ∪ Vc and {c} ∪ Va ∪ V∅ is
independent and hence G is 3-colorable. �	

The above two lemmas reduce the analysis to (2K2,K3)-free graphs. In order
to characterize this class, let us say that G∗ is an extended G (also known as
a blow-up of G) if G∗ is obtained from G by replacing the vertices of G with
independent sets.

Lemma 9. If G is a (2K2,K3)-free graph, then it is either bipartite or an
extended C5 + K1.

Proof. If G is C5-free, then it is bipartite, because any cycle of length at least
7 contains an induced 2K2. Assume now that G contains a C5 induced by a
set S = {v0, v1, v2, v3, v4}. To avoid an induced 2K2 or K3, any vertex u �∈ S
must be either anticomplete to S or have exactly two neighbours on the cycle
of distance 2 from each other, i.e. N(u) ∩ S = {vi, vi+2} for some i (addition is
taken modulo 5). Moreover, if N(u)∩S = {vi, vi+2} and N(w)∩S = {vj , vj+2},
then

– if i = j or |i − j| > 1, then u is not adjacent to w, since G is K3-free.
– if |i − j| = 1, then u is adjacent to w, since G is 2K2-free.

Clearly, every vertex u �∈ S, which is anticomplete to S, is isolated, and hence
G is an extended C5 + K1. �	
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Theorem 5. Let A be the class of (2K2, diamond)-free graphs. Then

– for a = 3, we have RA(a, b) = �2.5(b − 1)� + 1,
– for a = 4, we have RA(a, b) = 3b − 2,
– for a ≥ 5, we have RA(a, b) = 3b − 2 if a < 2b and RA(a, b) = a + b − 1 if

a ≥ 2b.

Proof. As before, we split the analysis into several subclasses of A.
For the class X of (2K2, diamond)-free graphs containing a K4 and a ≥ 5,

we have RX(a, b) = a + b − 1. Indeed, every split graph with a + b − 1 vertices
contains either a clique of size a or an independent set of size b and hence
RX(a, b) ≤ a + b − 1. On the other hand, the split graph with a clique C of size
a − 1 and an independent set I of size b − 1 with a matching between C and I
belongs to X and hence RX(a, b) ≥ a + b − 1.

For the class Y of 3-colorable (2K2, diamond)-free graphs and for a ≥ 4 we
have RY (a, b) = 3b− 2. Indeed, a 3-colorable graph with 3b− 2 vertices contains
an independent set of size b and hence RY ≤ 3b−2. On the other hand, consider
the graph G constructed from b − 1 triangles Ti = {ai, bi, ci} (i = 1, 2, . . . , b − 1)
such that for all j > i,

– ai is adjacent to bj ,
– bi is adjacent to cj ,
– ci is adjacent to aj .

It is not difficult to see that G is 3-colorable (2K2, diamond)-free graph with
3b − 3 vertices containing neither a clique of size a ≥ 4 nor an independent set
of size b. Therefore, RY ≥ 3b − 2.

For the class Z0 of bipartite 2K2-free graphs, we have RZ0(a, b) = 2b − 1,
which is easy to see. Finally, in the class Z1 of graphs each of which is an
extended C5 + K1, we have RZ1(a, b) = �2.5(b − 1)� + 1. For an odd b, a maxi-
mum counterexample is constructed from a C5 by replacing each vertex with an
independent set of size (b − 1)/2. This graph has �2.5(b − 1)� vertices, the inde-
pendence number b− 1 and the clique number 2 < a. For an even b, a maximum
counterexample is constructed from a C5 by replacing two adjacent vertices of a
C5 with independent sets of size b/2 and the remaining vertices of the cycle with
independent sets of size b/2 − 1. This again gives in total �2.5(b − 1)� vertices,
and the independence number b − 1. Therefore, in the class Z = Z0 ∪ Z1, we
have RZ(a, b) = max(RZ0(a, b), RZ1(a, b)) = �2.5(b − 1)� + 1.

Combining, we conclude that

– for a = 3, we have RA(a, b) = �2.5(b − 1)� + 1,
– for a = 4, we have RA(a, b) = 3b − 2,
– for a ≥ 5, we have RA(a, b) = 3b − 2 if a < 2b and RA(a, b) = a + b − 1 if

a ≥ 2b.

�	
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3.5 The Class of (P4, C4, Co-claw)-Free Graphs

With start with a lemma characterizing the structure of graphs in this class,
where we use the following well-known fact (see e.g. [5]): every P4-free graph with
at least two vertices is either disconnected or the complement to a disconnected
graph.

Lemma 10. Every disconnected (P4, C4, co-claw)-free graph is a collection of
disjoint stars and every connected (P4, C4, co-claw)-free graph consists of a col-
lection of disjoint stars plus a number of dominating vertices, i.e. vertices adja-
cent to all other vertices of the graph.

Proof. Let G be a disconnected (P4, C4, co-claw)-free graph. Then every con-
nected component of G is K3-free, since a triangle in one of them together with
a vertex from any other component create an induced co-claw. Therefore, every
connected component of G is a bipartite graph. This graph is complete bipartite,
because G is P4-free, and it is a star, because G is C4-free.

Now let G be a connected graph. Since G is P4-free, G is disconnected. Let
C1, . . . , Ck (k ≥ 2) be co-components of G, i.e. components in the complement
of G. If at least two of them have more than 1 vertex, then an induced C4

arises. Therefore, all co-components, except possibly one, have size 1, i.e. they
are dominating vertices in G. If, say, C1 is a co-component of size more than 1,
then the subgraph of G induced by C1 must be disconnected and hence it is a
collection of stars. �	
Theorem 6. For the class A of (P4, C4, co-claw)-free graphs and all a, b ≥ 3,

RA(a, b) = a + 2b − 4.

Proof. Let G be a graph in A with a + 2b − 5 vertices, 2b − 2 of which induce a
matching (a 1-regular graph with b − 1 edges) and the remaining a − 3 vertices
are dominating in G. Then G has neither a clique of size a nor an independent
set of size b. Therefore, RA(a, b) ≥ a + 2b − 4.

Conversely, let G be a graph in A with a+2b−4 vertices. If G is disconnected,
then it is bipartite and hence at least one part in a bipartition of G has size at
least b, i.e. G contains an independent set of size b. If G is connected, denote
by C the set of dominating vertices in G. If |C| ≥ a − 1, then either C itself
(if |C| ≥ a) or C together with a vertex not in C (if |C| = a − 1) create a clique
of size a. So, let |C| ≤ a−2. The graph G−C is bipartite and has at least 2b−2
vertices. If this graph has no independent set of size b, then in any bipartition
of this graph each part contains exactly b − 1 vertices, and each vertex has a
neighbour in the opposite part. But then |C| = a − 2 and therefore C together
with any two adjacent vertices in G − C create a clique of size a. �	
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3.6 The Class of (Co-diamond, Paw, Claw)-Free Graphs

Lemma 11. Let G be a (co-diamond, paw, claw)-free graph.

– If G is connected, then it is either a path with at most 5 vertices or a cycle
with at most 6 vertices or the complement of a graph of vertex degree at most
1.

– If G has two connected components, then either both components are com-
plete graphs or one of the components is a single vertex and the other is the
complement of a graph of vertex degree at most 1.

– If G has at least 3 connected components, then G is edgeless.

Proof. Assume first that G is connected. It is known (see e.g. [7]) that every
connected paw-free graphs is either K3-free or complete multipartite. i.e. P 3-
free. If G is K3-free, then together with the claw-freeness of G this implies that
G has no vertices of degree more than 2, i.e. G is either a path or a cycle. To
avoid an induced co-diamond, a path cannot have more than 5 vertices and a
cycle cannot have more than 6 vertices. If G is complete multipartite, then each
part has size at most 2, since otherwise an induced claw arises. In other words,
the complement of G is a graph of vertex degree at most 1.

Assume now that G has two connected components. If each of them contains
an edge, then both components are cliques, since otherwise two non-adjacent
vertices in one of the components with two adjacent vertices in the other compo-
nent create an induced co-diamond. If one of the components is a single vertex,
then the other is P 3-free (to avoid an induced co-diamond) and hence is the
complement of a graph of vertex degree at most 1 (according to the previous
paragraph).

Finally, let G have at least 3 connected components. If one of them contains
an edge, then this edge together with two vertices from two other components
form an induced co-diamond. Therefore, every component of G consists of a
single vertex, i.e. G is edgeless. �	
Theorem 7. For the class A of (co-diamond, paw, claw)-free graphs and for all
a, b ≥ 3,

RA(a, 3) = 2a − 1,
RA(a, b) = max(2a, b) for b ≥ 4,

except for the following four numbers RA(3, 3) = 6, RA(3, 4) = RA(3, 5) =
RA(3, 6) = 7.

Proof. We start with the case b = 3. Since C5 belongs to A, RA(3, 3) = 6, which
covers the first of the four exceptional cases.

Let a ≥ 4. The graph 2Ka−1 with 2a − 2 vertices has neither cliques of size
a nor independent sets of size 3, and hence RA(a, 3) ≥ 2a − 1. Conversely, let
G ∈ A be a graph with 2a − 1 ≥ 7 vertices. If G is connected, then according to
Lemma 11 G is the complement of a graph of vertex degree at most 1, and hence
G has a clique of size a. If G has two connected components both of which are
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cliques, then one of them has size at least a. If G has two connected components
one of which is a single vertex, then either the second component has a couple
of non-adjacent vertices, in which case an independent set of size 3 arises, or the
second component is a clique of size more than a. If G has at least 3 connected
components, then it contains an independent set of size more than 3. Therefore,
RA(a, 3) ≤ 2a − 1 and hence RA(a, 3) = 2a − 1 for a ≥ 4.
From now on, b ≥ 4. Consider the last three exceptional cases, i.e. let a = 3 and
4 ≤ b ≤ 6.

The graph C6 that belongs to our class has neither a clique of size 3 nor
an independent set of size b ≥ 4 and hence RA(a, b) ≥ 7 in these cases.
Conversely, let G ∈ A be a graph with at least 7 vertices. If G is connected,
then it is the complement of a graph of vertex degree at most 1 and hence
contains a clique of size 3. If G has two connected components each of which
is a clique, then one of them has size at least 3. If G has two components one
of which is a single vertex, then the other component has at least 6 vertices
and also contains a clique of size 3. If G has at least 3 connected components,
then G has an independent set of size 4 ≤ b ≤ 6. Therefore, RA(a, b) = 7 for
a = 3 and 4 ≤ b ≤ 6.

In the rest of the proof we assume that either a ≥ 4 or b ≥ 7. Denote
m = max(2a, b). If m = 2a, then the graph (a − 1)K2 + K1 with 2a − 1 vertices
has neither cliques of size a nor independent sets of size b ≥ 7. If m = b, then the
edgeless graph with b − 1 vertices has neither cliques of size a nor independent
sets of size b. Therefore, RA(a, b) ≥ m.

Conversely, let G be a graph with at least m ≥ 7 vertices. If G is connected,
then it is the complement of a graph of vertex degree at most 1 and hence
contains a clique of size a. If G has two connected components each of which is
a clique, then one of them has size at least a. If G has two components one of
which is a single vertex, then the other component has at least 2a − 1 vertices
and also contains a clique of size a. If G has at least 3 connected components,
then G has an independent set of size b. Therefore, RA(a, b) = m. �	
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Abstract. A graph G = (V,E) is a pairwise compatibility graph (PCG)
if there exists an edge-weighted tree T and two non-negative real numbers
dmin and dmax, dmin ≤ dmax, such that each node u ∈ V is uniquely
associated to a leaf of T and there is an edge (u, v) ∈ E if and only if
dmin ≤ dT (u, v) ≤ dmax, where dT (u, v) is the sum of the weights of
the edges on the unique path PT (u, v) from u to v in T . Understanding
which graph classes lie inside and which ones outside the PCG class is an
important issue. Despite numerous efforts, a complete characterization
of the PCG class is not known yet. In this paper we propose a new proof
technique that allows us to show that some interesting classes of graphs
have empty intersection with PCG. We demonstrate our technique by
showing many graph classes that do not lie in PCG. As a side effect, we
show a not pairwise compatibility planar graph with 8 nodes (i.e. C2

8 ),
so improving the previously known result concerning the smallest planar
graph known not to be PCG.

Keywords: Phylogenetic tree reconstruction problem
Pairwise Compatibility Graphs (PCGs) · PCG recognition problem

1 Introduction

Graphs we deal with in this paper are motivated by a fundamental problem in
computational biology, that is the reconstruction of ancestral relationships. It
is known that the evolutionary history of a set of organisms is represented by
a phylogenetic tree, i.e. a tree where leaves represent distinct known taxa while
internal nodes are possible ancestors that might have led through evolution to
this set of taxa. The edges of the tree are weighted in order to represent a kind
of evolutionary distance among species. Given a set of taxa, the phylogenetic
tree reconstruction problem consists in finding the “best” phylogenetic tree that

Partially supported by Sapienza University of Rome projects “Graph Algorithms for
Phylogeny: a promising approach” and “Combinatorial structures and algorithms for
problems in co-phylogeny”.

c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 39–51, 2018.
https://doi.org/10.1007/978-3-319-94667-2_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94667-2_4&domain=pdf


40 P. Baiocchi et al.

explains the given data. Since it is not completely clear what “best” means, the
performance of the reconstruction algorithms is usually evaluated experimen-
tally by comparing the tree produced by the algorithm with those partial sub-
trees that are unanimously recognized as “sure” by biologists. However, the tree
reconstruction problem is proved to be NP-hard under many criteria of optimal-
ity, moreover real phylogenetic trees are usually huge, so testing these heuristics
on real data is in general very difficult. This is the reason why it is common to
exploit sample techniques, extracting relatively small subsets of taxa from large
phylogenetic trees, according to some biologically-motivated constraints, and to
test the reconstruction algorithms only on the smaller subtrees induced by the
sample. The underlying idea is that the behavior of the algorithm on the whole
tree will be more or less the same as on the sample. It has been observed that
using, in the sample, very close or very distant taxa can create problems for
phylogeny reconstruction algorithms [8] so, in selecting a sample from the leaves
of the tree, the constraint of keeping the distance between any two leaves in the
sample between two given positive integers dmin and dmax is used. This moti-
vates the introduction of pairwise compatibility graphs (PCG). Indeed, given a
phylogenetic tree T and integers dmin, dmax, we can associate a graph G, called
the pairwise compatibility graph of T , whose nodes are the leaves of T and for
which there is an edge between two nodes if the corresponding leaves in T are
at a weighted distance within the interval [dmin, dmax].

From a more theoretical point of view, we highlight that the problem of sam-
pling a set of m leaves from a weighted tree T , such that their distance is within
some interval [dmin, dmax], reduces to selecting a clique of size m uniformly at
random from the associated pairwise compatibility graph. As the sampling prob-
lem can be solved in polynomial time on PCGs [9], it follows that the max clique
problem is solved in polynomial time on this class of graphs, if the edge-weighted
tree T and the two values dmin, dmax are known or can be provided in polynomial
time.

The previous reasonings motivate the interest of researchers in the so called
PCG recognition problem, consisting in understanding whether, given a graph G,
it is possible to determine an edge-weighted tree T and two integers dmin, dmax

such that G is the associated pairwise compatibility graph; in this case G can
be briefly denoted as PCG(T, dmin, dmax).

Figure 1(a) depicts a graph that is PCG(T, 4, 5), where T is shown in
Fig. 1(b). In general, T is not unique; here T is a caterpillar, i.e. a tree con-
sisting of a central path, called spine, and nodes directly connected to that path.
Due to their simple structure, caterpillars are the most used witness trees to
show that a graph is PCG. However, it has been proven that there are some
PCGs for which it is not possible to find a caterpillar as witness tree [4].

Due to the flexibility afforded in the construction of instances (i.e. choice of
tree topology and values for dmin and dmax), when PCGs were introduced, it was
also conjectured that all graphs are PCGs [9]. This conjecture has been refuted by
proving the existence of some graphs not belonging to PCG. Namely, Yanhaona
et al. [12] show a bipartite not PCG with 15 nodes. Mehnaz and Rahman [10]
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Fig. 1. a. A graph G. b. An edge-weighted caterpillar T such that G = PCG(T, 4, 5). c.
G where the PCG-coloring induced by triple T, 4, 5 is highlighted. (Color figure online)

generalize the technique in [12] to provide a class of bipartite graphs that are not
PCGs. More recently, Durocher et al. [7] prove that there exists a not bipartite
graph with 8 nodes that is not PCG; this is the smallest not planar graph that
is not pairwise compatibility, since all graphs with at most 7 nodes are PCGs
[4]. The authors of [7] provide also an example of a planar graph with 20 nodes
that is not PCG. Moreover, it holds that, if a graph H is not a PCG, then every
graph admitting H as an induced subgraph is also not a PCG [5]. Finally, a
graph is not PCG if its complement has two ‘far’ induced subgraphs which are
either a chordless cycle of at least four nodes or the complement of a cycle of
length at least 5; two induced subgraphs are ‘far’ if they are both node disjoint
and there is no edge connecting them [14].

From the other side, many graph classes have been proved to be in PCG,
such as cliques and trees, cycles, single chord cycles, cacti, tree power graphs
[12,13], interval graphs [2], triangle-free outerplanar 3-graphs [11] and Dilworth
2 graphs [6].

However, despite these results, the exact boundary of the PCG class remains
unclear. In this paper, we move a concrete step in the direction of searching new
graph classes that are not PCGs. To this aim, in Sect. 2 we introduce a new
proof technique that allows us to show that some interesting classes have empty
intersection with PCG. In particular, in Sect. 3 we show in detail the application
of this technique on the class of graphs constructed as the square of a cycle.
We prove that, for every n ≥ 8, C2

n is not a PCG. Moreover, we show that by
deleting any node from C2

n we get a PCG, thus proving that it does not contain
any induced subgraph that is not PCG, i.e. we prove that C2

n is a minimal graph
that is not PCG.

As a side effect, we prove that there exists also an 8 node planar graph that is
not PCG, i.e. C2

8 , so improving the known result of a not pairwise compatibility
planar graph with 20 nodes.

Finally, in Sect. 4, we present two other classes of graphs, obtained by modi-
fying cycle graph in different ways, and we show that they are not PCGs through
the application of our technique.

Due to the lack of space, for these latter classes, we only state the results
referring the reader to [1] for the proofs’ details.
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2 Proof Technique

In this section, after introducing some definitions, we describe our proof tech-
nique, useful to prove that some classes of graphs have empty intersection with
the class of PCGs, formally defined as follows.

Definition 1 [9]. A graph G = (V,E) is a pairwise compatibility graph (PCG)
if there exists a tree T , a weight function assigning a positive real value to each
edge of T , and two non-negative real numbers dmin and dmax with dmin ≤ dmax,
such that each node u ∈ V is uniquely associated to a leaf of T and there is an
edge (u, v) ∈ E if and only if dmin ≤ dT (u, v) ≤ dmax, where dT (u, v) is the sum
of the weights of the edges on the unique path PT (u, v) from u to v in T .

All trees in this paper are edge-weighted.

Given a graph G = (V,E), we call non-edges of G the edges that do not belong
to the graph. A tri-coloring of G is an edge labeling of the complete graph K|V |
with labels from set {black, red, blue} such that all edges of K|V | that are in G
are labeled black, while all the other edges of K|V | (i.e. the non-edges of G) are
labeled either red or blue. A tri-coloring is called a partial tri-coloring if not all
the non-edges of G are labeled.

Notice that, if G = PCG(T, dmin, dmax), some of its non-edges do not belong
to G because the weights of the corresponding paths on T are strictly larger
than dmax, while some other edges are not in G because the weights of the
corresponding paths on T are strictly smaller than dmin. This motivates the
following definition.

Definition 2. Given a graph G = PCG(T, dmin, dmax), we call its PCG-
coloring the tri-coloring C of G such that:

– (u, v) is red in C if dT (u, v) < dmin,
– (u, v) is black in C if dmin ≤ dT (u, v) ≤ dmax,
– (u, v) is blue in C if dT (u, v) > dmax.

In such a case, we will say that triple (T, dmin, dmax) induces the PCG-
coloring C.

In order to read the figures even in gray scale, we draw red edges as red-dotted
and blue edges as blue-dashed in all the figures.

In Fig. 1(c) we highlight the PCG-coloring induced by the triple (T, 4, 5)
where T is the tree in Fig. 1(b).

The following definition formalizes that not all tri-colorings are PCG-
colorings.

Definition 3. A tri-coloring C (either partial or not) of a graph G is called a
forbidden PCG-coloring if no triple (T, dmin, dmax) inducing C exists.
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Observe that a graph is PCG if and only if there exists a tri-coloring C that
is a PCG-coloring for G. Besides, any induced subgraph H of a given G =
PCG(T, dmin, dmax) is also PCG, indeed H = PCG(T ′, dmin, dmax), where T ′

is the subtree induced by the leaves corresponding to the nodes of H. Moreover,
H inherits the PCG-coloring induced by triple (T, dmin, dmax) from G. Thus, if
we were able to prove that H, although PCG, inherits a forbidden PCG-coloring
from a tri-coloring C of G, then we would show that C cannot be a PCG-coloring
for G in any way. This is the core of our proof technique:

Given a graph G that we want to prove not to be PCG:

1. list some forbidden PCG-colorings of particular graphs that are induced sub-
graphs of G;

2. show that each tri-coloring of G induces a forbidden PCG-coloring in at least
an induced subgraph;

3. conclude that G is not PCG, since all its tri-colorings are proved to be for-
bidden.

3 The Square of a Cycle

In this section we exploit the proof technique just described on a particular class
of graphs, i.e. the square of a cycle; we recall that the square G2 of a graph G
is a new graph whose node set coincides with the node set of G, and an edge
(u, v) is in G2 if either (u, v) is in G or (u,w) and (w, v) are both in G for some
node w.

3.1 Forbidden Tri-Colorings of Some Subgraphs of C2
n

In agreement with the proof technique described in Sect. 2, as a first step, here
we highlight forbidden partial tri-colorings of paths Pn, n ≥ 3 and cycles Cn,
n ≥ 4. Moreover, we prove forbidden colorings and partial forbidden colorings
(for short f-c) for some graphs that are induced subgraphs of C2

n (see Figs. 2
and 3).

Given a graph G = (V,E) and a subset S ⊆ V , we denote by G[S] the
subgraph of G induced by nodes in S.

A subtree induced by a set of leaves of T is the minimal subtree of T which
contains those leaves. In particular, we denote by Tuvw the subtree of a tree
induced by three leaves u, v and w.

The following lemma from [12] will be largely used:

Lemma 1. Let T be a tree, and u, v and w be three leaves of T such that
dT (u, v) ≥ max{dT (u,w), dT (v, w)}. Let x be a leaf of T other than u, v, w.
Then, dT (w, x) ≤ max{dT (u, x), dT (v, x)}.

It is known that Pm is a PCG [13]; the following lemma gives some constraints
to the associated PCG-coloring.
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Lemma 2. Let Pm, m ≥ 4, be path v1, . . . , vm and let C be one of its PCG-
colorings. If all non-edges (v1, vi), 3 ≤ i ≤ m − 1, and (v2, vm) are colored with
blue in C, then also non-edge (v1, vm) is colored with blue in C.
Proof. Let C be the PCG-coloring of Pm induced by triple (T, dmin, dmax). We
apply Lemma 1 iteratively.

First consider nodes v1, v2, v3 and v4 as u, w, v and x: PT (v1, v3) is eas-
ily the largest path in Tv1v3v2 ; then dT (v2, v4) ≤ max{dT (v1, v4), dT (v3, v4)} =
dT (v1, v4). This is because (v1, v4) is a blue non-edge by hypothesis while (v3, v4)
is an edge.

Now repeat the reasoning with nodes v1, v2, vi and vi+1, 4 ≤ i < m,
as u, w, v and x, exploiting that at the previous step we have obtained
that dT (v2, vi) ≤ dT (v1, vi): in Tv1viv2 , PT (v1, vi) is the largest path and so
dT (v2, vi+1) ≤ max{dT (v1, vi+1), dT (vi, vi+1) = dT (v1, vi+1) since (v1, vi+1) is a
blue non-edge while (vi, vi+1) is an edge.

Posing i = m − 1, we get that dT (v2, vm) ≤ dT (v1, vm); since non-edge
(v2, vm) is blue by hypothesis, (v1, vm) is blue, too. ��

Given a graph, in order to ease the exposition, we call 2-non-edge a non-edge
between nodes that are at distance 2 in the graph.

Lemma 3. Let Pn, n ≥ 3, be a path. Any PCG-coloring of Pn that has at least
one red non-edge but no red 2-non-edges is forbidden.

Proof. If n = 3, there is a unique non-edge and it is a 2-non-edge; so, the claim
trivially follows.

So, let it be n ≥ 4 and consider a triple (T, dmin, dmax) inducing a PCG-
coloring with at least a red non-edge. Among all red non-edges, let (vi, vj) –
i < j– be the one such that j−i is minimum. Assume by contradiction, j−i > 2.
Consider now the subpath P ′ induced by vi, . . . , vj . P ′ has at least 4 nodes and
inherits the PCG-coloring from Pn; in it, there is only a red non-edge (i.e. the
non-edge connecting vi and vj). P ′ satisfies the hypothesis of Lemma 2, hence
(vi, vj) must be blue, against the hypothesis that it is red. ��
Lemma 4. Let Cn, n ≥ 4, be a cycle. Then any PCG-coloring of Cn that does
not have red 2-non-edges is forbidden.

Proof. Let Cn = PCG(T, dmin, dmax), n ≥ 4; from [13], at least a non-edge (u, v)
such that dT (u, v) < dmin. In our setting, this means that every PCG-coloring
of Cn, n ≥ 4, has at least one red non-edge. By contradiction, w.l.o.g. assume
that this non-edge is (v1, vi), with 4 ≤ i < n − 1. We apply Lemma 3 on the
induced Pi and the claim follows. ��
Lemma 5. The tri-colorings in Fig. 2 are forbidden PCG-colorings.

Proof. We prove separately that each tri-coloring is forbidden.
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Fig. 2. Forbidden tri-colorings of some graphs. (Color figure online)

Forbidden Tri-Coloring f-c(2K2)a:
We obtain that the tri-coloring in Fig. 2(a) is forbidden by rephrasing

Lemma 6 of [7] with our nomenclature.
The other proofs are all by contradiction and proceed as follows: for each

tri-coloring in Fig. 2, we assume that it is a feasible PCG-coloring induced by a
triple (T, dmin, dmax) and show that this assumption contradicts Lemma 1.

Forbidden Tri-Coloring f-c(2K2)b:
From the tri-coloring in Fig. 2(b) we have that

dT (b, c) < dmin ≤ dT (a, b) ≤ dmax < dT (a, c).

Thus PT (a, c) is the largest path in Ta,b,c. By Lemma 1, for leaf d it must be:
dT (b, d) ≤ max {dT (a, d), dT (c, d)} = dT (c, d) while from the tri-coloring it holds
that dT (c, d) ≤ dmax < dT (b, d), a contradiction.

Forbidden Tri-Coloring f-c(P4):
From the tri-coloring in Fig. 2(c) we have that

dT (a, b), dT (b, c) ≤ dmax < dT (a, c).

Thus PT (a, c) is the largest path in Ta,b,c. By Lemma 1, for leaf d we have:
dT (b, d) ≤ max {dT (a, d), dT (c, d)} = dT (c, d) while from the tri-coloring it holds
that dT (c, d) ≤ dmax < dT (b, d), a contradiction.

Forbidden Tri-Coloring f-c(K3 ∪ K1):
From the tri-coloring in Fig. 2(d) we have that

dT (a, d), dT (a, c) < dmin ≤ dT (c, d).

Thus PT (c, d) is the largest path in Ta,c,d. By Lemma 1, for leaf b it must
be: dT (a, b) ≤ max {dT (c, b), dT (d, b)} while from the tri-coloring it holds that
dT (c, b), dT (d, b) < dmax ≤ dT (a, b), a contradiction. ��
Lemma 6. The partial tri-coloring in Fig. 3 is a forbidden PCG-coloring.
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Fig. 3. A forbidden coloring of a graph that is an induced subgraph of C2
n, with n ≥ 10.

(Color figure online)

Proof. Using the result of Lemma 5, we again prove that each tri-coloring is
forbidden by contradiction.

From the tri-coloring in Fig. 3, extract the inherited PCG-colorings for the
two subgraphs G[a, c, d, e] and G[b, c, d, f ]. To avoid f-c(K3 ∪K1), the non-edges
(a, e) and (b, f) are both blue. Now we distinguish the two possible cases for the
color of the non-edge (a, f):

(a, f) is a red non-edge: consider the PCG-coloring for subgraph G[a, b, e, f ].
To avoid f-c(2K2)b, non-edge (b, e) has to be blue. This implies that the
PCG-coloring for path G[a, b, d, e, f ] has all the 2-non-edges with color blue
while the non-edge (a, f) is red. This is in contradiction with Lemma3.

(a, f) is a blue non-edge: in this case consider Lemma 1 applied to tree Ta,d,f .
We distinguish the three cases for the largest path among PT (a, d), PT (a, f)
and PT (d, f):
the largest path is PT (a, d) : for leaf b it must be:

dT (f, b) ≤ max {dT (a, b), dT (d, b)}

while from the tri-coloring dT (a, b), dT (d, b) ≤ dmax < dT (f, b).
the largest path is PT (a, f) : for leaf c it must be:

dT (d, c) ≤ max {dT (a, c), dT (f, c)}

while from the tri-coloring dT (a, c), dT (f, c) < dmin ≤ dT (d, c).
the largest path is PT (d, f) : for leaf e it must be:

dT (a, c) ≤ max {dT (d, c), dT (f, c)}

while from the tri-coloring dT (d, c), dT (f, c) ≤ dmax < dT (a, c).
In all the three cases, a contradiction arises. ��
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3.2 Graph C2
n , n ≥ 8, Is Not PCG

We recall that all graphs with at most 7 nodes are PCG [4] and that cycles are
PCGs [12], so we focus on n ≥ 8.

For easing the proofs, the nodes of C2
n will be indexed with values in the

finite group Zn of the integers modulo n, i.e. V (C2
n) = {v0, v1, . . . , vn−1}. As a

consequence, for each pair vi, vj , the edge (vi, vj) belongs to C2
n if and only if

j − i ∈ {1, 2, n − 1, n − 2}.
Before proving that C2

n is not PCG, we need some ad-hoc forbidden PCG-
colorings for C2

n. Due to the lack of space, we omit the proof, that can be found
in [1].

Given a PCG-coloring of C2
n, we call red-node a node v of C2

n if all the non-
edges incident on v are of red color.

Lemma 7. Let C2
n, n ≥ 8, be a square cycle. Then:

1. Any PCG-coloring of C2
n where all the 2-non-edges are blue is forbidden.

2. Any PCG-coloring of C2
n having two red non-edges from a common non red-

node to two adjacent nodes is forbidden.
3. Any PCG-coloring of C2

n having two adjacent red-nodes is forbidden.

Now we show other two ad-hoc forbidden PCG-colorings that hold only for
n ≥ 10 because in the proof we exploit f − c(C). Hence the two cases n = 8 and
n = 9 have to be handled separately. Due to the lack of space, their proof are
omitted in this extended abstract and can be found in [1].

Lemma 8. Let C2
n, n ≥ 10, be a square cycle. Then:

1. Any PCG-coloring of C2
n with a triple of nodes (vi, vi+4, vi+8), 0 ≤ i < n,

such that vi+8 is the only non red-node (in this triple) is forbidden.
2. Any PCG-coloring of C2

n with a triple of nodes (vi−6, vi−3, vi), 0 ≤ i < n,
such that vi−6 is the only non red-node (in this triple) is forbidden.

We are now ready to prove that C2
n is not PCG.

Theorem 1. Graph C2
n, n ≥ 10, is not a PCG.

Proof. The proof is by contradiction. Let (vi, vi+4) be a red 2-non-edge in C2
n

(such a non-edge must exist by Lemma 7.1). Consider now the induced path
G[vi, vi+1, vi+3, vi+4]. In this path we have the red non-edge (vi, vi+4) thus, due
to f − c(P4), one of the non-edges (vi, vi+3) and (vi+1, vi+4) is red, too and
at least one of the nodes vi and vi+4 is the end-point of two red non-edges
toward adjacent nodes. Hence one of these nodes is a red-node (see Lemma 7.2).
Reindexing the nodes of C2

n, this red-node is node v0.
Consider now the induced subgraph G[vn−3, vn−1, v0, v1, v2, v4]. In this sub-

graph the non-edges (vn−3, v0) and (v0, v4) are red and, due to f − c(C), at least
one of the non-edges (vn−3, v1) and (v1, v4) is red. We consider two cases:
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non-edge (v1, v4) is red
The two non-edges (v0, v4) and (v1, v4) are red so, by Lemma 7.2, node v4 is

a red-node. Considering the triple of nodes (v0, v4, v8), by Lemma 8.1, node v8
is a red-node, too. We can iterate this reasoning on the triple (v4, v8, v12) and so
on, and finally obtaining that V ∗ = {vi | i ≡ 0 (mod 4)} is a set of red-nodes
in the PCG-coloring. Moreover each node vi, with i 
≡ 0 (mod 4), is adjacent
to some node in V ∗ thus, by Lemma 7.3, n is a multiple of 4 (and n ≥ 12) and
set V ∗ contains all the red-nodes of the PCG-coloring. Consider now the cycle
induced by all the nodes having an odd index, i.e. G[v1, v3, v5, . . . , vn−1]. This
cycle is n

2 ≥ 6 long thus, by Lemma 4, it contains at least a red non-edge. Let
(vi, vj) be one of these red non-edges. Node vj is necessarily adjacent to a node
in V ∗, hence there are two red non-edges from adjacent nodes incident toward vi
in C2

n implying that vi is a red-node (by Lemma 7.2). This contradicts the fact
that vi 
∈ V ∗.

non-edge (vn−3, v1) is red
The proof is analogous to the previous one: due to the two red non-edges

(vn−3, v0) and (vn−3, v1), by Lemma 7.2, node vn−3 is a red-node. Considering
the triple of nodes (vn−6, vn−3, v0) in Lemma 8.2, node vn−6 is a red-node, too.
We can iterate this reasoning on the triple (vn−9, vn−6, vn−3) and so on finally
obtaining that V ∗ = {vi | i ≡ 0 (mod 3)} is a set of red-nodes in the PCG-
coloring. Moreover, each node vi, with i 
≡ 0 (mod 3), is adjacent to some node
in V ∗ so, due to Lemma 7.3, n is a multiple of 3 (and n ≥ 12) and set V ∗ contains
all the red-nodes of the PCG-coloring. Consider now the cycle induced by all the
nodes that are not in V ∗, i.e. G[1, 2, 4, . . . , n− 2, n− 1]. This cycle has length at
least 8 and, by Lemma 4, there is at least a red non-edge connecting two nodes
of the cycle. Let (vi, vj) be one of these red non-edges. Node vj is adjacent to a
node in V ∗, so vi is the end-point of two red non-edges toward adjacent nodes
in C2

n as a consequence vi is a red-node (by Lemma 7.2). This contradicts the
fact that vi 
∈ V ∗.

Theorem 2. Graph C2
8 is not a PCG.

Corollary 1. Graph C2
8 is the smallest planar graph that is not PCG.

Theorem 3. Graph C2
9 is not a PCG.

3.3 Graph C2
n , n ≥ 8, Is a Minimal Graph that Is Not PCG

Recall that if a graph contains as induced subgraph a not PCG, then it is not
PCG, too. We call minimal not PCG a graph that is not PCG and it does not
contain any induced proper subgraph that is not PCG. (It is worth to be noted
that PCG is closed under taking induced subgraphs.)

In this subsection we prove that C2
n is a minimal not PCG. The proof is

constructive and it provides an edge-weighted tree T and two values dmin and
dmax such that PCG(T, dmin, dmax) = C2

n \ {x} for any node x of C2
n.

Theorem 4. C2
n, n ≥ 8, is a minimal not PCG.
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Proof. Consider the graph C2
n, n ≥ 8. To prove the theorem we remove from

the graph a node x and prove that the new graph G′ is PCG. Without loss of
generality assume that x = vn. We construct a tree T such that G′ = PCG(T ,
2n − 2, 2n + 4). We consider the following two cases depending on whether n is
an even or an odd number.

– n is an odd number. Tree T is a caterpillar with n−1 internal nodes we denote
as x1, x2, . . . , xn−1

2 −1, y, xn−1
2

, . . . , xn−2. The internal nodes induce a path
from x1 to xn−2 and edges (xi, xi+1), 1 ≤ i < (n − 1)/2 − 1 and (n − 1)/2 ≤
i < n − 2, have weight 2. Edges (xn−1

2 −1, y) and (y, xn−1
2

) have weight 1.
Leaves vi, 1 ≤ i ≤ n − 2, are connected to xi with edges of weight n. Finally
leaf vn−1 is connected to the node y with an edge of weight 3. See Fig. 4.a

– n is an even number. Tree T is a caterpillar with n − 1 internal nodes we
denote as x1, x2, . . . , xn−1. The internal nodes x1, . . . , xn−1 induce a path
and edges (xi, xi+1), 1 ≤ i < n − 1, have weight 2.

Leaves vi, 1 ≤ i < n, are connected to xi with edges of weight n. Finally vn−1 is
connected to xn−2

2
with an edge of weight 3. See Fig. 4(b). ��
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Fig. 4. Caterpillars for the proof of Theorem 4: a. n odd; b. n even.

4 Other Results Due to the Application of Our Technique

In this section we get two further results applying again the technique introduced
in Sect. 2. Due to the lack of space, we omit the proofs, that can although be
found in [1]. The graph classes we consider are obtained by operating in different
ways on cycles and are very interesting in this context because both are connected
to some open problems.

4.1 The Wheel

Wheels Wn+1 are n length cycles Cn whose nodes are all connected with a
universal node.
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Wheel W6+1 is PCG and it is the only graph with 7 nodes whose witness tree
is not a caterpillar [4]. Moreover, it has been proven in [3] that also the larger
wheels up to W10+1 do not have a caterpillar as a witness tree but, up to now,
no other witness trees are known for these graphs and, in general, it has been
left open to understand whether wheels with at least 8 nodes are PCGs or not.

Using our technique, we prove the following theorem.

Theorem 5. Wheel W7+1 is a PCG while wheels Wn+1, n ≥ 8, are minimal
not PCGs.

4.2 The Strong Product of a Cycle and P2

Given two graphs G and H, their strong product G�H is a graph whose node
set is the Cartesian product of the node sets of the two graphs, and there is an
edge between nodes (u, v) and (u′, v′) if and only if either u = u′ and (v, v′) is
an edge of H or v = v′ and (u, u′) is an edge of G.

We recall that C4�P2 has already been proved not to be PCG [7] but nothing
is known for n > 4. Recalling that all graphs with 7 nodes or less are PCGs, our
result is the following.

Theorem 6. The graphs obtained as strong product Cn�P2, n ≥ 4 are minimal
not PCGs.

5 Conclusions

In this paper we proposed a new proof technique to show that graphs are not
PCGs. As an example, we applied it to the square of cycles, to wheels and to
Cn�P2. As a side effect, we show that the smallest planar graph not to be PCG
has not 20 nodes, as previously known, but only 8.

Even if all these classes are obtained by operating on cycles, we think that
this technique can be potentially used to position outside PCG many other graph
classes no related to cycles. This represents an important step toward the solution
of the very general open problem consisting in demarcating the boundary of the
PCG class.
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Abstract. Aggregate signatures are used to create one short proof of
authenticity and integrity from a set of digital signatures. However, one
invalid signature in the set invalidates the entire aggregate, giving no
information on which signatures are valid. Hartung et al. (PKC 2016)
proposed a fault-tolerant aggregate signature scheme based on combina-
torial group testing. Given a bound d on the number of invalid signatures,
the scheme can determine which signatures are invalid, and guarantees a
moderate increase on the size of the aggregate signature when there is an
upper bound on the number n of signatures to be aggregated. However,
for the case of unbounded n the constructions provided had constant
compression ratio, i.e. the signature size grew linearly with n. In this
paper we propose a solution to the unbounded scheme with increasing
compression ratio for every d. In particular, for d = 1 the compression
ratio is the best possible and meets the information theoretical bound.

Keywords: Aggregate signature · Fault-tolerance · Cover-free family
Digital signature · Combinatorial group testing

1 Introduction

Aggregate signature schemes allow us to combine a set of signatures into a single
signature, which can be used as proof of integrity and authenticity of a possibly
large set of data. This solution is useful specially for applications that manage a
large quantity of data and digital signatures, since it can save on communication
and storage, as well as improve the signature verification process. A few examples
of such applications are outsourced databases [9], sensor networks [6], secure
logging [7], certificate chains [1], vehicular communication [12], among others.

The verification of an aggregate signature outputs a positive result only if the
entire set of signatures is valid. If we have at least one faulty signature in the set,
the proof of integrity and authenticity of all the data involved is invalidated. This
happens because when a set of signatures is aggregated into one, this operation
does not preserve enough information in order to identify the exact set of invalid
signatures. In order to solve this problem, Hartung et al. [2] propose a fault-
tolerant scheme using d-cover-free families (d-CFFs). This scheme generates a
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 52–64, 2018.
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more expressive aggregate signature, that can tolerate up to d invalid signatures
and identify all the valid ones.

Although the use of cover-free families is a practical solution for fault-
tolerance in aggregated signatures, it sets a bound on the number of signatures n
that can be aggregated. This number is not always known in advance; for exam-
ple, secure logging applications can not always predict how many log entries will
be saved, and outsourced databases not always have control on the amount of
data that will be inserted. While a traditional aggregate scheme does not set such
a bound, it also does not allow the identification of invalid signatures. This raises
the need of an unbounded fault-tolerant aggregate scheme. In order to solve this
problem, the authors in [2] present an unbounded scheme based on a mono-
tone sequence of d-cover-free families. In an unbounded scheme, the concept of
compression ratio is important. Consider the total number of signatures n and
the size of the aggregate signature s(n), the compression ratio is equals to ρ(n)
iff n

s(n) is Θ(ρ(n)). The explicit constructions of monotone families given in [2]
yield aggregate signatures with length linear in n and thus constant compression
ratio. This makes the scheme impractical for the unbounded case, even though
the constant compression ratio can be chosen arbitrarily small. Intuitively, an
increasing ratio is preferable since it implies a small aggregated signature. The
authors pose as an open problem to find a better monotone family in order to
achieve a more efficient unbounded scheme.

Contributions: In this work, we approach unbounded aggregate signatures by
defining a more flexible sequence of d−CFFs, which we call a nested family,
instead of monotone family defined in [2]. We show how to achieve unbounded
aggregation in a general way by using nested families and give the correspond-
ing aggregation algorithm. We provide explicit constructions of such families
that yield unbounded aggregate schemes with better compression ratio than the
constant ones previously known [2]. We give such constructions for general d
(Theorems 9 and 11) and specific constructions for d = 1 (Theorem 7) and
d = 2 (Theorem 12), which here can have a better compression ratio.

2 Background on Fault-Tolerant Schemes

In this section, we present the fault-tolerant aggregate signature scheme by
Hartung et al. [2]. We summarize the concepts introduced by the authors [2,
Sects. 1, 3 and 4], including the necessary formalization to contextualize our
construction. The reader should refer to the original work [2] for a more detailed
description. We also present background and recursive constructions of cover-free
families.

2.1 Fault-Tolerant Aggregate Signature

Let {σ1, . . . , σn} be a set of n signatures and let C = {(pk1,m1), . . . , (pkn,mn)}
be their corresponding pairs of public key and message. A traditional aggregate
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signature scheme consists of combining all n signatures together in one aggregate
signature σ, which can be as small as a single digital signature [1]. By verifying
only σ we can ensure the integrity and authenticity of the entire set C. If all
signatures {σ1, . . . , σn} are correctly formed from C, the signature verification
outputs 1, but if at least one σi does not match its corresponding pair (pki,mi),
the verification outputs 0. In more details, Boneh et al. [1] define an aggregate
signature scheme with four algorithms [1,2]:

1. KeyGen(1κ) takes security parameter κ and creates a key pair (pk, sk).
2. Sign(sk,m) creates a signature for message m using secret key sk.
3. Agg(C1, C2, σ1, σ2) takes two multisets of public key and message pairs C1

and C2 and their corresponding signatures σ1 and σ2, and outputs an aggre-
gate signature σ that certifies the integrity and authenticity of C = C1 ∪ C2.

4. Verify(C, σ) takes a multiset of public key and message pairs and its aggre-
gate signature σ. Outputs 1 if the signature is valid and 0 otherwise.

The security of the scheme is based on the difficulty of an adversary to forge
a signature of a chosen message after performing q signature queries to an oracle.
More specifically, the aggregate scheme is (t, q, ε)-secure if there is no adversary
A capable of winning the game with probability at least ε, performing at most
q queries to the oracle, and running in time at most t [1,2].

In order to provide fault-tolerance, the signature verification needs to output
a list of valid signatures instead of just 0 or 1, so the scheme should provide list
verification instead of boolean verification. To describe this scheme, Hartung
et al. [2] use the concepts of “claim” c = (pk,m) as a tuple of message m and
public key pk, and “claim sequence” C as a sequence of claims. A claim sequence
requires an order among the claims, so each of its position i may contain one
claim or a placeholder ⊥. Two claim sequences C1, C2 are defined as exclusively
mergeable if for all i, C1[i] = ⊥ or C2[i] = ⊥, and for a C1 and C2 of length k
and l, with k ≥ l, C1 � C2 = (c1, . . . , ck) is defined by

ci =

{
C1[i], if C2[i] = ⊥, C2[i] = C1[i] or i > l

C2[i], otherwise.

Let C = (c1, . . . , cn) be a claim sequence and b ∈ {0, 1}n be a bit sequence
that specifies a selection of indexes, then C[b] denotes a subsequence of C with
claims cj for all j s.t. b[j] = 1. For more details, see Hartung et al. [2, Sect. 3].
The definition of list verification is given below.

Definition 1. [Hartung et al. [2]] An aggregate signature scheme with list ver-
ification consists of four algorithms Σ:

1. KeyGen(1κ) takes security parameter κ and creates a key pair (pk, sk).
2. Sign(sk,m) creates a signature for message m using secret key sk.
3. Agg(C1, C2, τ1, τ2) takes two exclusively mergeable claim sequences C1 and

C2 and their corresponding signatures τ1 and τ2, and outputs an aggregate
signature τ that certifies the integrity and authenticity of the sequence C =
C1 � C2.
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4. Verify(C, τ) takes a claim sequence C and its aggregate signature τ as input.
Outputs the set of valid claims, which can be all the elements in C or even
the empty set.

Consider a claim sequence C with n claims, their corresponding signatures
σ1, . . . , σn with at most d invalid ones, and the aggregate signature τ . The aggre-
gate signature scheme Σ is tolerant against d errors if Σ.Verify(C, τ) outputs
the set of claims that have valid signatures. Therefore, a d-fault-tolerant aggre-
gate signature scheme is an aggregate signature scheme with list verification with
a tolerance against d errors. From now on we will use σ to represent a standard
aggregate signature, and τ for signatures of a fault-tolerant scheme.

Hartung et al. [2] uses d-CFFs to instantiate a generic fault-tolerant aggregate
signature scheme. A d-CFF is a set system and can be represented by a t × n
incidence binary matrix M (see Sect. 2.2 for more details). Given M and a set
{σ1, . . . , σn} of signatures to be aggregated, each column j represents a signature
σj , and the rows of M indicate which signatures will be aggregated together.
We are able to identify all valid signatures as long as the amount of invalid ones
does not exceed a bound d.

Hartung et al. [2, Sect. 4] define a fault-tolerant aggregate signature scheme
based on an ordinary aggregate signature scheme Σ that supports claims, claim
sequences, and the empty signature λ as input. We denote Mi as row i of matrix
M, so C[Mi] represents the corresponding subsequence of a claim sequence C.
This scheme inherits the security of Σ, with algorithms presented below:

1. KeyGen(1κ) creates a key pair (pk, sk) using KeyGen from Σ and security
parameter κ.

2. Sign(sk,m) receives a secret key and message, and outputs the signature
given by Σ.Sign(sk,m).

3. Agg(C1, C2, τ1, τ2) takes two exclusive mergeable claim sequences C1 and C2

and corresponding signatures τ1 and τ2, and proceeds as follows:
(a) If one or both of the claim sequences Ck (k ∈ {1, 2}) contain only one

claim c, τk is an individual signature σk. We initialize σk as τk and expand
it to a vector as follows, with j equals to the index of c in Ck:

τk[i] =

{
σk, if M[i, j] = 1,
λ, otherwise

for i = 1, . . . t.

(b) Once τ1 and τ2 are both vectors, we aggregate them, position by position,
according to the incidence matrix M:

τ [i] = Σ.Agg(C1[Mi], C2[Mi], τ1[i], τ2[i]).

(c) Output τ , which certifies the integrity and authenticity of the sequence
C = C1 � C2.

4. Verify(C, τ) takes a set of public key and message pairs and the aggre-
gate signature τ , and outputs the set of valid claims. Computes bi =
Σ.Verify(C[Mi], τ [i]) for each 1 ≤ i ≤ t and outputs the set of valid claims
consisting of the union of each C[Mi] such that bi = 1.
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The following theorems are from Hartung et al. [2, Sect. 4] and address the
security and correctness of the scheme. For details regarding their proofs, see [2].

Theorem 1 (Hartung et al. [2]). Let Σ be the aggregate signature scheme
with list verification presented above. If Σ is based on a d-CFF, then it is correct
and tolerant against up to d errors.

Theorem 2 (Hartung et al. [2]). If Σ is a (t, q, ε)-secure aggregate signa-
ture scheme, then the aggregate signature scheme with list verification above is
(t′, q, ε)-secure, with t′ approximately the same as t.

The following example consists of n = 10 signatures aggregated according to
the 1-CFF(5, 10) matrix M, which allows us to identify all valid signatures as
long as we have at most one invalid. For instance, if σ1 is invalid, τ [1] and τ [2]
will fail, but τ [3], τ [4], τ [5] prove the validity of σi, 2 ≤ i ≤ 10.

M =

⎛
⎜⎜⎜⎜⎝

1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1

⎞
⎟⎟⎟⎟⎠ →

τ [1] = Agg(σ1, σ2, σ3, σ4)
τ [2] = Agg(σ1, σ5, σ6, σ7)
τ [3] = Agg(σ2, σ5, σ8, σ9)
τ [4] = Agg(σ3, σ6, σ8, σ10)
τ [5] = Agg(σ4, σ7, σ9, σ10)

The idea of fault tolerance in signature aggregation using CFFs appeared
independently in the master’s thesis of the first author as level-d signature aggre-
gation [3, Chap. 5]. A related application of CFFs to modification tolerant digital
signatures can be found in [4].

2.2 Cover-Free Family Constructions

Cover-free families (CFFs) are combinatorial structures studied in the context of
combinatorial group testing, and frequently used in scenarios where we need to
test a set of n elements to identify up to d invalid ones. We use them to combine
these elements into a few groups, and test the groups instead of each element.

Definition 2. A set system F = (X,B) consists of a set X = {x1, . . . , xt} with
|X| = t, and a collection B = {B1, . . . , Bn} with Bi ⊆ X, 1 ≤ i ≤ n, and |B| = n.
A d-cover-free family, denoted d−CFF(t, n), consists of a set system such that
for any subset Bi0 ∈ B and any other d subsets Bi1 , . . . , Bid ∈ B, we have

Bi0 �
d⋃

j=1

Bij (1)

We can represent F as a t×n binary incidence matrix M by considering the
characteristic vectors of subsets in B as columns of M. More precisely, Mi,j = 1
if xi ∈ Bj , and Mi,j = 0 otherwise. We will interchangeably say that M is
d-CFF when its corresponding set system is d-CFF. Note that if M is d-CFF,
then a matrix obtained by row and column permutations is also d-CFF.
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An equivalent definition of d-CFF is based on the existence of permutation
submatrices of dimension d + 1 [8]. A permutation matrix is an n × n binary
matrix with exactly one “1” per row and per column, in other words, it is
obtained by permuting the rows of the identity matrix.

Proposition 1. A matrix M is d-CFF if and only if any set of d + 1 columns
contains a permutation sub-matrix of dimension d + 1.

The next propositions state relationships between sub-matrices with respect
to d-CFF properties. Their proofs follow directly from Definition 2.

Proposition 2. Let M be a matrix and let M′ be a sub-matrix of M formed
by some of its columns. If M is d-CFF, then M′ is also d-CFF.

Proposition 3. Let M be a matrix and let M′ be a sub-matrix of M formed
by some of its rows. If M′ is d-CFF, then M is d-CFF.

When considering d = 1, a 1−CFF allows us to identify up to one invalid
element. For this particular case, there is a construction using Sperner’s theorem
that yields minimum possible number of rows.

Theorem 3 (Sperner [11]). Let B be a collection of subsets of {1, . . . , t} such
that B1 
⊆ B2 for all B1, B2 ∈ B. Then |B| ≤ (

t
�t/2�

)
. Moreover, equality holds

when B is the collection of all the �t/2�-subsets of {1, . . . , t}.
Corollary 1. Given n and d = 1, there exists a 1-CFF(t,n) matrix with t =
min{s :

(
s

�s/2�
) ≥ n}.

Proof. Build each column of the matrix from the characteristic vector of a dis-
tinct �t/2�-subset of a t-set. Since this forms a Sperner family of subsets, Prop-
erty (1) for d = 1 holds. �
The value t grows as log2 n as n → ∞, which meets the information theoretical
lower bound, yielding an optimal construction.

Other constructions of CFF exist for larger d; see Zaverucha and Stin-
son [13, Sect. 3.2] for a discussion on how other combinatorial objects yield good
CFF methods depending on the relation of d and n. In particular, Porat and
Rothschild [10] give a construction that yields t = c(d+1)2 log n for a constant c,
which for fixed d is optimal in terms of meeting a lower bound Θ(log n) (see [13,
Theorem 3]). Next we give generalizations of two constructions by Li et al. [5,
Theorems 3.4 and 3.5] that allows us to build larger d−CFFs from smaller ones.

Definition 3 (Kronecker product). Let Ak be an mk ×nk binary matrix, for
k = 1, 2. The product P = A1 ⊗ A2 is a binary matrix such that

P =

⎛
⎜⎝

P1,1 . . . P1,n1

...
...

Pm1,1 . . . Pm1,n1

⎞
⎟⎠ where

Pi,j =

{
A2, if A1i,j = 1
0, otherwise
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Where 0 is the matrix of all zeroes with same dimension as A2. The following
theorem generalizes a construction by Li et al. [5] given for d = 2.

Theorem 4. Let A1 be a d−CFF(t1, n1) and A2 be a d−CFF(t2, n2), then C =
A1 ⊗ A2 is a d−CFF(t1t2, n1n2).

Next we present a construction of d-CFFs based on results by Li et al. [5] for
d = 2. This construction gives a better result than the one from Theorem 4 for
the cases where s < t1t2−t2

t1
.

Construction 1. Let d ≥ 2, A1 be a d−CFF(t1, n1), A2 be a d−CFF(t2, n2),
and B be a (d−1)−CFF(s, n2). Create a matrix P = B ⊗A1 as in Definition 3.
This results in P with n2 “blocks” of n1 columns each. For each column in block
i, append the ith column of A2, for 1 ≤ i ≤ n2. Call Const1(A1, A2, B) the
matrix obtained.

Theorem 5. Let A1 be a d−CFF(t1, n1), A2 be a d−CFF(t2, n2), and B be a
(d − 1)−CFF(s, n2). Then C := Const1(A1, A2, B) is d−CFF(st1 + t2, n1n2).

As a corollary, it is possible to obtain a previous result by Li et al. [5] for the
specific case of d = 2.

Corollary 2. [5, Theorem 3.5] Suppose there exists a 2−CFF(t1, n1) and a
2−CFF(t2, n2), then there exists a 2−CFF(st1 + t2, n1n2) for any s satisfying(

s
� s
2 �

) ≥ n2.

3 Our General Unbounded Scheme

By using d−CFFs for fault-tolerant aggregate signatures, we set a bound on the
number of signatures n that can be aggregated, which may not be known in
advance. Applications such as secure logging usually cannot predict the amount
of signed logs that will be generated, and dynamic databases may not be able to
predict the amount of data that will be inserted. These unbounded applications
require a sequence of d−CFFs that allows the increase of n as necessary. Several
of these applications also deal with a large amount of signatures, and it may not
be possible to save each one of them individually. So besides requiring increasing
size, the d−CFF should also take into consideration that once aggregated, the
individual signatures may not be available anymore. Moreover, we want to use
the best constructions for a specific number of signatures n, corresponding to
an increasing compression ratio as n grows. This raises the need of a sequence
of d−CFFs to support all these requirements.

In order to address this problem, Hartung et al. [2] propose the notion of a
fault-tolerant unbounded scheme based on what they call a monotone family of
d-CFFs. It consists of using a CFF incidence matrix M(1) until its maximum n is
achieved, and then jump to the next matrix. Each new matrix M(l+1) contains
the previous ones M(1), . . . ,M(l) in a sequence that presents a monotonicity
property. However, the constructions they provide for monotone families yield
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aggregate signature with length linear in n and constant compression ratio, which
makes the scheme impractical for the unbounded case. Intuitively, an unbounded
fault-tolerant aggregate scheme should provide increasing compression ratio as
we increase n, since it reflects a smaller increase on the aggregate signature size.

In this section, we extend the notion of unbounded aggregation and suggest
a more flexible sequence of d−CFFs, called nested family. We claim that even
without the monotone property we can keep the characteristic of being able to
discard individual signatures after they are aggregated. In fact, by using a nested
family we can offer an infinite sequence of d-cover-free families with increasing
compression ratio. The new definition of nested families is presented below.

In the remaining of the paper, an infinite sequence a1, a2, . . . is compactly
denoted as (al)l for sets and (a(l))l for matrices.

Definition 4. Let (M(l))l be a sequence of incidence matrices of d-cover-free
families (Fl)l = (Xl,Bl)l, where the number of rows and columns of M(l) are
denoted by rows(l) and cols(l), respectively. (M(l))l is a nested family of inci-
dence matrices of d-CFFs, if Xl ⊆ Xl+1, rows(l) ≤ rows(l+1), and cols(l) ≤
cols(l+1), and

M(l+1) =
(M(l) Y

Z W

)

where each row of Z is one of the rows of M(l), or a row of all zeros, or a row
of all ones.

Note that the definition of monotone family by Hartung et al. [2] is a special
case of nested family, where Z = 0. The authors use monotone families to achieve
unbounded aggregation in the following way. For each 1 ≤ i ≤ cols(l), if Bi ∈ Bl

and Di ∈ Bl+1, then Bi = Di. In the case of nested families, instead of Bi = Di

we get Bi ⊆ Di for all 1 ≤ i ≤ cols(l). The additional property requiring that
the rows of Z must repeat rows of M(l), or be trivial, is what allows us to be
able to only need previous aggregations and not original signatures. We observe
that subsequences of nested families are also nested families.

Our unbounded fault-tolerant aggregate signature scheme with nested fam-
ilies is defined by the following algorithms. Note that KeyGen and Sign are
equal to the algorithms given in page 4. We also create a new position τ [0] in the
aggregate signature τ , which holds a full aggregation of all signatures considered
up to that point. Let (M(l))l be a nested family of incidence matrices of d-CFFs
and let Σ be a simple aggregate signature scheme that supports claim sequences,
claim placeholders, and the empty signature λ.

1. KeyGen(1κ) creates a key pair (pk, sk) using KeyGen from Σ and security
parameter κ.

2. Sign(sk,m) receives a secret key and message, and outputs the signature
given by Σ.Sign(sk,m).

3. Agg(C1, C2, τ1, τ2) takes two exclusive mergeable claim sequences C1 and C2

and corresponding signatures τ1 and τ2, and outputs the aggregate signature
τ , where |τ | = max{|τ1|, |τ2|}.
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(a) Let nk be the dimension of Ck for k = 1, 2, and assume w.l.o.g. that
n1 ≤ n2. Determine lk such that cols(M(lk−1)) < nk ≤ cols(M(lk)), and
denote by tk = rows(M(lk)), k = 1, 2. Note that l1 ≤ l2 and take M
as the submatrix of M(l2) consisting of the first n2 columns. Note that
M = ( M(l1) Y

Z W
), for some matrices Z, Y, W satisfying the “nesting”

properties of Definition 4. For this aggregation, M will be the d-CFF
matrix that plays the same role as the fixed matrix used in the bounded
scheme in page 4.

(b) If one or both of the claim sequences Ck (k ∈ {1, 2}) contain only one
claim c, τk is an individual signature σk. We expand τk to a vector as
follows, with j equals to the index of c in Ck:

τk[i] =

{
σk, if i = 0 or (M[i, j] = 1 and 1 ≤ i ≤ tk),
λ, otherwise.

(c) Once τ1 and τ2 are both vectors, we aggregate them position by position
according to M. Note that by the nested family definition we have three
types of row index i depending on the row type of Z: a row of zeros,
where M[i, 1] =. . . = M[i, n1] = 0 (Type 0); a row of ones, where M[i, 1]
=. . . = M[i, n1] = 1 (Type 1); and a repeated row r of M(l1), where
M[i, 1] = M(l1)[r, 1] =. . . = M[i, n1] = M(l1)[r, n1] (Type 2 (r)). First
we expand C1 to C1 having the same dimension as C2, i.e. C1[i] = C1[i]
for 1 ≤ i ≤ n1, and C1[i] =⊥ for n1 + 1 ≤ i ≤ n2, then we proceed as
follows.

τ [0] = Σ.Agg(C1, C2, τ1[0], τ2[0])

For i = 1, . . . t1 :

τ [i] = Σ.Agg(C1[Mi], C2[Mi], τ1[i], τ2[i])

For i = t1 + 1, . . . , t2 :

τ [i] =

⎧⎪⎨
⎪⎩

τ2[i], if i is Type 0,

Σ.Agg(C1[Mi], C2[Mi], τ1[0], τ2[i]), if i is Type 1,
Σ.Agg(C1[Mi], C2[Mi], τ1[r], τ2[i]), if i is Type 2 (r).

Output τ .
4. Verify(C, τ) takes a set of public key and message pairs and the aggregate

signature τ and outputs the valid claims. If Σ.Verify(C, τ [0]) = 1, output
all claims, otherwise compute bi = Σ.Verify(C[Mi], τ [i]) for each 1 ≤ i ≤ t2
and output the set of valid claims consisting of the union of each C[Mi] such
that bi = 1.

The correctness of the aggregation and verification algorithms comes from
the fact that the matrices used are d-CFF. For the aggregation algorithm we
just need to verify that the aggregated signature computed in step (c) yields
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the same results as if M(l2) was used directly on the original signatures. The
security of the scheme comes from Theorem 2, which relies on the security of
the underlying aggregate scheme Σ.

In the next section, we give three explicit constructions of nested families
that allow us to achieve unbounded aggregation with increasing compression
ratio for d = 1, d = 2, and general values of d.

4 Construction of Unbounded Schemes with Non
Constant Compression Ratio

Now we aim to construct a nested family of incidence matrices as shown in
Definition 4, where we can increase n as necessary while avoiding to save every
individual signature for further use. In this section, we propose explicit construc-
tions of nested families for the cases where d = 1, d = 2, and for general values
of d. We note that all sequences of CFF given are constructive, as they rely
on ingredients that can be constructed explicitly by known methods. Proofs are
omitted here, and will be included in an extended version of this paper.

4.1 Nested Family for d = 1

As specified in Corollary 1, we can build a 1−CFF F = (X,B) from a set
of elements X = {x1, . . . , xt} and a collection B of �t/2�−subsets of X, with
|B| = n. Given n, we need to choose a minimum t such that n ≤ (

t
�t/2�

)
. From

the binomial properties we can see that one specific t may be suitable for a few
consecutive n values, as an example for n = 7, 8, 9, 10 we can use t = 5. We
want to achieve unbounded aggregation by constructing a nested family with
increasing n, so larger n values can be achieved by increasing t.

Now we focus on constructing a new 1−CFF Ft = (Xt,Bt) from a smaller
Ft−1 = (Xt−1,Bt−1), in order to obtain a sequence of nested families. Let Xt =
{1, . . . , t} and let Bt be all distinct � t

2�−subsets of elements from Xt. We consider
small increments of n that increase t by one, i.e. Xt = Xt−1 ∪ {t}, and Bt is
generated by considering two cases according to the parity of t, as shown below.

Since the order of the elements is important for nested families, we represent
the family as a tuple of sets. Let nl =

(
l

� l
2 �

)
, and Cn

k be the list of all k-subsets
from {1, . . . , n} in lexicographical order. The recursive definition of Bt is:

B2 = [{1}, {2}],

Bt =

{
[Bt−1[1], . . . ,Bt−1[nt−1], Ct−1

�t/2�−1[1] ∪ {t}, . . . , Ct−1
�t/2�−1[nt] ∪ {t}], t odd,

[Bt−1[1] ∪ {t}, . . . ,Bt−1[nt−1] ∪ {t}, Ct−1
t/2 [1], . . . , Ct−1

t/2 [nt]], t even,

for t > 2.

Theorem 6. The sequence (Xt,Bt)t is a nested family, and each family in the
sequence is 1−CFF.
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It is easy to see that the property holds for larger increases of t as well, where
each row of Z in this construction consists of all zeros or all ones. In other words,
taking sub-sequences of (Xt,Bt)t also gives a nested family.

Theorem 7. Let (M(l))l be the nested family defined in Theorem 6. This
sequence has a compression ratio ρ(n) = n

log2 n .

Note that this compression ratio meets the information theoretical bound.

4.2 Nested Family for d ≥ 2

In this section, we give three classes of constructions of nested families which for
fixed d gives ρ(n) → ∞ as n → ∞. Theorems 9 and 11 give specific compression
ratios obtained for the cases of d ≥ 2. The one from Theorem 11 is asymptotically
better, but for different constants and ranges of n, either one may be more
suitable. Theorem 12 gives yet a better asymptotic ratio for the case d = 2.

Theorem 8 gives nested families via Theorem 4, and Theorem 9 provides its
corresponding ratio.

Theorem 8. Let M be the incidence matrix of a d−CFF(t, n) (wlog we require
M1,1 = 1), and set M(1) = M. We define M(l) = M ⊗ M(l−1) for l ≥ 2. Then
(M(l))l is a nested family of incidence matrices of d-CFFs.

Theorem 9. Let d ≥ 2. Let (M(l))l be the nested family defined in Theorem 8
using a d-CFF(t, n) matrix M with n > t > 1. Then, the sequence has increasing
compression ratio ρ(n) = n

n1/c = n1−1/c, for c = logt n > 1 (c depending on d).

In Theorem 10, we show how to use the construction from Theorem 5 to build
a sequence of nested families for general d. In order to achieve a nested family,
we instantiate the construction with a single d-CFF(t1, n1) M(1) used as both
A1 and A2, and recursively apply the construction until we achieve the desired
number of signatures n. Then, in Theorems 11 and 12 we give compression ratios
by using specific d-CFF matrices.

Theorem 10. Let M be a d−CFF(t1, n1) matrix and set M(1) = M. Let Bi

be a (d − 1)-CFF(si, ni) matrix (wlog we require Bi1,1 = 1), for each i ≥ 1. We
recursively define M(l) = Const1(M(l−1),M(l−1), Bl−1), for l ≥ 2 and Const1
as defined in Construction 1. The sequence of matrices (M(l))l is a nested family
of incidence matrices of d-CFFs.

Theorem 11. Let d ≥ 2. Let (M(l))l be the nested family defined in Theorem 10
using a d-CFF(t, n) matrix M with n > t. Then, there exists a (d − 1)-CFF Bl

such that the sequence (M(l))l has increasing ratio ρ(n) = n
(b log2 n)log2 log2 n+D for

constants b = 2d2 lnn
log2 n , and D = 1 − log2 log2 n.

The next theorem improves the ratio from Theorem 11 for d = 2 by using
optimal 1-CFF constructions given by Corollary 1.
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Theorem 12. Let (M(l))l be the nested family defined in Theorem 10 using a
2-CFF(t, n) matrix M with n > t, and each Bi is a 1-CFF given by Corollary 1
for n = n2i−1

, i ≥ 1. Then, the sequence (M(l))l has increasing ratio ρ(n) =
n

(2 log2 n)log2 log2 n+D , for constant D = 1 − log2 log2 n.

5 Final Remarks and Open Problems

In this work we define a sequence of cover-free families, called nested families,
which generalizes monotone families introduced by Hartung et al. [2]. While it
may be difficult to build a monotone family with increasing compression ratio,
we show that this is possible by using nested families. We show how to achieve
unbounded aggregation in general with nested families, and we also give explicit
constructions for the cases of d = 1, d = 2, and general values of d. We were
able to meet the information theoretical bound for d = 1, and good compression
ratios for all values of d. We believe the concept of nested cover-free families can
also be of important interest in other applications of cover-free families.

We observe that as n increases in our constructions, it would be desirable to
increase the threshold value d as well. However, it is not hard to show that there
can not be nested families with increasing d. We would like to investigate other
sequences of CFFs with increasing d.
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Abstract. Motivated by the art gallery problem, the visibility VC-
dimension was investigated as a measure for the complexity of polygons
in previous work. It was shown that simple polygons exhibit a visibility
VC-dimension of at most 6. Hence there are 7 classes of simple poly-
gons w.r.t. their visibility VC-dimension. The polygons in class 0 are
exactly the convex polygons. In this paper, we strive for a more profound
understanding of polygons in the other classes. First of all, we seek to
find minimum polygons for each class, that is, polygons with a minimum
number of vertices for each fixed visibility VC-dimension d. Furthermore,
we show that for d < 4 the respective minimum polygons exhibit only
few different visibility structures, which can be represented by so called
visibility strings. On the practical side, we describe an algorithm that
computes the visibility VC-dimension of a given polygon efficiently. We
use this tool to analyze the distribution of the visibility VC-dimension
in different kinds of randomly generated polygons.

1 Introduction

One of the most widely known and well studied visibility problems in algorithmic
geometry is the art gallery problem. Given a polygon (the art gallery footprint)
it asks for the minimum sized set of points (the guards) in the polygon that
collectively see the entire polygon. There are many variations of the art gallery
problem, for example depending on whether guards are only allowed on vertices
of the polygon, only on the edges, or also inside the polygon; and whether the
polygons are simple or contain holes. In [1,2] it was proven that all these variants
are APX-hard, so an approximation ratio better than some fixed constant is
unlikely to be obtainable.

In [3] a deterministic O(log n)-approximation algorithm was described for
vertex and edge guards which transforms an art gallery problem to a set cover
problem. Improvements over this approximation ratio were made by taking the
geometric information into account: In [4], it was shown that the set systems
of the respective set cover instances exhibit a bounded VC-dimension. For set
systems with VC-dimension d, Brönnimann and Goodrich [5] introduced an algo-
rithm based on ε-net theory which provides an O(d log(d·OPT))-approximation
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where OPT denotes the size of an optimal solution. Hence for constant d, a
O(log OPT )-approximation is achieved.

So the smaller d, the better the approximation ratio. This motivates to study
the visibility VC-dimension of polygons. Intuitively, the visibility VC-dimension
measures the complexity of the visibility structure of a polygon.

Definition 1 (Visibility VC-Dimension). Given a simple polygon with n
vertices, a vertex sees (or is visible from) another vertex if the straight line
segment between those vertices does not intersect the exterior of the polygon. A
subset S of the polygon vertices is called shattered if for every subset S′ of S
there is a vertex v such that this vertex sees every vertex in S′ but sees none of
the vertices in S \ S′. The visibility VC-dimension d of the polygon is the size
of its largest shattered subset.

We call the vertices in S also the VC-points and v itself the viewpoint for the
subset S′. Note that VC-points and viewpoints are not necessarily disjunct.
Figure 1 illustrates all these concepts.
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p0
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1

2
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1

2

3

4

5

p2

Fig. 1. Polygons pd with VC-dimension d ≤ 2. The blue vertices are the VC-points. In
p2 the vertex 0 sees itself but not 2, the vertex 3 is a viewpoint for the subset S′ = {2},
the vertex 5 for S′ = {0, 2} and vertex 4 sees neither 0 nor 2. (Color figure online)

The visibility VC-dimension of simple polygons is defined as the maximum
visibility VC-dimension over all simple polygons. For viewpoints being restricted
to polygon vertices or edges, it was proven in [6] that the visibility VC-dimension
of simple polygons is 6. For individual polygons the VC-dimension can assume
any integer between 0 and 6. This induces seven classes of simple polygons. In
this paper, we focus on studying minimum polygons within each class.

1.1 Related Work

In [4] it was proven that the visibility VC-dimension for simple polygons (allow-
ing viewpoints to lie anywhere in the polygon) is at most 23 and an example
polygon with VC-dimension 6 was provided. The upper bound was lowered to
14 by Gilbers and Klein [7]. For the case when the viewpoints are restricted to
the boundary of the polygon the upper bound was consecutively lowered to 7 by
Gilbers [8] and 6 by Gibson et al. [6]. A matching lower bound was presented
in [9]. Hence the VC-dimension of simple polygons is known to be exactly 6.
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Interestingly these bounds also hold for x-monotone polygons [9]. A polygon
is x-monotone if the intersection between the polygon and any vertical line is
connected. Somehow surprisingly, this structural limitation does not improve the
visibility VC-dimension.

1.2 Contribution and Outline

In Sect. 2, we provide examples of minimum polygons for each visibility VC-
dimension up to d = 5; along with the proofs that smaller polygons can not
be members of the respective classes. Somehow surprisingly, for d = 3, 4, 5 the
respective minimum polygons consist of exactly 2d vertices which matches the
trivial lower bound. For d = 6, we show that a minimum polygon consists of
64 ≤ n ≤ 78 vertices and we conjecture that there also n = 2d = 64 holds.

In Sect. 3, we further investigate the visibility structure of minimum polygons
by abstracting from the geometry. We define so called visibility strings which
capture the collocation of VC-points and the numbers of VC-points visible from
the viewpoints. For d < 4, we prove that only few different visibility strings
occur; for example, for d = 3 only two.

In Sect. 4, practical algorithms to compute the visibility VC-dimensions of a
given polygon are discussed. This is complemented with experimental results in
Sect. 5. There we compare the distribution of the visibility VC-dimension classes
for different kinds of randomly generated polygons, including ones created by the
2-Opt method and Quick Star. We show that the distributions differ significantly
in dependency of the creation method, and we furthermore devise a new polygon
generator which is more likely to produce polygons with a high visibility VC-
dimension. As such polygons are likely to be ’hard’ instances for the art gallery
problem, the generator might be useful to create sensible benchmark sets for
guard placement algorithms.

2 Minimum Polygons

Given a VC-dimension d there is a trivial lower bound for the number of vertices
a polygon of this VC-dimension must have: A shattered subset S of size d has 2d

subsets S′. For every of these subsets there has to be a vertex that sees S′ but not
S\S′. So the number of viewpoints/vertices nd is at least 2d. The smallest simple
polygons are triangles, so another trivial lower bound is 3 vertices. Concave spots
are needed to get a VC-dimension higher than 0 as there has to be a viewpoint
that does not see any VC-point. As all triangles are convex, a polygon with
positive VC-dimension needs to have at least 4 vertices. We observe that indeed
one concave spot is sufficient to get a VC-dimension of 1 (see Fig. 1, right), hence
we deduce n1 = 4. Table 1 summarizes all our derived bounds for the number
of vertices of minimum polygons. The results for d ≥ 2 are explained in more
detail below.
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Table 1. The minimum number of vertices required to get a certain VC-dimension.

VC-dimension d 0 1 2 3 4 5 6

Minimum vertex count nd 3 4 6 8 16 32 64 ≤ n6 ≤ 78

2.1 Minimum Polygons for VC-Dimension 2

For polygons with VC-dimension d = 2 actually more than 2d = 4 vertices are
needed as proven in the following lemma.

Lemma 1. Every polygon of VC-dimension 2 has at least six vertices.

Proof. A polygon with 3 vertices is convex and thus is of VC-dimension 0. Sup-
pose a polygon with 4 vertices has a shatterable vertex set {g1, g2}. Then every
vertex is a neighbor of g1 or g2. Hence there is no vertex that sees neither g1 nor
g2, leading to a contradiction.

Suppose a polygon with 5 vertices has a shatterable vertex set {g1, g2}.
Case 1: g1 and g2 are not neighbors. Then every vertex is a neighbor of g1

or g2. Hence there is no vertex that sees exactly the empty set, a contradiction.
Case 2: g1 and g2 are neighbors. Then both g1 and g2 see the set {g1, g2}.

Therefore the remaining three vertices must cover the remaining three sets {g1},
{g2} and ∅. There is exactly one vertex v∅ that is a neighbor of neither g1 nor
g2, so no other vertex can see exactly the empty set.

Because the neighbor v1 (v2) of g1 (g2) sees its neighbor, it must not see g2
(g1), thus the internal angles must be both obtuse. Hence v1, v2 both have to
lie ‘below’ the line segment g1g2. The fifth vertex v∅ is adjacent to both v1 and
v2. It has to lie above the line segment g1g2 as otherwise edges of the polygon
would cross (see Fig. 2). But then no vertex blocks v∅ from seeing g1, which is a
contradiction to v∅ not seeing any VC-point. ��
The lemma establishes a lower bound. A polygon with VC-dimension 2 and the
number of vertices matching the lower bound of 6 is depicted in Fig. 1 (middle).

g1
g2

v2 v1

v∅

Fig. 2. A polygon with two designated VC-points that cannot be realized. The vertex
v∅ should see neither g1 nor g2 but cannot be placed in such a way.
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2.2 Minimum Polygons for VC-Dimension ≥ 3

For VC-dimensions 3, 4 and 5 somehow surprisingly nd = 2d vertices suffice to
construct a polygon of the respective class. In Fig. 3 we give examples of such
minimum polygons. As the trivial lower bounds for the vertex count are met
here, we do not require any additional proofs for the examples to be minimum
representatives of their respective classes. Note that all of these polygons are
also x-monotone. While the minimum polygons up to d = 4 were constructed
manually, we generated and minimized random polygons to get the example for
VC-dimension 5 (see Sect. 5.2).

Fig. 3. Image of minimum polygons with VC-dimensions 3, 4 and 5 from left to right.

For VC-dimension 6 the smallest example we currently have consists of 78
vertices (see Fig. 4). The example is derived from a polygon with VC-dimension
6 which is essentially due to Gibson et al. [9]. Although we found the example

Fig. 4. Image of a polygon with VC-dimension 6.
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polygon in [9] to be not of VC-dimension 6, thankfully Erik Krohn provided
a corrected polygon with VC-dimension 6 with 94 vertices. We then applied
minimization techniques to get the vertex count down to 78.

3 Visibility Structure

Here we introduce a notion of a visibility string of a polygon. The visibility string
is a description of the structure of a polygon in regard to a fixed maximum
shattered subset (if there are more than one). This abstraction aims at grouping
together polygons that are similar to each other. For example if the position of
a vertex in a polygon is changed but the pairwise visibility of viewpoints and
VC-points is not affected, then the original polygon and the modified one are
essentially the same for our purpose. The visibility string will also be invariant
under translation, rotation, scaling and reflection of a polygon.

More precisely, for a given polygon the visibility string describes which ver-
tices are the VC-points and for each vertex how many VC-points it can see. The
visibility string consists of one symbol for each vertex in order around the poly-
gon to form a word of length n. To account for cyclic permutation and reflection
we choose a unique string:

Definition 2 (Visibility String). Let p1, . . . , pn be the vertices and g1, . . . , gd
the VC-points of a polygon in clockwise order. For a vertex p let nv(p) be the
number of VC-points that it sees. The symbol representing the vertex p is the
nv(p)-th letter of the latin alphabet if p is a VC-point or else the digit nv(p).

The visibility string is the lexicographically smallest string that can be built by
concatenating the symbols of the vertices in clockwise or counterclockwise order
starting at an arbitrary vertex. Here digits are smaller than letters.

By definition every visibility string starts with a 0 symbol. Figure 5 shows an
example of a visibility string.

0

1

1

1

a

Fig. 5. A polygon with the visibility string 011a1.

It is easy to see that the only possible visibility strings for minimum polygons
of VC-dimension 0 and 1 are 000 and 01a1, respectively. We show that there are
also only a few possible visibility strings for minimum polygons of VC-dimension
2 and 3. The following proof uses the notation ∂(p, q) for two vertices p, q to
denote the set of all vertices that are reached when going along the border of
the polygon in clockwise order starting at p and ending at q.
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Theorem 1. There are exactly four possible visibility strings for minimum poly-
gons of VC-dimension 2. These strings are 01bb12, 02a2a2, 01a2a2 and 01a2a1.

Proof. Let P be a polygon with six vertices and VC-dimension 2 and {g1, g2}
a shattered subset where ∂(g1, g2) contains not more vertices than ∂(g2, g1).
Consider the number c of vertices on ∂(g1, g2), i.e. the number of vertices between
g1 and g2. This number c cannot be 2 as otherwise every vertex apart from g1
and g2 itself are neighbors of g1 or g2. Hence no vertex would see exactly the
empty set.

Consider the case c = 1. If g1 and g2 see each other, then the vertex between
them lies w.l.o.g. below the line g1g2 (where the interior of the polygon extents
above this line). Then the other three points have to see at most one VC-point.
Hence the neighbors of g1 and g2 also have to lie below the line g1g2. So it is not
possible that g1 and g2 see each other, leaving the possibility for the visibility
strings 02a2a2, 01a2a2 and 01a2a1.

Now consider the case c = 0, i.e. g1 and g2 are neighbors. Then they both
see both VC-points. One of the two vertices that is not adjacent to g1 or g2 has
to be v∅. One of the neighbors of g1 or g2 only sees its neighboring VC-point as
two of the three unspecified points see exactly one VC-point—say the neighbor
of g1. If the neighbor of g2 sees only g2, then we get the visibility string 01bb12
because the last unspecified point has to obscure v∅ and sees both VC-points. If
the other neighbor sees both VC-points then there is no possibility to place the
vertex v2 that sees g2 but not g1. This is because neither v1 nor v∅ can block it
from seeing g1, see Fig. 6. ��

g2 g1

v2

v1

v∅
v1,2

g2 g1

v1,2
v∅ v2

v1

Fig. 6. Impossible visibility constraints of a polygon with two VC-points. Neither when
v2 neighbors v1,2 (left image) nor when v∅ neighbors v1,2 (right image) is there a vertex
that blocks v2 from seeing g1.

For VC-dimension 2 there is some leeway because there are more vertices
than subsets to cover but this does not hold for VC-dimension 3.

Theorem 2. There are exactly two possible visibility strings for minimum poly-
gons of VC-dimension 3. These strings are 02a2a2a3 and 02a2a3a2.

Interestingly for VC-dimension 4 the number of possible visibility strings
increases dramatically: In 800 analyzed minimum polygons, we identified about
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600 different visibility strings. Nevertheless, a relaxed definition of the visibility
string which considers only the configuration of the VC-points and their visibility
with respect to each other could provide better structural insights: In about
71,000 randomly generated polygons only two possible configurations were found.

4 Computation of the Visibility VC-Dimension

In this section we discuss the methods for computing the VC-dimension of a
given polygon. This allows to determine better instance-based approximation
guarantees for polygons with d < 6 when applying (art gallery) algorithms with
a VC-dimension dependent approximation guarantee. Furthermore, we leverage
tools for efficient VC-dimension computation later to analyze the distribution of
the VC-dimension classes among sets of randomly generated polygons.

4.1 Naive Algorithm and Improvements

Given an input polygon with n vertices, we want to find the largest shattered
subset. As we already know that no subset of size 7 or larger can be shattered, it
suffices to check all subsets up to size 6. If the subsets are considered in increasing
order of their size, the process can be stopped if no subset of a certain size k is
shattered (as then naturally no superset can be shattered). Hence, for a polygon
with VC-dimension d we have to check O(min(nd+1, n6)) subsets.

To determine whether a certain subset S of size k ≤ 6 is shattered, we need
to check whether there are 2k suitable viewpoints (each being visible from one
particular subset of S). Within a simple polygon, the so called visibility region
of a point can be computed in linear time. Hence it takes O(nk) = O(n) time
to retrieve the visibility regions of all VC-points. From those we can interfere in
linear time if there is a viewpoint for each subset. Hence the total running time
amounts to O(min(nd+2, n7)). Note that in practice it makes sense to have an
initial phase where the visibility region of each vertex is precomputed to avoid
redundant computations.

The algorithm can be further improved by skipping unnecessary tests for
certain vertex sets: If the algorithm finds a shattered set S′ of size k, it can omit
testing other sets of the same cardinality. In addition, if the algorithm considers
sets of the same cardinality in lexicographic order, many sets can be skipped
when the algorithm starts to consider the sets with cardinality k +1. In fact, all
sets with a lexicographically smaller prefix than S′ do not need to be checked
as already their prefixes could not be shattered. For example, if the set {2, 4} is
the first of size 2 to be shattered, the algorithm skips all remaining sets with 2
vertices. And it also skips the sets {0, 1, 2}, {0, 1, 3}, . . . , {2, 3, n−2}, {2, 3, n−1}
because the sets {0, 1}, . . . , {2, 3} could not be shattered. Instead it proceeds with
the set {2, 4, 5}. While these rules have the potential to reduce the numbers of
sets to be checked significantly, they unfortunately can not circumvent that for
d < 6 all sets of size d + 1 need to be checked in order to certify that no subset
larger than d is shattered.
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4.2 Stack-Based Algorithm

To reduce the number of large sets that have to be tested, we propose a stack-
based approach. Here, we assure that a set is only tested if already all of its
prefixes were shown to be shattered.

Let S be an initially empty stack and v := 0. Repeat the following steps
until the algorithm terminates: Test whether S ∪ {v} is shattered. If this is the
case, then push v onto the stack. Set v := v + 1. If v = n − 1 and the stack is
not empty, then set v := S.pop() + 1. If v = n − 1 and the stack is empty, then
terminate and return (the size of) the biggest found shattered set.

5 Experiments

We implemented the naive algorithm for VC-dimension computation along with
the described improvements, and our stack-based algorithm. The used program-
ming language is Rust. Experiments were run on a machine with an Intel i5 CPU
with a frequency of 2.5 GHz and 8 GB of main memory. Note that the size of the
memory was no limitation as the algorithms all used at most a few MB.

5.1 VC-Dimension Computation

First of all, we investigated how many vertex subsets of a randomly generated
polygon are tested in the described approaches for VC-dimension computation.
Results for polygons with VC-dimension 4 are shown in Fig. 7. We observe that
the stack-based method clearly outperforms the naive method, even if we look
at the maximum number of sets tested for the former. The ratio gets drastically
lower the larger the number of vertices, so the advantage of the stack-based
method clearly increases with the size of the polygon. Further experiments also
showed that the ratio gets lower the larger the VC-dimension of the polygon is.
For a clock time comparison we computed the VC-dimension of 10 polygons with
100 vertices each and d = 4. The naive algorithm took nearly 13 min in total
whereas the stack based algorithm only took 5 s.

5.2 VC-Dimension Distribution in Random Polygons

In order to find minimum polygons and analyze related algorithms, we generated
large sets of random polygons. Initially, we used two classic methods for random
polygon generation: 2-Opt moves and Quick Star [10]. For 100, 000 polygons
created for different vertex counts, we computed d. The resulting distributions
are given in Fig. 9, top and middle. We observe that the vast majority of polygons
generated with these methods exhibit a VC-dimension of 3 or smaller. While
Quick Star leads to significantly more polygons with d = 4 than 2-Opt, even
in rather large polygons with 50 vertices still about half of them only exhibit a
VC-dimension of 3. The reason why 2-Opt primarily produces polygons of low
VC-dimension is that there often are multiple areas that are mostly independent
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Fig. 7. Number of sets considered using the stack-based method (mean and max)
versus the naive method for polygons with VC-dimension 4. To the left are the absolute
numbers, to the right the ratios.

of each other in the sense that most vertices of one area do not see any one from
the other areas. Quick Star polygons exhibit a more compact shape and more
likely contain viewpoints with large visibility regions. Figure 8, left and middle,
shows examples of polygons created with 2-Opt and Quick Star.

To get more example polygons of higher VC-dimension, we developed another
method for generating (x-monotone) polygons randomly: First, the plane is
divided into three horizontal regions top, bottom and gap. Then, (n−2)/2 points
are placed randomly into the top region and just as many in the bottom region.
One point is put in the horizontal gap between the top and bottom regions as
the leftmost point and one as the rightmost point. These points are connected
in the following order to always get an x-monotone polygon: Left point, bottom
points in ascending x-direction, right point, top points in descending x-direction.
We refer to this method as X-Gen. An example of a polygon created with X-Gen
is shown in Fig. 8, right.

Fig. 8. Examples of randomly generated polygons with 100 vertices each. The methods
used are from left to right: 2-Opt, Quick Star, X-Gen.

Figure 9, bottom, shows the respective distribution of the VC-dimension in
polygons generated via X-Gen. We observe that for polygons consisting of 40 or
more vertices almost all generated examples have a VC-dimension of 4.
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Fig. 9. Distribution of the VC-dimension on randomly generated polygons with a given
number of vertices. The polygons were generated from top to bottom with the 2-Opt
method, Quick Star and X-Gen.

The 2-Opt method never produced a polygon with VC-dimension 5 even for
larger vertex counts. Generating 100, 000 polygons with 150 vertices, Quick Star
produced 17 polygons with VC-dimension 5 and X-Gen 49. Using X-Gen we
also found an example with d = 5 that could be minimized to consist of only 32
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vertices (by iterative vertex removal), therefore producing a minimum member
of the respective VC-dimension class.

6 Conclusion and Open Problems

In this paper we studied minimum polygons of fixed VC-dimension d. For d ≤ 5,
we identified example polygons of minimum size. For d = 6, the size of the min-
imum polygon in this class remains an open question. Based on the results for
d = 3, 4, 5 and our current example of a polygon with 78 vertices, we conjecture
that a polygon with 64 vertices and VC-dimension 6 might exist. Better struc-
tural insights, for example by extending the notion of visibility strings as defined
in this paper, might help to construct such an example.

For computing the VC-dimension of a given polygon, we devised an algorithm
which is sufficiently fast in practice to compute the VC-dimension of polygons
with a few hundred vertices. The theoretical running time is O(min(nd+2, n7))
and hence output-sensitive. It might however be possible to compute the VC-
dimension significantly faster (and independent of d); for example by considering
the intersections of the visibility regions of all vertices.

Finally, it is worthwhile to investigate further polygon generating methods
which are capable of producing either polygons with a given VC-dimension or
at least lead to a larger percentage of polygons with high VC-dimension. Our
devised X-Gen method already produces more complex polygons on average
(in terms of the visibility structure) than conventional methods as 2-Opt or
Quick Star, but other custom-tailored methods might perform even better. The
resulting polygons could then form interesting benchmark sets for algorithms
and heuristics that solve art gallery problems.
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Abstract. In emergencies such as earthquakes, nuclear accidents, etc.,
we need an evacuation plan. We model a street, a building corridor,
etc. by a path network, and consider the problem of locating a set of k
sinks on a dynamic flow path network with n vertices, where people are
located, that minimizes the sum of the evacuation times of all evacuees.
Our minsum model is more difficult to deal with than the minmax model,
because the cost function is not monotone along the path. We present
an O(kn2 log2 n) time algorithm for solving this problem, which is the
first polynomial time result. If the edge capacities are uniform, we give
an O(kn log3 n) time algorithm.

1 Introduction

Due to many recent disasters such as earthquakes, volcanic eruptions, hurri-
canes, and nuclear plant accidents, evacuation planning is getting increasing
attention. The evacuation k-sink problem is an attempt to model evacuation in
such emergency situations [5,6]. In this paper, a k-sink means a set of k sinks that
minimizes the sum of the evacuation time of every evacuee to a sink. Researchers
have worked mainly on two objective functions. One is the evacuation comple-
tion time (minmax criterion), and the other is the sum of the evacuation times
of all the evacuees (minsum criterion). It is assumed that all evacuees from a
vertex evacuate to the same sink.

Mamada et al. [12] solved the minmax 1-sink problem for dynamic flow tree
networks in O(n log2 n) time under the condition that only a vertex can be a
sink. When edge capacities are uniform, Higashikawa et al. [9] and Bhattacharya
and Kameda [3] presented O(n log n) time algorithms with a more relaxed
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condition that the sink can be on an edge. Chen and Golin [4] solved the
minmax k-sink problem on dynamic flow tree networks in O(k2n log5 n) time
when the edge capacities are non-uniform. Regarding the minmax k-sink on
dynamic flow path networks, Higashikawa et al. [10] present an algorithm to
compute a k-sink in O(kn) time if the edge capacities are uniform. In the gen-
eral edge capacity case, Arumugam et al. [1] showed that a k-sink can be found
in O(kn log2 n) time. Bhattacharya et al. [2] recently improved these results to
O(min{n log n, n + k2 log2 n) time in the uniform edge capacity case, and to
O(min{n log3 n, n log n + k2 log4 n}) time in the general case.

The minsum objective function for the sink problems is motivated, among
others, by the desire to minimize the transportation cost of evacuation or the
total amount of psychological duress suffered by the evacuees. It is more difficult
than the minmax variety because the objective cost function is not unimodal,
and, to the best of our knowledge, practically nothing is known about this prob-
lem on more general networks than path networks. A path network, although
simple, can model an airplane aisle, a hall way in a building, a street, a highway,
etc., to name a few. For the simplest case of k = 1 and uniform edge capacities,
Higashikawa et al. [10] proposed an O(n) time algorithm. For the case of general
k and uniform edge capacities, Higashikawa et al. [10] showed that a k-sink can
be found in time bounded by O(kn2) and 2O(

√
log k log log n)n2.

The main contribution of this paper is an O(kn2 log2 n) time algorithm, which
is achieved by a novel data structure and the concepts of cluster and section in
an evacuee flow. Our second algorithm solves the problem in O(kn log3 n) time
if the edge capacities are the same.

This paper is organized as follows. In the next section, we define some terms
that are used throughout this paper, and present a few basic facts. Section 3 for-
mulates the framework for solving the minsum k-sink problem, utilizing Dynamic
Programming (DP), and provides a solution. In Sect. 4, we introduce the con-
cepts of cluster and section which play a key role in subsequent discussions, and
discuss how to compute the local cost data that are required in our DP for-
mulation. Section 5 states our main theorem, which results from the preceding
section. Finally, Sect. 6 concludes the paper.

2 Preliminaries

Let P (V,E) denote a given path network, where the vertex set V consists of
v1, v2, . . . , vn, which we assume to be arranged in this order, from left to right
horizontally.1 Vertex vi has weight wi ∈ Z+, representing the number of evac-
uees initially located at vi, and edge ei = (vi, vi+1) ∈ E has length or distance
di (> 0) and capacity ci, which is the upper limit on the flow rate through ei in
persons/unit time. We write vi ≺ vj if i < j. For two vertices vi ≺ vj , the sub-
path between them is denoted by P [vi, vj ], and d(vi, vj) (resp. c(vi, vj)) denotes

1 In Sects. 3 and 4, for simplicity, we will often identify a vertex with its index, referring
to vertex i, instead of vertex vi.
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its length (resp. the minimum capacity of the edges on P [vi, vj ]). It takes each
evacuee τ units of time to travel a unit distance.

Our model assumes that the evacuees at all the vertices start evacuation at
the same time at the rate limited by the capacity of the outgoing edge. It also
assumes that all the evacuees at a non-sink vertex who were initially there or
who arrive there later evacuate in the same direction (either to the left or to
the right), i.e., the evacuee flow is confluent. We sometimes use the term “cost”
to refer to the aggregate evacuation time of a group of evacuees to a certain
destination. A k-sink shares the following property of the median problem [11].

Lemma 1 [10]. There is a k-sink such that all the k sinks are at vertices.

If we plot the arrival flow rate at, or departure flow rate from, a vertex as a
function of time, it consists of a sequence of (temporal) clusters. The duration of
a cluster is the length of time in which the flow rate corresponding to the cluster
is greater than zero. A cluster consists of a sequence of sections, such that any
adjacent pair of sections have different heights. In other words, a section is a
maximal part of a cluster with the same height (= flow rate). A simple cluster
consists of just one section. We say that a cluster/section carries (the evacuees
on) a vertex, if those evacuees provide flow to the cluster/section. A time interval
of flow rate 0 between adjacent clusters is called a gap. These terms are illustrated
in Fig. 1. Unless otherwise specified, we assume that evacuees arrive at vertex vi
from vertex vi+1. The case where the evacuees move rightward can be treated
symmetrically.

S1 S2
S3 S4 S5

C1 C2 C3 C4

Flow
Gap

local time
Front of S3 at a vertex

t0

rate

Fig. 1. Terms used: {Si} are sections and {Cj} are clusters.

The front of a cluster/section is the time when it starts. The first vertex of
a cluster is the vertex from which the evacuee corresponding to the front of the
cluster originates. The offset of a cluster with respect to vertex vi is the time
until the first evacuee belonging to the cluster arrives at vi. For vj ≺ x ≺ vj+1,
we define the following costs.

ΦL,j(x) � cost contribution to x from P [v1, vj ],

ΦR,j(x) � cost contribution to x from P [vj+1, vn],

Φ(x) =

{
ΦL,j(x) + ΦR,j+1(x) if vj ≺ x ≺ vj+1

ΦL,j−1(x) + ΦR,j+1(x) if x = vj .
(1)

A point x = μ that minimizes Φ(x) is called a minsum 1-sink.
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The total cost is the sum of the costs of all sections. The cost of a section of
height c with offset t0 and duration δt is given by

λt0 +
λ2

2c
, (2)

where λ = cδt is the number of evacuees carried by the section [8]. To be exact,
the ceiling function must be applied to the second term in (2), but we omit it
for simplicity, and adopt (2) as our objective function [5]. Or we can consider
each molecule of a fluid-like material as an “evacuee.” The average evacuation
time for an evacuee carried by this section is t0 + λ/2c, where λ/2c represents
the average delay to reach the front vertex of the section, and the aggregate is
given by (t0 + λ/2c) × λ, which yields (2). We call the first (resp. second) term
in (2) the extra cost (resp. intra cost) of the section. A minsum k-sink partitions
the path into k subpaths, and places a 1-sink on each subpath in such a way
that the sum of the evacuation time of every evacuee to a sink is minimized.

3 DP Formulation

We first present a dynamic programming (DP) formulation that follows the
template of recursive functions proposed by Hassin and Tamir [7] for the p-
median problem. Our innovation consists in the manner in which we process
the recursive computations efficiently, given that the cost functions for the sink
location problem are significantly more difficult to compute than those for the
regular median problem. Our algorithm is more general in that it relies only on
one fundamental property of some cost functions, i.e., monotonicity.

3.1 Derivation of Recurrence Formulae

Let F k(i), 1 ≤ k ≤ i ≤ n, denote the minsum cost when k sinks are placed on
subpath P [v1, vi]. Similarly, define Gk(i), 1 ≤ k ≤ i ≤ n, as the minsum cost
when k sinks are placed on subpath P [v1, vi], and vi is the rightmost sink. We
start with i = k + 1, since F k(i) = Gk(i) = 0 for i ≤ k. For j < i, we also define
R(j, i), which is the cost of evacuating all the evacuees on subpath P [vj+1, vi]
to vj , and L(j, i), which is the cost of evacuating all the evacuees on subpath
P [vj , vi−1] to vi. By definition, we have

F k(i) = min
k≤j≤i

{Gk(j) + R(j, i)}, (3)

Gk(i) = min
k≤j≤i

{F k−1(j) + L(j + 1, i)}. (4)

To solve the above recursive equations, we clearly need to compute functions
R(j, i) and L(j, i). Moreover, to obtain a DP algorithm with time complexity
sub-quadratic in n, we also need to quickly find the index j that minimizes the
recurrence relations (3) and (4). Note that to get F k(i), we need to compute
{Gp(·), F p(·)} for p = 1, 2, . . . , k.
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To motivate our approach, let us plot points (Gk(j), R(j, i)) in a 2-
dimensional coordinate system for all j, 1 ≤ j ≤ i, for a fixed vertex vi. See
Fig. 2. If we superimpose Gk(j) + R(j, i) = c for a given value c in the same
coordinate system, it is a −45◦ line. If we increase c from 0, this line eventually
touches one of the plotted points. The first point it touches gives the optimal
value that minimizes Gk(j) + R(j, i). In Fig. 2, this optimal is given by the
point (Gk(j1), R(j1, i)). For convenience, let us refer to point (Gk(j), R(j, i)) as
point (j, i).

R(∗, i)

R(j1, i)
R(j2, i)
R(j3, i)

Gk(∗)Gk(j1) Gk(j2) Gk(j3)

R(j1, i + 1)−R(j1, i)

Fig. 2. R(∗, i) vs. Gk(∗). j1 < j2 < j3.

We now explain that this representation provides us very useful information.
To see it, for each point (j, i), define the V -area that lies above the −45◦ line
and to the left of the vertical line through it as shown as a shaded area in
Fig. 2. We say that a point (j, i) situated in the V -area of another point (js, i) is
dominated by (js, i), since the cost of point (j, i) is higher than the cost of (js, i).
We sometimes say that vj is dominated by vjs , when i is clear from the context.
Thus the points at the bottoms of the V-areas are the only non-dominated points.
For subpath P [v1, vi] let J(i) = {j1, . . . , jg(i)}, where j1 ≤ j2 ≤ . . . ≤ jg(i) ≤ i
and {(js, i) | s = 1, . . . , g(i)}, are the set of all points at the bottoms of the
V-areas. From the above discussion the following lemma follows directly.

Lemma 2. F k(i) = Gk(j1) + R(j1, i) would hold if the path ended at vertex vi.

Function Gk(i) can be computed in a similar manner. Let us now compare
J(i + 1) for P [v1, vi+1] with J(i) for P [v1, vi]. Since jg(i) ≤ i, vertex vi+1 is
farther from vjs than it is from vjt , if s < t. We thus have

R(js, i + 1) − R(js, i) ≥ R(jt, i + 1) − R(jt, i) for s < t. (5)

The arrows in Fig. 2 indicate the increase R(∗, i + 1) − R(∗, i) in computing
J(i + 1), compared with J(i). Moreover, if (j, i) is dominated by (js, i), then
point (j, i′) will also be dominated by (js, i′) for any i′ > i. This implies that
once it is determined that (j, i) /∈ J(i), then (j, i′) will not belong to J(i′) for
any i′ > i. We will discuss how to update J(i) to J(i+1) in the next subsection.
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3.2 Computing Switching Points

We compute F k(i) by Lemma 2, maintaining the set J(i) of non-dominated
candidate vertices. However, not all vertices in J(i) that are non-dominated
when computing F k(i) remain useful because some of these vertices may become
dominated when computing F k(i′) for i′ > i. We shall identify those vertices, as
they become dominated, and discard them.

Let us denote by x(js−1, js), 1 < s ≤ g(i), the switching point, namely the
leftmost vertex vi′ (g(i) < i′ ≤ n), if any, for which js dominates js−1. If such
an index does not exist, it means that js never dominates js−1 and therefore we
need not remember js. For convenience, let us introduce a dummy vertex j0 so
that we can write x(j0, j1) = j1. Formally, we have

x(js−1, js) =

⎧⎪⎨
⎪⎩

min{i′ : [js < i′ ≤ n] ∧ [Gk(js) + R(js, i′)
≤ Gk(js−1) + R(js−1, i

′)]} if s ≥ 2,

js if s = 1.

(6)

Computing and maintaining the sequence x(j0, j1), . . . , x(jg(i)−1, jg(i)) allows
us to determine a subset of non-dominated vertices vjs , which are potentially
optimal vertices that may minimize function F k(·) later. We therefore assume
x(j0, j1) < x(j1, j2) < . . . < x(jg(i)−1, jg(i)). To see this, assume for example
that x(j2, j3) < x(j1, j2) holds. Then j2 will never be an optimal vertex, because
for large enough i (≥ x(j1, j2)) which makes vj2 dominate vj1 , vertex vj3 already
dominates vj2 , since x(j2, j3) < x(j1, j2). This implies that j2 can be removed
from J(i).

Updating set J(i) = {j1, . . . , jg(i)} to J(i + 1).

Change 1: If vj1 becomes dominated by vj2 (i.e., if x(j1, j2) = i + 1), then
remove j1 in constructing J(i + 1). (Note that x(j2, j3) > i + 1.)

Change 2: Starting from the last vertex in J(i), find the rightmost vertex vjs ,
if any, that is not dominated by vi+1. If none, let s = 0. Remove js+1 to jg(i)
in J(i) to obtain J(i + 1). Put vi+1 in J(i + 1) as the last vertex jg(i+1).

It is easy to show that computing J(i+1) from J(i) takes amortized O(tX(n))
time, where tX(n) is the time needed to compute x(j, j′) value for one arbitrary
pair (j, j′), j < j′.

Based on the above discussion, we present Algorithm 1 below that shows
a skeleton of our method for computing a minsum k-sink. In it, variable
J = {j1, j2, . . . , jg(i)} represents the ordered set of candidate vertices which
is updated from iteration to iteration, and X = {x(j0, j1), x(j1, j2), . . . ,
x(jg(i)−1, jg(i))} represents the corresponding ordered set of switching points.

Lemma 3. The minsum k-sink in dynamic flow path networks can be found in
O(kn · tX(n)) plus preprocessing time.
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Algorithm 1. Minsum k-sink algorithm

1 Input Data: Number of evacuees wi at each vertex i; Capacity ci and length
di for each edge ei; An integer k representing the number of sinks to be located;
T and C (defined in Sect. 4);

2 Outputs: A set S∗ ⊆ {1, . . . , n} of k sinks to be located; Cost Z∗ of solution S∗;
3 Base case: compute G1(i) for all i ∈ {1, . . . , n};
4 for p ∈ {1, . . . , k} do
5 J ← 1; X ← 1; // Initialize candidate sequence J and x(∅, 1) = 1
6 F p(1) ← Gp(1); // L(1, 1) = 0
7 for i ∈ {2, . . . , n} do
8 repeat // Update the candidate list J by considering i
9 if J is empty then

10 J ← i; X ← i; // New vertex vi is the dominating vertex

11 done ← true

12 else
13 j ← last item in J ; x ← last item in X;
14 Compute x(j, i); // Switching point between i and j
15 if x(j, i) does not exist then
16 done ← true; // i is dominated

17 else if x(j, i) > x then // i does not dominate j
18 Append i at the end of J ; append x(j, i) at the end of X;
19 done ← true

20 else // i dominates j
21 Remove j from the end of J ; remove x from the end of X;
22 done ← false

23 end

24 end

25 until done;
// Check for Change 1 (in Sect. 3.2) and compute F p(i)

26 Let x∗ be the rightmost vertex in X satisfying x∗ ≤ i and let j∗ be its
corresponding vertex in J ;

27 Let F p(i) ← Gp(j∗) + R(j∗, i)

28 end
29 if p < k then
30 Compute Gp+1(i) in a similar way using F p(i) for all 1 ≤ i ≤ n
31 else

32 return Z∗ = F k(n); // Sink set S∗ can be obtained from Z∗ in a

standard way

33 end

34 end

Proof. Algorithm 1 performs O(kn) iterations in lines 4 and 7. The repeat loop
at line 8 executes at most as many times as the size of list J . However, an element
is added to list J at most once for each iteration i (lines 10 and 18), so J cannot
receive more than n elements throughout the duration of the algorithm, and the
repeat loop cannot have more than n iterations throughout the duration of the
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algorithm. In each iteration of the repeat loop, x(·, ·) is computed a constant
number of times, and the lemma follows. �

Now that we have the above lemma, the rest of this paper is devoted to
making tx(n) as small as possible, culminating in Lemmas 7 and 8.

4 Data Structures for Computing R(j, i) and L(j, i)

Costs R(j, i) and L(j, i) are used in (3), (4), and (6). It is needed wherever x(j, i)
is used in Algorithm 1, including Line 27. We only discuss how to compute R(j, i),
since L(j, i) can be computed similarly. To compute R(j, i), we need to know the
section sequence of the vertices on P [vj+1, vi] arriving at vj . To find it efficiently,
during preprocessing we construct a balanced binary tree, named cluster tree T ,
whose leaves are the vertices of P , arranged from v1 to vn. We also construct a
capacity tree C, which is a standard binary search tree from which one can find
capacity c(vj , vh) in O(log n) time for any pair of vertices vj � vh.

For each non-leaf node2 u of T , let vL(u) (resp. vR(u)) denote the leftmost
(resp. rightmost) vertex of P that belongs to subtree T (u). We say that u spans
subpath P [vL(u), vR(u)]. For a node u of T , let αu

R(vj) (resp. βu
R(vj)) denote

the arrival (resp. departure) section sequence at (resp. from) vj (� vL(u)), car-
rying the vertices spanned by u. At each node u of T , we precompute and store
αu
R(vL(u)) and βu

R(vL(u)), as we describe below.
At a leaf node, which is a vertex vi, it is easy to construct βvi

R (vi), which is
just a section of height ci−1 and duration wi/ci−1 that starts at time 0 (local time
at vi). We obviously have αvi

R (vi) = ∅. For an internal node u of T with two child
nodes, ua and ub, assuming that we have computed αua

R (vL(ua)), βua

R (vL(ua)),
αub

R (vL(ub)), and βub

R (vL(ub)), we want to compute αu
R(vL(u)) and βu

R(vL(u))
from them. Let vj+1 = vL(ua). Then βub

R (vL(ub)) would become αub

R (vj+1) with a
delay of d(vj+1, vL(ub))τ according to the local time at vj+1, provided it encoun-
tered no congestion on its way. If the height of an arriving section in αub

R (vj+1)
is larger than cj , the evacuees carried by that section cannot depart from vj+1

at the arrival rate. See Fig. 3(a), where S1, S2, . . . , are the sections of αub

R (vj+1),
arriving at vj+1. The durations of some sections get stretched in this case, by
the ceiling operation [12]. The following two situations can arise to these sec-
tions, when they are converted into the departing sections of βu

R(vj+1). (When
S1 arrives, there may be w (> 0) leftover evacuees at the vertex. We will consider
such a scenario shortly.)

(a) A stretched section by a ceiling operation ends in a gap. (Fig. 3(b) shows
that the stretched S1 fills the next gap entirely, merges with S2, and the
following gap is partially filled. The amount equal to the light-gray parts
consisting of later arrivals moves to the dark-gray parts, to fill gaps.)

(b) A section may shrink due to the expanded section preceding it, with its front
pushed to a later time. (In Fig. 3(c), the stretched S3 “swallows” a part of

2 We use the term “node” for T to distinguish them from the vertices of P .
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(a) (b)

S0
S1 S2

S2S3

S3c

S4S4

c

(c)

S1 S2 S4

c S3

h3

h2
h1

S1

Offset of αs0
R (vi)

Fig. 3. (a) α
ub
R (vj+1); (b) Amount equal to the light-gray parts fill the dark-gray parts;

(c) Result.

S4 and S4 shrinks. The next section (such as S5 in this example), if any,
undergoes no change, since its height is less than cj .)

From observations (a) and (b) above, we can easily infer the following lemma.

Lemma 4. The heights of the sections in αu
R(vj+1) and βu

R(vj+1) are non-
increasing with time.

Redefine S1, S2, . . . , to be the sections of αu
R(vL(u)). To find which sections

merge with other sections when a smaller capacity is encountered, we place the
weight-time ratios

{λ(Sh)/δh | Sh is a section of αu
R(vL(u))}

in a max-heap Hu, where λ(Sh) is the sum of the weights of the vertices carried
by Sh, and δh is the time difference between the fronts of Sh and Sh+1. Thus in
converting αu

R(vj+1) into βu
R(vj+1), we pop out of Hu those ratios that are larger

than cj , and for each such ratio, we merge the corresponding pair of sections. In
Fig. 3, for example, λ(S3)/δ3 > λ(S1)/δ1 > cj , so that S3 merges with S4, and
S1 merges with S2. For the resulting new sections, we compute the weight-time
ratios, and if they are larger than cj , we repeat the merging process.

We call two nodes ua and ub of T adjacent if vR(ua) and vL(ub) are adjacent
vertices on P . It is easy to observe

Proposition 1. Let ua and ub be two adjacent nodes of T . The evacuees still left
at vertex vL(ua), if any, when the first evacuee in αub

R (vj+1) (shifted βub

R (vL(ub)))
arrives there belong to the last cluster in βua

R (vL(ua)).

We say those leftover evacuees form a backlog. If the height of an incoming
section is less than cj , then we use the underutilized capacity to accommodate
as many of the delayed backlog evacuees as possible, together with the evacuees
carried by the section. See Fig. 4, where the area of the dark-gray part equals
the backlog. In this example, a section of height cj becomes a new section in the
departure section sequence out of vj+1, and the light-gray part of S3 is also a
new section. Sections S4 and S5 maintain their shapes as they go through vj+1.

At vertex vj+1 = vL(ua), the first cluster in αub

R (vj+1) would start at δ time
units before all the evacuees at vj+1 from P [vL(ua), vR(ua)] would have left, if
there was no congestion on its way. Thus there would be a backlog of w = cjδ
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vh

c(vj, vh)

t=0

cj

Front of αub
R (vj+1)

Filled by backlog at vj+1

time at vj+1

S1 S2
S5

S3 S4

Fig. 4. α
ub
R (vj+1) undergoes a change to become a part of the departure section

sequence out of vj+1.

evacuees still waiting at vj+1. We use w arriving evacuees to fill the “space” (gaps
and underutilized capacities) among initial sections in αub

R (vj+1), as we stated
before. Let S1, S2, . . . , be the sections of αub

R (vj+1), which is already ceiled by
cj , and let Sh start at time th. Then the total amount of “space” between the
first and the lth sections is filled by w if

w ≥ (tl − t1)cj −
l−1∑
h=1

λ(Sh). (7)

We test l = 1, 2, . . . sequentially to find up to which gap gets merged due to the
backlog. The last gap (which may be after Sl and semi-infinite) is generally only
partially filled.

Lemma 5. We can construct T (with αu
R(vL(u)) and βu

R(vL(u)) at every node
u) in O(n log2 n) time.

Proof. For a node u of T with two child nodes ua and ub, we discussed above
how to compute αu

R(vL(u)) and βu
R(vL(u)), given αua

R (vL(ua)), βua

R (vL(ua)),
αub

R (vL(ub)), and βub

R (vL(ub)). The ceiling operation of βub

R (vL(ub)) by cj , using
max-heap Hu, takes O(|T (u)| log |T (u)|) time, since each insertion into Hu takes
O(log |T (u)|) time, where |T (u)| denotes the number vertices spanned by u. The
sequential tests, using (7), to find the extent of gap filling takes O(|T (u)|) time.
Thus the total time for all nodes is O(n log2 n). �

From now on we assume that T is constructed during preprocessing and
available. We will make use of it in proving Lemma 6.

5 Putting Pieces Together

5.1 Computing R(j, i)

To run our DP, we need to compute cost R(j, i) =
∑

h(Eh+Ih), where Eh (resp.
Ih) is the extra cost (resp. intra cost), defined by (2), of arrival section Sh at
vj+1, which carries vertices of a subpath of P [vj+1, vi].
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Lemma 6. If T is given, then for an arbitrary pair (j, i), j < i, we can compute
R(j, i) in O((i−j) log n) time.

Proof. Let P[vj+1, vi] denote the set of maximal subpaths of P [vj+1, vi] spanned
by t = O(log n) nodes, u1, u2, . . . , ut, of T , in this order from left to right.
To compute R(j, i), we combine the arrival and/or departure section sequences
stored at u1, u2, . . . , ut into a single arrival sequence at vj . We discussed in Sect. 4
in detail how to combine two such sequences. Starting with σ = αu1

R (vL(u1)),
we update σ by merging it with shifted βu2

R (vL(u2)), βu3
R (vL(u3)), . . ., until all

of them are merged into one arrival section sequence at vj . The shift amount
for βus

R (vL(us)) is d(vL(u1), vL(us))τ . When we merge σ with βus

R (vL(us)), the
capacity c(vj , vL(us)) must be used to ceil the shifted βus

R (vL(us)). Finding this
capacity from the capacity tree C takes O(log n) time. The most time consuming
part is testing (7) for successive l, every time two section sequences are merged.
Since we must perform O(i−j) such tests, the total time for all the merges is
O((i−j) log n). Once the arrival section sequence at vj is known, we can compute
the intra and extra cost based on (2). �

Lemma 7. Assuming that T is available, we have tX(n) = O(n log2 n).

Proof. Evaluating R(·, ·) takes O((i−j) log n) time by Lemma 6, and the total
time for finding switching point x(j, j′) is O(n log2 n), since we need to perform
binary search. �

Lemma 8. If the edge capacities are uniform, we have tX(n) = O(log3 n).

Proof. We precompute at each node u of T the sum of squared weights for
the sections carrying the vertices spanned by u. In processing the backlog to
fill gaps between the sections, the contributions from the swallowed up sections
are subtracted from, and the squared weight of the new combined section is
added to the sum of squared weights. Thus updating the sum of squared weights
takes constant time per merging two adjacent subtrees spanning subpaths in
P[vj+1, vi]. In the general capacity case, we tested (7) for successive l sequen-
tially. But in the uniform capacity case, we can maintain the prefix sum of the
gaps between successive sections. Then we can do binary search among them
with backlog w to find up to which gaps are filled by w. This takes O(log n)
time per merger of section sequences stored at two adjacent nodes of T , and
O(log2 n) time for all such mergers. Thus we can find R(j, i) in O(log2 n) time,
hence tX(n) = O(log3 n). �

5.2 Main Theorem

The correctness of our DP method can be proved similarly to [7] and the dis-
cussions above. Time complexities were analyzed in Lemmas 3, 5, 7, and 8.

Theorem 1.(a) The minsum k-sink problem in dynamic flow path networks can
be solved in O(kn2 log2 n) time.

(b) If the edge capacities are uniform, then it can be solved in O(kn log3 n) time.
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6 Conclusion and Discussion

We proposed an O(kn2 log2 n) time algorithm, based on DP that finds a minsum
k-sink in dynamic flow path networks with general edge capacities, which is the
first polynomial time algorithm for this problem. When the edge capacities are
uniform, we also presented an O(kn log3 n) time algorithm. There is a factor of
n difference between the above two cases. The main reason is that in the general
capacity case, we cannot update the intra cost in less than linear time, when
merging two section sequences. We are currently working to find a way around
it. A challenging problem is to efficiently solve the minsum k-sink problem in
dynamic flow networks that are more general than path networks.
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Abstract. We consider the problem LIS of deciding whether there exists
an induced subtree with exactly i ≤ n vertices and � leaves in a given
graph G with n vertices. We study the associated optimization problem,
that consists in computing the maximal number of leaves, denoted by
LG(i), realized by an induced subtree with i vertices, for 0 ≤ i ≤ n. We
begin by proving that the LIS problem is NP-complete in general. Then,
we describe a nontrivial branch and bound algorithm that computes the
function LG for any simple graph G. In the special case where G is a
tree of maximum degree Δ, we provide a O(n3Δ) time and O(n2) space
algorithm to compute the function LG.

1 Introduction

In the past decades, subtrees of graphs, as well as their number of leaves, have
been the subject of investigation from various communities. For instance in 1984,
Payan et al. [14] discussed the maximum number of leaves, called the leaf num-
ber, that can be realized by a spanning tree of a given graph. This problem, called
the maximum leaf spanning tree problem (MLST), is known to be NP-complete
even in the case of regular graphs of degree 4 [13] and has attracted interest in
the telecommunication network community [5,6]. The frequent subtree mining
problem [7] investigated in the data mining community, has applications in biol-
ogy. The detection of subgraph patterns such as induced subtrees is useful in
information retrieval [17] and requires efficient algorithms for the enumeration
of induced subtrees. In this perspective, Wasa et al. [16] proposed an efficient
parametrized algorithm for the generation of induced subtrees in a graph.

The objects of interest in this paper are induced subtrees. The induced prop-
erty requirement brings an interesting constraint that makes the problem signif-
icantly different from the MLST problem. A first result by Erdős et al. showed
that the problem of finding an induced subtree of a given graph G with more
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417269-2013. M. Lapointe and É. Nadeau are both supported by a scholarship from
the NSERC.

c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 90–101, 2018.
https://doi.org/10.1007/978-3-319-94667-2_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94667-2_8&domain=pdf


Fully Leafed Induced Subtrees 91

than i vertices is NP-complete [12]. Among induced subtrees of simple graphs, we
focus on those with a maximal number of leaves. We call these objects fully leafed
induced subtrees. Particular instances of these subtrees have recently appeared
in the paper of Blondin Massé et al. [2], where the authors considered the maxi-
mal number of leaves that can be realized by tree-like polyominoes, respectively
polycubes. The observation that tree-like polyominoes and polycubes are induced
subgraphs of the lattices Z

2 and Z
3 respectively leads naturally to the investi-

gation of fully leafed induced subtrees in general simple graphs, either finite or
infinite.

To begin with, we consider the decision problem, called leafed induced subtree
problem (LIS), and its associated optimization problem, maximum leafed induced
subtree problem (MLIS):

Problem 1 (LIS). Given a simple graph G and two positive integers i and �, does
there exist an induced subtree of G with i vertices and � leaves?

Problem 2 (MLIS). Given a simple graph G on n vertices, what is the maximum
number of leaves, LG(i), that can be realized by an induced subtree of G with i
vertices, for i ∈ {0, 1, . . . , n}?

Examples of fully leafed induced subtrees are given in Fig. 1. We believe that
fully leafed induced subtrees are interesting candidates for the representation of
structures appearing in nature and in particular in molecular networks. Indeed,
in chemical graph theory, subtrees are known to be useful in the computation
of a characteristic of chemical graph, called the Wiener index [15]. The results
of [2,15] suggest that a thorough investigation of subtrees, and in particular
induced subtrees with many leaves, could lead to the discovery of combinatorial
structures relevant to chemical graph theory.

This paper establishes fundamental results on fully leafed induced subtrees
for further theoretical investigations and their applications. First, we prove in
Sect. 2 that the problem LIS is NP-complete. To tackle the problem MLIS, we
provide a branch and bound algorithm in Sect. 3. When we restrict our attention
to the case of trees, it turns out that the problem MLIS is polynomial. To achieve
this polynomial complexity, our proposed algorithm, described in Sect. 4, uses
a dynamic programming strategy. Notice that a naive greedy approach cannot
work, even in the case of trees, because a fully leafed induced subtree with n
vertices is not necessarily a subtree of a fully leafed induced subtree with n + 1
vertices. All algorithms discussed in this paper are available, with examples, in
a public GitHub repository [3]. Finally, we give in Sect. 5 some perspectives on
future work. All proofs, omitted due to a lack of space, are available in the arXiv
full version [1].

2 Fully Leafed Induced Subtrees

We briefly recall some definitions from graph theory. The reader is referred to [8]
for graph theoretical concepts. All graphs considered in this text are simple and
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(a) (b)

(c) (d) (e)

Fig. 1. Fully leafed induced subtrees in various graphs. (a) In a finite graph (the subtree
of i = 11 vertices appears in bold). (b) In the cubic lattice. (c) In the square lattice. (d)
In the hexagonal lattice. (e) In the triangular lattice. The color of each cell indicates
its degree: pink for degree 5, blue for degree 4, red for degree 3, yellow for degree 2 and
green for degree 1 (the leaves). (Color figure online)

undirected unless stated otherwise. Let G = (V,E) be a graph with vertex set
V and edge set E. The degree of a vertex u is the number of vertices adjacent to
u and is denoted by deg(u). We denote by |G| the total number |V | of vertices
of G and we call it the size of G. For U ⊆ V , the subgraph of G induced by U ,
denoted by G[U ], is the graph G[U ] = (U,E ∩ P2(U)), where P2(U) is the set of
all subsets of size 2 of U . Let T = (V,E) be a tree, that is to say, a connected
and acyclic graph. A vertex u ∈ V is called a leaf of T when deg(u) = 1. The
number of leaves of T is denoted by |T |�. A subtree of G induced by U is an
induced subgraph that is also a tree.

The next definitions and notation are useful in the study of the LIS and
MLIS problems.

Definition 1 (Leaf function). Given a finite or infinite graph G = (V,E),
let TG(i) be the family of all induced subtrees of G with exactly i vertices. The
leaf function of G, denoted by LG, is the function with domain {0, 1, 2, . . . , |G|}
defined by

LG(i) = max{|T |� : T ∈ TG(i)}.

As is customary, we set max ∅ = −∞. An induced subtree T of G with i vertices
is called fully leafed when |T |� = LG(i).
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Example 1. Consider the graph G depicted in Fig. 2 with its leaf function. The
subtree induced by U = {1, 2, 3, 4, 6, 8} is fully leafed because it has 6 vertices,
4 of them are leaves, and because LG(6) = 4.

7 8

32

5

1

6

4 i 0 1 2 3 4 5 6 7 8
LG(i) 0 0 2 2 3 4 4 5 −∞

Fig. 2. A graph with vertex set V = {1, . . . , 8} and its leaf function.

Remark 1. For any nontrivial graph G, we have LG(0) = 0 because the empty
tree has no leaf, and LG(1) = 0 since a single vertex is not a leaf. Finally, we
always have LG(2) = 2 in any graph G with at least one edge.

The following observations are immediate.

Proposition 1. Let G be a connected graph with n ≥ 3 vertices.

– If G is non-isomorphic to the complete graph on n vertices, then LG(3) = 2.
– The sequence (LG(i))i=0,1,...,|G| is non-decreasing if and only if G is a tree.

We now describe the complexity of solving the problem LIS.

Theorem 1. The problem LIS of determining whether there exists an induced
subtree with i vertices and � leaves in a given graph is NP-complete.

To show that it is NP-complete we reduce it to the well-know NP-complete
independent set problem (IndependentSet) [13]: Given a graph G and a pos-
itive integer k, does there exist an independent set of size k in G, i.e. a subset
of k vertices that are not pairwise adjacent? For the reduction, we consider the
map that associates to an instance (G, k) of IndependentSet, the instance
(H, k + 1, k) of LIS such that the graph H is a copy of G with an additional
universal vertex u that is linked to each vertex of G, k + 1 is the number of
vertices of the induced subtree of H and k is its number of leaves.

From this reduction, we obtain insights on the parameterized complexity of
LIS problem. A problem, which is parameterized by k1, . . . , kj , is said to be fixed
parameter tractable if it can be solved in time O(f(k1, . . . , kj)nc) where n is the
size of the input, c is a constant independent from the parameters k1, . . . , kj and
f is a function of k1, . . . , kj . The class FPT contains all parameterized problems
that are fixed parameter tractable. Similarly to the conventional complexity the-
ory, Downey and Fellows introduced a hierarchy of complexity classes to describe
the complexity of parameterized problems [11]: FPT ⊆ W[1] ⊆ W[2] ⊆ . . . Since
IndependentSet is W[1]-complete [9], it follows that LIS is fixed parameter
intractable, unless FPT = W[1]. Note that when we replace the “induced” con-
dition with “spanning”, the problem becomes fixed parameter tractable [4,10].
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Corollary 1. If FTP �= W[1], then LIS �∈ FPT.

We end this section with results on leaf functions for particular families of
graphs. We can easily compute the leaf function for cycle, wheel and complete
graphs as well as for complete bipartite graphs [1]. For the hypercube graph Qd

with 2d vertices, the computation of LQd
is more intricate. Using the branch

and bound algorithm described in Sect. 3 and implemented in [3], we were able
to compute the values of the function LQd

for d ≤ 6 (see [1]).
Some infinite lattices were studied by Blondin Massé et al. [2]. They have

computed the leaf functions of the regular square lattice Z
2 and of the regular

hexagonal and triangular lattices. They also studied the regular cubic lattice Z
3.

These leaf functions always satisfies a linear recurrence, with asymptotic growth
i/2 for planar lattices and with asymptotic growth 28i/41 for the cubic lattice.

3 Computing the Leaf Function of a Graph

We now describe a branch and bound algorithm that computes the leaf function
LG(i) for an arbitrary graph G. We propose an algorithm based on a data
structure that we call an induced subtree configuration.

Definition 2. Let G = (V,E) be a graph and Γ = {green, yellow, red,blue}
be a set of colors. An induced subtree configuration of G is an ordered pair
C = (c,H), where c : V → Γ is a coloring function and H is a stack of colorings
called the history of C.

All colorings c : V → Γ must satisfy the following conditions for any u, v ∈ V :

(i) The subgraph induced by c−1(green) is a tree;
(ii) If c(u) = green and {u, v} ∈ E, then c(v) ∈ {green, yellow, red};
(iii) If c(u) = yellow, then |c−1(green)∩N(u)| = 1, where N(u) denotes the set

of neighbors of u.

The initial induced subtree configuration of a graph G is the pair (cblue,H)
where cblue(v) = blue for all v ∈ G and H is the empty stack. When the context
is clear, C is simply called a configuration. See Fig. 3(a) for an example.

Roughly speaking, a configuration is an induced subtree enriched with infor-
mation that allows one to generate other induced subtrees either by extension,
by exclusion or by backtracking. The colors assigned to the vertices can be inter-
preted as follow. The green vertices are the confirmed vertices to be included in
a subtree. Since each yellow vertex is connected to exactly one green vertex, any
yellow vertex can be safely added to the green subtree to create a new induced
subtree. A red vertex is excluded of the subtree. The exclusion of a red vertex is
done either because it is adjacent to more than one green vertex and its addition
would create a cycle or because it is explicitly excluded for generation purposes.
Finally, the blue vertices are available vertices that have not yet been considered
and that could be considered later. For reasons that are explained in the next
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Fig. 3. Induced subtree configurations. The green edges outline the induced subtree
and the yellow edges outline its possible extensions. (a) A configuration C. (b) The
configuration C.AddToSubtree(11). (Color figure online)

paragraphs, it is convenient to save in the stack H the colorations from which
C was obtained.

Let C = (c,H) be a configuration of some graph G = (V,E), with coloring c
and stack H. We consider the following operations on C:

– C.VertexToAdd() is a non deterministic function that returns any non
green vertex in G that can be safely colored in green. If no such vertex exists,
it returns none. Note that the color of the returned vertex is always yellow,
except when c−1(green) = ∅, where the color is blue.

– C.AddToSubtree(v) first pushes a copy of c on top of H, sets the color of v
to green and updates the colors of the neighborhood of v accordingly. Notice
that this operation is applied only to a vertex v that can be safely colored in
green.

– C.ExcludeVertex(v) first pushes a copy of c on top of H and then sets
the color of v to red . This operation is applied only on a vertex v such that
c(v) ∈ {yellow, blue}.

– C.Undo() retrieves and removes the top of H, then stores it into c. In other
words, this operation cancels the last operation applied on C, which is either
an inclusion or an exclusion.

It is quite straightforward to use configurations for the generation of all
induced subtrees of a graph G. Starting with the initial configuration, it is suffi-
cient to recursively build configurations by branching according to whether some
vertex v returned by the operation C.VertexToAdd() is included or excluded
from the current green tree. Considering this process as a tree of configurations,
the operation can be paired with edges of this tree. Therefore, a careful analysis
shows that the generation runs in O(|V |) amortized per solution and O(|V |) in
space.

While iterating over all possible configurations, it is obvious that some con-
figurations should be discarded whenever they cannot extend to configurations
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with many leaves. Therefore, given a configuration C, we define the function
C.LeafPotential(n′) which computes an upper bound on the number of leaves
that can be reached by extending C to a configuration of n′ green vertices. First,
the potential is −∞ for n′ greater than the size of the connected component K
containing the green subtree (when computing the connected component, we
treat red vertices as removed from the graph). Second, in order to compute
this upper bound for n′ ≤ |K|, we consider an optimistic scenario in which all
available yellow and blue vertices that are close enough can safely be colored in
green. Keeping this idea in mind, we start by partitioning the available vertices,
which are the yellow and blue vertices together with the leaves of the green tree,
according to their distance from the inner vertices of the configuration subtree
in K. Algorithm 1 describes these steps in details.

Algorithm 1 Computation of the leaf potential for n′

1: function LeafPotential(C : configuration, n′ : natural): natural
2: n ← number of green vertices; � ← number of leaves in the green subtree
3: y ← number of yellow vertices adjacent to an inner green subtree vertex
4: if n + y ≥ n′ then
5: (n, �) ← (n′, � + (n′ − n))
6: else
7: (n, �) ← (n + y, � + y)
8: end if
9: d ← 1

10: while n < n′ and there exists an available vertex at distance at most d do
11: Let v be an available vertex of highest degree
12: � The degree does not count red vertices
13: if n + deg(v) − 1 ≤ n′ then
14: (n, �) ← (n + deg(v) − 1, � + deg(v) − 2)
15: else
16: (n, �) ← (n′, � + (n′ − n) − 1)
17: end if
18: Remove v from available vertices; d ← d + 1
19: end while
20: return �
21: end function

The first part of Algorithm 1 consists in completing the green subtree. More
precisely, a configuration C is called complete if each yellow vertex is adjacent
to a leaf of the green tree. We first verify if C is complete and, when it is not
the case, we increase n and � as if the green subtree was completed (Lines 4–8).
Next, we choose a vertex v among all available vertices within distance d. We
assume that v is green and update n and � as if all non-green neighbors of v were
leaves added to the current configuration (Lines 13–17). This process is repeated
until the size of the “optimistic subtree” reaches n′.

One can prove that Algorithm 1 yields an upper bound on the maximum
number of leaves that can be realized. It is worth mentioning that, in order to
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obtain a nontrivial bound, we restrict the available vertices to those that are
within distance d from the inner vertices of the current green subtree, and then
we increase the value of d at each iteration.

Proposition 2. Let C be a configuration of a graph G = (V,E) with n ≥ 3 green
vertices and let n′ be an integer such that n ≤ n′ ≤ |V |. Then any extension of
C to a configuration of n′ vertices has at most C.LeafPotential(n′) leaves,
where C.LeafPotential(n′) is the operator described in Algorithm 1.

It follows from Proposition 2 that a configuration C of n green vertices and
r red vertices cannot be extended to a configuration whose subtree has more
leaves than prescribed by the best values found for L so far when

C.LeafPotential(n′) ≤ L(n′) for all n ≤ n′ ≤ |K|. (1)

Based on Proposition 2 and Eq. (1), we can adapt the induced subtree gen-
erator to a branch and bound algorithm that discards useless configurations.

Theorem 2. Let G be a graph. Then the branch and bound algorithm described
in the previous paragraphs of the present section computes the leaf function LG

of G.

Empirically, we observed the following elements. First, it seems that the
overall time performance is significantly better on dense graphs. More precisely,
for a fixed number of vertices, the computation of the leaf function is faster on
a dense graph than on a sparse one (see Fig. 4(a–b)). This is not surprising,
since if one takes a vertices subset of a dense graph, the probability that these
vertices induce at least one cycle is high. Therefore, the number of visited induced
subtrees is smaller. For example, experimental data show that the number of
visited subtrees in a graph with 30 vertices and density 0.1 is still around ten
times greater than the number of visited subtrees in a graph with 80 vertices
and density 0.9.

Moreover, the leaf potential bound always reduces the number of visited
subtrees regardless of the density. However, the difference is more pronounced
on lower density graphs (see Fig. 4(c–d)). This also seems easily explainable: It
is expected that, as the density decreases, the number of layers in the vertices
partition increases and the degrees of the vertices diminish. Hence, when we use
the leaf potential as a bounding strategy, the computation time gain is more
significant on sparse graphs.

Hence, for lower density graphs, the leaf potential improves the algorithm and
the overall performance of the algorithm. For higher density, no significant dif-
ference in time performance with or without the usage of the bound is observed.
Finally, from an empirical point of view, the number of visited induced subtrees
seems to indicate an overall complexity of the algorithm in O(αn) with α < 2.
Unfortunately, we were unable to prove such an upper bound.
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Fig. 4. The running time of the branch and bound algorithm on 10 randomly generated
graphs with density 0.2 (a) and density 0.8 (b), with or without using the leaf potential
bound. The corresponding number of induced subtrees for density 0.2 (c) and density
0.8 (d) that are visited during the execution. (Color figure online)

4 Fully Leafed Induced Subtrees of Trees

It turns out that the MLIS problem can be solved in polynomial time when it
is restricted to the class of trees. Observe that since all subtrees of trees are
induced subgraphs, we can omit the “induced” adjective.

A naive strategy consists in successively deleting suitable leaves to obtain a
sequence of fully leafed subtrees embedded in each other. Such a strategy is not
viable. Indeed, consider the tree T represented in Fig. 5. We have LT (9) = 6
and LT (7) = 5 and there is exactly one fully leafed induced subtree of T with
respectively 7 and 9 vertices. But the smallest of these two subtrees (in blue) is
not a subgraph of the largest one (in red).

Hereafter, we describe an algorithm with polynomial time complexity based
on the dynamic programming paradigm but before, we recall some definitions.
A rooted tree is a couple ̂T = (T, u) where T = (V,E) is a tree and u ∈ V is a
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Fig. 5. A tree with its unique fully leafed induced subtrees with 7 (respectively 9)
vertices in the blue (resp. red) area. (Color figure online)

distinguished vertex called the root of ̂T . Rooted trees have a natural orientation
with arcs pointing away from the root. A leaf of a rooted tree is a vertex v with
outdegree deg+(v) = 0. In particular, if a rooted tree consists in a single vertex,
then this vertex is a leaf. The functions | ̂T | and |̂T |� are defined accordingly by

|̂T | = |T | and | ̂T |� =
∣

∣

∣

{

v ∈ ̂T : deg+(v) = 0
}∣

∣

∣ .

Similarly, a rooted forest ̂F is a collection of rooted trees. It follows naturally
that

| ̂F |� =
∑

̂T ∈ ̂F

|̂T |�.

The rooted forest induced by a rooted tree ̂T = (T, u) is the set of rooted trees
obtained by removing from T the root u and its incident edges so that the k
vertices adjacent to u become roots of the trees ̂Ti. Let ̂T be any rooted tree
with n vertices and L

̂T : {0, 1, . . . , n} → N be defined by

L
̂T (i) = max

{

|̂T ′|�
∣

∣ ̂T ′ � ̂T and |̂T ′| = i
}

,

where � denotes the relation “being a rooted subtree with the same root”.
Roughly speaking, L

̂T (i) is the maximum number of leaves that can be realized
by some rooted subtree of size i of ̂T . This map is naturally extended to rooted
forests. Thus for a rooted forest ̂F = {̂T1, . . . , ̂Tk} we set

L
̂F (i) = max

⎧

⎨

⎩

k
∑

j=1

|̂T ′
j |�

∣

∣ ̂T ′
j � ̂Tj and

k
∑

j=1

|̂T ′
j | = i

⎫

⎬

⎭

. (2)

Let C(i, k) be the set of all weak compositions λ = (λ1, . . . , λk) of i in k non-
negative parts. Then Eq. (2) is equivalent to

L
̂F (i) = max

⎧

⎨

⎩

k
∑

j=1

L
̂Tj

(λj) : λ ∈ C(i, k)

⎫

⎬

⎭

. (3)

Assuming that L
̂Tj

is known for j = 1, 2, . . . , k, a naive computation of L
̂F using

Eq. (3) is not done in polynomial time, since |C(i, k)| =
(

i+k−1
i

)

. Nevertheless,
the next lemma shows that L

̂F can be computed in polynomial time.
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Lemma 1. Let k ≥ 1 be an integer and ̂F = {̂T1, . . . , ̂Tk} be a rooted forest with
n vertices. Then, for i ∈ {0, . . . , n}, we have L

̂F (i) = L
̂T1

(i) if k = 1, and if
k ≥ 2

L
̂F (i) = max{L

̂T1
(j) + L

̂F ′(i − j) : max{0, i − |̂F ′|} ≤ j ≤ min{i, |̂T1|}}

where ̂F ′ = {̂T2, . . . , ̂Tk}. Therefore, if L
̂Tj

is known for j = 1, 2, . . . , k, then L
̂F

can be computed in O(kn2) time.

Finally, we describe how L
̂T is computed from the children of its root.

Lemma 2. Let ̂T be some rooted tree with root u. Let ̂F be the rooted forest
induced by the children of u. Then L

̂T (i) = i if 0 ≤ i ≤ 1 and,

L
̂T (i) = L

̂F (i − 1), if 2 ≤ i ≤ | ̂T |.
Combining Lemmas 1 and 2, we obtain the following result.

Theorem 3. Let T = (V,E) be an unrooted tree with n ≥ 2 vertices. Then LT

can be computed in O(n3Δ) time and O(n2) space where Δ denotes the maximal
degree of a vertex in T .

Remark 2. At first sight, one might think that a more careful analysis could lead
to a O(n3) time complexity in Theorem 3. However, we have not been able to
get rid of the Δ factor for the following reason. Consider a tree ̂T rooted in u
and the forest ̂F induced by ̂T . By Lemma 1, the computation of L

̂F requires
deg(u) − 1 “merging steps”, i.e., computations using the recursive part of the
formula. Since, in the graph, each arc incident to u induces a different rooted tree
and an associated rooted forest, it does not seem possible to reuse the merger of
one forest in the computation of another. Therefore, the number of mergers of
a given edge can increase up to Δ.

5 Perspectives

There is room for improving and specializing the branch and bound algorithm
described in Sect. 3. For example, we were able to speed up the computations for
the hypercube Q6 by taking into account some symmetries (see [3]). In a more
general context, we believe that significant improvements could be obtained by
exploiting the complete automorphism group of the graph, particularly in highly
symmetric graphs.

Due to a lack of space, we did not discuss the problem of generating efficiently
the set of all fully leafed induced subtrees. However, it seems easy to show that,
by slightly modifying the branch and bound algorithm and the dynamic pro-
gramming approach of Sect. 4, one could generate all optimal induced subtrees
with polynomial time delay.

Finally, since the problem MLIS is polynomial for trees, another possible
study would be to restrict our attention to special families of graphs. The classes
of 3-colorable graphs, planar graphs and chordal graphs seem promising for find-
ing a polynomial time algorithm, as well as the family of graphs with bounded
tree-width.
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Abstract. Given permutations τ and π, the permutation pattern (PP)
problem is to decide whether π occurs in τ as an order-isomorphic subse-
quence. Although an FPT algorithm is known for PP parameterized by
the size of the pattern |π| [Guillemot and Marx 2014], the high com-
plexity of this algorithm makes it impractical for most instances. In
this paper we approach the PP problem from k-track permutations, i.e.
those permutations that are the union of k increasing patterns or, equiva-
lently, those permutation that avoid the decreasing pattern (k+1)k . . . 1.
Recently, k-track permutations have been shown to be central combina-
torial objects in the study of the PP problem. Indeed, the PP problem
is NP-complete when π is 321-avoiding and τ is 4321-avoiding but is
solvable in polynomial-time if both π and τ avoid 321. We propose and
implement an exact algorithm, FPT for parameters k and |π|, which
allows to solve efficiently some large instances.

1 Introduction

A target permutation τ is said to contain the pattern (shorter permutation) π,
in symbols π � τ , if there exists an order-preserving embedding of π into τ (i.e.,
if there exists a subsequence of entries of τ that has the same relative order as
π); alternatively, π is said to be involved in τ . Otherwise, τ is said to avoid π.
For example, τ = 3215674 contains the pattern π = 132 since the subsequence
154 is ordered in the same way as 132. See Fig. 1 for another example. Pattern
involvement in permutations has become a very active area of research.

We consider here the Permutation Pattern (PP) problem. Given two
permutations τ and π, the PP problem is to decide whether π is involved in τ
(the problem is ascribed to Wilf in [6]). The PP problem is NP-hard [6], but is
solvable in O∗(nm) time if π has size m and τ has size n. Improvements were
presented in [2] and [1], the latter describing an O(n0.47m+o(m)) time algorithm.
Of particular importance, Marx and Guillemot [12] proved the problem to be
fixed-parameter tractable (FPT) for parameter m (the running time of the algo-
rithm is n 2O(m2 log(m))). However, this result is mainly of theoretical interest,
since, to the best of our understanding, it yields an algorithm with a rather pro-
hibitive running time. Taking advantage of the structure of the permutations, an
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 102–114, 2018.
https://doi.org/10.1007/978-3-319-94667-2_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94667-2_9&domain=pdf
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Fig. 1. An embedding of π = 2431 into τ = 153728964.

O(1.79run(τ) nm) time algorithm has been presented in [9], where run(τ) is the
number of alternating runs in τ . The PP problem is known to be polynomial-
time solvable (in m and n) if pi is separable (i.e. π contains neither the pattern
2413 nor 3142) [6,14,18]. In case π is monotone, an O(n log logm) time algo-
rithm is known [10]. Finally, notice that in the last years, other types of patterns
in permutations have been studied: vincular, bivincular and mesh patterns, just
to name a few (see [8,16] and references therein).

In this paper, we focus on k-track permutations, i.e., those permutations
that can be decomposed into k increasing subsequences. For example 14576238
is a 3-track permutation as it can be decomposed into 1578, 46 and 23. Such
permutations are commonly known as (k+1)k . . . 1-avoiding permutations. Pat-
tern matching for 321-avoiding permutations have been considered in [13] and
[3], the latter presenting a fast polynomial-time algorithm in case both π and
τ are 321-avoiding. It has been recently proven that the PP problem remains
NP-complete when π is 321-avoiding and τ is 4321-avoiding [17]. Strongly related
in this setting is the NP-complete problem of partitioning a permutation into a
minimum number of monotone subsequences [4,7,15,23].

Erdős and Szekeres theorem of 1935 states that every permutation of n dis-
tinct reals contains a monotone subsequence of length �√n�, see the review [21].
Greedily extracting longest monotone subsequences in an iterative way yields
a partition into at most 2 �√n� monotone subsequences (an O

(
n1.5

)
time

procedure). Note, however, finding a minimum size partition into monotone
subsequences is NP-hard [24]. For fixed k and � (not part of the input), a parti-
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tion into exactly k increasing and � decreasing subsequences can be computed in
O

(
nk+�

)
time [7]. A minimum monotone partition can be approximated within

a factor of 1.71 in O
(
n2.5

)
time, see [11]. The natural generalization asking for

partitions into k-modal subsequences (i.e., sequences having at most k internal
local extrema) is considered in [22]. As n → ∞, for inputs in which each permu-
tation of the input is equally likely, the expected length of the longest increasing
subsequence is 2

√
n + cn1/6 + o(n1/6), where c = −1.77108 . . . is a constant

having a complicated definition in terms of the solution to a certain differential
equation, the Painlevé equation of type II [5] (see also [20]).

We show in this paper that searching for a pattern into a k-track permutation
can be significantly sped-up when k is small, by providing a FPTalgorithm with
parameters m and k. More precisely, our algorithm runs in time O(nkmm3),
and experiments allowed us to solve efficiently enough instances with n = 600,
m = 20 and k = 6. An informal description of our algorithm is as follows.
We first fix a partition (i.e., a coloring) of the target permutation τ and guess,
for each element in π, the track on which it should be searched. We map the
elements of π onto the first positions of τ of the corresponding track. Whenever
incompatibilities appear in the mapping (either a higher-index element of π is
mapped to a lower-index element of τ , or a higher-value element of π is mapped
to a lower-value element of τ), an element is “pushed ” forward on its own track,
until no more conflicts exist (then a pattern is found), or the end of a track is
reached (and we move on to the next guessing, if any). The main bottleneck
of this algorithm is clearly the exponential enumeration of the colorings of the
pattern. We thus use a specific coloring of the target permutation in order to
reduce the search space.

This paper is organized as follows. Section 2 progressively introduces the
needed definitions and properties. Section 3 is devoted to presenting the proposed
algorithm, and benchmarks are presented in Sect. 4.

2 Step-by-Step: Definitions and Propositions

2.1 Coloring

We first define the coloring and number of tracks of a permutations. Informally,
a k-coloring is a partition of a permutation into k increasing subsequences, see
Fig. 2(a).

Definition 1 (k-coloring). A k-coloring of a permutation π of [n] is a function
c : [n] → [k], such that, for each i, j ∈ [n], i < j, we have c(i) = c(j) ⇒ π[i] <
π[j].

Definition 2 (k-track). A permutation is a k-track permutation if it admits a
k-coloring.

A folklore property is that π is a k-track permutation if and only if it does
not contain a decreasing subsequence of length k + 1.
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(a) (b) (c)

Fig. 2. Three possible colorings of the same permutation 415327A69B8 positions with
the same color are linked by a path: (a) an arbitrary coloring (the only constraint
is that the paths are increasing), (b) an ordered coloring (where any decreasing pair
of positions have increasing colors, i.e. paths are non-crossings) and (c) the canonical
coloring (where the color is determined by the decreasing subsequences). (Color figure
online)

Definition 3 (Colored permutation). A colored permutation is a pair (π, c)
where c is a coloring of π.

Note that a k-track permutation is also a k′-track permutation for all k′ > k.

2.2 Embedding

Definition 4 (Pre-embedding and embedding). Given two permutations,
π of [m] and τ of [n], a pre-embedding of π into τ is any function e : [m] → [n].
A pair (i, j) is an order (resp. value) conflict for e if i < j and e(i) ≥ e(j) (resp.
π[i] < π[j] and τ [e(i)] ≥ τ [e(j)]). An embedding is a pre-embedding without any
order nor value conflict.

If we restrict ourselves to color-preserving embeddings (for some fixed col-
oring of π and τ), then the problem of finding an embedding actually becomes
simpler. We focus on this special case.

Definition 5 (Color preserving (pre-)embedding). Given two colored per-
mutations, (π, c) and (τ, c′), a color preserving (pre-)embedding of (π, c) into
(τ, c′) is a (pre-)embedding e of π into τ such that c′(e(i)) = c(i) for all i ∈ [m].

If there exits an embedding e of permutations π into τ , and τ admits a k-
coloring c, then it is straightforward to verify that c ◦ e is a k-coloring of τ , it is
called the inherited coloring of π for e from coloring c.

2.3 Leftmost Pre-embeddings

Leftmost color preserving pre-embeddings are at the heart of our approach.
Given a fixed k-coloring of τ , we build a color-preserving embedding by starting
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with a pre-embedding on which we progressively solve conflicts. We maintain
the invariant that the current pre-embedding is always a lower-bound, in the
following sense, of any possible embedding (for the same coloring).

Definition 6 (Leftmost color preserving pre-embedding). Given two col-
ored permutations, a color preserving pre-embedding e is leftmost if any colored
embedding e∗ is such that e∗(i) ≥ e(i) for all i ∈ [m].

π

τ

e → e′

Rule 1

π

τ

e → e′

Rule 2

Fig. 3. Rules 1 and 2. If two elements of π create an order (resp. value) conflict, match
the rightmost (resp. top-most) element to the first possible position in τ , of the same
color, that solves the conflict.

We now give two rules (see Fig. 3) applying to any leftmost colored pre-
embedding e of (π, cπ) into (τ, cτ ). We prove for each one that it is sound: (i) it
returns “no” only if there is no embedding of (π, cπ) into (τ, cτ ), and (ii) if it
returns e′, then e′ is a leftmost pre-embedding such that e′ �= e and e′(i) ≥ e(i)
for all i ∈ [m].

Rule 1 (Solving order conflicts) If e has an order conflict (i0, j0), then build
e′ such that e′(i) = e(i) for all i �= j0, and e′(j0) = min{u > e(i0) : cτ (u) =
cπ(j0)}, or return “no” if this set is empty

Proposition 1. Rule 1 is sound.

Proof. Assume that there exists a colored embedding e∗ of (π, cπ) into (τ, cτ ).
Since e is Leftmost, we have e∗(i) ≥ e(i) for all i. Hence e∗(i) ≥ e′(i) for all i �= j0.
For i = j0, since e∗ is increasing, e∗(j0) > e∗(i0) ≥ e(i0). Since cτ (e∗(j0)) =
cπ(j0) (since e∗ is colored), then e∗(j0) ∈ {u > e(i0) | cτ (u) = cπ(j0)}. Then this
set is non-empty (the rule does not return “no”) and e′(j0) ≤ e∗(j0).

Rule 2 (Solving value conflicts) If e has a value conflict (i0, j0), then build
e′ such that e′(i) = e(i) for all i �= j0, and e′(j0) = min{u > e(j0) | τ [u] >
τ [e(i0)] and cτ (u) = cπ(j0)}, or return “no” if this set is empty.
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Proposition 2. Rule 2 is sound.

Proof. Assume that there exists a colored embedding e∗ of (π, cπ) into (τ, cτ ).
Since e is Leftmost, we have e∗(i) ≥ e(i) for all i. Hence e∗(i) ≥ e′(i) for all
i �= j0. For i = j0, since (i0, j0) is not a value conflict for e∗, then τ [e∗(j0)] >
τ [e∗(i0)] ≥ τ [e(i0)] ≥ τ [e(j0)]. Note in particular that e∗(j0) �= e(j0) (since
τ [e∗(j0)] �= τ [e(j0)]). Moreover, we have cτ (e∗(j0)) = cπ(j0) (since e∗ is colored),
so overall e∗(j0) ∈ {u > e(j0) | τ [u] > τ [e(i0)] and cτ (u) = cπ(j0)}. Then this
set is non-empty (the rule does not return “no”) and e′(j0) ≤ e∗(j0).

Notice that resolving conflicts (i.e., applying Rules 1 and 2) may introduce
new conflicts. Since a conflict-free pre-embedding is an embedding, we have the
following result.

Proposition 3. If a colored pre-embedding e does not satisfy the conditions of
Rules 1 and 2, then e is a colored embedding.

Proof. This is trivial since, by definition, a conflict-free pre-embedding is an
embedding.

2.4 Canonical Coloring

A k-track permutation may have many different k-colorings. For our purpose,
we make use of the following specific coloring, see Fig. 2(c).

Definition 7 (Canonical coloring). Given a permutation π, the canonical
coloring of π, denoted canπ, is the coloring such that, for all i ∈ [n], canπ(i) is
the length of the longest decreasing subsequence of π ending at position i.

Note that the above definition is a coloring. Indeed, if i < j and π[i] ≥ π[j],
then any decreasing sequence ending in position i can be extended once with
position j, so canπ(i) < canπ(j). Since a k-track permutation does not contain
any length-k+1 decreasing subsequence, its canonical coloring may have at most
k colors (in this sense, it is an “optimal ” coloring).

We now prove the following property, which yields a fast algorithm to com-
pute the canonical coloring.

Proposition 4. Let π be a permutation. The canonical coloring satisfies
canπ(i) = min{h > 0 | ∀j < i, canπ(j) = h ⇒ π[j] < π[i]}.

2.5 Ordered Coloring

The canonical coloring yields some very interesting properties. However it is
not stable by inheritance (i.e., given an embedding, the inherited coloring of
the canonical coloring is not necessarily canonical). We thus introduce a weaker
form of coloring (in the sense that such colorings are not unique), called ordered,
which do have a nice behavior with regards to embeddings, see Fig. 2(b).
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Definition 8 (Ordered coloring). A coloring c of permutation π is ordered
if, for all i < j, π[i] > π[j] ⇒ c(i) < c(j).

Proposition 5. The canonical coloring of a permutation π is ordered.

Proposition 6. Let (τ, c) be a colored permutation where c is ordered, and π be
a permutation with an embedding e into τ , then the inherited coloring c ◦ e of π
is ordered.

Corollary 1. If there exists an embedding of π into a k-track permutation τ ,
then there exists a colored embedding of (π, c) into (τ, canτ ) for some ordered
k-coloring c of π.

3 Algorithm

Given two permutations π and τ , our algorithm runs as follows. We first fix a
coloring for τ , namely, the canonical coloring, using k colors. We then enumerate
all ordered colorings of π with k colors (even if π would admit a k′-coloring with
k′ < k). An upper-bound on the number of such colorings is km. For each of
these colorings, we look for a colored embedding of π into τ . If any ordered
coloring yields a colored embedding, then we have found an embedding of π into
τ . Otherwise, Corollary 1 ensures that no such embedding can exist.

Looking for an embedding using a given coloring is achieved (in linear time for
n) by applying Rules 1 and 2 from a starting Leftmost pre-embedding, until “no”
is returned (in which case no embedding exists) or the rules do not apply anymore
(in which case the current pre-embedding is an embedding, Proposition 4). The
pseudo-code of the algorithm is given in Algorithm 1 and is illustrated in Fig. 4.

Data: Permutations π and τ .
Result: An embedding of π into τ if it exists, and ⊥ otherwise.

Let canτ be the canonical k-coloring of τ
forall ordered k-colorings c of π do

Let e be the leftmost colored embedding of (π, c) into (τ, canτ )
while e �= ⊥ do

if e contains an order (resp. value) conflict then
/* Resolve any conflict (set e = ⊥ if this is not

possible) */
Update e according to Rule 1 (resp. Rule 2)

else
/* e is an embedding of π into τ */
return e

end
end

end
/* π does not occur in τ */
return ⊥

Algorithm 1. Finding an occurrence of permutation π into permutation τ .
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2 4 3 1

7 2 8 9 6 4351

(a)

e

2 4 3 1

7 2 8 9 6 4351

(b)

e

2 4 3 1

7 2 8 9 6 4351

(c)

e

2 4 3 1

7 2 8 9 6 4351

(d)

e

Fig. 4. Finding an order-isomorphic occurrence of π = 24135 into τ = 142853679 using
3 color. Conflicts are depicted as bold links. Embedding updates (i.e., resolving con-
flicts) are shown with horizontal bottom links. The target permutation τ is presented

with the canonical 3-coloring 1 4 2 8 5 3 6 7 9 , whereas the

source permutation π is presented with the ordered 3-coloring 2 4 1 3 5 .

Step 1. Initial leftmost embedding e. Identifying a value conflict for the pair (1, 4), and
resolve with e(1) = 2 and e(2) = 4. Step 2. Identifying an order conflict for the pair
(2, 3), and resolve with e(3) = 8. Step 3. Identifying an order conflict for the pair (3, 4),
and resolve with e(4) = 9. Step 4. e is both order conflict-free and value conflict-free.
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4 Benchmarks

4.1 General Statements

The algorithm has been implemented in the Haskell programming language1,
and is available online at https://github.com/vialette/ppattern. All experiments
were conducted on a Intel(R) Xeon(R) CPU E5–2630 v2 2.60GHz CPU and
64GB 1866MHz DDR3 RAM desktop computer running 4.4.38− 1-MANJARO
linux. Programs were compiled with ghc (GHC - Glasgow Haskell Compiler)
version 7.10.3 with -O2 option using version 1.24.0.2 of the Cabal library. For
efficiently and using fewer resources, many optimizations have been implemented
in the program that cannot be detailed here. At the most general level (and
in setting aside pure Haskell optimization techniques), these include: consider-
ing colored embeddings of π in a tree-like manner to speed up computations,
efficiently detecting and resolving (if possible) both order and value conflicts,
rejecting as soon as possible wrong colored embeddings, . . .

4.2 Generating Random k-Split Permutations

In this case study, we present pattern matching benchmarks for random k-track
permutations with moderate parameter k. A word of caution is needed here.
Indeed, efficiently generating uniformly at random permutations that are the
union of at most k increasing subsequences remains - as far as we know - an open
problem, and the accept-reject method is not at all well-suited for generating
long k-track permutations for moderate parameter k. Pursuant to this, we have
adopted the following procedure for random generating a permutation of size n
that is the union of at most k increasing sequences. Step 1. Generate uniformly
at random a partition of the integer n into k positive integers n = n1 + n2 +
· · · + nk (see for example [19]). Step 2. Distribute uniformly at random the
positive integers 1, 2, . . . , n into k increasing sequences L1, L2, . . . , Lk of length
n1, n2, . . . , nk, respectively. Step 3. Random shuffle the k increasing sequences
L1, L2, . . . , Lk to produce a permutation of size n that is the union of at most k
increasing sequences.

For example, to generate a random permutation of length 9 that is the union
of at most 3 increasing subsequences, (i) one generates uniformly at random an
integer partition of 9 into 3 positive integers, say 9 = 4 + 3 + 2, (ii) distributes
uniformly at random the positive integers 1, 2, . . . , 9 into 3 increasing sequences
of length 4, 3 and 2, say L1 = 15 6 9, L2 = 23 8 and L3 = 47, and (iii) random
shuffles L1, L2 and L3, say 2 1 5 3 6 4 7 8 9.

Figure 5 compares the exact distribution of permutations of length n =
1, 2, . . . , 10 which are the union of at most k increasings patterns with the pro-
posed k-track generation algorithm (i.e., how many increasing patterns are really
needed for a permutation that is the union of at most k increasing patterns?).

1 https://www.haskell.org/.

https://github.com/vialette/ppattern
https://www.haskell.org/
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Fig. 5. Comparing the exact distribution of permutations of length n which are the
union of at most k increasings patterns with the proposed k-track generation algorithm.

As it can be seen, the k-track generation algorithm tends to produce permuta-
tions that need less increasing patterns compared to the exact distribution (this
is confirmed by one-sample t-tests for n = 1, 2, . . . , 10).

4.3 k-Track Permutations

To test the algorithm, we benchmarked the running time of our implementation
for several pattern sizes (m = 10, 20) and different k-track parameters (k =
2, 3, 4, 5, 6). All tests are for searching a random k-track pattern in a random
k-track permutation. Several strategies are conceivable for resolving both order
and value conflicts.

We conducted our tests using 2 different strategies: Leftmost conflict selection
first and Rightmost conflict selection first (in both cases, the conflict may be
an order or a value conflict). The benchmarks for permutations of length n =
200, 400, 600 are shown in Fig. 6. We investigated the differences between the two
strategies (Leftmost conflict selection first and Rightmost conflict selection first)
by conducting paired t-tests. The paired t-tests confirm a clear trend towards a
better Rightmost conflict selection first strategy as most p-values are indicating
that there are significant differences (at a 99% confidence level) between the
running time means of each strategy. In the light of this trend, we focus on the
running time of the algorithm for three conflict selection strategies: Rightmost
order conflict first, Rightmost value conflict first and Rightmost conflict first.
Analysis of variance (ANOVA) shows, however, no significant difference (at a
99% confidence level) between the means of each rightmost strategy.
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Fig. 6. Benchmarking the algorithm for m = 10, 20, k = 2, 3, 4, 5, 6, n = 200, 400, 600
and two conflict selection strategies: Leftmost conflict first and Rightmost conflict first.
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Abstract. A complete weighted graph G = (V, E, w) is called Δβ-
metric, for some β ≥ 1/2, if G satisfies the β-triangle inequality, i.e.,
w(u, v) ≤ β · (w(u, x) + w(x, v)) for all vertices u, v, x ∈ V . Given a
Δβ-metric graph G = (V, E, w), the Single Allocation at most p-
Hub Center Routing problem is to find a spanning subgraph H∗

of G such that (i) any pair of vertices in C∗ is adjacent in H∗ where
C∗ ⊂ V and |C∗| ≤ p; (ii) any pair of vertices in V \ C∗ is not adjacent
in H∗; (iii) each v ∈ V \ C∗ is adjacent to exactly one vertex in C∗;
and (iv) the routing cost r(H∗) =

∑
u,v∈V dH∗(u, v) is minimized where

dH∗(u, v) = w(u, f∗(u))+w(f∗(u), f∗(v))+w(v, f∗(v)) and f∗(u), f∗(v)
are the vertices in C∗ adjacent to u and v in H∗, respectively. Note that
w(v, f∗(v)) = 0 if v ∈ C∗. The vertices selected in C∗ are called hubs
and the rest of vertices are called non-hubs. In this paper, we show that
the Single Allocation at most p-Hub Center Routing problem is
NP-hard in Δβ-metric graphs for any β > 1/2. Moreover, we give 2β-
approximation algorithms running in time O(n2) for any β > 1/2 where
n is the number of vertices in the input graph.

1 Introduction

The design of hub-and-spoke networks is a key issue with applications in trans-
portation, e.g., airlines [21] and cargo delivery systems [31]. The major concern
to design a hub-and-spoke network with high quality is to connect a large amount

This study has been carried out in the frame of the “Investments for the future”
Programme IdEx Bordeaux - CPU (ANR-10-IDEX-03-02). Research supported by
the LaBRI under the “Projets émergents” program. The main work for this article
was done while Li-Hsuan Chen and Ling-Ju Hung (corresponding author) were with
the National Cheng Kung University.
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of origin/destination (O/D) pairs by using a small number of links. The usage
of hub facilities helps to reduce the connections between all nodes. To locate p
hubs in hub networks in order to route the traffic between origin/destination
pairs with minimum cost is the classical hub location problem called the p-Hub
Median problem [30,32]. Notice that the general p-hub median problem consid-
ers that each pair of origin/destination has different unit traffic (flow) cost. We
call a hub location problem multi-allocation, if a demand node can be served by
several hubs. If each demand node can be served by exactly one hub, the hub loca-
tion problem is single-allocation. The p-hub median problem is NP-hard. Many
linear programming-based and heuristic algorithms were proposed to solve the
p-hub median problem and its variants (see the survey papers [1,14,28]).

Another hub location problem, the Single Allocation p-Hub Center
problem, is to choose a fixed number p of vertices as hubs and to assign each non-
hub vertex to exactly one of the chosen hubs in such a way that the maximum
distance/cost between origin-destination pairs is minimized [13,31]. Unlike the
p-Hub Median problem to minimize the total cost of all origin-destination pairs,
the Single Allocation p-Hub Center problem is to minimize the poorest
service quality. Chen et al. [15] proved that for any ε > 0, it is NP-hard to
approximate the Single Allocation p-Hub Center problem to a ratio 4

3 − ε
and gave a 5

3 -approximation algorithm running in time O(pn3) to solve the same
problem. If the input graph is Δβ-metric, it was proved that for any ε > 0, to
approximate the Single Allocation p-Hub Center problem to a ratio g(β)−
ε is NP-hard where g(β) is a function of β and a series of r(β)-approximation
algorithms were given in [18] where r(β) is a function of β. The Star p-Hub
Center problem is another hub location problem with min-max criterion. It
is to pick p nodes as hubs among the set of demand nodes connecting with
the central given hub c and to connect each of the remaining demand nodes to
exactly one of the p chosen hubs such that the longest path in the tree structure
network is minimized. Chen et al. [16] showed that for any ε > 0, to approximate
the Star p-Hub Center problem to a ratio 1.5 − ε is NP-hard and gave a 5

3 -
approximation algorithms for the same problem. Moreover, for input graphs
satisfying β-triangle inequality, i.e., w(u, v) ≤ β · (w(u, x) + w(x, v)) for all
vertices u, v, x in the input graph G = (V,E,w) and β ≥ 1/2, it was shown
that for any ε > 0, to approximate the Star p-Hub Center problem to a ratio
g(β) − ε is NP-hard and r(β)-approximation algorithms were given in the same
paper where g(β) and r(β) are functions of β [17,19].

Despite numerous research results on solving various hub location problems
in the past twenty-five years [14,20], the design of approximation algorithms for
hub location problems only made very little progress in the past two decades,
especially for the p-Hub Median problem [25,26]. In this paper, we consider a
variant of the p-Hub Median problem in which each pair of origin/destination
has the same unit traffic (flow) cost called the Single Allocation at most
p-Hub Center Routing problem. The Single Allocation at most p-Hub
Center Routing problem is to choose at most p vertices as hubs and to assign
each remaining vertex (called non-hub) to exactly one of the chosen hubs in
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such a way that the sum of distance/cost between all origin-destination pairs
is minimized, i.e., the routing cost is minimized. There are some routing cost
optimization problems on finding a spanning subtrees or a spanning tree satis-
fying certain properties of the input graph such that the routing cost is mini-
mized [27,33,34]. Some of these minimum routing cost spanning tree problems
admit polynomial-time approximation schemes [33,34].

Our study uses the well-known concept of stability of approximation for hard
optimization problems [9,11,22,23]. The idea of this concept is similar to that
of the stability of numerical algorithms. But instead of observing the size of
the change in the output value according to a small change of the input value,
one is interested in the size of the change of the approximation ratio according
to a small change in the specification (some parameters, characteristics) of the
set of problem instances considered. If the change of the approximation ratio is
small for every small change in the set of problem instances, then the algorithm
is called stable. The concept of stability of approximation has been successfully
applied to several fundamental hard optimization problems. E.g. in [2–4,8–10,
12,29] it was shown that one can partition the set of all input instances of
the Traveling Salesman Problem into infinitely many subclasses according to
the degree of violation of the triangle inequality, and for each subclass one can
guarantee upper and lower bounds on the approximation ratio. Similar studies
demonstrated that the β-triangle inequality can serve as a measure of hardness
of the input instances for other problems as well, in particular for the problem of
constructing 2-connected spanning subgraphs of a given complete edge-weighted
graph [5], and for the problem of finding, for a given positive integer k ≥ 2 and
an edge-weighted graph G, a minimum k-edge- or k-vertex-connected spanning
subgraph [6,7].

In this paper, we consider a graph G = (V,E,w) with a distance function
w(·, ·) being a Δβ-metric graph on V such that w(v, v) = 0, w(u, v) = w(v, u),
and w(u, v) ≤ β ·(w(u, x)+w(x, v)) for all u, v, x ∈ V . Given a positive integer p,
let H∗ be a spanning subgraph of G satisfying the conditions that vertices (hubs)
in C∗ ⊂ V form a clique of size at most p in H∗, vertices (non-hubs) in V \C∗ form
an independent set in H∗, and each non-hub v ∈ V \ C∗ is adjacent to exactly
one hub in C∗. Define dH∗(u, v) = w(u, f∗(u)) + w(f∗(u), f∗(v)) + w(v, f∗(v))
where f∗(u) and f∗(v) are hubs adjacent to u and v in H∗ respectively. Notice
that if u is a hub in H∗ then w(u, f∗(u)) = 0. Let r(H∗) =

∑
u,v∈V dH∗(u, v) be

the routing cost of H∗. We list the formal definition of the Single Allocation
at most p-Hub Center Routing problem in the following.

Single Allocation at most p-Hub Center Routing (Δβ-SApHCR)
Input: A Δβ-metric graph G = (V,E,w) and a positive integer p.
Output: A spanning subgraph H∗ of G satisfying the following conditions

(i) any pair of vertices (hubs) in C∗ is adjacent in H∗ where C∗ ⊂ V
and |C∗| ≤ p; (ii) any pair of vertices (non-hubs) in V \ C∗ is not
adjacent in H∗; (iii) each non-hub v ∈ V \ C∗ is adjacent to exactly
one hub in C∗ such that r(H∗) is minimized.
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Fig. 1. An example of a single allocation at most p-hub center routing network where
the four hubs are the major post offices and the non-hubs are the other small post
offices.

In Fig. 1, we give an example of the Single Allocation at most p-Hub
Center Routing problem that can be applied in the design of post mail net-
works for which hubs are major post offices and non-hubs are small post offices.
In this paper, we investigate the approximability of the Single Allocation
at most p-Hub Center Routing problem in Δβ-metric graphs. The paper
is organized as follows: In Sect. 2, we prove that the Single Allocation at
most p-Hub Center Routing problem is NP-hard in Δβ-metric graphs for
any β > 1/2. In Sect. 3, for any β > 1/2, we give 2β-approximation algorithms
running in time O(n2) for the Single Allocation at most p-Hub Center
Routing problem.

2 NP-hardness

In this section, we show that for any β > 1/2, the Single Allocation at
most p-Hub Center Routing problem is NP-hard.

Theorem 1. For any β > 1/2, the Single Allocation at most p-Hub Cen-
ter Routing problem in Δβ-metric graphs is NP-hard.

Proof. We prove that the Single Allocation at most p-Hub Center Rout-
ing problem is at least as hard as the well-known NP-hard problem Maximum
Clique [24].

Maximum Clique Problem [24]
Input: A simple undirected graph G = (V,E) and a positive integer k.
Output: Whether there is a clique S ⊆ V of size k in G.

Notice that if G has a universal vertex v, i.e., degG(v) = |V |−1, then we can
simply select v in S and ask whether there exists a size k−1 clique in G[V \{v}].
Thus, we may assume that G has no universal vertex. To show such a statement,
we reduce the input G = (V,E) of the Maximum Clique problem to the Single
Allocation at most p-Hub Center Routing problem where p = k + 1.



Approximation Algorithms for the p-Hub Center Routing Problem 119

According to G, we construct an input Δβ-metric graph G′ = (V ′, E′, w) where
V ′ = V ∪ {x}, E′ = {(u, v) | u, v ∈ V ′}, and assign the cost of each edge in E′

as follows.

– w(u, v) = 1 if (u, v) is an edge in G.
– w(u, v) = 1 + ε if (u, v) is a non-edge in G where 0 < ε < 1.
– w(x, v) = 1 for all v ∈ V .

It is not hard to see that G′ is a Δβ-metric graph for any β ≥ 1+ε
2 . Notice that for

any constant β, it defines a Δβ-metric graph class and this graph class contains
all Δβ′ -metric graphs for β′ ≤ β. If one can prove for any 1/2 < β < 1 the
Single Allocation at most p-Hub Center Routing problem is NP-hard,
then it implies for any β > 1/2 this problem is NP-hard. In the following proof,
we may assume that 1/2 < β < 1.

Let H∗ be an optimal solution of the Single Allocation at most p-Hub
Center Routing problem. Let S∗ be a size k clique in G. We then obtain
a solution H of the Single Allocation at most p-Hub Center Routing
problem by letting all vertices C = S∗ ∪ {x} be the set of hubs in H and letting
all the remaining vertices in V \ S∗ be non-hubs adjacent to x. We obtain the
following facts.

– For two non-hubs y, z, distH(y, z) = 2.
– For a hub v ∈ C \ {x} and a non-hub y, distH(v, y) = 2.
– For two hubs u, v ∈ C, distH(u, v) = w(u, v).
– For any vertex v ∈ V , distH(v, x) = w(v, x) = 1.

We see that the routing cost of H is r(H) = 2 · (
n
2

) − (
k
2

)
+ n = n2 − (

k
2

)

where n = |V |.
Since H∗ is an optimal solution of the Single Allocation at most p-Hub

Center Routing problem in G′, we have r(H∗) ≤ n2 − (
k
2

)
.

Claim 1. All non-hubs in H∗ must be adjacent to the same hub.

Proof. Suppose that there are at least two hubs adjacent to non-hubs. Then the
routing cost between any two non-hubs which are adjacent to different hubs is at
least 3. This will imply that r(H∗) ≥ ( 3−ρ

2 ) ·n2−(
k
2

)
> n2−(

k
2

)
where 0 < ρ < 1,

a contradiction to the assumption that H∗ is an optimal solution of the Single
Allocation at most p-Hub Center Routing. �

Claim 2. The number of hubs in H∗ is p.

Proof. If the number of hubs is less than p, i.e., |C∗| < p, then we may obtain
another solution H ′ by selecting p − |C∗| non-hubs in H∗ and let them be hubs
in H ′. Since all hubs are pairwise adjacent and β < 1, it is not hard to see that
r(H ′) < r(H∗). It contradicts the assumption that H∗ is an optimal solution of
the Single Allocation at most p-Hub Center Routing. This shows that
the number of hubs in H∗ must be p. �
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Claim 3. The vertex x must be a hub in H∗.

Proof. Suppose that x is not a hub. Since G has no universal vertex, in H∗ the
hub which is adjacent to all non-hubs must be incident to some edges with edge
cost 1 + ε. We see that r(H∗) ≥ ( 2+ε′

2 ) · n2 − (
k
2

)
> n2 − (

k
2

)
= r(H) where

ε′ > 0, a contradiction to the assumption that H∗ is an optimal solution of the
Single Allocation at most p-Hub Center Routing. This completes the
proof that x must be a hub in H∗. �

Claim 4. If the Single Allocation at most p-Hub Center Routing has
an optimal solution H∗ with r(H∗) = n2 − (

k
2

)
and C∗ is the set of hubs in H∗,

then C∗ \ {x} is a clique of size k in G where k = p − 1.

Proof. According to Claims 1–3 that all non-hubs are adjacent to x and |C∗| =
p = k + 1, we have the routing cost between vertices in C∗ is

r(C∗) = r(H∗) − r(V ′ \ C∗) − r(V ′ \ C∗, C∗)

=
(

n2 −
(

k

2

))

− 2 ·
(

n − k

2

)

− ((n − k) + 2 · k(n − k)) =
(

k + 1
2

)

.

Notice that w(x, v) = 1 for v ∈ V , w(u, v) = 1 if (u, v) ∈ E, otherwise
w(u, v) = 1 + ε. Since r(C∗) =

∑
u,v∈C∗ w(u, v) =

(
k+1
2

)
, we see that for u, v ∈

C∗ \ {x}, w(u, v) = 1 and C∗ \ {x} forms a clique in G. �

According to Claim 4, if there exists a polynomial time algorithm that solves
Single Allocation at most p-Hub Center Routing with routing cost
n2 − (

k
2

)
where k = p − 1, then the Maximum Clique problem can be solved in

polynomial time. However, Maximum Clique is a well-known NP-hard prob-
lem [24]. By the fact Maximum Clique is an NP-hard problem, this implies that
Single Allocation at most p-Hub Center Routing is also an NP-hard
problem. �	

3 New Approximation Algorithms

We have shown the NP-hardness of the Single Allocation at most p-Hub
Center Routing problem by reducing from the maximum clique problem. It
is well-known that the maximum clique is hard to approximate. In this section,
we give approximation algorithms for the Single Allocation at most p-Hub
Center Routing problem.

We first state a property of Δβ-metric graphs in the following lemma.

Lemma 1 [8]. Let G = (V,E) be a Δβ-metric graph for 1
2 ≤ β < 1. For any

two edges (u, x), (v, x) with a common endvertex x in G, w(u, x) ≤ β
1−β ·w(v, x).
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Algorithm 1. Approximation algorithm for Δβ-SApHCR for 1/2 ≤ β ≤ 1

Let U := V . Initially, C = ∅. Construct a spanning subgraph H of G by the
following steps.

Step 1: Find z = arg minv∈V

∑

u∈V

w(u, v) as a hub in H.

Step 2: Pick p − 1 vertices {v1, . . . , vp−1} farthest to z from U . Let C := C ∪
{z, v1, . . . , vp−1} be the set of hubs in H and U := U \ {z, v1, . . . , vp−1}.

Step 3: Connect all vertices in U to z as non-hubs in H.
Step 4: Return H.

Theorem 2. For any 1/2 ≤ β ≤ 1, there is a 2β-approximation algorithm for
the Single Allocation at most p-Hub Center Routing problem.

Proof. It is easy to see that in time O(n2), Algorithm 1 returns a feasible solu-
tion of the Single Allocation at most p-Hub Center Routing problem.
We now prove that the solution H returned by Algorithm 1 satisfies the approx-
imation ratio 2β. Let G = (V,E,w) be the input graph of the Single Allo-
cation at most p-Hub Center Routing problem. Let H∗ be an optimal
solution of the Single Allocation at most p-Hub Center Routing prob-
lem. Let C∗ denote the set of hubs in H∗. Define w(H∗) =

∑
(u,v)∈E(H∗) w(u, v).

Construct a weighted complete graph G∗ = (V,E,w∗) according to H∗ where
w∗(u, v) = distH∗(u, v). Define

w∗(G∗) =
∑

u,v∈V

w∗(u, v) =
∑

u,v∈V

distH∗(u, v) = r(H∗).

Let H be the solution returned by Algorithm 1 with z being the only hub in
H that is adjacent to non-hubs. Let Sz be the spanning star of G with center
z satisfying z = arg minv∈V

∑
u∈V w(u, v). We use f∗(z) to denote the hub

adjacent to z in H∗. Note that f∗(z) = z if z is a hub in H∗. Let Sv be the
spanning star of G∗ with center v and w∗(Sv) =

∑
(u,v)∈E(Sv)

w∗(u, v).

Claim 1. r(H) ≤ r(Sz) − (1 − β) · ∑
u,v∈C\{z}(w(z, u) + w(z, v))

Proof. According to the β-triangle inequality for u, v ∈ V , w(u, v) ≤ β(w(z, u)+
w(z, v)). We obtain that

r(H) = r(Sz) −
∑

u,v∈C\{z}
(w(z, u) + w(z, v) − w(u, v))

≤ r(Sz) − (1 − β) ·
∑

u,v∈C\{z}
(w(z, u) + w(z, v)).

This completes the proof. �
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Claim 2.
∑

u,v∈C∗\{f∗(z)} w(u, v) ≤ ∑
u,v∈C\{z}(w(z, u) + w(z, v))

Proof. We obtain that
∑

u,v∈C∗\{f∗(z)}
w(u, v) ≤

∑

u,v∈C∗\{f∗(z)}
β · (w(z, u) + w(z, v))

≤
∑

u,v∈C\{z}
β · (w(z, u) + w(z, v))

(since the selection of hubs in Algorithm 1)

≤
∑

u,v∈C\{z}
(w(z, u) + w(z, v)).

This completes the proof. �

Now we prove r(H) ≤ 2β · r(H∗) in the following.

r(H∗) = w∗(G∗) =
1
2

·
∑

v∈V

w∗(Sv)

≥ 1
2β

·
∑

v∈V

w(Sv) −
(

1 − β

2β

)

·
∑

(u,v)∈E(H∗)

w∗(u, v)

=
1
2β

·
∑

v∈V

w(Sv) −
(

1 − β

2β

)

·
∑

(u,v)∈E(H∗)

w(u, v)

=
1
2β

·
∑

v∈V

w(Sv) −
(

1 − β

2β

)

·
⎛

⎝
∑

u∈V \C∗
w(u, f∗(u)) +

∑

u∈C∗\{f∗(z)}
w(u, f∗(z)) +

∑

u,v∈C∗\{f∗(z)}
w(u, v)

⎞

⎠

≥ 1
2β

·
∑

v∈V

w(Sv) − 1
2

·
⎛

⎝
∑

u∈V \C∗
w(u, z) +

∑

u∈C∗\{f∗(z)}
w(u, z)

⎞

⎠ −
(

1 − β

2β

)

·
∑

u,v∈C∗\{f∗(z)}
w(u, v)

(by Lemma 1, w(u, f∗(u)) ≤ β
1−β · w(u, z))

=
1
2β

·
∑

v∈V

w(Sv) − 1
2

· w(Sz) −
(

1 − β

2β

)

·
∑

u,v∈C∗\{f∗(z)}
w(u, v)

≥
(

n

2β

)

· w(Sz) − 1
2β

· w(Sz) −
(

1 − β

2β

)

·
∑

u,v∈C∗\{f∗(z)}
w(u, v)

(since β ≤ 1)
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Algorithm 2. Approximation algorithm for Δβ-SApHCR for β ≥ 1

Let U := V . Initially, C = ∅. Construct a spanning subgraph H of G by the
following steps.

Step 1: Find z = arg minv∈V

∑

u∈V

w(u, v) as the hub in H.

Step 2: Connect all vertices in U \ {z} to z as non-hubs in H.
Step 3: Return H.

=
(

n − 1
2β

)

· w(Sz) −
(

1 − β

2β

)

·
∑

u,v∈C∗\{f∗(z)}
w(u, v)

=
r(Sz)
2β

−
(

1 − β

2β

)

·
∑

u,v∈C∗\{f∗(z)}
w(u, v)

(since r(Sz) = (n − 1) · w(Sz))

≥ r(Sz)
2β

−
(

1 − β

2β

)

·
∑

u,v∈C\{z}
(w(z, u) + w(z, v)) (by Claim 2)

≥ r(H)
2β

(by Claim 1).

This shows that r(H) ≤ 2β · r(H∗), and the proof is completed. �	
Theorem 3. For any β ≥ 1, there is a 2β-approximation algorithm for the
Single Allocation at most p-Hub Center Routing problem.

Proof. It is easy to see that in time O(n2), Algorithm 2 returns a feasible solu-
tion of the Single Allocation at most p-Hub Center Routing prob-
lem. We now prove that the solution H returned by Algorithm 2 satisfies the
approximation ratio 2β. Let G = (V,E,w) be the input graph of the Single
Allocation at most p-Hub Center Routing problem. Let H∗ be an opti-
mal solution of the Single Allocation at most p-Hub Center Routing
problem and C∗ be the set of hubs in H∗. Construct a weighted complete
graph G∗ = (V,E,w∗) according to H∗ where w∗(u, v) = distH∗(u, v). Let
w(G∗) =

∑
u,v w∗(u, v) = r(H∗).

We use Sv to denote the spanning star of G with center v and w(Sv) =∑
u∈V w(u, v). Let x = arg minv∈C∗{w(Sv)}. Define w∗(Sv) =

∑
u∈V w∗(u, v)

where w∗(u, v) = distH∗(u, v). Let f∗(x) denote the hub adjacent to x in H∗.
Note that if x is a hub in H∗, then f∗(x) = x.

Claim 1. w∗(Sx) = (n − 2) · w(x, f∗(x)) + w∗(Sf∗(x)).
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Proof. If x is a hub in H∗, we have f∗(x) = x and the equation holds directly.
Suppose that x is not a hub. We obtain that

w∗(Sx) =
∑

v∈V

w∗(x, v) =
∑

v∈V \{x}
w(x, f∗(x)) + w(f∗(x), f∗(v)) + w(f∗(v), v)

= (n − 1) · w(x, f∗(x)) +

⎛

⎝
∑

v∈V \{x}
w(f∗(x), f∗(v)) + w(f∗(v), v)

⎞

⎠

= (n − 2) · w(x, f∗(x)) +

(
∑

v∈V

w(f∗(x), f∗(v)) + w(f∗(v), v)

)

= (n − 2) · w(x, f∗(x)) +

(
∑

v∈V

w∗(f∗(x), v)

)

= (n − 2) · w(x, f∗(x)) + w∗(Sf∗(x)).

This completes the proof. �

Claim 2. For any hub y ∈ C∗, w∗(Sy) ≥ 1
β · w(Sy).

Proof. According to the β-triangle inequality, we see that w(u, y) ≤ β ·(w(u, y)+
w(f∗(u), y)). We obtain that for u ∈ V , w∗(u, y) = w(u, f∗(u)) + w(f∗(u), y) ≥
1
β · w(u, y). Thus

w∗(Sy) =
∑

u∈V

w∗(u, y) ≥
∑

u∈V

1
β

· w(u, y) =
1
β

·
∑

u∈V

w(u, y) =
1
β

· w(Sy).

This completes the proof. �

Now we prove r(H) ≤ 2β · r(H∗) in the following.

r(H∗) = w∗(G∗) =
1
2

·
∑

v∈V

w∗(Sv)

=
1
2

·
(

∑

v∈V

(
w∗(Sf∗(v)) + (n − 2) · w(v, f∗(v))

)
)

(by Claim 1)

≥ 1
2

·
∑

v∈V

w∗(Sf∗(v)) ≥ 1
2β

·
∑

v∈V

w(Sf∗(v)) (by Claim 2)

≥ 1
2β

· n · w(Sx) (since x = arg min
v∈C∗

{w(Sv)})

≥ 1
2β

· (n − 1) · w(Sz) (since z = arg min
v∈V

{w(Sv)}) =
1
2β

· r(H).

This shows r(H) ≤ 2β · r(H∗). Thus Algorithm 2 returns a solution with
approximation ratio 2β. �	
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4 Concluding Remarks

In this paper, we have proved that the Single Allocation at most p-Hub
Center Routing problem is NP-hard in Δβ-metric graphs for any β > 1

2 .
For any β > 1

2 , we have given 2β-approximation algorithms. In future work,
it is of interest to design approximation algorithms with better approximation
ratios. Besides, it is still open whether the Single Allocation at most p-Hub
Center Routing problem is APX-hard or not. If the Single Allocation at
most p-Hub Center Routing problem is APX-hard, one must prove that
for any ε > 0, it is NP-hard to approximate Single Allocation at most
p-Hub Center Routing to a factor c − ε for some constant c > 1. The other
possibility is that there exists a polynomial-time approximation scheme (PTAS)
for Single Allocation at most p-Hub Center Routing. We conjecture
that there exists a PTAS for the Single Allocation at most p-Hub Center
Routing problem.
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S., Unger, W.: On the hardness of constructing minimal 2-connected spanning
subgraphs in complete graphs with sharpened triangle inequality. In: Agrawal, M.,
Seth, A. (eds.) FSTTCS 2002. LNCS, vol. 2556, pp. 59–70. Springer, Heidelberg
(2002). https://doi.org/10.1007/3-540-36206-1 7
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Abstract. We prove that every n-node ternary tree has a planar
straight-line orthogonal drawing in O(n1.576) area, improving upon the
previously best known O(n1.631) bound. Further, we present an upper
bound, the outcomes of an experimental evaluation, and a conjecture
on the area requirements of planar straight-line orthogonal drawings of
complete ternary trees.

1 Introduction

A planar straight-line orthogonal drawing of a graph represents each vertex as a
point in the plane and each edge either as a horizontal or as a vertical straight-
line segment, so that no two edges cross. Planar straight-line orthogonal graph
drawings have long been studied. In 1987 Tamassia [15] presented an algorithm
that decides in polynomial time whether a graph with a fixed combinatorial
embedding has a planar straight-line orthogonal drawing (and, more in general,
a planar orthogonal drawing with at most k bends, for any integer k ≥ 0); this
result lies at the very foundations of the research area now called Graph Drawing.
Nomura et al. [10] proved that every outerplanar graph with maximum degree 3
and no 3-cycle has a planar straight-line orthogonal drawing.

The question whether a given tree has a planar straight-line orthogonal draw-
ing is less interesting, as the answer is positive if and only if the degree of each
node is at most 4. Most research efforts concerning planar straight-line orthog-
onal drawings of trees have then been devoted to the construction of drawings
with small area. This is usually formalized by requiring nodes to lie at grid
points, i.e., points with integer coordinates, and by defining the width and height
of a drawing as the number of grid columns and rows intersecting it, respectively,
and the area as the width times the height.

It has been known since the 70’s that n-node complete binary trees1 admit
planar straight-line orthogonal drawings in O(n) area [4,13]. Concerning gen-
eral binary trees, the long-standing O(n log log n) area bound [3,14] has recently

Partially supported by MIUR Project “MODE” under PRIN 20157EFM5C and by
H2020-MSCA-RISE project 734922 – “CONNECT”.

1 Drawing algorithms usually assume trees to be rooted, that is, to have a distinguished
node, called root. Trees of maximum degree 3 and 4 are then called binary and
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been improved by Chan [2] to n2O(log∗ n), where log∗ denotes the iterated loga-
rithm. Worse bounds are known for ternary trees; Frati proved [7] that ternary
trees and complete ternary trees admit planar straight-line orthogonal drawings
in O(n1.631) and O(n1.262) area, respectively. The latter bound was improved
to O(n1.118) by Ali [1]. No super-linear area lower bound is known for planar
straight-line orthogonal drawings of ternary trees. We prove the following result.

Theorem 1. Every n-node ternary tree admits a planar straight-line orthogonal
drawing in O(n1.576) area.

The proof of Theorem1, which is presented in Sect. 2, exploits a geometric
construction which includes the one presented by Frati [7] as a special case.

In Sect. 3 we study the area requirements of planar straight-line orthogonal
drawings of complete ternary trees. We focus on drawings that satisfy the subtree
separation property: the smallest axis-parallel rectangles enclosing the drawings
of any two node-disjoint subtrees do not overlap. We prove that n-node complete
ternary trees admit such drawings in O(n1.149) area. We also present an algo-
rithm that constructs a minimum-area planar straight-line orthogonal drawing
with the subtree separation property of a complete ternary tree in polynomial
time. This allowed us to experimentally compute the area required by planar
straight-line orthogonal drawings with the subtree separation property for com-
plete ternary trees with up to 2 billion nodes. The outcomes of these experiments
led us to conjecture that complete ternary trees do not admit planar straight-line
orthogonal drawings with the subtree separation property in near-linear area. In
the following a drawing always means a planar straight-line orthogonal drawing.

2 General Ternary Trees

In this section we prove Theorem 1; we show an inductive algorithm that takes
in input an n-node ternary tree T and constructs a drawing Γ of T in O(n1.576)
area that satisfies the top-visibility property, i.e., the vertical half-line emanating
from the root r(T ) and directed upwards does not intersect Γ , except at r(T ).

For a node v in T , we denote as Tv the subtree of T rooted at v; further, we
denote the subtrees of v as the heaviest subtree Hv, the second heaviest subtree
Mv, and the lightest subtree Lv of v, according to the non-increasing order of
the number of their nodes, with ties broken arbitrarily. A heavy path in T is
a path (v1, . . . , vk) such that r(T ) = v1 and vi+1 is the root of Hvi

, for any
i = 1, . . . , k − 1. We denote by (π1, . . . , πk(π)) the nodes of a heavy path π.

In the base case n = 1. Then Γ is constructed by placing r(T ) at any grid
point of the plane. If n > 1, then let π be a heavy path in T . Further, let ρ be
a heavy path in Mr(T ). Let p > 4 be a parameter to be determined later and
let x be the smallest index such that πx has at least two subtrees with at least

ternary trees, respectively. We will use standard terminology on rooted trees, like
child, subtree, and leaf; refer to [5,6,11]. A tree is complete if every non-leaf node has
the same number of children and every root-to-leaf path has the same length.
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n/p nodes each, if any such index exists. We first describe our construction by
assuming that x exists and is greater than 2; we will deal with the other cases
later. Let σ be a heavy path in Mπx−1 and let τ be a heavy path in Mπx

. Let P =
(ρk(ρ), . . . , ρ1, π1, . . . , πx−1, σ1, . . . , σk(σ)) and Q = (πk(π), . . . , πx, τ1, . . . , τk(τ)).

πx−1r(T )=π1
ρ1

π2
σ1 σ2

πx
πx+1

ρ2

τ1 τ2 τk(τ)

Lπ1
Lπ2

Mπ2 Lπx−1

Lσ1

Mσ1 Mσ2Mρ1

Lρ1
Lρ2

Mρ2

Lπx
Lπx+1

Mπx+1

Mπx+2

Lπx+2

ρk(ρ) σk(σ)

πk(π) πx+2

Mτ1

Mτ2

Lτ2Lτ1

Lσ2

Fig. 1. Construction of Γ if n > 1. Fat lines represent π, ρ, σ, and τ . Double-headed
arrows indicate unit distances. Gray boxes represent inductively constructed drawings.

Figure 1 shows the construction of Γ . The paths P and Q lie on two horizontal
lines �P and �Q, with �P above �Q and with the nodes in left-to-right order as they
appear in P and Q. Let V = V (P ) ∪ V (Q). For every subtree T ∗ of T rooted
at a node r∗ /∈ V child of a node p∗ ∈ V, a drawing Γ ∗ of T ∗ is constructed
inductively and attached to p∗ as follows. If T ∗ = Lp∗ , then Γ ∗ is placed with
r∗ on the same vertical line as p∗ with its top side one unit below p∗ (we call
T ∗ a bottom subtree of P or Q, depending on whether p∗ is in V (P ) or V (Q),
respectively). Otherwise, T ∗ = Mp∗ (note that T ∗ �= Hp∗ , as r∗ /∈ V); then Γ ∗

is rotated by 180◦ and placed with r∗ on the same vertical line as p∗ with its
bottom side one unit above p∗ (we call T ∗ a top subtree of P or Q, depending
on whether p∗ is in V (P ) or V (Q), respectively). There is one exception to this
rule, which happens if T ∗ = Lp∗ with p∗ = πx−1; then Γ ∗ is rotated by 180◦ and
placed with r∗ on the same vertical line as p∗ and with its bottom side one unit
above p∗, as if it were a second heaviest subtree (we call T ∗ a top subtree of P ).

The horizontal distance of the nodes in V is set so that, for any two nodes
x and y such that x comes right before y on P or Q, the rightmost vertical
line intersecting x or its attached subtrees is one unit to the left of the leftmost
vertical line intersecting y or its attached subtrees. There are two exceptions
to this rule, involving the distance between πx and its neighbors πx+1 and τ1.
Indeed, the distance between πx and πx+1 is set so that the rightmost vertical line
intersecting πx+1 or its attached subtrees is one unit to the left of the leftmost
vertical line intersecting P or its attached subtrees, or πx, or Lπx

; the distance
between πx and τ1 is set similarly. The reason for “pushing” πx+1 (τ1) and its
attached subtrees to the left (right) of P and its attached subtrees is to allow
for a vertical compaction of Γ . In fact, the vertical distance between P and Q
can be set so that the bottommost horizontal line intersecting P or its attached
subtrees is one unit above Q. This completes the construction of Γ .

It is easy to see that Γ is a planar straight-line orthogonal drawing with the
top-visibility property. Every grid column intersecting Γ contains at least one
node of T , hence the width of Γ is in O(n). We now analyze the height of Γ .
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Let H(n) be the maximum height of a drawing of an n-node tree constructed
by the described algorithm. Then the height of Γ is at most H(n). Note that
H(1) = 1.

Let a (b) be the maximum cardinality of a top (resp. bottom) subtree of P .
Let r (s) be the maximum cardinality of a top (resp. bottom) subtree of Q. By
definition of x we have |V (Mπi

)|, |V (Lπi
)| < n/p, for i ∈ {1, . . . , x − 1}. Hence:

a, b < n/p. (1)

Since the lightest subtree of the root of a tree with m nodes has less than
m/3 nodes, we have

s ≤ (n − a − b)/3. (2)

We also have the following inequality, whose proof needs some case analysis.

r + s ≤ 2(p − 1)
3p

n. (3)

Proof: Let R and S be a top and bottom subtree of Q, respectively, with |R| = r
and |S| = s. By construction R = Mπi

, for some x < i < k(π), or R = Mτi
, for

some 1 ≤ i < k(τ). Further, S = Lπj
, for some x ≤ j < k(π), or S = Lτj

, for
some 1 ≤ j < k(τ). We first assume that R = Mπi

, for some x < i < k(π). We
distinguish five cases.

Fig. 2. The five cases in the proof of Inequality (3).

Case 1: S = Lπx
(see Fig. 2(a)). We have that |Hπi

| ≥ r; also, |Mπx
| ≥ s.

Since Lπx
, Mπx

, Mπi
, and Hπi

are vertex-disjoint, we have 2r + 2s ≤ n, which
implies r + s ≤ 2(p−1)

3p n if p ≥ 4.
Case 2: S = Lτj

, for some 1 ≤ j < k(τ) (see Fig. 2(b)). We have |Hπi
| ≥

r; also, |Hτj
| ≥ s. Since Lτj

, Hτj
, Mπi

, and Hπi
are vertex-disjoint, we have

2r + 2s ≤ n, which implies r + s ≤ 2(p−1)
3p n if p ≥ 4.

Case 3: S = Lπj
, for some x < j < i < k(π) (see Fig. 2(c)). We have

|Hπi
| ≥ r; also, |Mπj

| ≥ s. Since Lπj
, Mπj

, Mπi
, and Hπi

are vertex-disjoint, we
have 2r + 2s ≤ n, which implies r + s ≤ 2(p−1)

3p n if p ≥ 4.
Case 4: S = Lπi

(see Fig. 2(d)). By definition of x we have |Mπx
| ≥ n/p.

Since Tπi
and Mπx

are vertex-disjoint, we have |Tπi
| ≤ p−1

p n. Since |Hπi
| ≥

|Mπi
|, |Lπi

|, we have r + s ≤ 2(p−1)
3p n.
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Case 5: S = Lπj
, for some x < i < j < k(π) (see Fig. 2(e)). As in Case 4, we

have |Tπi
| ≤ p−1

p n. Since Tπi+1 = Hπi
, we have r ≤ |Tπi+1 |. Since |Hπj

|, |Mπj
| ≥

|Lπj
|, we have s ≤ |Tπi+1 |/3, hence r + s ≤ 4|Tπi+1 |/3. On the other hand, at

least |Tπi+1 | − |Lπj
| ≥ 2|Tπi+1 |/3 nodes of Tπi+1 do not belong to R or S, hence

4|Tπi+1 |
3 +

2|Tπi+1 |
3 = 2|Tπi+1 | ≤ p−1

p n, which is |Tπi+1 | ≤ p−1
2p n. It follows that

r + s ≤ 2(p−1)
3p n.

This concludes the discussion if R = Mπi
, for some x < i < k(π). Our argu-

ments above do not make use of the fact that |Tπx+1 | ≥ |Tτ1 |. Hence, symmetric
arguments handle the case in which R = Mτi

, for some 1 ≤ i < k(τ). ��
The height of the part of Γ below �Q is given by the height of a bottom

subtree of Q. Further, since �Q is one unit below the bottommost horizontal
line intersecting P or its attached subtrees, the height of the part of Γ above
�Q is given by the maximum between the height of a top subtree of Q, and the
height of a top subtree of P plus the height of a bottom subtree of P plus one
(corresponding to �P ). Since the heights of a top subtree of P , a bottom subtree
of P , a top subtree of Q, and a bottom subtree of Q are at most H(a), H(b),
H(r), and H(s), respectively, by taking into account the grid row of �Q we get:

H(n) ≤ max{H(r) + H(s) + 1,H(a) + H(b) + H(s) + 2}. (4)

We are going to inductively prove that

H(n) ≤ 2 · nc − 1, where c =
1

log2
3p

p−1

. (5)

Note that inequality (5) is trivially true if n = 1. Now assume that inequal-
ity (5) is true for all integer values of the variable less than n. By inequality (4),
it suffices to prove that max{H(r)+H(s)+1,H(a)+H(b)+H(s)+2} ≤ 2·nc−1.

– First, we need to have H(r) + H(s) + 1 ≤ 2 · nc − 1. By induction, H(r) +
H(s) + 1 ≤ 2 · rc − 1 + 2 · sc − 1 + 1, hence we need that rc + sc ≤ nc.
Here we use Hölder’s inequality, which states that

∑
aibi ≤ (

∑
ax

i )
1
x (

∑
by
i )

1
y

for every x and y such that 1/x + 1/y = 1. By employing the values 1/x = c,
1/y = 1 − c, a1 = rc, a2 = sc, b1 = b2 = 1, we get:

rc + sc ≤ (r + s)c · 21−c ≤
(

2(p − 1)
3p

n

)c

· 21−c = 2 ·
(

p − 1
3p

n

)c

,

where we exploited inequality (3). Thus, we need 2 · (p−1
3p n)c ≤ nc, which is

2 · (p−1
3p )1/(log2

3p
p−1 ) ≤ 1. Set x = 3p

p−1 ; then the previous inequality becomes
(1/x)1/ log2 x ≤ 1/2; taking the base-2 logarithms, we have log2(1/x)1/ log2 x ≤
log2(1/2), hence 1

log2 x log2(1/x) ≤ −1 which is −1 ≤ −1. This proves that
H(r) + H(s) + 1 ≤ 2 · nc − 1.
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– Second, we need to have H(a)+H(b)+H(s)+2 ≤ 2 ·nc−1. By inequality (2),
we have H(a)+H(b)+H(s)+2 ≤ H(a)+H(b)+H(n−a−b

3 )+2. By induction,
H(a) ≤ 2 · ac − 1, H(b) ≤ 2 · bc − 1, and H(n−a−b

3 ) ≤ 2 · (n−a−b
3 )c − 1, hence

we need that ac + bc + (n−a−b
3 )c ≤ nc.

We prove that f(a, b) = ac + bc + (n−a−b
3 )c grows monotonically with a, by

assuming that 0.5 < c < 0.6; this assumption will be verified later. We have
∂f(a,b)

∂a = c · ac−1 − c
3 · (n−a−b

3 )c−1, which is greater than zero as long as
ac−1 > 1

3c · (n − a − b)c−1. Since c < 0.6, we have that 1 − c is positive,
hence by raising the previous inequality to the power of −1/(1 − c) we get
a < 3c/(1−c) · (n−a−b), which is a < 3c/(1−c)

1+3c/(1−c) · (n−b). By inequality (1) the

latter is true as long as n
p < 3c/(1−c)

1+3c/(1−c) · p−1
p ·n, that is 3c/(1−c)

1+3c/(1−c) · (p− 1) > 1.

From 0.5 < c < 0.6 we get that 3c/(1−c) > 3, hence 3c/(1−c)

1+3c/(1−c) > 3
4 . Since

p > 4, the inequality 3c/(1−c)

1+3c/(1−c) · (p − 1) > 1 is satisfied, hence ∂f(a,b)
∂a > 0 and

f(a, b) grows monotonically with a.
Analogously, f(a, b) grows monotonically with b, as long as 0.5 < c < 0.6.
By inequality (1) we have a, b < n/p, hence the monotonicity of f(a, b) we

proved above implies ac + bc +
(

n−a−b
3

)c
< 2 · (n/p)c +

(
n−2n/p

3

)c

. Thus, we

need 2 · (n/p)c +
(

n−2n/p
3

)c

≤ nc. Dividing by nc, the inequality becomes

2 · (1/p)c +
(

1−2/p
3

)c

− 1 ≤ 0. Thus, we need to choose p so to satisfy 2 ·

(1/p)1/ log2
3p

p−1 +
(

1−2/p
3

)1/ log2
3p

p−1 − 1 ≤ 0; the latter inequality is true2 if
p ≥ 9.956. Thus setting p = 9.956 we have H(a)+H(b)+H(s)+2 ≤ 2 ·nc −1.

From p = 9.956 we get c = 0.576. By inequality (5) the height of Γ is in
O(n0.576). This completes the proof of the height and area bounds for Γ .

Finally, we describe how to modify the construction if x = 1, if x = 2, or if x
is undefined. If x is undefined, π “never turns down”, that is, the construction
coincides with the one above with x = k(π)+1; in this special case our construc-
tion actually coincides with the one of Frati [7]. If x = 1, the construction above
starts from πx, that is, it ignores the paths ρ, σ, and (π1, . . . , πx−1) and their
attached subtrees. If x = 2, π “immediately turns down”: the second heaviest
subtree of r(T ) = π1 = πx−1 is drawn as above, while its lightest subtree is
drawn as the second heaviest subtree of πx−1 above; the rest of the construc-
tion, starting from πx, coincides with the one above. In each of these cases, the
analysis on the area of the constructed drawings does not change.

3 Complete Ternary Trees

When restricting the attention to complete ternary trees better area bounds
than the one from Theorem 1 are known. Namely, Frati [7] presented two induc-
tive constructions, which are called Constructions 1 and 2 and are depicted in
2 We used the software at www.wolframalpha.com in order to solve the inequality.

www.wolframalpha.com
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Figs. 3(a) and (b), respectively, and proved that either of them can be used to
obtain drawings with O(n1.262) area. That bound was improved by Ali [1], whose
construction, which is depicted in Fig. 3(c), achieves an O(n1.118) bound.

1 11

r(Th)
1 1

r(Th)

1

r(Th)

)c()b()a(

r(Th)

r(Th)
Γh−1r(Th)

Γh−1

1

Γh−2 1

Γh−2

Γh−2
1

1

1

1 1

)f()e()d(

Fig. 3. (a) and (b) Constructions 1 and 2 from [7]; each of them constructs a drawing of
Th out of 3 copies of the inductively constructed drawing of Th−1. (c) The construction
of a drawing of Th from [1], which employs 9 copies of the inductively constructed draw-
ing of Th−2. (d) H-drawings, as in [13]. (e) HV-drawings, as in [4]. (f) The construction
of an O(n1.149)-area drawing of Th satisfying the subtree separation property.

Denote by Th the complete ternary tree such that every root-to-leaf path
has length h. In the remainder of the paper we investigate what area bounds
can be achieved for planar straight-line orthogonal drawings of Th by combining
Constructions 1 and 2. More formally, we define a 1-2 drawing of Th as follows.
If h = 1, then any drawing in which the root r(Th) of Th is at a grid point of
the plane is a 1-2 drawing. If h > 1, then consider any three (not necessarily
congruent) 1-2 drawings of Th−1 and arrange them as in Construction 1 or as in
Construction 2; then the resulting drawing of Th is a 1-2 drawing.

A 1-2 drawing has a feature that the drawings of Ali [1] do not have, called
subtree separation property: the smallest axis-parallel rectangles enclosing the
drawings of any two node-disjoint subtrees do not overlap. This property has
been frequently considered in the tree drawing literature (see, e.g., [3,9,11,12]),
because of the readability of the drawings that have it and because it is directly
guaranteed by the following natural approach for drawing trees: Inductively con-
struct drawings of the subtrees of the root and place them together so that the
smallest axis-parallel rectangles enclosing them do not overlap; placing the root
in the plane completes the drawing. The notorious H-drawings [13] and HV-
drawings [4], which can be constructed in linear area for complete binary trees,
satisfy the subtree separation property (see Figs. 3(d) and (e), respectively).
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Let the left width of a drawing Γ of a ternary tree be the number of grid
columns intersecting Γ to the left of the root; the right width, top height, and
bottom height of Γ are defined analogously. We have the following.

Lemma 1. Suppose that the complete ternary tree Th has a planar straight-line
orthogonal drawing Γ with the subtree separation property, with left width λ, with
right width ρ, with height η, and such that, if h ≥ 2, the three children of r(Th)
are to the left, below, and to the right of r(Th).

Then there is a 1-2 drawing Γ ′ of Th with the following properties:

– the left and right widths of Γ ′ are both equal to a value μ ≤ min{λ, ρ};
– the height of Γ ′ is at most η;
– if h ≥ 2, then the three children of r(Th) are to the left, below, and to the

right of r(Th) in Γ ′; and
– if h ≥ 2, then let L, B, and R be the subtrees of r(Th) rooted at the children

of r(Th) to the left, below, and to the right of r(Th), respectively; then the
drawings of L and R in Γ ′ are congruent, up to a rotation of 180◦.

Similar statements hold true if the three children of r(Th) are below, to the right,
and above r(Th), if they are to the right, above, and to the left of r(Th), or if
they are above, to the left, and below r(Th).

Proof sketch: The proof proceeds in three steps. We first replace the drawings
of L, B, and R in Γ by 1-2 drawings; we then replace the 1-2 drawing of one
between L and R by a rotated copy of the 1-2 drawing of the other one; we
finally compact the drawing of Th by translating the drawings of L, B, and R.
The full proof of the lemma will be shown in the full version of the paper.

Lemma 1 implies that 1-2 drawings require minimum area among the planar
straight-line orthogonal drawings satisfying the subtree separation property.

Theorem 2. For any positive integer h, there is a 1-2 drawing of the com-
plete ternary tree Th achieving minimum area among all the planar straight-line
orthogonal drawings of Th satisfying the subtree separation property.

Proof: By Lemma 1 for any planar straight-line orthogonal drawing Γ of Th

satisfying the subtree separation property there is a 1-2 drawing Γ ′ whose width
and height are at most equal to the width and height of Γ , respectively. ��

Theorem 2 motivates the study of the area requirements of 1-2 drawings of
complete ternary trees. Our next theorem proves an upper bound for the area
requirements of 1-2 drawings that improves upon the O(n1.262) area bound by
Frati [7] and is close to the O(n1.118) bound by Ali [1] for planar straight-line
orthogonal drawings that do not satisfy the subtree separation property.

Theorem 3. The n-node complete ternary tree has a 1-2 drawing (and hence a
planar straight-line orthogonal drawing satisfying the subtree separation property)
in O(n1.149) area.
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Proof: We show an inductive algorithm that constructs a 1-2 drawing Γh of Th

in O(n1.149) area, so that the three children r(L), r(B), and r(R) of r(Th) are
to the left, below, and to the right of r(Th), respectively. Denote by L, B, and
R the subtrees of r(Th) rooted at r(L), r(B), and r(R), respectively. Further,
denote by W (h) and H(h) the width and the height of Γh, respectively.

In the base case of the algorithm we have h ≤ 2. If h = 1 then Γ1 is con-
structed by placing r(Th) at any grid point in the plane. If h = 2 then Γ2 is
constructed by combining three copies of Γ1 by means of Construction 1. Note
that W (1) = H(1) = 1, W (2) = 3, and H(2) = 2.

If h > 2 we construct Γh as in Fig. 3(f). In particular, we first construct
a 1-2 drawing of B; this is done by combining, by means of Construction 1,
three copies of the inductively constructed drawing Γh−2 of Th−2 (two of such
copies are rotated by 90◦, one clockwise and one counter-clockwise). We then
construct Γh by combining, by means of Construction 2, two copies of the induc-
tively constructed drawing Γh−1 of Th−1 (rotated by 90◦, one clockwise and one
counter-clockwise), which serve as drawings for L and R, with the just con-
structed drawing of B. We now analyze the area requirements of Γh.

The width of Γh is given by the maximum between the width of the part of
Γh comprising r(Th), L, and R, and the part of Γh comprising B, that is:

W (h) = max{2H(h − 1) + 1,W (h − 2) + 2H(h − 2)}. (6)

The height of Γh is given by the height of the part of Γh comprising r(Th),
L, and R, plus the height of the part of Γh comprising B, that is:

H(h) = W (h − 1) + max{W (h − 2), (W (h − 2) + 1)/2 + H(h − 2)}. (7)

We now inductively prove that W (h) ≤ k · ch − 1 and H(h) ≤ α · k · ch − 1,
for any h = 1, 2, . . . , where α, k, and c are suitable constants (to be determined)
such that 1/2 < α < 1, k > 1, and 1 < c < 2; in particular, we would like c to
be as small as possible. In the base case (1 ≤ h ≤ 2), for any constants c > 1
and 1/2 < α < 1, a constant k = k(c, α) can be chosen large enough so that
W (h) ≤ k ·ch−1 and H(h) ≤ α·k ·ch−1. Indeed, it suffices to choose k ≥ 4/(α·c)
in order to have k · ch − 1 > α · k · ch − 1 ≥ 3 ≥ W (1),H(1),W (2),H(2).

For the inductive case, assume that W (h′) ≤ k·ch′−1 and H(h′) ≤ α·k·ch′−1,
for every integer h′ < h; we prove the same inequalities for h.

By applying induction in Eq. (7), we get H(h) ≤ k · ch−1 −1+max{k · ch−2 −
1, (k ·ch−2 −1+1)/2+α ·k ·ch−2 −1} ≤ k ·ch−1 −1+k ·ch−2 ·max{1, α+1/2} ≤
k · ch−1 − 1 + (α + 1/2) · k · ch−2, where we exploited α > 1/2. Hence, we want
k · ch−1 − 1 + (α + 1/2) · k · ch−2 ≤ α · k · ch − 1, that is

α · c2 − c − (α + 1/2) ≥ 0. (8)

In order to establish W (h) ≤ k · ch − 1 we distinguish two cases.
If W (h−2)+2H(h−2) ≥ 2H(h−1)+1, then by applying induction, we get

W (h) ≤ k · ch−2 − 1 + 2(α · k · ch−2 − 1) = (2α + 1) · k · ch−2 − 3. Hence, we want
(2α + 1) · k · ch−2 − 3 ≤ k · ch − 1, which is true as long as c2 ≥ 2α + 1, hence

c ≥ √
2α + 1. (9)
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If 2H(h − 1) + 1 > W (h − 2) + 2H(h − 2), then by applying induction,
we get W (h) ≤ 2(α · k · ch−1 − 1) + 1 = 2α · k · ch−1 − 1. Hence, we want
2α · k · ch−1 − 1 ≤ k · ch − 1, which is true as long as

c ≥ 2α. (10)

Now pick c = 2α, thus satisfying inequality (10). Substituting c = 2α in
inequality (8), we want 4α3 − 3α − 1/2 ≥ 0, which is true if α ≥ 0.9397. So
take α = 0.9397, implying that inequality (8) is satisfied and note that c =
2α = 1.8794 > 1.6969 >

√
2α + 1, hence inequality (9) is satisfied as well. This

completes the induction and hence proves that W (h),H(h) ∈ O(1.8794h).
Since h = log3 n+O(1), we have W (h),H(h) ∈ O(1.8794log1.8794 n/ log1.8794 3),

hence W (h),H(h) ∈ O(n0.5744). Theorem 3 follows. ��
We now prove the following theorem.

Theorem 4. A minimum-area 1-2 drawing of a complete ternary tree can be
computed in polynomial time.

The proof of Theorem 4 is based on the following strategy3, which resembles
the approach proposed in [8] in order to compute minimum-area LR-drawings
of binary trees. For any value of h we aim at computing all the Pareto-optimal
width-height pairs (ω, η) for the 1-2 drawings of Th; these are the pairs such that:
(i) Th admits a 1-2 drawing with width ω and height η; and (ii) there exists no
pair (ω′, η′) such that Th admits a 1-2 drawing with width ω′ and height η′,
where ω′ ≤ ω, η′ ≤ η, and at least one of these inequalities is strict.

Lemma 2. There are O(n) Pareto-optimal width-height pairs for the 1-2 draw-
ings of a complete ternary tree with n nodes.

Proof: The statement comes from the following two observations. First, for
any integer value ω there is at most one Pareto-optimal pair (ω, η). Second, any
Pareto-optimal pair (ω, η) has ω ≤ n, as any 1-2 drawing with width greater than
n has a grid column not containing any vertex; then the part of the drawing to
the right of such a grid column can be moved one unit to the left, resulting in a
1-2 drawing with the same height and with smaller width. ��
Lemma 3. The Pareto-optimal width-height pairs for the 1-2 drawings of Th

can be computed in polynomial (in the number of nodes of Th) time.

Proof: In this proof by pair we always mean Pareto-optimal width-height pair.
Suppose that the pairs for the 1-2 drawings of Th−1 have been computed already
(note that (1, 1) is the only pair for the 1-2 drawings of T1). We compute the
pairs for the 1-2 drawings of Th by considering all the triples (pl, pb, c) where

3 We claim that Theorem 4 can be generalized to ternary trees that are not necessarily
complete. However, since our main interest in 1-2 drawings comes from the study of
the area requirements of complete ternary trees, we opted for keeping the exposition
simple and present the theorem and its proof for complete ternary trees only.
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pl = (ωl, ηl) and pb = (ωb, ηb) are pairs for the 1-2 drawings of Th−1 and c is
either 1 or 2. By Lemma 2 there are O(n2) such triples. For each triple (pl, pb, c)
we consider the 1-2 drawing Γ defined as follows:

– the drawing of L in Γ is a 1-2 drawing with width ωl and height ηl;
– the drawing of R in Γ is a 1-2 drawing with width ωl and height ηl;
– the drawing of B in Γ is a 1-2 drawing with width ωb and height ηb;
– the drawings of L, B, and R are arranged as in Construction c (the drawings

of L and R are rotated clockwise and counter-clockwise by 90◦, respectively).

h 1 2 3 4 5 6 7 8 9 10 11 12 13 14

n 1 4 13 40 121 364 1093 3280 9841 29 524 88 573 265 720 797 161 2 391 484

Area 1 6 25 99 342 1184 4030 13 320 44 457 144 690 469 221 1 520 189 4 840 478 15 550 542

h 15 16 17 18 19 20

n 7 174 453 21 523 360 64 570 081 193 710 244 581 130 733 1 743 392 200

Area 49 461 933 157 388 427 498 895 215 1 580 110 511 4 990 796 080 15 765 654 805

The width and height of Γ can be computed easily as follows (see also [7]).
If c = 1, then the width of Γ is equal to 2ηl + ωb, otherwise it is equal to the
maximum between 2ηl +1 and ωb. Further, if c = 1, then the height of Γ is equal
to the maximum between ωl and ηb +(ωl +1)/2, otherwise it is equal to ωl + ηb.

Out of the O(n2) 1-2 drawings of Th constructed as above we only keep the
O(n) drawings corresponding to Pareto-optimal width-height pairs – it comes
again from Lemma 2 that there are this many Pareto-optimal width-height pairs.
This can be accomplished in polynomial time by ordering the O(n2) width-height
pairs by increasing width and, secondarily, by increasing height, and by removing
every width-height pair that is preceded by a pair with smaller or equal height.

The proof of correctness of the described algorithm exploits Lemma 1. In
particular, the algorithm uses, in every constructed drawing of Th, two drawings
for the left and right subtrees of r(Th) that are congruent, up to a rotation of
180◦, which can be done without loss of generality by Lemma 1. Further, the
algorithm constructs the Pareto-optimal pairs for the 1-2 drawings of Th starting
from the Pareto-optimal pairs for the 1-2 drawings of Th−1. This is also not a loss
of generality since, again by Lemma 1, any 1-2 drawing of Th−1 can be replaced
by a 1-2 drawing of Th−1 corresponding to a Pareto-optimal pair in which the
bottom and top heights (or the left and right widths) are the same, without
increasing the width and height of the drawing of Th. ��

Lemmata 2 and 3 imply Theorem 4, as the minimum area for a 1-2 drawing of
Th is equal to min{ω ·η}, where the minimum is taken over all the Pareto-optimal
width-height pairs (ω, η) for the 1-2 drawings of Th.

We run a mono-thread C implementation of the algorithm that computes
the Pareto-optimal width-height pairs for the 1-2 drawings of Th described in
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the proof of Lemma 3 on a machine with two 4-core 3.16 GHz Intel(R) Xeon(R)
CPU X5460 processors, with 48 GB of RAM, running Ubuntu 14.04.2 LTS. We
could compute the Pareto-optimal width-height pairs (ω, η) and the minimum
area for the 1-2 drawings of Th with h up to 20. The computation of the pairs
for h = 20 took roughly 5 days. The table below shows the value of h, the
corresponding value of n, which is (3h − 1)/2, and the minimum area required
by any 1-2 drawing (and by Theorem2 by any planar straight-line orthogonal
drawing satisfying the subtree separation property) of Th.

By means of the Mathematica software [16] we searched for the function of
the form a · nb + c that better fits the values of the table above, according to
the least squares optimization method. The optimal function we got is 3.3262 ·
x1.047 − 181 209.1337. While the large absolute value of the additive constant
suggests the need for a lower order term or for a different optimization method,
the experimentation also seems to indicate that planar straight-line drawings
with the subtree separation property cannot be constructed within almost-linear
area. We hence conclude the paper with the following conjecture.

Conjecture 1. There exists a constant ε > 0 such that n-node complete ternary
trees require Ω(n1+ε) area in any planar straight-line orthogonal drawing satis-
fying the subtree separation property.
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Abstract. We propose a fixed-parameter tractable algorithm for the
Max-Cut problem on embedded 1-planar graphs parameterized by the
crossing number k of the given embedding. A graph is called 1-planar
if it can be drawn in the plane with at most one crossing per edge.
Our algorithm recursively reduces a 1-planar graph to at most 3k planar
graphs, using edge removal and node contraction. The Max-Cut prob-
lem is then solved on the planar graphs using established polynomial-time
algorithms. We show that a maximum cut in the given 1-planar graph
can be derived from the solutions for the planar graphs. Our algorithm
computes a maximum cut in an embedded 1-planar graph with n nodes
and k edge crossings in time O(3k · n3/2 log n).

Keywords: Maximum cut · Fixed-parameter tractable
1-planar graphs

1 Introduction

Partitioning problems on graphs receive increasing attention in the literature.
Here the task is to partition the set of nodes of a given (weighted) undirected
graph so that the number (or weighted sum) of connections between the parts is
minimized. A special case is the Max-Cut problem which asks for a node par-
tition into two sets so that the sum of the edge weights in the cut is maximised.
The problem is getting increasing attention in the literature, since it is directly
related to solving Ising spin glass models (see, e.g., Barahona [3]) which are of
high interest in physics. Besides its theoretical merits, Ising spin glass models
need to be solved in adiabatic quantum computation [20]. Other applications
occur in the layout of electronic circuits [6,8].

The Max-Cut problem has been shown to be NP-hard for general
graphs [15]. Moreover, Papadimitriou and Yannakakis [24] have shown that the
Max-Cut problem is APX-hard, i.e., there does not exist a polynomial-time
approximation scheme unless P = NP. Goemans and Williamson suggested a ran-
domized constant factor approximation algorithm [10] which has been derandom-
ized by Mahajan and Ramesh [19] and has a performance guarantee of 0.87856.
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 141–152, 2018.
https://doi.org/10.1007/978-3-319-94667-2_12
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There are a number of special cases for which the problem can be solved in
polynomial time. The most prominent case arises if the weights of all edges are
negative, since then the problem can be solved via network flow. Other special
cases are graphs without long odd cycles [11] or weakly bipartite graphs [12].
Another prominent case arises for planar input graphs. Orlova and Dorfman [22]
and Hadlock [13] have shown that the Max-Cut problem can be solved in poly-
nomial time for unweighted planar graphs. Their algorithms can be extended
to work on weighted planar graphs (e.g., Mutzel [21]). Currently, the fastest
algorithms have been suggested by Shih et al. [25] and by Liers and Pardella
[18]. These results have been extended to the class of graphs not contractible to
K5 [5] and to toroidal graphs [4,9] (i.e., graphs that can be embedded on the
torus). In this paper, we show an extension of the planar special case to that of
the class of 1-planar graphs.

A graph is 1-planar if it can be drawn into the plane so that every edge
is crossed at most once. While planarity testing can be done in linear time
[14], the recognition problem for 1-planar graphs is much harder. Korzhik and
Mohar showed that 1-planarity testing is NP-hard [16]. However, there are fixed-
parameter tractable (FPT) algorithms parameterized by the cyclomatic number
(the minimum number of edges that must be removed from the graph to create
a forest), the tree-depth or the node cover number [2]. For 1-planar graphs these
algorithms construct a 1-planar embedding.

Our Contribution. Given an embedded 1-planar graph with k crossings, we
suggest a fixed-parameter tractable algorithm for the Max-Cut problem with
parameter k. The idea of our algorithm is to recursively reduce the input graph
into a set of at most 3k planar graphs using a series of edge removals and node
contractions. The planar instances can then be solved using the polynomial time
algorithms suggested in [18,25] with running time O(n3/2 log n) for a planar
graph with n nodes.

The paper is organized as follows. Section 2 contains the basic definitions
concerning cuts and 1-planarity. We also introduce the class of k-almost-planar
graphs which have 1-planar drawings not exceeding k crossings. In Sect. 3 we
present our new algorithm for embedded 1-planar graphs and prove its correct-
ness. Our analysis of its running time shows that it is fixed-parameter tractable
with parameter k. We end with a conclusion and open problems in Sect. 4.

2 Preliminaries

Throughout our paper, we consider undirected weighted graphs G = (V,E, c)
with arbitrary edge weights. A partition of the nodes of G into two sets S ⊆ V
and S = V \S defines the cut δ(S,G) = {(uv) ∈ E | (u ∈ S and v ∈ S) or (v ∈
S and u ∈ S)}. The value of a cut δ(S,G) in the graph G is the sum of weights of
all edges in the cut: c(δ(S,G)) =

∑
e∈δ(S,G) ce. The Max-Cut problem searches

for a cut in a given weighted graph with highest value. For the graph class of
planar graphs, the Max-Cut problem can be solved in polynomial time.
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A graph is planar if it admits a planar drawing, i.e., a drawing on the plane
without any edge crossing. A drawing admits a rotation system which is a
clockwise-ordering of the incident edges for every node. In a planar drawing,
a rotation system defines the faces, i.e., the topologically connected regions of
the plane. One of the faces, the outer face, is unbounded. A face is uniquely
described by its boundary edges. Such a description for each face is an equiv-
alent definition of a (planar) embedding. A (planar) embedding represents the
set of all planar drawings with the same faces. It can be represented by the
description of the faces or by the rotation system. It is well known that pla-
narity testing can be solved in linear time [14]. The same is true for computing a
planar embedding. In order to generate crossing free drawings of planar graphs,
a number of various algorithms exist, e.g., the straight-line drawing algorithm
by de Fraysseix et al. [7].

Planar graphs are contained in the class of 1-planar graphs. A graph is
1-planar, if it admits a 1-planar drawing, i.e., a drawing on the plane with at
most one crossing per edge. Testing 1-planarity is NP-hard [16] even in the case
of bounded treewidth or bandwith [2]. A 1-planar embedding defines the faces of
a given 1-planar drawing and can be represented by the set of crossings X and a
list of edges and edge segments (half edges) for the crossings for each face. Note
that a 1-planar embedding uniquely defines a rotation system for the nodes.
However, the opposite is not true. In general, a rotation system does not allow
for computing the crossings efficiently or a 1-planar embedding. Auer et al. [1]
have shown that testing 1-planarity of a graph with a fixed rotation system is
NP-hard even if the graph is 3-connected.

We call a 1-planar graph k-almost-planar if it admits a 1-planar drawing
with at most k edge crossings. For edge removal and node contraction we use
the following notation: G − e = (V,E \ {e}) denotes the graph obtained from
G = (V,E) by deleting the edge e ∈ E. G/xy contracts the two nodes x and y
into a new node vxy /∈ V . In doing so, the edges leading to x or y are replaced
by a new edge to vxy. Multi-edges to vxy are contracted to one edge and their
edge weights are added, self-loops are deleted. We denote the inverse operation
of contraction by Split. The contraction and Split operation can be applied
to a subset of nodes S ⊆ V :

S/xy =

{
S \ {x, y} ∪ {vxy} if x, y ∈ S

S otherwise

Split(S, vxy) =

{
S \ {vxy} ∪ {x, y} if vxy ∈ S

S otherwise

3 Max-Cut for Embedded 1-Planar Graphs

Our main idea for computing the maximum cut in an embedded 1-planar graph
G is to eliminate its k crossings and then use a Max-Cut algorithm for planar
graphs on the resulting planar graph. In order to remove a crossing, we need to
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know the two crossing edges of each crossing. We use two methods to remove
a crossing: Either by deleting one of the crossing edges, or by contracting two
nodes that do not belong to the same crossing edge.

3.1 Removing the Crossings

In this section let G = (V,E, c) be a k-almost-planar graph with a 1-planar
embedding (Π,X) and a set of crossing edges X with |X| = k. A crossing is
defined by a pair of crossing edges, e.g., let χ = {evy, ewz} ∈ X be an arbitrary
crossing. The following lemma shows that specific node contractions (and edge
deletions) remove at least one crossing and do not introduce new crossings.
Figure 1b and c show examples of node contraction and Fig. 1d shows an example
of edge deletion.

Lemma 1. Let G be a k-almost-planar graph with 1-planar embedding (Π,X)
and χ = {evy, ewz} ∈ X be an arbitrary crossing. The graphs G/ab, G− evy and
G−ewz are (k −1)-almost-planar for ab ∈ {vw, vz, wy, yz}. The set of crossings
in the resulting 1-planar embedding is a proper subset of X.

Proof. Since the contracted nodes a and b are each an endpoint to one of the
crossing edges, the contracted node is an endpoint to both edges. Since evy and
ewz now have a common endpoint, they can be drawn without a crossing. There-
fore the crossing χ is removed. The contraction does not create new crossings
because the two nodes a and b can be moved along their half edges towards the
crossing. This is possible because we have a 1-planar embedding which has the
property that every crossing is incident to two half edges connecting it with its
endpoints. The new node vab is then placed where the crossing used to be. All
other edges can be extended to the new node along the way of the same half
edges without creating new crossings. Multi-edges are merged into a single edge
and self-loops are deleted. In G − evy and G − ewz, the crossing χ is removed by
deleting one of its crossing edges. Obviously this does not lead to new crossings.
So in both cases the number of crossings decreases. ��

The recursive application of Lemma 1 shows that all crossings can be removed
with these two operations. Thus after k contraction or removal operations, the
resulting graph is planar and a planar Max-Cut algorithm can be applied to
compute a maximum cut. The following lemma shows how to project a cut in
G/xy or G − e back onto G.

Lemma 2. Let G = (V,E, c) be a weighted graph, x �= y ∈ V and S ⊆ V .

(i) Let δ(S,G/xy) be a cut in G/xy, then the cut δ(Split(S, vxy), G) in G has
the same value.

(ii) If x and y are in the same set (x, y ∈ S or x, y ∈ S) then δ(S,G) =
δ(S,G − exy) for exy ∈ E.
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Fig. 1. An example how a crossing can be removed. (Blue dashed edges are merged
edges from H.) (Color figure online)

Proof. (i) Let S define a cut in G/xy. If the contracted node vxy is split, the
cut is projected from G/xy to G. The corresponding set of nodes in G is S′ =
Split(S, vxy). It defines a cut in G. If vxy /∈ S then S = S′. The weight of an edge
e ∈ δ(S,G/xy) in G/xy is either the same as the weight of the corresponding
edge e′ ∈ δ(S′, G) in G or it is split between two edges e′, e′′ ∈ δ(S′, G) in G.
The only edge that might exist in G but not in G/xy is exy. Since x and y
were contracted in G/xy, they are either both in S′ or both in S′. Therefore the
only edge that could be added in G by splitting vxy can not add to the value of
δ(S′, G) in G. So no weights are lost or added due to the projection and the two
cuts have the same value.
(ii) This is obvious because exy is in neither of the two cuts. ��

3.2 The Max-Cut Algorithm

We use the three operations introduced above to successively remove all crossings
of a 1-planar graph. All planar instances obtained in this way are then solved
by a Max-Cut algorithm for planar graphs. From the solutions of the planar
graphs, we construct a solution for the original graph. Note that the algorithm
only needs the graph G and the set of edge crossings X as input. However, the
1-planar embedding is needed to show the correctness of the algorithm.
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MaxCut(G, X)

Input: An undirected weighted 1-planar graph G and a set of crossing edges X in a
1-planar embedding of G.
Output: A set S ⊆ VG defining a maximum cut δ(S, G) ⊆ EG in G.

1: if X = ∅ then
2: S ← MaxCutplanar(G)
3: else
4: choose an element χ ← {evy, ewz} ∈ X
5: S1 ← MaxCut(G/wy, Update(X, w, y))
6: S2 ← MaxCut(G/yz, Update(X, y, z))
7: S3 ← MaxCut(G − ewz, X \ {χ})
8: G1 ← G/wy, G2 ← G/yz, G3 ← G − ewz

9: j ← argmax
1≤i≤3

c(δ(Si, Gi))

10: if j = 1 then
11: S ← Split(S1, vwy)
12: else if j = 2 then
13: S ← Split(S2, vyz)
14: else
15: S ← S3

16: end if
17: end if
18: return S

Algorithm 1.1. Max-Cut algorithm for embedded 1-planar graphs

Algorithm 1.1 realizes this approach with a recursive function, which is ini-
tially called with the input graph G and the set of crossings X present in its
embedding. As the algorithm progresses, the graph is successively modified and
the set of crossings is adjusted according to the modifications applied. If the
graph G passed as parameter to the function is planar (X = ∅), then a pla-
nar Max-Cut algorithm is called (line 2). If there are still crossings remaining,
an arbitrary crossing is selected and removed in three different ways: Let y be
an arbitrary endpoint of one crossing edge and ewz, w �= y, z �= y, the other
crossing edge, then (i) the nodes y and w are contracted, (ii) the nodes y and
z are contracted, and (iii) the edge ewz is deleted. Each operation removes at
least the selected crossing, but in case (i) and (ii) also other crossing may be
affected. Therefore, the set of crossings X is adjusted by the function Update.
If two nodes w, y are contracted, Update(X,w, y) removes every crossing in X
which was dissolved by contracting w and y, and replaces every appearance of
w or y in X with the contracted node vwy. To check if a crossing was dissolved,
Update checks if w and y are both part of the crossing. Since every crossing
needs to be checked once, Update has a linear running time. For each case, the
recursive function is called with the modified graph and the set of crossings as a
parameter (lines 5–7). Each call returns a node set defining a maximum cut in
the modified instance. The cut with maximal value is then projected back to G.
If the maximum cut is obtained in a graph with contracted nodes, i.e., case (i)
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or (ii), then the original nodes are restored by the function Split(S, vwy), which
replaces vwy with w and y if S contains the contracted node. This cut-defining
set is then returned as the solution to the subproblem.
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Fig. 2. An example how the algorithm calculates aMax-Cut in an embedded 2-almost-
planar graph. (Blue dotted edges were merged and have weight 2; all other edges have
weight 1; curvy edges belong to the cut; black dashed edges do not belong to the cut.)
(Color figure online)

Example 1. Given the 2-almost planar graph H in Fig. 1a with uniform edge
weights, e.g. 1. The algorithm removes the left crossing in the three described
ways. The resulting graphs are shown in Fig. 1b–d. The recursively calculated
cuts of these graphs are depicted in Fig. 2a–c with 2b being the largest cut. This
cut is transferred back to H by splitting the contracted node vcd. The resulting
cut is shown in Fig. 2d. It is a maximum cut in H.

3.3 Correctness

The four endpoints of a crossing can be partitioned in eight non-isomorphic
ways, cf. Fig. 3: (a) all endpoints in one set, (b)/(c)/(d)/(e) three endpoints in
one set without v/w/y/z, (f)/(g) the two endpoints of different crossing edges
in the same sets, or (h) the two endpoints of the same crossing edges in one
set each. For arbitrary graphs, the induced cut is different because non-crossing
edges might be replaced with a path or might not exist at all.
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v w

yz

(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 3. The 8 non-isomorphic partitions of the four endpoints of a crossing. (The red
and curvy edges belong to the cut that is defined by the corresponding partition on
the K4.) (Color figure online)

Lemma 3. Let G = (V,E, c) be a 1-planar graph with a 1-planar embedding
(Π,X), S ⊆ V , and χ = {evy, ewz} ∈ X be an arbitrary crossing.

(i) If a cut δ(S,G) in G separates the four endpoints of χ as shown in Fig. 3(a),
(b), (c) or (f) then S2 = S/yz defines a cut in G/yz with the same value.
If δ(S,G) is maximal in G so is δ(S2, G/yz) in G/yz.

(ii) If a cut δ(S,G) in G separates the four endpoints of χ as shown in Fig. 3(a),
(b), (e) or (g) then S1 = S/wy defines a cut in G/wy with the same value.
If δ(S,G) is maximal in G so is δ(S1, G/wy) in G/wy.

(iii) If a cut δ(S,G) in G separates the four endpoints of χ as shown in Fig. 3(a),
(b), (d) or (h) then S3 = S defines a cut in G − ewz with the same value.
If δ(S,G) is maximal in G, so is δ(S3, G − ewz) in G − ewz.

Proof. (i) Let S define a cut in G that separates the endpoints of χ as shown
in Fig. 3(a), (b), (c) or (f). By contracting y and z, the set of nodes is projected
to G/yz and δ(S2, G/yz) is a cut in G/yz. The only edge that might have been
removed in G/yz does not add to the value of δ(S,G) in G because y and z are not
separated by the cut (Fig. 3(a), (b), (c) or (f)). Therefore, the two cuts have the
same value in both graphs. Let S define a maximum cut in G (with the required
property). If there was a cut δ(S′, G/yz) in G/yz larger than δ(S2, G/yz),
then Split(S′, vyz) would define a cut in G with the same value as δ(S′, G)
(Lemma 2(i)), contradicting that δ(S,G) is maximal in G.
(ii) The proof of the second proposition is analogous to the proof of the first.
(iii) Let S define a cut in G that separates the endpoints of χ as shown in
Fig. 3(a), (b), (d) or (h). Since G and G − ewz have the same set of nodes,
δ(S3, G − ewz) is a cut in G − ewz as well. We know that w and z are not
separated by the cut (Fig. 3(a), (b), (d) or (h)). Therefore the only edge that
was removed in G − ewz does not add to the value of the cut in G and the
cut has the same value in both graphs. Let S define a maximum cut in G
(with the required property). If there was a cut δ(S′, G − ewz) in G− ewz larger
than δ(S3, G − ewz), then δ(S′, G) would be a cut in G as well (Lemma 2(ii)),
contradicting that δ(S,G) is maximal in G. ��
Theorem 1. Algorithm1.1 computes a maximum cut in a 1-planar graph G,
given a set of crossing edges X in a 1-planar embedding of G.

Proof. We prove its optimality by induction over k. For k = 0, the given graph
is planar. Thus the Max-Cut algorithm for planar graphs calculates a node set
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defining a maximum cut in G. Let S∗ define a maximum cut in G. We show that
the cut δ(S,G) defined by the calculated node set S is not smaller than δ(S∗, G).
Let G1 = G/wy,G2 = G/yz and G3 = G − ewz be the (k − 1)-almost-planar
graphs (Lemma 1) whose cuts δ(S1, G1), δ(S2, G2) and δ(S3, G3) are calculated
recursively by the algorithm. There are 8 possible ways for S∗ to separate the
four endpoints of χ. These are shown in Fig. 3(a)–(h). If the endpoints of χ are
separated as shown in (a), (b), (e) or (g), then δ(S∗, G) has the same value as a
maximum cut δ(S∗

1, G1) in G1 (Lemma 3(ii)). Due to the induction hypothesis,
δ(S1, G1) is not smaller than δ(S∗

1, G1). If the endpoints of χ are separated as
shown in (c) or (f), then δ(S∗, G) has the same value as a maximum cut δ(S∗

2, G2)
in G2 (Lemma 3(i)). Due to the induction hypothesis, δ(S2, G2) is not smaller
than δ(S∗

2, G2). If the endpoints of χ are separated as shown in (d) or (h), then
δ(S∗, G) has the same value as a maximum cut δ(S∗

3, G3) in G3 (Lemma 3(iii)).
Due to the induction hypothesis, δ(S3, G3) is not smaller than δ(S∗

3, G3). The
algorithm chooses the node set defining the largest of these three cuts (line 9–
16) and projects it back to G without changing its value (Lemma 2). Thus the
calculated cut δ(S,G) is not smaller than δ(S1, G1), δ(S2, G2) and δ(S3, G3). ��

3.4 Running Time

Let n be the number of nodes and m be the number of edges of a given graph.
It is well known that a 1-planar graph has at most 4n − 8 edges [23]. For an
arbitrary 1-planar drawing, the number of crossings is bounded by m

2 , since every
edge can be crossed at most once and every crossing needs two edges. With the
previous observation, we can establish a bound depending on the number of
nodes: k ≤ 2n − 4.

Theorem 2. Algorithm1.1 computes a maximum cut in an embedded 1-planar
graph with n nodes and k crossings in time O(3k ·(Tp(n)+n)), where Tp(n) is the
running time of a planar Max-Cut algorithm. Using the algorithms suggested
in [17] or [25], the running time is O(3k · n3/2 log n).

Proof. Let T (k, n) be the running time of Algorithm1.1 on an embedded 1-
planar graph G with n nodes and k crossings. If G is planar, our algorithm uses
a planar Max-Cut algorithm, resulting in T (0, n) = Tp(n). Update has a linear
running time of O(k), since every crossing in X needs to be checked only once.
The contractions of G/wy and G/yz take time O(n + m) and the edge removal
G − ewz takes time O(m). Reversing a contraction on a set of nodes Si with
Split takes |Si| steps, resulting in a running time of O(n). Hence the recursive
running time is:

T (k, n) = 3 · T (k − 1, n) + O(k + n + m)

An induction proof shows that T (k, n) = 3k · (T (0, n)+
∑k

i=1 3−i ·O(i+n+m)).
Since m is bounded by 4n − 8 [23], k is bounded by 2n − 4 (see above), i is
bounded by k and the geometric sum equals a value between 0 and 1, the overall
running time is O(3k · (Tp(n) + n)). Liers and Pardella [17] or Shih et al. [25]
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describe a planar Max-Cut algorithm with a running time of O(n3/2 · log n),
resulting in a concrete running time of O(3k · n3/2 log n) for our algorithm. ��

If the number of crossings k in a 1-planar embedding is fixed, the running time
of Algorithm 1.1 is polynomial. However, in an arbitrary 1-planar embedding, k
is not fixed and the factor 3k leads to an exponential worst case running time.
But we can show that our algorithm is fixed-parameter tractable with parameter
k. Since its running time can be split into an exponential part, depending only
on the parameter k, (3k) and a polynomial part in the size of the input graph
(Tp(n) + n), the algorithm is fixed-parameter tractable with parameter k.

Theorem 3. The Max-Cut problem on embedded 1-planar graphs is fixed-
parameter tractable parameterized by the crossing number k of the given 1-planar
embedding.

4 Conclusion and Open Problems

We have presented a polynomial time algorithm for computing a Max-Cut in a
1-planar graph provided with a 1-planar embedding with a constant number of
crossings. This shows that the Max-Cut problem on embedded 1-planar graphs
is in the class FPT.

The question arises if our approach can be extended to general graphs with
up to k crossings per edge, so called k-planar graphs. Our approach is based
on the fact that node contractions and edge deletions decrease the number of
crossings (see Lemma 1). Figure 4 shows that this is no longer true if an edge is
crossed more than once. In this case, there are crossings that do not have direct
half edges connecting it to its endpoints like, e.g., the crossing (ad, cf) in Fig. 4.

a

. . .
l

f

b

e

c

. . .
l

d

l

(a) G

a

. . .
l

vdf

b

e

c

. . .
l

l

(b) G/df

Fig. 4. A 4-planar graph where the contraction of the nodes d and f leads to O(l) new
crossings. The two edges that generate the new crossings are drawn in red. Between a
and f (resp. c and d) in G are l independent paths. Beneath b there are l paths between
a and c that are pairwise connected and therefore have a specific order. The highest
path contains a node connected to b and the lowest path contains a node connected to
e. No matter where e is drawn in G/df , one of the two red edges crosses at least l − 1
other edges. (Color figure online)
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If we contract d and f , we get plenty of new crossings in the new graph G/df . We
are currently working to generalize our approach to embedded k-planar graphs.

Another interesting question would be to drop the assumption that we are
given a 1-planar embedding. Note that our algorithm does not need such an
embedding as input, it only needs to get a list of edge crossings that must
correspond to a 1-planar embedding. However, for our correctness analysis it is
important to have a 1-planar embedding of the graph.
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3 Université Paris-Dauphine, PSL Research University, CNRS UMR 7243,
LAMSADE, 75016 Paris, France
florian.sikora@dauphine.fr

Abstract. Finding cohesive subgraphs in a network is a well-known
problem in graph theory. Several alternative formulations of cohesive
subgraph have been proposed, a notable example being s-club, which
is a subgraph where each vertex is at distance at most s to the oth-
ers. Here we consider the problem of covering a given graph with the
minimum number of s-clubs. We study the computational and approxi-
mation complexity of this problem, when s is equal to 2 or 3. First, we
show that deciding if there exists a cover of a graph with three 2-clubs
is NP-complete, and that deciding if there exists a cover of a graph with
two 3-clubs is NP-complete. Then, we consider the approximation com-
plexity of covering a graph with the minimum number of 2-clubs and
3-clubs. We show that, given a graph G = (V, E) to be covered, cover-
ing G with the minimum number of 2-clubs is not approximable within
factor O(|V |1/2−ε), for any ε > 0, and covering G with the minimum
number of 3-clubs is not approximable within factor O(|V |1−ε), for any
ε > 0. On the positive side, we give an approximation algorithm of fac-
tor 2|V |1/2 log3/2 |V | for covering a graph with the minimum number of
2-clubs.

1 Introduction

The quest for modules inside a network is a well-known and deeply studied
problem in network analysis, with several application in different fields, like com-
putational biology or social network analysis. A highly investigated problem is
that of finding cohesive subgroups inside a network which in graph theory trans-
lates in highly connected subgraphs. A common approach is to look for cliques
(i.e. complete graphs), and several combinatorial problems have been considered,
notable examples being the Maximum Clique problem ([11, GT19]), the Minimum
Clique Cover problem ([11, GT17]), and the Minimum Clique Partition problem
([11, GT15]). This last is a classical problem in theoretical computer science,
whose goal is to partition the vertices of a graph into the minimum number of
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 153–164, 2018.
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cliques. The Minimum Clique Partition problem has been deeply studied since
the seminal paper of Karp [15], studying its complexity in several graph classes
[5,6,9,21].

In some cases, asking for a complete subgraph is too restrictive, as interesting
highly connected graphs may have some missing edges due to noise in the data
considered or because some pair may not be directly connected by an edge in
the subgraph of interest. To overcome this limitation of the clique approach,
alternative definitions of highly connected graphs have been proposed, leading
to the concept of relaxed clique [16]. A relaxed clique is a graph G = (V,E) whose
vertices satisfy a property which is a relaxation of the clique property. Indeed, a
clique is a subgraph whose vertices are all at distance one from each other and
have the same degree (the size of the clique minus one). Different definitions of
relaxed clique are obtained by modifying one of the properties of clique, thus
leading to distance-based relaxed cliques, degree-based relaxed cliques, and so
on (see for example [16]).

In this paper, we focus on a distance-based relaxation. In a clique all the
vertices are required to be at distance at most one from each other. Here this
constraint is relaxed, so that the vertices have to be at distance at most s, for an
integer s � 1. A subgraph whose vertices are all distance at most s is called an
s-club (notice that, when s = 1, an s-club is exactly a clique). The identification
of s-clubs inside a network has been applied to social networks [1,18–20,23], and
biological networks [3]. Interesting recent studies have shown the relevance of
finding s-clubs in a network [18,20], in particular focusing on finding 2-clubs in
real networks like DBLP or a European corporate network.

Contributions to the study of s-clubs mainly focus on the Maximum s-Club
problem, that is the problem of finding an s-club of maximum size. Maximum
s-Club is known to be NP-hard, for each s � 1 [4]. Even deciding whether there
exists an s-club larger than a given size in a graph of diameter s + 1 is NP-
complete, for each s � 1 [3]. The Maximum s-Club problem has been studied also
in the approximability and parameterized complexity framework. A polynomial-
time approximation algorithm with factor |V |1/2 for every s � 2 on an input
graph G = (V,E) has been designed [2]. This is optimal, since the problem is
not approximable within factor |V |1/2−ε, on an input graph G = (V,E), for
each ε > 0 and s � 2 [2]. As for the parameterized complexity framework, the
problem is known to be fixed-parameter tractable, when parameterized by the
size of an s-club [7,17,22]. The Maximum s-Club problem has been investigated
also for structural parameters and specific graph classes [12,13].

In this paper, we consider a different combinatorial problem, where we aim
at covering the vertices of a network with a set of subgraphs. Similar to Minimum
Clique Partition, we consider the problem of covering a graph with the minimum
number of s-clubs such that each vertex belongs to an s-club. We denote this
problem by Min s-Club Cover, and we focus in particular on the cases s = 2
and s = 3. We show some analogies and differences between Min s-Club Cover
and Minimum Clique Partition. We start in Sect. 3 by considering the computa-
tional complexity of the problem of covering a graph with two or three s-clubs.
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This is motivated by the fact that Clique Partition is known to be in P when we
ask whether there exists a partition of the graph consisting of two cliques, while
it is NP-hard to decide whether there exists a partition of the graph consisting
of three cliques [10]. As for Clique Partition, we show that it is NP-complete
to decide whether there exist three 2-clubs that cover a graph. On the other
hand, we show that, unlike Clique Partition, it is NP-complete to decide whether
there exist two 3-clubs that cover a graph. These two results imply also that
Min 2-Club Cover and Min 3-Club Cover do not belong to the class XP for the
parameter “number of clubs” in a cover.

Then, we consider the approximation complexity of Min 2-Club Cover and
Min 3-Club Cover. We recall that, given an input graph G = (V,E), Minimum
Clique Partition is not approximable within factor O(|V |1−ε), for any ε > 0, unless
P = NP [24]. Here we show that Min 2-Club Cover has a slightly different behav-
ior, while Min 3-Club Cover is similar to Clique Partition. Indeed, in Sect. 4 we
prove that Min 2-Club Cover is not approximable within factor O(|V |1/2−ε), for
any ε > 0, unless P = NP , while Min 3-Club Cover is not approximable within
factor O(|V |1−ε), for any ε > 0, unless P = NP . In Sect. 5, we present a greedy
approximation algorithm that has factor 2|V |1/2 log3/2 |V | for Min 2-Club Cover,
which almost match the inapproximability result for the problem. We start the
paper by giving in Sect. 2 some definitions and by formally defining the problem
we are interested in. Some of the proofs (marked with �) are omitted due to
space constraint.

2 Preliminaries

Given a graph G = (V,E) and a subset V ′ ⊆ V , we denote by G[V ′] the subgraph
of G induced by V ′. Given two vertices u, v ∈ V , the distance between u and
v in G, denoted by dG(u, v), is the length of a shortest path from u to v. The
diameter of a graph G = (V,E) is the maximum distance between two vertices
of V . Given a graph G = (V,E) and a vertex v ∈ V , we denote by NG(v) the
set of neighbors of v, that is NG(v) = {u : {v, u} ∈ E}. We denote by NG[v]
the close neighborhood of V , that is NG[v] = NG(v) ∪ {v}. Define N l

G(v) = {u :
u has distance at most l from v}, with 1 � l � 2. Given a set of vertices X ⊆ V
and l, with 1 � l � 2, define N l

G(X) =
⋃

u∈X N l
G(u). We may omit the subscript

G when it is clear from the context. Now, we give the definition of s-club, which
is fundamental for the paper.

Definition 1. Given a graph G = (V,E), and a subset V ′ ⊆ V , G[V ′] is an
s-club if it has diameter at most s.

Notice that an s-club must be a connected graph. We present now the formal
definition of the Minimum s-Club Cover problem we are interested in.
Minimum s-Club Cover (Min s-Club Cover)
Input: a graph G = (V,E) and an integer s � 2.
Output: a minimum cardinality collection S = {V1, . . . , Vh} such that, for each



156 R. Dondi et al.

i with 1 � i � h, Vi ⊆ V , G[Vi] is an s-club, and, for each vertex v ∈ V , there
exists a set Vj , with 1 � j � h, such that v ∈ Vj .

We denote by s-Club Cover(h), with 1 � h � |V |, the decision version of
Min s-Club Cover that asks whether there exists a cover of G consisting of at
most h s-clubs.

Notice that while in Minimum Clique Partition we can assume that the cliques
that cover a graph G = (V,E) partition V , hence the cliques are vertex disjoint,
we cannot make this assumption for Min s-Club Cover. Indeed, in a solution of
Min s-Club Cover, a vertex may be covered by more than one s-club, in order to
have a cover consisting of the minimum number of s-clubs. Consider the example
of Fig. 1. The two 2-clubs induced by {v1, v2, v3, v4, v5} and {v1, v6, v7, v8, v9}
cover G, and both these 2-clubs contain vertex v1. However, if we ask for a
partition of G, we need at least three 2-clubs. This difference between Mini-
mum Clique Partition and Min s-Club Cover is due to the fact that, while being a
clique is a hereditary property, this is not the case for being an s-club. If a graph
G is an s-club, then a subgraph of G may not be an s-club (for example a star
is a 2-club, but the subgraph obtained by removing its center is not anymore a
2-club).

v1

v2v3

v4 v5

G
v6 v7

v9 v8

Fig. 1. A graph G and a cover consisting of two 2-clubs (induced by the vertices in the
ovals). Notice that the 2-clubs of this cover must both contain vertex v1.

3 Computational Complexity

In this section we investigate the computational complexity of 2-Club Cover and
3-Club Cover and we show that 2-Club Cover(3), that is deciding whether there
exists a cover of a graph G with three 2-clubs, and 3-Club Cover(2), that is
deciding whether there exists a cover of a graph G with two 3-clubs, are NP-
complete.

3.1 2-Club Cover(3) is NP-Complete

In this section we show that 2-Club Cover(3) is NP-complete by giving a reduction
from the 3-Clique Partition problem, that is the problem of computing whether
there exists a partition of a graph Gp = (V p, Ep) in three cliques. Consider
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an instance Gp = (V p, Ep) of 3-Clique Partition, we construct an instance G =
(V,E) of 2-Club Cover(3) (see Fig. 2). The vertex set V is defined as follows:

V = {wi : vi ∈ V p} ∪ {wi,j : {vi, vj} ∈ Ep ∧ i < j}}

The set E of edges is defined as follows:

E = {{wi, wi,j}, {wi, wh,i} : vi ∈ V p, wi, wi,j , wh,i ∈ V }
∪ {{wi,j , wi,l}, {wi,j , wh,i}, {wh,i, wz,i} : wi,j , wi,l, wh,i, wz,i ∈ V }

Before giving the main results of this section, we prove a property of G.

Lemma 2 (�). Let Gp = (V p, Ep) be an instance of 3-Clique Partition and let
G = (V,E) be the corresponding instance of 2-Club Cover(3). Then, given two
vertices vi, vj ∈ V p and the corresponding vertices wi, wj ∈ V :

– if {vi, vj} ∈ Ep, then dG(wi, wj) = 2
– if {vi, vj} /∈ Ep, then dG(wi, wj) � 3

We are now able to prove the main properties of the reduction.

Lemma 3. Let Gp = (V p, Ep) be a graph input of 3-Clique Partition and let
G = (V,E) be the corresponding instance of 2-Club Cover(3). Then, given a
solution of 3-Clique Partition on Gp = (V p, Ep), we can compute in polynomial
time a solution of 2-Club Cover(3) on G = (V,E).

Proof. Consider a solution of 3-Clique Partition on Gp = (V p, Ep), and let V p
1 ,

V p
2 , V p

3 ⊆ V p be the sets of vertices of Gp that partition V p. We define a solution
of 2-Club Cover(3) on G = (V,E) as follows. For each d, with 1 � d � 3, define

Vd = {wj ∈ V : vj ∈ V p
d } ∪ {wi,j : vi ∈ V p

d }

We show that each G[Vd], with 1 � d � 3, is a 2-club. Consider two vertices
wi, wj ∈ Vd, with 1 � i < j � |V |. Since they correspond to two vertices
vi, vj ∈ V p that belong to a clique of Gp, it follows that {vi, vj} ∈ Ep and
wi,j ∈ Vd. Thus dG[Vd](wi, wj) = 2. Now, consider the vertices wi ∈ Vd, with
1 � i � |V |, and wh,z ∈ Vd, with 1 � h < z � |V |. If i = h or i = z, assume
w.l.o.g. i = h, then by construction dG[Vd](wi, wi,z) = 1. Assume that i �= h and
i �= z (assume w.l.o.g. that i < h < z), since wh,z ∈ Vd, it follows that wh ∈ Vd.
Since wi, wh ∈ Vd, it follows that wi,h ∈ Vd. By construction, there exist edges
{wi,h, wh,z}, {wi, wi,h} in Ep, thus implying that dG[Vd](wi, wh,z) = 2. Finally,
consider two vertices wi,j , wh,z ∈ Vd, with 1 � i < j � |V | and 1 � h < z � |V |.
Then, by construction, wi ∈ Vd and wh ∈ Vd. But then, wi,h belongs to Vd,
and, by construction, {wi,j , wi,h} ∈ E and {wh,z, wi,h} ∈ E. It follows that
dG[Vd](wi,j , wh,z) = 2.

We conclude the proof observing that, by construction, since V p
1 , V p

2 , V p
3 par-

tition V p, it holds that V = V1 ∪ V2 ∪ V3, thus G[V1], G[V2], G[V3] covers G. ��
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Based on Lemma 2, we can prove the following result.

v1

v3

v2

v4

w1

w3

w2

w4

v5

w5

w1,4 w2,5

w1,2

w2,3

Gp G

w1,3

w4,5

Fig. 2. An example of a graph Gp input of 3-Clique Partition and the corresponding
graph G input of 2-Club Cover(3).

Lemma 4 (�). Let Gp = (V p, Ep) be a graph input of 3-Clique Partition and
let G = (V,E) be the corresponding instance of 2-Club Cover(3). Then, given a
solution of 2-Club Cover(3) on G = (V,E), we can compute in polynomial time
a solution of 3-Clique Partition on Gp = (V p, Ep).

Now, we can prove the main result of this section.

Theorem 5 (�). 2-Club Cover(3) is NP-complete.

3.2 3-Club Cover(2) is NP-Complete

In this section we show that 3-Club Cover(2) is NP-complete by giving a reduction
from a variant of Sat called 5-Double-Sat. Recall that a literal is positive if it is
a non-negated variable, while it is negative if it is a negated variable.

Given a collection of clauses C = {C1, . . . , Cp} over the set of variables X =
{x1, . . . , xq}, where each Ci ∈ C, with 1 � i � p, contains exactly five literals
and does not contain both a variable and its negation, 5-Double-Sat asks for a
truth assignment to the variables in X such that each clause Ci, with 1 � i � p,
is double-satisfied. A clause Ci is double-satisfied by a truth assignment f to the
variables X if there exist a positive literal and a negative literal in Ci that are
both satisfied by f . Notice that we assume that there exist at least one positive
literal and at least one negative literal in each clause Ci, with 1 � i � p, otherwise
Ci cannot be doubled-satisfied. Moreover, we assume that each variable in an
instance of 5-Double-Sat appears both as a positive literal and a negative literal
in the instance. Notice that if this is not the case, for example a variable appears
only as a positive literal, we can assign a true value to the variable, as defining
an assignment to false does not contribute to double-satisfy any clause. First, we
show that 5-Double-Sat is NP-complete, which may be of independent interest.

Theorem 6 (�). 5-Double-Sat is NP-complete.

Let us now give the construction of the reduction from 5-Double-Sat to
3-Club Cover(2). Consider an instance of 5-Double-Sat consisting of a set C of
clauses C1, . . . , Cp over set X = {x1, . . . , xq} of variables. We assume that it is
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not possible to double-satisfy all the clauses by setting at most two variables to
true or to false (this can be easily checked in polynomial-time).

Before giving the details, we present an overview of the reduction. Given an
instance (X, C) of 5-Double-Sat, for each positive literal xi, with 1 � i � q, we
define vertices xT

i,1, xT
i,2 and for each negative literal xi, with 1 � i � q, we define

a vertex xF
i . Moreover, for each clause Cj ∈ C, with 1 � j � p, we define a vertex

vC,j . We define other vertices to ensure that some vertices have distance not
greater than three and to force the membership to one of the two 3-clubs of the
solution (see Lemma 7). The construction implies that for each i with 1 � i � q,
xT

i,1 and xF
i belong to different 3-clubs (see Lemma 8); this corresponds to a truth

assignment to the variables in X. Then, we are able to show that each vertex
vC,j belongs to the same 3-club of a vertex xT

i,1, with 1 � i � q, and of a vertex
xF

h , with 1 � h � q, adjacent to vC,j (see Lemma 10); these vertices correspond
to a positive literal xi and a negative literal xh, respectively, that are satisfied
by a truth assignment, hence Cj is double-satisfied.

Now, we give the details of the reduction. Let (X, C) be an instance of
5-Double-Sat, we construct an instance G = (V,E) of 3-Club Cover(2) as fol-
lows (see Fig. 3). The vertex set V is defined as follows:

V = {r, r′, rT , r′
T , r∗

T , rF , r′
F } ∪ {xT

i,1, x
T
i,2, x

F
i : xi ∈ X} ∪ {vC,j : Cj ∈ C} ∪ {y1, y2, y}

The edge set E is defined as follows:

E = {{r, r′}, {{r′, rT }, {r′, r∗
T }{r′, rF }} ∪ {{rT , xT

i,1} : xi ∈ X}
∪ {{rF , xF

i } : xi ∈ X} ∪ {{r′
T , xT

i,1} : xi ∈ X} ∪ {{r′
F , xF

i } : xi ∈ X}
∪ {{xT

i,1, x
T
i,2} : xi ∈ X} ∪ {{r∗

T , xT
i,2}, {y1, x

T
i,2} : xi ∈ X}

∪ {{xT
i,2, x

F
j } : xi, xj ∈ X, i �= j} ∪ {{xT

i,1, vC,j} : xi ∈ Cj} ∪ {{xF
i , vC,j} : xi ∈ Cj}

∪ {{vC,j , y} : Cj ∈ C} ∪ {{y, y2}, {y1, y2}, {y1, r
′
T }, {y1, r

′
F }}

We start by proving some properties of the graph G.

Lemma 7 (�). Consider an instance (C,X) of 5-Double-Sat and let G = (V,E)
be the corresponding instance of 3-Club Cover(2). Then, (1) dG(r′, y) > 3, (2)
dG(r, y) > 3, (3) dG(r, vC,j) > 3, for each j with 1 � j � p, and (4) dG(r, r′

F ) >
3, dG(r, r′

T ) > 3.

Consider two sets V1 ⊆ V and V2 ⊆ V , such that G[V1] and G[V2] are two
3-clubs of G that cover G. As a consequence of Lemma 7, it follows that r and
r′ are in exactly one of G[V1], G[V2], w.l.o.g. G[V1], while r′

T , r′
F , y and vC,j , for

each j with 1 � j � p, belong to G[V2] and not to G[V1].
Next, we show a crucial property of the graph G built by the reduction.

Lemma 8 (�). Given an instance (C,X) of 5-Double-Sat, let G = (V,E) be
the corresponding instance of 3-Club Cover(2). Then, for each i with 1 � i � q,
dG(xT

i,1, x
F
i ) > 3.
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xT
i,1

xF
i

vC,j

Fig. 3. Schematic construction for the reduction from 5-Double-Sat to 3-Club Cover(2).

Now, we are able to prove the main results of this section.

Lemma 9 (�). Given an instance (C,X) of 5-Double-Sat, let G = (V,E) be the
corresponding instance of 3-Club Cover(2). Then, given a truth assignment that
double-satisfies C, we can compute in polynomial-time two 3-clubs that cover G.

Lemma 10. Given an instance (C,X) of 5-Double-Sat, let G = (V,E) be the
corresponding instance of 3-Club Cover(2). Then, given two 3-clubs that cover G,
we can compute in polynomial time a truth assignment that double-satisfies C.
Proof. Consider two 3-clubs G[V1], G[V2], with V1, V2 ⊆ V , that cover G. First,
notice that by Lemma 7 we assume that r, r′ ∈ V1 \ V2, while y, r′

T , r′
F ∈ V2 \ V1

and vC,j ∈ V2 \ V1, for each j with 1 � j � p. Moreover, by Lemma 8 it follows
that for each i with 1 � i � q, xT

i,1 and xF
i do not belong to the same 3-club,

that is exactly one belongs to V1 and exactly one belongs to V2.
By construction, each path of length at most three from a vertex vC,j , with

1 � j � p, to r′
F must pass through some xF

h , with 1 � h � q. Similarly, each
path of length at most three from a vertex vC,j , with 1 � j � p, to r′

T must
pass through some xT

i,1. Assume that vC,j , with 1 � j � p, is not adjacent to
a vertex xT

i,1 ∈ V2, with 1 � i � q (xF
h ∈ V2, with 1 � h � p respectively). It

follows that vC,j is only adjacent to y and to vertices xF
w , with 1 � w � q (xT

u,1,
with 1 � u � q, respectively) in G[V2]. In the first case, notice that y is adjacent
only to vC,z, with 1 � z � p, and y2, none of which is adjacent to r′

T (r′
F ,

respectively), thus implying that this path from vC,j to r′
T (to r′

F , respectively)
has length at least 4. In the second case, xF

w (xT
u,1, respectively) is adjacent to
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r′
F , rF , vC,j and xT

i,2 (r′
T , rT , vC,j , xT

u,2, respectively), none of which is adjacent
to r′

T (r′
F , respectively), implying that also in this case the path from vC,j to r′

T

(to r′
F , respectively) has length at least 4. Since r′

T , r′
F , vC,j ∈ V2, it follows that,

for each vC,j , the set V2 contains a vertex xT
i,1, with 1 � i � q, and a vertex xF

h ,
with 1 � h � q, connected to vC,j .

By Lemma 8 exactly one of xT
i,1, xF

i belongs to V2, thus we can construct
a truth assignment f as follows: f(xi) := true, if xT

i,1 ∈ V2, f(xi) := false, if
xF

i ∈ V2. The assignment f double-satisfies each clause of C, since each vC,j is
connected to a vertex xT

i,1, for some i with 1 � i � q, and a vertex xF
h , for some

h with 1 � h � q. ��
Based on Lemmas 9 and 10, and on the NP-completeness of 5-Double-Sat (see

Theorem 6), we can conclude that 3-Club Cover(2) is NP-complete.

Theorem 11 (�). 3-Club Cover(2) is NP-complete.

4 Hardness of Approximation

In this section we consider the approximation complexity of Min 2-Club Cover
and Min 3-Club Cover and we prove that Min 2-Club Cover is not approx-
imable within factor O(|V |1/2−ε), for each ε > 0, and that Min 3-Club Cover
is not approximable within factor O(|V |1−ε), for each ε > 0. The proof
for Min 2-Club Cover is obtained with a reduction very similar to that of
Sect. 3.1, except from the fact that we reduce Minimum Clique Partition to
Min 2-Club Cover.

Corollary 12 (�). Unless P = NP , Min 2-Club Cover is not approximable
within factor O(|V |1/2−ε), for each ε > 0.

Next, we show that Min 3-Club Cover is not approximable within factor
O(|V |1−ε), for each ε > 0, unless P = NP , by giving a preserving-factor reduc-
tion from Minimum Clique Partition.

Consider an instance Gp = (V p, Ep) of Minimum Clique Partition, we con-
struct an instance G = (V,E) of Min 3-Club Cover by adding a pendant ver-
tex connected to each vertex of V p. Formally, V = {ui, wi : vi ∈ V p},
E = {{ui, wi} : 1 � i � |V p|} ∪ {{ui, uj} : {vi, vj} ∈ Ep}}.

We prove now the main properties of the reduction.

Lemma 13 (�). Let Gp = (V p, Ep) be an instance of Minimum Clique Partition
and let G = (V,E) be the corresponding instance of Min 3-Club Cover. Then,
given a solution of Minimum Clique Partition on Gp = (V p, Ep) consisting of k
cliques, we can compute in polynomial time a solution of Min 3-Club Cover on
G = (V,E) consisting of k 3-clubs.

Lemma 14 (�). Let Gp = (V p, Ep) be a graph input of
Minimum Clique Partition and let G = (V,E) be the corresponding instance of
Min 3-Club Cover. Then, given a solution of Min 3-Club Cover on G = (V,E)
consisting of k 3-clubs, we can compute in polynomial time a solution of
Minimum Clique Partition on Gp = (V p, Ep) consisting of k cliques.
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Lemmas 13 and 14 imply the following result.

Theorem 15 (�). Min 3-Club Cover is not approximable within factor
O(|V |1−ε), for each ε > 0, unless P = NP .

5 An Approximation Algorithm for Min 2-Club Cover

In this section, we present an approximation algorithm for Min 2-Club Cover that
achieves an approximation factor of 2|V |1/2 log3/2 |V |. Notice that, due to the
result in Sect. 4, the approximation factor is almost tight. We start by describing
the approximation algorithm, then we present the analysis of the approximation
factor.

Algorithm 1. Club-Cover-Approx
Data: a graph G
Result: a cover S of G

1 V ′ := V ; /* V ′ is the set of uncovered vertices of G, initialized to V */
2 S := ∅;
3 while V ′ �= ∅ do
4 Let v be a vertex of V such that |N [v] ∩ V ′| is maximum;
5 Add N [v] to S;
6 V ′ := V ′ \ N [v];

Club-Cover-Approx is similar to the greedy approximation algorithm for
Minimum Dominating Set and Minimum Set Cover. While there exists an uncov-
ered vertex of G, the Club-Cover-Approx algorithm greedily defines a 2-club
induced by the set N [v] of vertices, with v ∈ V , such that N [v] covers the max-
imum number of uncovered vertices (notice that some of the vertices of N [v]
may already be covered). While for Minimum Dominating Set the choice of each
iteration is optimal, here the choice is suboptimal. Notice that indeed computing
a maximum 2-club is NP-hard.

Clearly the algorithm returns a feasible solution for Min 2-Club Cover, as
each set N [v] picked by the algorithm is a 2-club and, by construction, each
vertex of V is covered. Next, we show the approximation factor yielded by the
Club-Cover-Approx algorithm for Min 2-Club Cover.

First, consider the set VD of vertices v ∈ V picked by the Club-Cover-Approx
algorithm, so that N [v] is added to S. Notice that |VD| = |S| and that VD is a
dominating set of G, since, at each step, the vertex v picked by the algorithm
dominates each vertex in N [v], and each vertex in V is covered by the algorithm,
so it belongs to some N [v], with v ∈ VD.

Let D be a minimum dominating set of the input graph G. By the property
of the greedy approximation algorithm for Minimum Dominating Set, the set VD

has the following property [14]:

|VD| � |D| log |V | (1)

The size of a minimum dominating set in graphs of diameter bounded by 2
(hence 2-clubs) has been considered in [8], where the following result is proven.



Covering with Clubs: Complexity and Approximability 163

Lemma 16 ([8]). Let H = (VH , EH) be a 2-club, then H has a dominating set
of size at most 1 +

√|VH | + ln(|VH |).
The approximation factor 2|V |1/2 log3/2 |V | for Club-Cover-Approx is

obtained by combining Lemma16 and Eq. 1.

Theorem 17. Let OPT be an optimal solution of Min 2-Club Cover, then Club-
Cover-Approx returns a solution having at most 2|V |1/2 log3/2 |V ||OPT | 2-clubs.

Proof. Let D be a minimum dominating set of G and let OPT be an
optimal solution of Min 2-Club Cover. We start by proving that |D| �
2|OPT ||V |1/2 log1/2 |V |. For each 2-club G[C], with C ⊆ V , that belongs
to OPT , by Lemma 16 there exists a dominating set DC of size at most
1 +

√|C| + ln(|C|) � 2
√|C| + ln(|C|). Since |C| � |V |, it follows that each

2-club G[C] that belongs to OPT has a dominating set of size at most
2
√|V | + ln(|V |). Consider D′ =

⋃
C∈OPT DC . It follows that D′ is a domi-

nating set of G, since the 2-clubs in OPT covers G. Since D′ contains |OPT |
sets DC and |DC | � 2

√|V | + ln(|V |), for each G[C] ∈ OPT , it follows that
|D′| � 2|OPT |√|V | + ln(|V |). Since D is a minimum dominating set, it follows
that |D| � |D′| � 2|OPT |(√|V | + ln(|V |)). By Eq. 1, it holds |VD| � 2|D| log |V |
thus |VD| � 2|V |1/2 ln1/2 |V | log |V ||OPT | � 2|V |1/2 log3/2 |V ||OPT |. ��

6 Conclusion

There are some interesting direction for the problem of covering a graph with s-
clubs. From the computational complexity point of view, the main open problem
is whether 2-Club Cover(2) is NP-complete or is in P. Moreover, it would be
interesting to study the computational/parameterized complexity of the problem
in specific graph classes, as done for Minimum Clique Partition [5,6,9,21].
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Abstract. An α-gapped palindromic factor of a word is a factor of the
form uvu, where u is the reversal of u and where |uv| ≤ α|u| for some
fixed α ≥ 1. We give an asymptotic estimate of the expected number of
distinct palindromic factors in a random word for a memoryless source,
where each letter is generated independently from the other, according
to some fixed probability distribution on the alphabet.

1 Introduction

An α-gapped palindrome is a word of the form uvu, where u is the reversal1 of
u and where |uv| ≤ α|u|, for some fixed α ≥ 1. Initially motivated by applica-
tions to bioinformatics, several articles in the literature focus on studying the
α-gapped palindromic factors that occur in a given word [5,7]. Different direc-
tions were taken in these studies, and it is now known that there are at most a
linear number of distinct α-gapped palindromic factors in a word [1,5], and that
they can be computed in linear time [6,8,13].

In this paper, we are interested in the probabilistic properties related to
this notion: if w is a random word of length n, what can be said about its α-
gapped palindromic factors? To answer this kind of question, the probabilistic
model must be specified. In the sequel, we will consider words generated using a
memoryless source: each letter is chosen independently from each other, following
a fixed probability distribution on the alphabet. Together with C. Pivoteau,
we gave several results in [4]: the expected number of α-gapped palindromic
factors and the expected length of the longest such factor. These were obtained
using classical techniques from analytic combinatorics, together with elementary
discrete probabilities. We also adapted, almost readily, a result by Rubinchik
and Shur [11] on the expected number of distinct palindromic factors when the
distribution is the uniform distribution, to distinct α-gapped palindromic factors.
But this technique fails to work when the distribution is not uniform.

We aim at completing the works [4,11] by studying the number of distinct
α-gapped palindromic factors in a random word generated by a memoryless
1 The reversal of u = u1 · · · un is u = un · · · u1.
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source. Beside the combinatorial and probabilistic motivations, note that knowl-
edge on the typical number of distinct factors can be useful in the design of
data structures, as it can give hints on the likely memory size needed for a
typical input. For instance, the number of vertices of the graph eertree intro-
duced in [12] is the number of distinct palindromic factors, which is in Θ(

√
n)

in expectation for the uniform distribution [11].
The classical techniques we used in [4] are not well suited to handle distinct

factors. This is why we propose in [3] a probabilistic process that focuses on the
notion of distinctness, in order to develop useful methodologies. The process we
studied is the following: generate N random words of length L, independently,
and remove duplicates. What does the resulting random set S looks like? We
gave a precise characterization of the typical composition of letters of a word of
S. More than the result itself, the techniques we used, based on classical analysis
of functions with several variables, can be used to try to tackle other questions
involving distinctness and non-uniform models. It also hints that uniform distri-
butions are really singular, hiding some complicated situations that appear for
non-uniform distribution only.

In this article, we use techniques that are similar to those introduced in [3]
in order to estimate the expected number of distinct α-gapped palindromic fac-
tors in a random word, generated by a memoryless source. Our problem is more
difficult than [3] for two main reasons: factors of a random word are not inde-
pendent and α-gapped palindromic factors have various lengths. As we will see,
these technical difficulties can be overcome, and we give in the sequel two main
results: an estimate of the expected number of distinct α-gapped palindromic
factors and a description of the factors that are more likely to occur, in term of
their lengths and of their composition of letters.

2 Definitions and Notations

If k is a positive integer, let [k] = {1, . . . , k}. For x = (x1, . . . , xk) ∈ R
k, let

‖x‖ =
√∑

i∈[k] x
2
i denote the Euclidean norm. A vector x = (x1, . . . , xk) ∈ R

k

is a probability vector if every xi ∈ [0, 1] and
∑k

i=1 xi = 1.

Words. Let A = {a1, . . . , ak} be an alphabet with k ≥ 2 letters. Throughout
the article, the alphabet A, and therefore k, are fixed. We denote the empty
word by ε. If u = u1 · · · un is a word of length n on A, then its reversal is the
word u = un · · · u1. A palindrome is a word of the form uλu where λ ∈ A ∪ {ε},
that is, where λ is either a letter or empty. Let α ≥ 1 be a real number. An
α-gapped palindrome is a word of the form uvu where |uv| ≤ α|u|.

For any word w ∈ A∗, the composition vector (or Parikh vector) of w is the
vector (|w|1, . . . , |w|k), where |w|i is the number of occurrences of ai in w. If w

is not empty, its frequency vector is the probability vector ( |w|1
|w| , . . . , |w|k

|w| ). We
let Wm(x) denote the set of words of length m with frequency vector x (which
is empty if mx does not have nonnegative integer coordinates).
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Probabilities. Throughout the article, we assume some probability vector
p = (p1, . . . , pk) to be fixed, with pi �= 0 for every i ∈ [k], and we consider
statistics in the memoryless model where each letter ai has probability pi. We
also assume that p is not the uniform distribution, i.e. there exists i ∈ [k] such
that pi �= 1

k . Let pmax = maxi∈[k] pi < 1 denote the maximal value of p.
We will use the (natural-based) entropy function [9] on k positive variables,

which is defined by H(x) = H(x1, . . . , xk) = −∑k
i=1 xi log xi. We also borrow

the function Φ from [3], defined for any non-negative t by Φ(t) =
∑k

i=1 pt
i.

3 Expected Number of Distinct α-Gapped Factors

Recall that the Θ̃ notation means “asymptotically of the same growth, up to
some polylogarithmic multiplicative factors”. More precisely, a positive sequence
(un)n≥0 is Θ̃(nd) if there exists δ > 0 such that nd(log n)−δ ≤ un ≤ nd(log n)δ,
for n sufficiently large. It is in the same vein, though a bit more precise, as
saying that for all ε > 0, un is O(nd+ε) and un is Ω(nd−ε). Our main result is
the following.

Theorem 1. Let α ≥ 1. The expected number of distinct α-gapped palindromic
factors is Θ̃(nc∗

), where c∗ ∈ (0, 1) is the unique positive solution of the equation

Φ(2c)Φ(c)α−1 = 1.

Observe that, even if we assume that p is not the uniform distribution in this
paper, the result is compatible with the estimations of [3,11]: we have Φ(t) = k1−t

for the uniform distribution, so the equation rewrites k1−2c+(α−1)(1−c)=1 = 1, so
that c∗ = α

α+1 . The value of c∗ for non-uniform p are depicted in Fig. 1.

Fig. 1. The values of c∗ as α ranges from 1 to 6, for three different probability vectors
on an alphabet with three letters (k = 3): x the uniform distribution plotted with
empty squares, p1 = ( 1

2
, 1
3
, 1
6
) plotted with squares, and p2 = ( 4

5
, 1
10

, 1
10

) plotted with
triangles. For these three examples, the more the probability approaches the uniform
distribution, the smaller the expected number of distinct factors.
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The proof, presented in the rest of this section, consists in finding the fre-
quency vector that contributes the most to the number of distinct α-gapped
palindromic factors. This information will be crucial, as we will see that every-
thing is concentrated on words with approximatively this frequency vector. We
first work solely on the upper bound, then provide a matching lower bound.

3.1 Upper Bound for the Probability of a Given α-Gapped Pattern

In this section we compute an upper bound for the probability that a given
α-gapped palindromic factor uvu appears at position j in a random word w
of length n, with i ∈ [n + 1 − |uvu|]. We introduce several real variables to
express this probability in a convenient way: Let 	 be positive real such that
|u| = 	 log n. Let r be the non-negative real such that |v| = r|u|. The length of
uvu is therefore (2+ r)	 log n, and r ≤ α − 1 because of the α-gapped condition.
Let also x = (x1, . . . , xk) be the frequency vector of u and let y = (y1, . . . , yk)
be the frequency vector of v.

The probability that uvu appears as a factor at position j of a random word
of length n is pn(x,y, 	, r) := Pn(uvu factor at position j) defined by

pn(x,y, 	, r) =
k∏

i=1

p2xi� log n+yir� log n
j = n�

∑
i∈[k](2xi+ryi) log pi . (1)

In particular, this probability does not depend on the position j.
By linearity of the expectation, the expected number of occurrences of uvu in

a random word of length n is simply (n+1−|uvu|)pn(x,y, 	, r). Since the prob-
ability that a word appears as a factor is bounded from above by its expected
number of occurrences, the probability qn(x,y, 	, r) that uvu is factor of a ran-
dom word of length n satisfies

qn(x,y, 	, r) ≤ npn(x,y, 	, r) = n1+�
∑

i∈[k](2xi+ryi) log pi . (2)

This upper bound can be greater than one, if the exponent is positive. Thus, we
will use the following upper bound for the probability qn(x,y, 	, r):

qn(x,y, 	, r) ≤ min(1, npn(x,y, 	, r)) ≤ nmin(0,1+�
∑

i∈[k](2xi+ryi) log pi). (3)

This idea that the probability of appearance is bounded by the minimum
between 1 and the expected number of occurrences is central in [3,11].

3.2 Upper Bound for Given Frequency Vectors

The result of this section is the following lemma.

Lemma 1. Let x = (x1, . . . , xk) and y = (y1, . . . , yk) be two frequency vectors,
such that (	 log n)x and (r	 log n)y are integer-valued. The expected number of
distinct α-gapped factors of the form uvu in a random word of length n, such
that |u| = 	 log n and |v| = r	 log n, and such that u has frequency vector x and
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v has frequency vector y, is bounded from above by λn�min(Jr(x,y),K�,r(x,y)), for
some positive constant λ, where Jr(x,y) and K�,r(x,y) are defined by

Jr(x,y) = H(x) + rH(y) and K�,r(x,y) = Jr(x,y) +
1
	

+
k∑

i=1

(2xi + ryi) log pi.

Proof. Let μn(x,y, 	, r) be the expected number of distinct α-gapped factors
described in the statement of the lemma. By linearity of the expectation, we
have

μn(x,y, 	, r) =
∑

u∈W� log n(x)
v∈Wr� log n(y)

qn(x,y, 	, r) = |W� log n(x)| · |Wr� log n(y)| · qn(x,y, 	, r).

So we just have to bound from above the cardinalities of W� log n(x) and of
Wr� log n(y) to conclude using Eq. (3). This is done using Lemma 1 of [3], which
states that |W� log n(x)| ≤ Cn�H(x) for some positive constant C. 	


Observe that there can be no possibilities for u or v if the values of x, y, 	, n
and r are such that one of the quantities xi	 log n or yi	 log n is not an integer.
This is not a problem, as our statement is an upper bound.

3.3 Optimizing Jr(x, y) and K�,r(x, y), for Fixed � and r

In this section we start to work on the upper bound provided by Lemma 1
by studying separately the two functions Jr(x,y) and K�,r(x,y). The following
lemma is a consequence of the properties of the entropy function.

Lemma 2. For given r ≥ 0, the function Jr(x,y) is maximized on the set of
probability vectors for x and y when x = y = x, where x = ( 1

k , . . . , 1
k ) is the

uniform probability vector. For these values we have Jr(x,x) = (1 + r) log k.

The analysis of K�,r is not really complicated either. For any non-negative c,
we define the probability vector x(c) by

x(c) =
(

pc
1

Φ(c)
, . . . ,

pc
i

Φ(c)
, . . . ,

pc
k

Φ(c)

)
.

In particular x(0) is the uniform probability vector x and x(1) = p is the
distribution of the source. Recall also Gibbs’ inequality [9], stating that if
s = (s1, . . . , sk) and t = (t1, . . . , tk) are two probability vectors, then we have2

−∑k
i=1 si log si ≤ −∑k

i=1 si log ti, with equality if and only if s = t.

Lemma 3. For given r ≥ 0 and 	 > 0, the function K�,r(x,y) is maximized on
the set of probabilities vector for x and y when x = x(2) and y = p. For these
values we have K�,r(x(2),p) = 1

� + log Φ(2).

2 The case where some coordinates are zero is covered by setting x log x = 0 for x = 0.
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Proof. We can rewrite K�,r(x,y) the following way:

K�,r(x,y) =

(
H(x) +

k∑
i=1

xi log p2i

)
+ r

(
H(y) +

k∑
i=1

yi log pi

)
+

1
	
.

The second parenthesis is non-positive by direct application of Gibbs’ inequality,
and maximal for y = p, in which case it is equal to zero. For the first parenthesis,
Gibbs’ inequality also applies as

H(x) +
k∑

i=1

xi log p2i = −
k∑

i=1

xi log xi +
k∑

i=1

xi log
p2i

Φ(2)
+ log Φ(2).

It is therefore maximal for x = x(2), where it is equal to log Φ(2). 	


3.4 Optimizing G�,r(x, y), for Fixed � and r

Let G�,r(x,y) = min(Jr(x,y),K�,r(x,y)). This is the function to maximize in
order to locate the maximum of the upper bound given in Lemma 1. We distin-
guish three cases (recall that J� is maximal at (x,x) and K�,r at (x(2),p)):

(a) If Jr(x,x) ≤ K�,r(x,x): then G�,r(x,x) = Jr(x,x), and thus, G�,r is maximal
at (x,x), since G�,r(x,y) ≤ Jr(x,y).

(b) If K�,r(x(2),p) ≤ Jr(x(2),p): for the same reasons, G�,r is maximal at the
point (x(2),p).

(c) If Jr(x,x) > K�,r(x,x) and K�,r(x(2),p) > Jr(x(2),p): since both Jr and
K�,r are strictly concave (on the set of pairs of probabilities vectors), then
G�,r has no local maximum on the set defined by {Jr(x,y) < K�,r(x,y)}, nor
on the set {Jr(x,y) > K�,r(x,y)}. The global maximum of G�,r therefore lies
on the set defined by the condition Jr(x,y) = K�,r(x,y).

For convenience, we introduce the set E�,r defined by E�,r = {(x,y) : Jr(x,y) =
K�,r(x,y)}.

It is not difficult to identify the ranges for the different cases depending on
the values of 	 and r. The properties of the first two cases are summarized in
the lemma below.

Lemma 4. The first two cases are characterized as follows:

– We are in Case (a) if and only if (2 + r) log k < 1
� . In this case, G�,r has its

maximum at (x,x), with G�,r(x,x) = (2 + r) log k.
– We are in Case (b) if and only if H(x(2)) + rH(p) + log Φ(2) > 1

� . In this
case, G�,r has its maximum at (x(2),p), with G�,r(x(2),p) = 1

� + log Φ(2).

Observe that each condition in Lemma 4 defines an open subset of the (	, r)
domain, each delimited by a hyperbole segment. These two subsets cannot inter-
sect, since in each domain G�,r is maximized at a different point (recall that we
assumed p �= x). Thus, the closed subset of the (	, r) domain defining Case (c)
cannot be empty. Our result for Case (c), which constitutes the main technical
contribution of this article, is the following.
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Lemma 5. Let 	 > 0 and r ≥ 0 be two real numbers such that (2 + r) log k ≥ 1
�

and H(x(2))+rH(p)+log Φ(2) ≤ 1
� . Then G�,r(x,y) reaches its unique maximum

for x = x(2c) and y = x(c), where c ∈ (0, 1) is the unique positive solution of
the equation

1 + 	
Φ′(2t)
Φ(2t)

+ 	r
Φ′(t)
Φ(t)

= 0. (4)

Proof. By Lemma 4, the hypothesis of the lemma implies that we are in Case (c).
Hence, G�,r reaches its maximum, for probability vectors of E�,r; this is equivalent
to 1

� +
∑

i(2xi + ryi) log pi = 0, which is a linear condition on the 2k variables
defining (x,y).

On the considered domain we have G�,r(x,y) = Jr(x,y) = K�,r(x,y), so
we take Jr(x,y) which is easier to study. Its gradient, as a function of 2k non-
negative variables (and thus, not only for probability vectors) is the following:

∂Jr

∂xi
= −1 − log xi, and

∂Jr

∂yi
= −r − r log yi, ∀i ∈ [k].

Since we are looking for a pair of probability vectors (x,y) that lies in the set E�,r

the following linear constraints must be satisfied:
∑

i∈[k] xi = 1,
∑

i∈[k] yi = 1
and 1

� +
∑

i∈[k](2xi + ryi) log pi = 0. Let n1, n2 and n be the three vectors
normal to the constraints defined by

n1 = (1, . . . , 1︸ ︷︷ ︸
k times

, 0, . . . , 0︸ ︷︷ ︸
k times

); n2 = (0, . . . , 0︸ ︷︷ ︸
k times

, 1, . . . , 1︸ ︷︷ ︸
k times

);

n = (2 log p1, . . . , 2 log pk, r log p1, . . . , r log pk).

To locate our optimal value, we have to find where the gradient lies in the vector
space spanned by n1, n2 and n. We are thus looking for vectors x and y for
which there exist three constants c1, c2, c3 such that, for all i ∈ [k],

−1 − log xi = c1 + 2c3 log pi, and − r − r log yi = c2 + c3r log pi.

By differences (keeping the equations involving x1 and y1), this leads to

log
(

xi

x1

)
= −2c3 log

(
pi

p1

)
and log

(
yi

y1

)
= −c3 log

(
pi

p1

)
.

Introducing parameter c = −c3, we get that the xi’s must be proportional to
p2c

i (with a normalizing constant Φ(2c)) and the yi’s must be proportional to pc
i

(with a normalizing constant Φ(c)) for the same constant c. That is, we must
take (x,y) = (x(2c),x(c)) for some constant c; the parameters c1 and c2 are
then easily recovered as, from the equation involving x1:

c1 = −1 − log
(

p2c
1

Φ(2c)

)
+ 2c log pi = −1 + log Φ(2c),
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and, from the equation involving y1, we have c2 = −r − r log pi + cr log pi. Thus
the only remaining equation is the one asking for (x,y) to be in the set E�,r.
Setting x = x(2c) and y = x(c) in the equation, we get

− 1
	

=
2

Φ(2c)

k∑
i=1

p2c
i log pi +

r

Φ(c)

k∑
i=1

pc
i log pi, (5)

or equivalently,

− 1
	

= 2
Φ′(2c)
Φ(2c)

+ r
Φ′(c)
Φ(c)

. (6)

Now consider the function Φ′
Φ appearing on the right-hand side of (6). Its deriva-

tive is Φ′′Φ−Φ′2
Φ2 , which is strictly positive by an application of Cauchy-Schwarz

inequality (we use here that p �= x). Thus, the right-hand side of (4) is an
increasing, continuous function of c when r and 	 are considered as fixed param-
eters. Evaluating this function for c = 0 yields a value less than −1/	, from the
condition that we are not in Case (a), and for c = 1, a value more than −1/	,
from the condition that we are not in Case (b). This proves that the equation
has a unique solution c, and that this solution lies strictly between 0 and 1. 	


3.5 Optimizing the Exponent on � and r

At this point, we know where the maximum is when 	 and r are fixed, for all three
ranges. We still have to find the values of 	 and r that maximize the exponent
	G�,r(x,y), in each case, for the maximal x and y. Recall that r ∈ [0, α − 1] in
our settings. The next two lemmas are directly derived from Lemma 4.

Lemma 6. For Case (a), the maximum of 	G�,r(x,y) is reached for 	 = 	0,
r = α−1 and x = y = x, where 	0 = 1

(2+r) log k ; we have 	0G�0,α−1(x,x) = α
α+1 .

Lemma 7. For Case (b), the maximum of 	G�,r(x,y) is reached for 	 = 	1,
r = α − 1, x = x(2) and y = p, where 	1 = 1

H(x(2))+rH(p)−log Φ(2) ; we have

	1G�1,α−1(x,x) = H(x(2))+(α−1)H(p)
H(x(2))+(α−1)H(p)−log Φ(2) .

Observe that 	0 and 	1 are not formally in the ranges for Case (a) and Case
(b) as they have been defined. We allow this abuse of notation, as the exponent
function can be extended by continuity at 	0 and at 	1.

We now focus on Case (c). By Lemma 5 we know that the maximum of G�,r

is reached at some point (x(2c),x(c)) of E�,r, for some c ∈ (0, 1) that is implicitly
defined. Our optimization is on the variables 	 and r, and c is viewed as a function
of these two variables. We introduce the notation h(c) = H(x(c)), for which an
elementary calculation yields h(c) = log Φ(c) − cΦ′(c)

Φ(c) . As G�,r = Jr on E�,r, our
problem reduces to maximizing the exponent E(r, 	, c) = 	h(2c)+ 	rh(c) subject
to the constraint 1+2	Φ′(2c)

Φ(2c) + 	r Φ′(c)
Φ(c) = 0. The solution is given in the following

lemma.
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Lemma 8. For Case (c), the maximum of 	G�,r(x,y) is reached for 	 = 	c∗ ,
r = α − 1, x = x(2c∗) and y = x(c∗), where c∗ is the solution of the equation

Φ(2c)Φ(c)α−1 = 1. (7)

At this point, the value of the exponent is 	c∗G�c∗ ,α−1(x(2c∗),x(c∗)) = c∗.

Proof. Remark that, using the simplification of h(c), we have E(	, r, c) = c +
	 (log Φ(2c) + r log Φ(c)). Lets us consider c as an implicit function of (	, r), so
that E becomes a function of only two variables 	 and r, for which we compute
partial derivatives:

∂E

∂r
(	, r) =

∂c

∂r
(	, r) + 2	

∂c

∂r
(	, r)

Φ′(2c)
Φ(2c)

+ 	 log Φ(c) + 	r
∂c

∂r
(	, r)

Φ′(c)
Φ(c)

= 	 log Φ(c) +
∂c

∂r
(	, r)

(
1 + 2	

Φ′(2c)
Φ(2c)

+ 	r
Φ′(c)
Φ(c)

)
= 	 log Φ(c);

∂E

∂	
(	, r) =

∂c

∂	
(	, r) + log Φ(2c)) + r ln(Φ(c)) + 	

(
2
c

	

Φ′(2c)
Φ(2c)

+
∂c

∂	
(	, r)r

Φ′(c)
Φ(c)

)

= log Φ(2c) + r log Φ(c).

The expression for ∂E
∂r shows it to be positive (c < 1 implies Φ(c) > 1), so the

maximum is obtained when r is as large as possible, namely, r = α − 1. The
expression for ∂E

∂� provides a candidate for a maximum, where it reaches zero.
This happens for c solution of the equation

log Φ(2c) + (α − 1) log Φ(c) = 0. (8)

We compute the second derivative in 	 to verify that it is a local maximum:

∂2E

∂	2
(	, r) = 2

∂c

∂	
(	, r)

Φ′(2c)
Φ(2c)

+ r
∂c

∂	
(	, r)

Φ′(c)
Φ(c)

=
∂c

∂	
(	, r)

(
2
Φ′(2c)
Φ(2c)

+ r
Φ′(c)
Φ(c)

)

︸ ︷︷ ︸
=− 1

�

= −1
	

∂c

∂	
(	, r).

A closer look at Eq. (4), the implicit equation for c, yields that c is an increasing
function of 	. Hence ∂2E

∂�2 (	, r) is negative, and thus it has a unique maximum
for c solution of Eq. (8). This equation is equivalent to Eq. (7), concluding the
proof. 	


Lemmas 6, 7 and 8 describe the various maximum exponents obtained in
the three cases; we now combine the three into a single result. It is obtained by
remarking that in all three cases, the maximum exponent is reached on the line
r = α − 1, and that it is a continuous function of 	.

Proposition 1. The maximum exponent over all choices of 	, r, x and y is
obtained for Case (c), namely, r = α − 1, 	 = 	c∗ where Φ(2c∗)Φ(c∗)α−1 = 1,
x = x(2c∗) and y = x(c∗); this maximum exponent is equal to c∗.
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3.6 Proof of Theorem 1

Up to now, we have optimized over continuous domains for 	, r, x and y. We
now deal properly with the fact that they must be rational numbers and vec-
tors that correspond to actual composition vectors for words. We let 	∗, c∗,
x∗ = (x∗

1, . . . , x
∗
k) and y∗ = (y∗

1 , . . . , y
∗
k) denote the real-valued optimal solution

describe in the previous section. Let L = �	∗ log n, R = �(α − 1)L, and define
the vectors x and y as follows: for any i ∈ [k−1], xi = 1

L�x∗
i L and yi = 1

R�y∗
i R;

finally, let xk = 1 − ∑
i<k xi and let yk = 1 − ∑

i<k yi. Defined this way, Lx
and Ry are vectors of integers summing to L and R respectively, so we can look
at the expected number of distinct α-gapped palindromic factors uvu where u
has composition exactly Lx, and v has composition exactly Ly; we write this
expected number as nc (equivalently, c is the logarithm to base n of the expected
number of factors).

Since ||x − x∗|| = O(1/ log n) and ||y − y∗|| = O(1/ log n), we have that c =
c∗ −O(1/ log n) (this would be 1/ log2 n if both partial derivatives of E vanished
at (	∗, α − 1), but ∂E/∂r does not vanish). Thus, we have nc = nc∗−O(log n) =
ec∗ log n−O(1) = Θ(nc∗

).
Now let 	+ = 3

| log pmax| . For any choice of 	 and r with 	+ ≤ 	 ≤ n/ log n and
0 ≤ R ≤ α	 log n, the probability of having an α-gapped palindromic factor uvu
at some position j, with |u| = 	 log n and |v| = R, is at most p� log n

max ≤ n−3: for
any choice of u and v, the probability that the next 	 log n letters are exactly
those of u is upper bounded by p� log n

max . Since there are fewer than n3 choices for
the triple (|u|, |v|, j), the expected number of such “long” factors is less than 1.

As a consequence, the dominant contribution to the expected number of
gapped palindromic factors comes from those with |u| ≤ 	+ log n. Each possible
composition vector for u and v contributes less than nc∗

, and there are at most
(	+ log n)2k(α − 1)k = Õ(1) such composition vectors; thus the Θ̃(nc∗

) bound
carries over for the expected total number of distinct α-gapped palindromic
factors of all possible lengths. 	


4 Typical Composition Vectors of Palindromic Factors

In this section, we show that with asymptotic probability 1, most gapped palin-
dromic factors present in a large random word will be as described in the upper
bound computations of the previous section. For this, we must first prove that
our previous result on the expected number of gapped palindromic factors hold
with good enough probability for the random variable that counts these factors.

Theorem 2. There exist two constants a < 0 and b > 0 such that, with asymp-
totic probability 1 (when n tends to infinity), the number Γα,n of distinct α-gapped
palindromic factors in a random word of length n lies between nc∗

loga(n) and
nc∗

logb(n).

Proof. The upper bound is a direct consequence of applying Markov’s inequality
to the bound on the expectation of Theorem 1: if we simply multiply by logε n
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the upper bound in the Θ̃(nc∗
) in the theorem, the probability that Γα,n is higher

than this new bound is O((log n)−ε) = o(1).
For the lower bound, we now prove that with high enough probability, Γα,n is

at least E(Γα,n)/ log nd for some d > 0. We will do this by proving such a lower
bound for the factors appearing in a subset of the possible positions in the word:
Let m = n/(2 + α)	∗ log n. Our word of length n is obtained3 by concatenating
m independent words W1, . . . ,Wm, each of length (2 + α)	∗ log n.

Now, for each possible α-gapped palindrome w of length (2 + α)	∗ log n, and
for each integer 1 ≤ i ≤ m, define the Bernoulli random variable Xi,w as 1 if
Wi = w, and 0 otherwise; then define Xw as maxi Xi,w, i.e., Xw = 1 if and only
if w appears in a factor in one of the m positions in the whole random word.
Finally, set X =

∑
w Xw: X is the total number of distinct α-gapped palindromic

factors that appear in at least one of the m positions. Thus, X ≤ Gα,n, but
E(X) = Θ̃(nc∗

) (we lose a factor of at most log n because we only consider
Θ(n/ log n) positions instead of n, but this is absorbed by the Θ̃ notation).

The collection of random variables (Xi,w) is negatively associated in the sense
of [2], so that (by [2], Proposition 7), the classical Chernoff-Hoeffding bounds
apply to X. This is enough to prove (using, for example, [10], Theorem 4.2)
that the probability of X being less than half its expectation is exponentially
small. 	


Our final result ensures that, with probability close to 1, almost all α-gapped
palindromic factors that appear in the random word have composition vectors
close to the typical vectors described earlier.

Theorem 3. We again let Γα,n denote the total number of distinct α-gapped
palindromic factors of a random word of length n; and, for any ε > 0, we let
Γα,n,ε denote the total number of these factors whose frequency vectors lie within
distance ε of the optimal vectors x∗ and y∗. Then, for any δ > 0, with asymptotic
probability 1, we have Γα,n,ε ≥ (1 − δ)Γα,n.

Proof. We already know that, with asymptotic probability 1, Γα,n,ε ≥ nc∗
/ log na

for some a > 0. From the proof of Lemma 8, we know that any frequency vectors
at distance at least ε from (x,y) come with an exponent at most c∗ − βε2 (for
some β > 0 which only depends on the second derivative of E at the critical
point), so that the total expected number of distinct α-gapped factors with
such frequency vectors is Θ̃(nc∗−βε2

). Markov’s inequality turns this into a high
probability bound at the cost of logarithmic factors absorbed into the Θ̃ notation,
and with high probability, Γα,n,ε is within a factor 1 − Õ(n−βε2

) of Γα,n.

5 Conclusion

In this article we show that the expected number of distinct α-gapped palin-
dromic factors in a random word of length n is Θ̃(nc∗

), where c∗ is implicitly
3 We disregard rounding errors in lengths; properly dealing with them by means of

integer parts would only yield clumsier notations without changing the asymptotic
results.
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defined as the solution of some equation depending on the probability p of the
source and of α. Moreover, for any positive ε, the frequency vectors of u and v
of such factors uvu are likely to be at distance at most ε of x∗ and y∗.

To conclude, we want to emphasize that the techniques we used follow those
we introduced in [3]. These methods therefore prove useful to study the number
of distinct elements (palindromes, subwords, . . . ) in different settings, for random
words generated by a memoryless distribution.
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Abstract. We consider a simulation problem of a general mechanism
by a robot arm. A robot arm can be modeled by a path P , and the target
is modeled by a general graph G. Then the problem asks if there is an
edge-weighted Eulerian path of G spanned by P . We first show that it is
strongly NP-hard even if edge lengths are restricted. Then we consider
two different variants of this problem. We first allow the edges in P to
be elastic, and minimize the elastic ratio when G is a path. Second, we
allow P to cover an edge of G twice or more. The problem is weakly
NP-hard even if G is an edge. We thus assume that each edge of G is
covered by P exactly twice, and obtain three hardness results and one
polynomial-time algorithm when G and edge lengths are restricted.

Keywords: Edge-weighted Eulerian path problem
Graph spanning problem · Linkage · Robot arm

1 Introduction

A robot arm is a type of programmable mechanical arms, which can be modeled
by a linkage. A linkage is a collection of fixed-length 1D segments joined at
their endpoints forming a path. (See [1] for further details.) Namely, a linkage
is a path P = (v1, v2, . . . , vn) with length function � : E → R, where vi is an
endpoint, ei = {vi, vi+1} is an edge in E = {{vi, vi+1} | 1 ≤ i ≤ n − 1}, and its
length is given by �(ei). Now we consider the following situation (Fig. 1). You
are given a general target mechanism which is modeled by a graph G = (V ′, E′),
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 177–188, 2018.
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and a robot arm modeled by a linkage P = (V,E) as above with length function
� : E ∪ E′ → R. Our mission is to simulate the target graph G by the given
linkage P . The joints in P are programmable, and each joint (or vertex) of G
should be simulated by a joint of P , however we can also put the joints of P
on some internal points of edges of G because they can be fixed. Therefore, our
problem can be formalized as finding the following mapping φ from P to G:

– Each vertex of G should be mapped from some vertices of P ;
– Each edge of G should be mapped from a subpath of P by φ;
– Each edge of P should be mapped to on an edge of G, which may span from

one internal point to another on the edge.

3 3

3 3
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4
3

3 3 3 3 2 2 2 2 2 3 3 2 2

G

P

3 3

3 3
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s t
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2
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Fig. 1. A simple example. A robot arm modeled by P can simulate a given mechanism
modeled by the graph G as shown in the figure. When P simulates G, each circled
joint is fixed, and two joints of the robot arm on the same vertex of G move with
synchronization.

The decision problem asks if there exists a mapping φ from P to G. That
is, it asks if there is an Eulerian path of G spanned by P such that (1) when
P visits a vertex in G, a vertex of P should be put on it, and (2) some vertices
in P can be put on internal points of edges of G. When all edges in P and G
have the same length, it is easy to solve that in linear time since the problem is
the ordinary Eulerian path problem. In the context of formal languages, there
are some variants of the Eulerian path problem with some constraints (see [2]
for a comprehensive survey). However, as far as the authors know, the robot
arm simulation problem, our variant of the Eulerian path problem has not been
investigated, while the situation is quite natural.

The first interesting result is that this problem is strongly NP-hard even if
edge lengths are quite restricted. Precisely, the problem is strongly NP-hard even
if P and G consist of edges of lengths only 1 and 2 (Theorem1). We remind that
if they consist of unit length edges, the problem is linear time solvable. We thus
tackle this problem in two different ways.

The first problem is an optimization version of this problem. In this variant,
we consider a linkage is elastic, that is, the length of one line segment is not
fixed and can be changed a little bit. This situation is natural not only in the
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context of the robot arm simulation, but also in the approximation algorithm.
Formally, we allow the edges in P to be elastic to fit the vertices of P to ones
of G. Our goal is to minimize the stretch/shrink ratio of each edge of P . We
show that when G is a path, this can be solved in polynomial time by dynamic
programming.

In the second way, we allow P to cover an edge of G twice or more. In this
situation, we can simulate G by P even if G does not have an Eulerian path.
In this case, we do not allow P to be elastic, or its ratio is fixed to 1. We first
show that the problem is weakly NP-hard even if G is an edge (Theorem 3). In
fact, this problem is similar to the ruler folding problem (see, e.g., [1,3]). From
the viewpoint of a simulation of G by P , we can take the following strategy in
general. For a given G, first make a spanning tree T of G, and traverse T in the
depth first manner. It is easy to see that this strategy works for any connected
graph G even if G does not have an Eulerian path, and the trail of the traverse
of T gives us a way of simulation of G by P in a sense. In this paper, we focus on
the case that the graph G is a tree. Precisely, we consider the following problem:
For a given tree G and a path P (with edge lengths), the traverse problem asks if
G has a trail by P such that each edge of G is traversed exactly twice. (We note
that trees form a representative class of graphs that have no Eulerian paths.)
We first mention that this problem is quite easy when each edge has unit length.
The answer is yes if and only if G = (V,E) is connected and P contains 2|E|
edges. From the practical viewpoint, it seems to be reasonable when we simulate
a mechanism by a robot arm. However, this problem is still strongly NP-hard
even in quite restricted cases; (1) G is a star, and P consists of edges of only
two different lengths, and (2) G is a spider, and all edges are of two different
lengths. On the other hand, the problem is polynomial time solvable when G is
a star and its edge lengths are of k different values.

2 Preliminaries

In this paper, we only consider a simple undirected graph G = (V,E). A path
P = (v1, v2, . . . , vn) consists of n vertices with n − 1 edges ei joining vi and vi+1

for each i = 1, . . . , n−1. The vertices v1 and vn of the path are called endpoints.
Let Kn,m denote a complete bipartite graph G = (X,Y,E) such that |X| = n,
|Y | = m, and every pair of a vertex in X and a vertex in Y is joined by an edge.
A graph G = (V,E) is a tree if it is connected and acyclic. Here a graph G is a
star if and only if it is a complete bipartite graph K1,n−1, and a graph G is a
spider if and only if G is a tree that has only one vertex of degree greater than
2. In a star or a spider, the unique vertex of degree greater than or equal to 3
is called center. Without loss of generality, we assume that a star or a spider
always has the center. Let G = (V ′, E′) and P = (V,E) be a graph and a path
(v1, v2, . . . , vn). Let � : E′ ∪ E → R be an edge-length function of them. We say
the linkage P can simulate the mechanism G if each edge in G is spanned by at
least one subpath of P , and no subpath of P properly joins two non-adjacent
vertices in G. We formalize the notion of simulation by a mapping φ that maps
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each vertex V in P to a point in G as follows. For any edge e = {u, v} ∈ E′,
we consider e a line segment (u, v) of length �(e). Then the intermediate point p
at distance t�(e) from u is denoted by p = tv + (1 − t)u, where 0 < t < 1. We
note that the endpoints of an edge e are not considered intermediate points of
e. Now we first define a set of points in G by V ′ and all intermediate points on
edges of E′. Then we define a mapping φ from V to points of G as follows. To
make it clear, we first divide V in P into two subsets Ve and Vi such that each
vertex in Ve is mapped to a vertex in V ′, and each vertex in Vi is mapped to
an intermediate point of G. In our problems, we assume that φ(v0) and φ(vn)
should be in Ve. That is, P should start and end at vertices in G. Depending on
the restrictions, we consider some different simulation problems as follows.

Weighted Eulerian path problem: We consider the mapping φ from Ve to V ′ that
satisfies some conditions as follows; (1) for every v′ ∈ V ′, there is at least one
vertex v ∈ Ve with φ(v) = v′; (2) for each edge e′ = {v′, u′} ∈ E′, there is a
pair of vertices vi and vj in Ve such that (2a) �(e′) =

∑j−1
k=i �(ek), and (2b) there

is no other vertex vk is in Ve between vi and vj . Intuitively, each edge e′ in G
corresponds to a subpath in P , and vice versa. In other words, some vertices in
P are mapped to some intermediate points in G, and the corresponding joints of
the robot arm are fixed when the robot arm P simulates the target mechanism
G. We note that by the length condition (2a), we can assume that when the
subpath (vi, . . . , vj) in P simulates an edge e = {φ(vi), φ(vj)}, it is not allowed
to span it in a zig-zag way. We also add one condition: (3) for each edge (vk, vk+1)
in P , {φ(vk), φ(vk+1)} should be on an edge e in G. That is, there is a subpath
(vi, . . . , vk, vk+1, . . . , vj) with i ≤ k < k+1 ≤ j such that (3a) e = {φ(vi), φ(vj)}
and φ(vk) is on an intermediate point on e for each i < k < j. In other words, all
edges in P are used for spanning some edges in G, and there is no other subpath
in P joining two endpoints in G by the length condition (2a). Then we say that
the linkage P can simulate the mechanism G if there is a mapping φ satisfying
the conditions (1), (2), and (3). This problem can be seen as the Eulerian path
problem with edge weights.

Elastic linkage problem: In this problem, we allow all edges in P to be elastic
to simulate the path G by the path P . The elastic ratio of an edge e is defined
by max {l′/l, l/l′}, where l is the length of the edge e = {u, v} in P and l′ is the
length of the edge {φ(u), φ(v)} in G. (Intuitively, the length of edge e is changed
from l on P to l′ on G.) For a given graph G = (V ′, E′) and a path P = (V,E),
it is easy to observe that P can simulate G (with elastic edges) if and only if G
has an Eulerian path and |V ′| ≤ |V |. When G has an Eulerian path by P with
elastic edges, the elastic ratio of the mapping is defined by the maximum elastic
ratio of all edges in P . Then the elastic linkage problem asks to minimize the
elastic ratio of the mapping from P to G for given G and P .

Traverse problem by a path: In this variant, we allow the mapping to map two
subpaths of P to an edge of G, however, we do not allow P to be elastic, or
its ratio is fixed to 1. For a given graph G = (V ′, E′) and a path P = (V,E),
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when all edges have a unit length, it is easy to observe that P can simulate G
in this manner if and only if G is connected and 2|E| = |E′|. We first perform
the depth first search on G, and traverse this search tree. We also consider its
edge-weighted version as the traverse problem for a graph G and a path P . (In
this paper, in fact, we only investigate the cases that G is a tree.)

In this paper, we will often use the following problem to show the hardness
of our problems.

3-Partition Problem
Input: An integer B and a multiset A of 3m integers A = {a1, a2, . . . , a3m} with

B/4 < ai < B/2.
Output: Determine if A can be partitioned into m multisets S1, S2, . . . , Sm such

that
∑

aj∈Si
aj = B for every i.

Without loss of generality, we can assume that
∑

ai∈A ai = mB, and |Si| = 3.
It is well known that the 3-Partition problem is strongly NP-complete [1].

3 Weighted Eulerian Path Problem

Now we show the main theorem in this section.

Theorem 1. Let P,G, � be a path, an undirected graph, and a length function,
respectively. Then the weighted Eulerian path problem is strongly NP-hard even
if �(e) is either 1 or 2 for any e in P and G.

Proof. It is easy to see that the problem is in NP. Therefore we show the hard-
ness. We reduce the 3-Partition problem to the weighted Eulerian path problem.

Let PB+1 be a path that consists of B consecutive edges of length 2, and
P4 be a path that consists of 3 consecutive edges of length 1. Then the path P
is obtained by joining m subpaths PB+1 and m subpaths P4 alternatingly, that
is, P is constructed by joining PB+1, P4, PB+1, P4, . . . , P4, PB+1, and P4. The
graph G is constructed as follows. For each i with 1 ≤ i ≤ 3m, we construct a
cycle Cai

of ai edges of length 2. We also construct m cycles C3 of 3 edges of
length 1. Then these 4m cycles share a special vertex c in common. That is, G
is a cactus that consists of 4m cycles, and all vertices have degree 2 except the
common vertex c that has degree 8m. The construction is illustrated in Fig. 2.

It is easy to see that this is polynomial-time reduction. Thus, we show that
A has a solution if and only if P can simulate G. We first observe that no edge
of length 2 in PB+1 in P can cover a cycle C3 in G. Therefore, when P covers G,
every C3 of G has to be covered by P4 in P . Thus, each endpoint of P4 should
be on c in G, and no edge in PB+1 can cover edges in C3. Hence, each subpath
PB+1 in P covers exactly B edges in the set of cycles Cai

that consists of edges
of length 2. Since B/4 < ai < B/2 for each i, each subpath PB+1 covers exactly
three cycles Cai

, Caj
and Cak

for some i, j, k with ai + aj + ak = B. Clearly,
each cover for a subpath PB+1 gives a subset of A, and the collection of these
subsets gives us a solution to the 3-Partition problem and vice versa. ��



182 T. Feng et al.

P
PB+1 P4 PB+1 P4 P4 PB+1
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C3 m
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Ca1
Ca2

Ca3
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Ca3m

G
1

2

1

P4

Fig. 2. Construction of P and G; bold lines are of length 2, and thin lines are of length
1. Each Pi+1 consists of i edges and each Ci consists of i edges.

4 Elastic Linkage Problem

In this section, we consider the elastic linkage problem for two paths G and P :

Elastic linkage problem from path to path
Input: Two paths G = (V ′, E′) and P = (V,E) with length function �.
Output: a mapping φ with minimum elastic (or stretch/shrink) ratio.

In this problem, we allow all edges in P to be elastic to simulate the path G by
the path P . We let G is a path (u1, u2, . . . , un′) and P is a path (v1, v2, . . . , vn).
Without loss of generality, we assume that n′ ≤ n. Since each vertex in G should
be mapped from only one vertex in P , it should be φ(v1) = u1 and φ(vn) = un′ ,
otherwise the elastic ratio will be infinity. We show a polynomial-time algorithm
for this problem based on a dynamic programming.

First, we show a technical lemma when G is just an edge. In this case, the
optimal value is achieved when all ratios are even.

Lemma 1. Assume that G consists of an edge e = (u1, u2). When P = (V,E)
is a path, the minimum elastic ratio is achieved when the ratio of each e ∈ E
takes the same value.

Proof. Assume that the length of the edge e = (u1, u2) in G is L, E =
{e1, e2, . . . , en−1}, and the length of each ei is li. For a mapping φ, let ri

be the ratio of the edge ei for each i = 1, 2, . . . , n − 1. Then we have
r1l1 + r2l2 + · · · + rn−1ln−1 = L.

Assume the maximum among ri for all 1 ≤ i ≤ n−1 is rk, and the minimum
among ri for all 1 ≤ i ≤ n − 1 is rh. Thus, it is obvious that rk ≥ L/(l1 + l2 +
· · · + ln−1), 1/rh ≥ (l1 + l2 + · · · + ln−1)/L.



Computational Complexity of Robot Arm Simulation Problems 183

According to the definition, the elastic ratio er of this mapping is the max-
imum among ri and its reciprocal for all 1 ≤ i ≤ n − 1. That is, er equals the
larger of rk and 1/rh.

When r1 = r2 = · · · = rn−1, max{rk, 1/rh} takes the minimum. That means
the minimum elastic ratio can be achieved if and only if the ratio of each e ∈ E
takes the same value. ��

Now we turn to the main theorem.

Theorem 2. We can solve the elastic linkage problem from path to path in
O(n3) time.

Proof. We assume path P = (v1, v2, . . . , vn), the length of each edge {vi, vi+1}
is li, path G = (u1, u2, . . . , un′), the length of each edge {uj , uj+1} is wj , and
n ≥ n′ ≥ 2.

We define two functions as follows for i > i′ ≥ j:

dist(vi′ , vi) = li′ + li′+1 + · · · + li−1, and

Ser(vi′ , vi, wj) = max
{

wj

dist(vi′ , vi)
,
dist(vi′ , vi)

wj

}

.

That is, dist(vi′ , vi) is the length of the path (v′
i, . . . , vi), and Ser(vi′ , vi, wj) is

the minimum elastic ratio of all edges in the subpath P ′ = (vi′ , vi′+1, . . . , vi) of
P that covers the edge {uj , uj+1}. We first precompute these functions as tables
which will be referred in our polynomial-time algorithm. The computation of the
corresponding table Ser[(vi′ , vi), wj ] can be done as follows1: (1) for each (vi′ , vi)
with i′ < i, compute dist(vi′ , vi) and fill in the table dist[vi′ , vi], (2) for each
j = 0, 1, . . . , n′, compute Ser(vi′ , vi, wj) and fill in the table Ser[(vi′ , vi), wj ]. In
(1), each dist(vi′ , vi) can be computed in a constant time by using dist(vi′ , vi) =
dist(vi′ , vi−1) + �(ei−1) when we compute the values of this table in the order
of (i − i′) = 1, 2, 3, . . . . On the other hand, in (2), each Ser(vi′ , vi, wj) can be
computed in a constant time. Therefore, the precomputation can be done in
O(n3) time in total.

To solve the elastic linkage problem efficiently, we define two more functions
ER(vi, uj) and M(vi, uj) as follows. First, ER(vi, uj) is the minimum elastic
ratio of the mappings from the subpath P ′ = (v1, v2, . . . , vi) of P to the subpath
G′ = (u1, u2, . . . , uj) of G. Then we have the following:

ER(vi, uj)

=
{

Ser(v1, vi, w1) when j = 2
minj−1≤k≤i−1{max{ER(vk, uj−1), Ser(vk, vi, wj−1)}} when j > 2

Our goal is to obtain the mapping from P to G with elastic ratio ER(vn, un′).

1 In this paper, for a function f() and a predicate p(), their corresponding tables (or
arrays in program) are denoted by f [] and p[], respectively.
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Next, M(vi, uj) is a sequence of j vertices of path P that represents the
mapping with minimum elastic ratio from the subpath P ′ to the subpath G′.
The first and last vertices in M(vi, uj) are v1 and vi. Then we have the following:

M(vi, uj) =
{

(v1, vi) when j = 2
(M(vτ , uj−1), vi) when j > 2,

where τ is determined by the following equation;

ER(vi, uj) = max{ER(vτ , uj−1), Ser(vτ , vi, wj−1)}.

Then our goal is to obtain M(vn, un′). The ER(vn, un′) and M(vn, un′)
can be obtained simultaneously by the dynamic programming technique. In the
tables of ER(vn, un′) and M(vn, un′), ER(vn, un′) and M(vn, un′) are easy to
get if the values in the (n′ − 2)-nd row are available. The table ER(vn, un′) is
filled from j = 2, that is, for each vi = v1, v2, . . . , vn, ER(vi, u1) = Ser(v1, vi, w1)
has already been computed, and accordingly, the first row of table M(vn, un′)
is M(vi, u1) = (v1, vi). After filling in the first row of the tables, it is easy to
get the values in the second row, the third row, up to the (n′ − 2)-nd row and
finally get ER(vn, un′) and M(vn, un′). Each element of the table ER(vn, un′)
can be computed in O(n) time, and each element of the table M(vn, un′) can
be computed in constant time. Therefore, the computation of ER(vn, un′) and
M(vn, un′) can be done in O(n3) time, and the precomputation also can be done
in O(n3) time. Thus, the algorithm runs in O(n3) time, which means the elastic
linkage problem can be solved in polynomial time. ��

5 Traverse Problem of a Tree by a Path

In this section, we focus on the traverse problem of G by P . In this variant, we
allow P to cover an edge of G twice.

Before the traverse problem, we consider more general case that allow P to
cover an edge of G twice or more. This general simulation problem is similar to
the following ruler folding problem:

Ruler Folding: Given a polygonal chain with links of integer length
�1, . . . , �n−1 and an integer L, can the chain be folded flat so that its total
folded length is L?

The details of this problem and related results can be found in [3]. In our context,
we have the following theorem:

Theorem 3. The general simulation problem of G by P is NP-complete even if
G is an edge.

Proof. We can reduce the ruler folding problem to our problem by just letting
G be an edge of length L. ��
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We note that the ruler folding problem is weakly NP-complete, and we have a
simple pseudo-polynomial-time algorithm that runs in O(nL) time as follows;

Input: Set of integers S = {�1, . . . , �n−1} and an integer L
Output: Determine if there is I ⊆ {1, . . . , n − 1} with

∑
i∈I �i == L

begin
Initialize array a[0], . . . , a[L] by 0;
Set a[0] = 1;
foreach i = 1, . . . , n − 1 do

foreach j = 0, . . . , L do
if a[j] == 1 and j + �i ≤ L then a[j + �i] = 1

end
end
if a[L] == 1 then output “Yes”;
else output “No”

end

Now we turn to the traverse problem. Even if a connected graph G has no
Eulerian path, when we allow to visit each edge in G twice, we can visit all
vertices of G by a path in the depth first search manner. Therefore, we consider
the following traversal problem as a kind of the robot arm simulation problem:

Input: A path P = (V,E) that forms a path (v1, v2, . . . , vn), and a graph G =
(V ′, E′) with length function � : E ∪ E′ → R.

Output: A mapping φ from P to G such that each edge in G is mapped from
exactly two subpaths of P , or “No” if it does not exist.

We first observe that it is linear time solvable when each edge has the unit length
just by depth first search. Therefore, it is an interesting question that asks the
computational complexity when � maps to few distinct values, especially, � maps
to two distinct values.

We give three hardness results about the traversal problem even if the graph
G is a simple tree T and the edge lengths are quite restricted.

Theorem 4. The traversal problem of a tree T by a path P is strongly NP-
complete in each of the following cases: (1) T is a star K1,n−1, and P consists
of edges of two different lengths. (2) T is a spider, and all edges in G and P
are of length p and q, where (2a) p and q are any two positive integers that are
relatively prime, or (2b) p = 1 and q = 2.

Proof. Since it is clear that each of the problems is in NP, we show their hardness.
We will give polynomial-time reductions from the 3-Partition to our problems.
(1) T is a star K1,4m+1. Among 4m+1 edges, the length of m+1 edges is B, and the
other 3m edges have length ai for each i = 1, 2, . . . , 3m (Fig. 3). The construction
of P is as follows. Let P ′ be a path that consists of 2B edges of length 1, and P ′′ be
a path that consists of 2 edges of length B. Then the path P is obtained by joining
m + 1 subpaths P ′′ and m subpaths P ′ alternatingly, that is, P is constructed by
joining P ′′, P ′, P ′′, P ′, P ′′, . . . , P ′, P ′′ as shown in Fig. 3.
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Fig. 3. Reduction to K1,4m+1 and a path P .

The construction is done in polynomial time. Thus, we show that the
3-Partition problem has a solution if and only if the constructed cover prob-
lem has a solution. We first observe that P ′′ cannot cover any short edge of
length ai in T . Therefore, each P ′′ should cover each edge of length B in T
twice. Hence all of the endpoints of P ′′s (and hence P ′) are on the central vertex
of T . Therefore, if P can cover T properly, it is easy to see that each P ′ should
cover three edges of length ai, aj , and ak with ai + aj + ak = B exactly twice.
This concludes the proof of (1).
(2a) This reduction is similar to (1). Let P ′ be a path that consists of 2B edges
of length p, and P ′′ be a path that consists of 2 edges of length q. Then the path
P is obtained by joining m + 1 subpaths P ′′ and m subpaths P ′ alternatingly.
On the other hand, the spider T is obtained by sharing the central vertex of
4m+1 subpaths (Fig. 4). Among 4m+1 subpaths, m+1 paths are just edges of
length q. The other 3m subpaths are of ai edges for each 1 ≤ i ≤ 3m, and each
edge has length p. Since p and q are relatively prime, P ′′ cannot cover each of
the edges of length p. Therefore, their endpoints (and the endpoints of P ′) share
the central vertex of T . Thus, each P ′ gives us the solution of the 3-Partition as
in (1), which completes the proof of (2a).
(2b) The reduction itself is the same as (2a) except p = 1 and q = 2. In this
case, we observe that no edge of length 1 can be covered by any edge of length
2 in P ′′. Therefore, each edge of P ′′ of length 2 should cover the edges of T of
length 2. Thus, each P ′ gives us the solution of the 3-Partition as in (2a), which
completes the proof of (2b). ��

In Theorem 4, we show that the traversal problem of a tree by a path is NP-
hard even if we strictly restrict ourselves. Now we turn to show a polynomial-time
algorithm for the case that we furthermore restrict.

Theorem 5. Let T be a star K1,n′ and the number of distinct lengths of its
edges is k. Let P be any path of length n. Without loss of generality, we suppose
2n′ ≤ n. Then the traversal problem of T by P can be solved in O(nk+1) time
and O(nk) space. That is, it is polynomial time solvable when k is a constant.
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Fig. 4. Reduction to spider of two different lengths.

Proof. We suppose that each edge of T has a length in L = {�1, �2, . . . , �k}, and
T contains Li edges of length �i for each i. For a vertex vi in P and length �j in
L, we define a function pre(vi, �j) as follows;

pre(vi, �j)

=
{

vk there is a vertex vk with k < i on P s. t. �(ek) + · · · + �(ei) = �j ,
φ otherwise.

We first precompute this function as a table which will be referred to in our
polynomial-time algorithm. To distinguish the function pre(vi, �j), we refer to
this table as pre[vi, �j ] which uses O(nk) space. The computation of pre[] can be
done as follows; (0) initialize pre[] by φ in O(nk) time, (1) sort L in O(k log k)
time, and (2) for each i = 1, 2, . . . , n and j = 1, 2, . . . , k − 1, the vertex vi fills
the table pre[vi′ , �j ] = vi. In (2), the vertex vi can fill pre[vi′ , �j ] = vi in O(n+k)
time. Therefore, the precomputing takes O(n(n + k) + k log k) time in O(nk)
space.

Now we turn to the computation for the traversal problem. To do that, we
define a predicate F (d1, d2, . . . , dk, vi) which is defined as follows: When there is a
cover of a subtree T ′ of T that consists of d1 edges of length �1, d2 edges of length
�2, . . ., and dk edges of length �k by the subpath P ′ = (v1, v2, . . . , vi) when v1 and
vi are put on the center of T , F (d1, d2, . . . , dk, vi) is true, and false otherwise. (For
notational convenience, we define that F (d1, d2, . . . , dk, φ) is always false.) Thus,
our goal is to determine if F (L1, L2, . . . , Lk, vn) is true or false. The predicate
F (d1, d2, . . . , dk, vi) is determined by the following recursion;

F (d1, d2, . . . , dk, vi)

=
∨

1≤j≤k

((pre(vi, �j) 
= φ) ∧ F (d1, . . . , dj − 2, . . . , dk,pre(pre(vi, �j), �j))).

That is, for the vertex vi, we have to have two vertices vi′ = pre(vi, �j)
and vi′′ = pre(pre(vi, �j), �j) such that �(ei′) + �(ei′+1) + · · · + �(ei) = �j and
�(ei′′) + �(ei′′+1) + · · · + �(ei′) = �j for some j with 1 ≤ j ≤ k. The correctness
of this recursion is trivial.
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The predicate F (L1, L2, . . . , Lk, vn) is computed by a dynamic programming
technique. That is, the table F [d1, d2, . . . , dk, vi], corresponding to the predicate
F (L1, L2, . . . , Lk, vn), is filled from d1 = 0, d2 = 0, . . . , dk = 0 for the center
vertex c, which is true. Then, we increment in the bottom up manner; that is, we
increment as (d1, d2, . . . , dk) = (0, 0, . . . , 0, 1), (0, 0, . . . , 1, 0), . . ., (0, 1, . . . , 0, 0),
(1, 0, . . . , 0, 0), (0, 0, . . . , 0, 2), (0, 0, . . . , 1, 1), . . ., (0, 1, . . . , 0, 1), (1, 0, . . . , 0, 1),
and so on. The number of combinations of (d1, d2, . . . , dk) is L1 · L2 · · · · · Lk ≤
n′k = O(nk), and the computation of F [d1, d2, . . . , dk, vi] for the (d1, d2, . . . , dk)
can be done in linear time. Therefore, the algorithm runs in O(nk+1) time and
O(nk) space. ��
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Abstract. The IPO (In-Parameter-Order) family of algorithms is a
popular set of greedy methods for the construction of covering arrays.
Aspects such as tie-breaking behavior or parameter ordering can have
major impact on the quality of the resulting arrays but have so far not
been studied in a systematic manner. In this paper, we survey and present
a general framework for the IPO family of algorithms (i.e. IPOG, IPOG-
F and IPOG-F2) and present ways to instantiate these abstract compo-
nents. Then, we evaluate the performance of these variations on a large
set of instances, in an extensive experimental setting in terms of covering
array sizes.

Keywords: Covering arrays · IPO family · Tie-breaks
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1 Introduction

A covering array (CA) is a mathematical object defined by four positive integers
and denoted as CA(N ; t, k, v). It is a N × k matrix where N is the number of
rows, k the number of columns (often referred to as parameters), t the size of
interactions that are covered and v is the size of the alphabet. A covering array is
defined by its t-covering property : for any t-selection of columns, all vt t-tuples
between the selected columns occur at least once in the array. t is called the
strength of the CA. A mixed-level covering array (MCA) is a generalization of
a CA where each column i has its own alphabet size vi. An MCA is denoted as
MCA(N ; t, k, (v1, . . . , vk)). The tuple (t, k, (v1, . . . , vk)) (t ≤ k) is referred to as
the configuration of an MCA.

The general problem of constructing optimal covering arrays (i.e., in terms of
minimal size N) is believed to be a hard combinatorial optimization problem and
it has significant applications in software and hardware testing [8,9]. Moreover,
it is tightly coupled with NP-hard problems [2]. As a result, there has been a lot
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of effort on developing and improving algorithmic approaches for covering array
generation (c.f. Sect. 2).

The In-Parameter-Order (IPO) family of algorithms is a set of greedy algo-
rithms for constructing covering arrays and their representatives have been
shown to produce acceptable sized covering arrays [3]. There have been mul-
tiple efforts in the area of improving the IPO variants, in terms of reducing the
size of generated covering arrays, but to the best of our knowledge, no systematic
evaluation of these proposals exist. In this work, we aim to provide an overview
of these optimization efforts and evaluate their effectiveness.

This paper is structured as follows: In Sect. 2 we discuss preliminaries and
related work. Section 3 presents the IPO family of algorithms and existing and
novel methods to parameterize it. Section 4 proposes an evaluation of the algo-
rithms and discusses the results and finally, Sect. 5 concludes the paper.

2 Background

The In-Parameter-Order (IPO) strategy was first proposed in [15] as a greedy
algorithm for covering array construction. It constructs a covering array one
column at a time and each extension is divided into a horizontal and an optional
vertical extension. We discuss the algorithm in greater detail in Sect. 3.

While the original algorithm was limited to arrays of strength 2 (pair-wise),
subsequent works have generalized the algorithm to allow the generation of
higher strength arrays [13] (IPOG) as well as integrated constraint handling
in [17,18]. In [5], the authors propose variants of the IPO strategy, namely
IPOG-F, IPOG-F2, by extending the search space in the horizontal extension.
In [14], the IPOG-D variant is presented which includes a recursive construction
method aimed at reducing the number of combinations to be enumerated.

Many works have been dedicated to improving parts of the IPO algorithms in
order to minimize covering arrays sizes. In [4] a graph-coloring scheme integrated
into the vertical extension is proposed to reduce the resulting array sizes. [16]
modify IPOG with additional optimizations aimed at reducing don’t-care values
in order to minimize the number of rows. [6,7] discuss and evaluate the impact
of tie-breaking on the generated arrays and propose a new tie-breaker which
reduces the generated array sizes.

Related to the aim of this paper is the works of [1] for “one-test-at-a-time”
greedy construction algorithms. There, the authors propose a general framework
of such algorithms and provide concrete ways to instantiate it. In their analy-
sis they evaluate the most important parameters which contribute to smaller
covering array sizes.

3 The IPO Family of Algorithms

The IPO family of algorithms is a set of algorithms for constructing covering
arrays and has seen use in many applications in practice [12]. The most impor-
tant representatives are IPOG [13], IPOG-F [5] and IPOG-F2 [5]. They are greedy
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algorithms able to generate (mixed-level) covering arrays for any configuration.
They all follow the same basic schema (c.f. Algorithm 1) and start out by build-
ing an initial covering array of strength t by constructing the cross-product of
the first t columns.

Algorithm 1. IPO Algorithm
procedure IPO(configuration)

configuration ← Sort-Criterion(configuration)
Array ← cross-product of first t columns
for i ← t, . . . , k do

HorizontalExtension(i)
if there are uncovered tuples then

VerticalExtension(i)
end if

end for
end procedure

Then, the array is extended one column at a time in a two-dimensional
fashion. First, a new column is added to the array by a horizontal extension.
This step will assign values to the new column in a greedy manner with the
objective to maximize coverage gain. Algorithm 2 shows the procedure for IPOG.
Here, rows are considered from top to bottom and in each one the value with the
maximum coverage gain (in terms of previously uncovered t-tuples) is selected.
If multiple values provide maximum gain then the tie must be broken with a
predefined strategy. This will be discussed in further detail in Sect. 3.1.

IPOG-F and IPOG-F2 extend the search space in the horizontal extension by
also optimizing the order in which rows are extended. For this purpose, unas-
signed rows are additionally scanned in each iteration to find the best position
and value to assign. While IPOG-F considers the actual coverage to decide on the
best value, IPOG-F2 tries to estimate the amount of covered tuples. This is an
optimization which allows for a faster implementation compared to IPOG-F, but
it sacrifices accuracy. The estimation is achieved by keeping an estimated value
of covered tuples in an array for each row and value. When a value a is chosen
in row r, the estimator is incremented by the number of shared tuples between
row s and all other unassigned rows s.

The horizontal extension either finishes when all tuples have been covered or
each entry in the new column has been assigned a value. In the latter case, there
are still tuples left which have not yet been covered and they are added in the
vertical extension step. This step grows the array by adding more rows which
include missing tuples.

In the vertical extension all remaining uncovered tuples are added to the
array to ensure that the first i columns form a covering array. Tuples can either
be added by appending a new row to the array that contains the tuple or by
finding an already existing row which can fit the tuple. The latter case is possible
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Algorithm 2. Horizontal Extension (IPOG)
procedure HorizontalExtension(i)

for row ← 0, . . . ,Array.rows do
v ← select value with highest coverage gain
if multiple candidate values then

break tie
end if
Array[row][i] ← v
if all tuples are covered then return
end if

end for
end procedure

since don’t-care values can occur in the array and may be overwritten by a tuple
without destroying the t-covering property.

3.1 Tie-Breakers

During the horizontal extension, tie-breaking may be necessary in the case that
two or more values for a row in the new column provide the same, maximum
coverage gain, i.e. cover the most new t-tuples. We will refer to these values as
candidates. In the following we will give an overview to possible tie-breaking
strategies.

Random Tie-Breaker. The simplest approach is to choose one value out of all
candidates at random. This can be implemented efficiently but it will introduce
non-determinism to algorithm and the generated covering arrays will possibly
differ on subsequent runs of the algorithm. This tie-breaker is oblivious to the
previous history of the extension.

Deterministically-Seeded Random Tie-Breaker. This is a variant of the
Random tie-breaker. Here, ties are still broken randomly with the help of a pseu-
dorandom generator, but the generator is seeded with a constant at the beginning
which results in a deterministic behaviour of the algorithm.

Lexicographic Tie-Breaker. This tie-breaker will always prefer the (lexi-
cographically) smallest candidate if multiple are available. This can of course
introduce a bias towards smaller values in the new column.

Cyclic Tie-Breaker. This tie-breaker builds upon the Lexicographic tie-
breaker, but maintains the last chosen value and starts the search from this one
instead of the first. The aim is to remove bias towards smaller values, however
the last chosen value is more likely to be picked again in the next iteration.
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Cyclic-Next Tie-Breaker. This tie-breaker works exactly as the Cyclic tie-
breaker, but will start from the next value following the last chosen value. This
tie-breaker was first proposed in [6,7].

Value-Balanced Tie-Breaker. This tie-breaker keeps track of how many
times a value has been used so far in the extended column. In an optimal situa-
tion, each value for the new column occurs exactly the same amount of times and
the aim of this tie-breaker is to mimic this behaviour by balancing the occur-
rences of these values. Values are preferred when they so far have occured less
frequently than other candidate values.

α-balanced Tie-Breaker. This tie-breaker builds upon the value-balanced tie-
breaker by not only considering the balance of values in the new column, but
the balance of lower-strength tuples involving the new parameter. This is based
on the notion of α-balance which was introduced by [10] and functions as a tie-
breaker in the following way: first, the number of would-be-covered t − 1 tuples
are compared for each candidate. If there still is a tie, the next lower strength is
tried and so on. If at t = 1 there still exists a tie, then the smallest value will be
preferred.

3.2 Tuple Enumeration Order

In the vertical extension, uncovered tuples are added one-by-one to the array.
So far it has not been studied, if different enumeration orders of these tuples
have any impact on the resulting arrays. We propose besides the common
lexicographically-ascending (tuples of small lexicographical order first) order,
the reverse, i.e. from lexicographically largest to smallest. Furthermore, switch-
ing between the orderings every other vertical extension could prove beneficial
to achieve smaller arrays.

3.3 Parameter Ordering

One simple option to influence the covering array generation is the order in which
columns are extended. Since the covering property is not affected by column
permutations one can permute the configuration before starting the generation
and apply the reverse permutation afterwards. Note that this is only useful for
mixed-level covering arrays. Informal consensus is that the IPO strategy gener-
ates smaller arrays when columns are sorted by decreasing alphabet size, but, to
the best of our knowledge, this has so far not been subject to an experimental
evaluation.

While the number of column permutations in general is too large in practice,
we propose to investigate the following:

Ascending Sort columns with increasing alphabet size from smallest to largest
Descending Sort columns with decreasing alphabet size from largest to smallest
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Alternating Intersperse large and small columns and switch between large and
small columns from one extension to the next. We propose two variants. The
first starts with the smallest, followed by the largest and thirdly the second-
smallest, etc. The second starts with the largest, followed by the smallest and
so on.

4 Evaluation

4.1 Setup

To evaluate the different algorithm configurations we chose a set of (M)CA
instances based upon the benchmarks used in [1] to study the behaviour of
greedy, one-test-at-a-time MCA generation algorithms. The instances are sum-
marized in Fig. 1a.

Instances

104

340

34

64

34, 45

66, 55, 34

78, 220

51, 38, 22

510, 210

82, 72, 62, 52

101, 91, 81, 71, 61, 51, 41, 31, 21, 11

(a) Set of benchmark (M)CA instances

Tie Breakers Tuple Orders Parameter Orders

Alpha-Balanced Alternating Alternating-large
Cyclic Ascending Alternating-small
Cyclic-next Descending Ascending
Deterministic Descending
Lexicographic
Random
Value-Balanced

(b) Configuration options for IPO

Fig. 1. Benchmark setup

We implemented all IPO variants in our own implementation described fur-
ther in [11]. The particular algorithm as well as the tie-breaker, tuple order and
parameter ordering are selectable via a configuration option at runtime. This
results in 63 distinct algorithm configurations for CA generation and 252 distinct
configurations for MCA generation. The configuration options are summarized
in Fig. 1b.

Each algorithm configuration was used to generate (M)CAs for the selected
benchmark instances for strengths between 2 and 4. The experiments were con-
ducted on the Graham cluster of the Shared Hierarchical Academic Research
Computing Network (SHARCNET). Configurations involving the Random tie-
breaker were repeated 10 times. Due to space limitations, we only discuss selected
and aggregated results, but we provide the full data set as well as visualizations
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on a dedicated website1 for the interested reader. There we also provide further
measurements into the test generation time differences observed between the
tested configurations.

4.2 Results

In order to meaningfully compare different configurations options across
instances we first normalized the computed covering array sizes to a relative
measure representing the deviation of the mean. We computed the mean for
each instance and based on the result computed the relative improvement or
degradation for each individual run. This value shows how much better or worse
one configuration performs in comparison to the other ones. The results are
summarized in Table 1 and are visualized in Figs. 2a and b.

Table 1. Relative improvement for different configurations compared to the mean

IPOG IPOG-F IPOG-F2

Tie Breaker

Alpha-balanced 1.0128 ±0.0759 0.9632 ±0.0619 1.0572 ±0.0662

Cyclic 1.0175 ±0.1394 0.9461 ±0.0678 1.0379 ±0.0867

Cyclic-next 0.9721 ±0.0858 0.9403 ±0.0799 1.0296 ±0.1012

Deterministic 0.9920 ±0.0429 0.9560 ±0.0539 1.0500 ±0.0664

Lexicographic 1.0140 ±0.0764 0.9651 ±0.0687 1.0580 ±0.0673

Random 0.9933 ±0.0465 0.9548 ±0.0545 1.0497 ±0.0673

Value-balanced 0.9951 ±0.0630 0.9590 ±0.0563 1.0549 ±0.0645

Tuple Order

Alternating 0.9950 ±0.0656 0.9533 ±0.0580 1.0454 ±0.0681

Ascending 0.9987 ±0.0663 0.9582 ±0.0626 1.0584 ±0.0794

Descending 0.9944 ±0.0630 0.9530 ±0.0561 1.0432 ±0.0644

Parameter Order

Alternating-large 0.9962 ±0.0309 0.9529 ±0.0268 1.0503 ±0.0510

Alternating-small 1.0082 ±0.0374 0.9667 ±0.0336 1.0763 ±0.0525

Ascending 1.0285 ±0.0443 1.0006 ±0.0440 1.0870 ±0.0519

Descending 0.9463 ±0.0791 0.8910 ±0.0442 0.9952 ±0.0793

In general, IPOG-F produces the smallest arrays, followed by IPOG and
IPOG-F2. Comparing the results for the different tie-breakers, no one choice
seems to impact array sizes significantly, however, the Cyclic-next tie-breaker
overall yields the best results. It, together with the Cyclic tie-breaker is able to
generate some arrays with up to 50% less rows. However, the Cyclic tie-breaker
exhibits extreme results in the other direction and in corner-cases with array

1 https://matris.sba-research.org/data/iwoca2018.

https://matris.sba-research.org/data/iwoca2018
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sizes exceeding 50% larger than the mean are produced. This is also the case for
the Alpha-balanced and Lexicographic tie-breaker.

Judging from the results in Table 1, the order in which tuples are enumerated
does not seem to affect the resulting covering array size in any significant way.

The largest impact can be attributed to the sorting order of columns. Sorting
in descending order of alphabet size leads to significantly smaller covering arrays,
especially in the case of IPOG-F. Alternating between large and small columns
has some impact and is better than sorting columns in ascending order.
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Fig. 2. Relative improvement compared to the mean

Selected benchmark results. Aside from the general performance, for specific
instances the various configuration options can have differing impact. In the
following, we discuss some results for selected instances. In order to meaningfully
analyze the results we have grouped the results by both the algorithm (i.e., IPOG,
IPOG-F or IPOG-F2) and one of either tie-breaker, tuple-order or parameter-
order. Inside each group we have computed the mean and the standard deviation.
The results show absolute values instead of relative difference.

340 (t = 3) The results of this experiment are summarized in Table 2 and
the generated covering array sizes per tie-breaker are visualized in Fig. 3a.
IPOG-F produces the smallest arrays and shows very low variance when com-
paring different tie-breakers. In contrast, the results for IPOG are much more
dependent on the tie-breaker. Here, the best results are obtained with the
Value-balanced tie-breaker which produces arrays 16% smaller than when using
the Alpha-balanced tie-breaker. IPOG-F2 shows no significantly differing behav-
ior with different tie-breakers. Furthermore, the order in which tuples are enu-
merated have no major impact.

104 (t = 3) The results for this experiment can be found in Table 2 and a
comparison of the tie breakers can be found in Fig. 3b. Here, the configurations
which use either the Cyclic or Resuming tie-breakers manage to generate an
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Fig. 3. Results for different tie-breakers

Table 2. Results for CA experiments

340 t 013= 4 t = 3
IPOG IPOG-F IPOG-F2 IPOG IPOG-F IPOG-F2

Tie Breaker

Alpha-balanced 140.0 ±3.5 116.7 ±0.6 151.3 ±4.9 1193.0 ±8.7 1145.3 ±2.9 1146.7 ±4.0

Cyclic 135.0 ±2.0 116.7 ±0.6 147.3 ±4.2 1000.0 ±0.0 1000.0 ±0.0 1000.0 ±0.0

Cyclic-next 123.3 ±0.6 115.7 ±1.2 149.7 ±3.8 1000.0 ±0.0 1000.0 ±0.0 1000.0 ±0.0

Deterministic 126.7 ±0.6 115.3 ±0.6 150.3 ±3.8 1135.3 ±1.2 1102.3 ±0.6 1102.3 ±0.6

Lexicographic 140.7 ±2.9 116.3 ±0.6 154.0 ±5.3 1228.0 ±0.0 1288.0 ±0.0 1288.0 ±0.0

Random 125.9 ±1.3 116.4 ±1.0 148.9 ±2.7 1136.2 ±7.0 1101.4 ±4.3 1102.2 ±3.7

Value-balanced 122.3 ±1.5 116.0 ±1.7 148.7 ±4.5 1186.0 ±3.5 1085.7 ±0.6 1085.7 ±0.6

Tuple Order

Alternating 127.6 ±5.7 116.2 ±0.9 147.4 ±2.3 1130.0 ±58.2 1102.4 ±62.1 1103.7 ±62.1

Ascending 128.7 ±6.4 116.5 ±1.0 152.6 ±3.0 1131.9 ±59.2 1102.1 ±61.9 1102.1 ±61.9

Descending 127.6 ±4.8 116.1 ±1.0 148.3 ±2.5 1132.6 ±58.2 1102.1 ±62.0 1102.6 ±62.2

orthogonal array (since the size is equal to vt) for the three algorithms. Inter-
estingly, the Lexicographic tie-breaker, although similar to the other two, per-
forms the worst in all cases with almost 30% larger array sizes. As before, in this
case the tuple order has no real impact.

4.3 665534 (t = 3)

For this instance (see Table 3), there is no large variance when comparing differ-
ent tie-breakers. IPOG-F produces the smallest arrays, while IPOG-F2 produces
the largest. Here, the parameter order has a measurable impact and ordering
the parameters by descending size can improve array sizes by up to 5% in this
case. These results are visualized in Fig. 4a.
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Table 3. Results for MCA experiments

665534t 53= 10210t = 3
IPOG IPOG-F IPOG-F2 IPOG IPOG-F IPOG-F2

Tie Breaker

Alpha-balanced 470.5 ±13.6 441.9 ±17.1 533.8 ±18.2 316.0 ±5.2 305.5 ±5.4 353.5 ±7.8

Cyclic 465.8 ±14.1 443.9 ±16.3 532.3 ±16.4 331.1 ±20.7 308.2 ±1.6 344.2 ±14.0

Cyclic-next 464.7 ±12.3 444.0 ±18.1 529.0 ±23.8 316.3 ±4.4 307.6 ±3.9 352.0 ±11.8

Deterministic 465.2 ±13.9 442.8 ±20.0 532.1 ±15.8 316.2 ±3.5 304.1 ±6.0 355.0 ±7.7

Lexicographic 471.6 ±9.8 442.3 ±17.2 525.5 ±26.1 316.9 ±4.0 306.2 ±7.0 355.0 ±8.3

Random 465.2 ±13.2 443.5 ±17.3 533.8 ±16.9 315.4 ±4.1 304.6 ±5.5 353.8 ±8.5

Value-balanced 462.9 ±14.2 443.7 ±19.3 530.8 ±16.1 314.6 ±4.3 304.8 ±5.7 352.5 ±6.6

Tuple Order

Alternating 466.2 ±14.0 442.5 ±17.9 527.6 ±18.7 316.6 ±7.9 304.7 ±5.6 349.8 ±6.6

Ascending 466.3 ±14.8 444.6 ±19.1 542.5 ±20.2 317.0 ±7.0 305.4 ±5.5 359.9 ±10.2

Descending 464.9 ±10.3 443.0 ±14.9 527.7 ±8.0 316.0 ±7.4 305.3 ±5.3 349.7 ±6.1

Parameter Order

Alternating-large 465.1 ±5.1 440.4 ±2.6 522.5 ±8.0 317.8 ±2.4 307.2 ±2.4 348.3 ±3.7

Alternating-small 467.0 ±3.4 442.9 ±3.0 534.7 ±7.9 317.7 ±2.2 308.1 ±2.2 353.2 ±5.1

Ascending 482.8 ±6.3 468.8 ±5.4 550.8 ±20.7 317.6 ±2.6 307.5 ±2.5 360.4 ±9.3

Descending 448.4 ±4.1 421.4 ±3.6 522.4 ±13.9 313.2 ±13.8 297.7 ±5.4 350.7 ±11.4

510210(t = 3) The results for this instance are described in Table 3 and a
comparison of different tuple orders is visualized in Fig. 4b. The tuple order
seems to only make a difference for IPOG-F2, where both the Alternating and
Descending order outperform the Ascending order. This is also the case in
instance 665534 (t = 3).
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5 Conclusion

In this paper we have studied the impact of tie-breaking, parameter ordering
and tuple enumeration order in the IPO family of algorithms. We have compared
their effectiveness in terms of their ability to reduce covering array sizes in a large
evaluation. In summary, IPOG-F overall manages to produce the smallest arrays
compared to IPOG and IPOG-F2. Furthermore, the choice of tie-breaker seems to
not matter a great deal when averaging over all instances, but the right choice
can have large impact on selected instances. In the case of MCA generation, we
measured the largest reduction in array size when ordering columns by decreasing
alphabet size, with up to 12% reduction in size compared to the mean.
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Abstract. The girth of a graph is the length of its shortest cycle. Due
to its relevance in graph theory, network analysis and practical fields
such as distributed computing, girth-related problems have been object
of attention in both past and recent literature. In this paper, we con-
sider the problem of listing connected subgraphs with bounded girth.
As a large girth is index of sparsity, this allows to extract sparse struc-
tures from the input graph. We propose two algorithms, for enumerating
respectively vertex induced subgraphs and edge induced subgraphs with
bounded girth, both running in O(n) amortized time per solution and
using O(n3) space. Furthermore, the algorithms can be easily adapted
to relax the connectivity requirement and to deal with weighted graphs.
As a byproduct, the second algorithm can be used to answer the well
known question of finding the densest n-vertex graph(s) of girth k.

1 Introduction

We consider the problem of finding all subgraphs and induced subgraphs with
girth at least k of a graph. The girth is a measure of sparsity, as graphs with large
girth are inherently sparse. This corresponds to finding sparse substructures of
the given graph, a problem that was considered under several forms [5,9] and
has applications in network analysis. In particular, this problem generalizes two
well studied problems, i.e., listing all subtrees and induced subtrees [7,13–15].
Indeed, any graph with girth larger than n may not contain a cycle, i.e., it is a
tree, or a forest.

A subgraph enumeration problem, given a graph G and some constraint R,
consists in outputting all the subgraphs satisfying R without duplicates. The
efficiency of enumeration algorithms is often measured with respect to both
the size of the input and that of the output, i.e., the number of solutions: an
enumeration algorithm is called an amortized polynomial time algorithm if it
runs in O(M · poly(N)) time, where N is the input size and M is the number
of solutions. Furthermore, the algorithm is said to have polynomial delay if the
maximum time elapsed between two consecutive outputs is polynomial.
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 201–213, 2018.
https://doi.org/10.1007/978-3-319-94667-2_17
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In this paper, we present two amortized polynomial time algorithms for enu-
merating subgraphs of girth at least k. The first, EBG-IS, enumerates induced
subgraphs, while the second, EBG-S, enumerates edge subgraphs (also simply
called subgraphs). Both EBG-IS and EBG-S run in O(n |S|) time using O(n3)
space, where n is the number of nodes in G and S is the set of all solutions.
The proposed algorithms will consider the enumeration of connected subgraphs
in simple graphs. However, both algorithms can easily be applied to the enumer-
ation of non-connected subgraphs, and to weighted graphs by trivial changes,
with the same time and space complexity. In these problems, the upper bound
of the number of solutions are O(2n) and O(2m), respectively, where m is the
number of edges. Hence, the brute force algorithms are optimal if we evaluate the
efficiency of algorithms only the input size. When we describe a more efficient
algorithm, reducing amortized complexity is important [10]. Indeed, our imple-
mentation of EBG-S1 is almost 560 times faster than the brute force algorithm
when the input graph is a complete graph K8 and girth is four.

While the problem of efficiently enumerating subgraphs with bounded girth
has been considered for directed graphs [6], to the best of our knowledge, there
is no known efficient algorithm for the undirected version of the problem.2

An early result on girth computation is the algorithm by Itai and Rodeh [8],
that finds the girth of a graph in O(nm) time. In more recent work, the problem
was also solved in linear time for planar graphs [4]. However, the problem we
consider involves computing the girth of many subgraphs, so relying on these
algorithms is not efficient.

A prominent question related to the girth is finding exactly how dense a
graph of given girth can be: the maximum number of edges in a d-regular graph
with girth k is bounded by the well known Moore bound [2], which Alon later
proved to be tight on general graphs as well [1]. Erdős conjectured that there
exists a graph with Ω(n1+1/k) edges and girth 2k + 1 [12]. On the other hand,
some have focused on giving practical lower bounds, i.e., finding ways to generate
graphs of given girth as dense as possible [3,11]. We remark that our proposed
algorithm EBG-S can match theory and practice: the densest n-vertex graph of
girth k can be found as a subgraph of the complete graph Kn. While this may
not be practical for large values of n, it significantly improves upon the brute
force approach by avoiding the generation of subgraphs with girth <k.

2 Preliminaries

Let G = (V (G), E(G)) be a simple undirected graph with no self-loops, with
vertex set V (G) and edge set E(G) ⊆ V (G) × V (G). Two vertices u and v are
adjacent (or neighbors) if there is an edge e = {u, v} ∈ E(G) joining them. We

1 The implementation of EBG-S in the github repository: https://github.com/ikn-lab/
EnumerationAlgorithms/tree/master/BoundedGirth/.

2 We remark that the techniques in [6] do not extend to undirected graphs, thus
motivating a separate study. In directed graphs, a u-v path and a v-u path are
distinct. However, a u-v path and a v-u path may be same in undirected graphs.

https://github.com/ikn-lab/EnumerationAlgorithms/tree/master/BoundedGirth/
https://github.com/ikn-lab/EnumerationAlgorithms/tree/master/BoundedGirth/
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call e incident to v and we denote the set of incident edges to v E(v). The set
of neighbors of u in G is called its neighborhood and denoted by NG(u) and
the size of NG(u) is called the degree of u in G. Let NG[u] = NG(u) ∪ {u}
be the closed neighborhood of u. The set of neighbors of U ⊆ V is defined as
NG(U) =

⋃
u∈U NG(u)\U . Similarly, NG[U ] denotes NG(U)∪U . For any vertex

subset S ⊆ V , we call G[S] = (S,E[S]) an induced subgraph, where E[S] =
E(G) ∩ (S × S). Since G[S] is uniquely determined by S, we sometimes identify
G[S] with S. For any edge subset E′ ⊆ E, we call G[E′] = (V ′(E′), E′) edge
induced subgraph, where V ′(E′) =

⋃
{u,v}∈E′ u. We define G \ {e} = (V,E \ {e})

and G \ {v} = G[V \ {v}]. For simplicity, we use v ∈ G and e ∈ G to refer to
v ∈ V (G) and e ∈ E(G), respectively. If G is clear from the context, we will also
use simplified notation such as V , E, N(u) instead of V (G), E(G), NG(u).

A sequence P = (v1, . . . , vk+1) of distinct vertices is a path from v1 to vk+1

(v1-vk+1 path for short) in G = (V,E) if for any i ∈ [1, k], {vi, vi+1} ∈ E. P is a
shortest path between two vertices if there is no shorter path between them. Let
us denote by V (P ) and E(P ) the set of vertices and edges in P , respectively.
We say that G is connected if for any two vertices u, v ∈ V , there is a u-v path.
We say that a sequence C = (v1, . . . , vk+1) of vertices is a cycle if (v1, . . . , vk)
is a v1-vk path, vk+1 = v1, and {vk, vk+1} ∈ E. The length of a path or cycle is
defined by its number of edges. The distance between two vertices is the length
of a shortest path between them. The girth of G, denoted by g(G), is the length
of a shortest cycle in G. For simplicity, we say that G has girth k if g(G) ≥ k.
The girth of acyclic graphs is usually assumed to be ∞.
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Fig. 1. Dashed edges and vertices are not included by an induced subgraph and a
subgraph. An induced subgraph of girth five (A) and a subgraph of girth six (B).

We define our problems as follows and Fig. 1 shows examples of solutions
Problem 1 and Problem2. If we store all outputs, then it is easy to avoid dupli-
cates. Our algorithms achieve without duplicates in polynomial space.

Problem 1 (k-girth connected induced subgraph enumeration). Enumerate all
connected induced subgraphs S of a graph G with g(S) ≥ k, without duplicates.

Problem 2 (k-girth connected subgraph enumeration). Enumerate all connected
subgraphs S of a graph G with g(S) ≥ k, without duplicates.

3 Enumeration by Binary Partition

The binary partition method is one of the fundamental frameworks for designing
enumeration algorithms. Typically, a binary partition algorithm A has the fol-
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Algorithm 1. Enumerate all connected induced subgraphs with girth k.
1 Procedure EBGG, k // G: an input graph, k: positive integer

2 RecEBG(∅, G);
3 Procedure RecEBG(S,G) // S: the current solution

4 Output S;
5 done ← ∅;
6 for v ∈ C (S) do
7 RecEBG(S ∪ {v}, G \ done);
8 done ← done ∪ {v};

9 return;

lowing structure: first A picks an element x of the input, then divides the search
space into two disjoint spaces, one containing the solutions that include x, and
one those that do not. A recursively executes the above step until all elements
are picked. Whenever the search space contains exactly one solution, A outputs
it. We call each dividing step an iteration.

Algorithm EBG, detailed in Algorithm1, represents a basic strategy for
Problem 1. Algorithm 1 is based on binary partition, although each iteration
divides the search space in more than two subspaces. While EBG enumerates
solutions by picking vertices on each iteration, we can obtain an enumeration
algorithm for Problem2 by modifying EBG so that it picks edges instead.

Let G, X, and S(X) be respectively an input graph, an iteration, and the
solution received by the iteration X. A vertex v /∈ S(X) is a candidate vertex for
S(X) if g(S(X) ∪ {v}) ≥ k and S(X) ∪ {v} is connected, that is, the addition of
a candidate vertex generates a new solution. Let C (S(X)) be a set of candidate
vertices for S(X). We call C (S(X)) the candidate set of S(X). Now, suppose
that X generates new iterations Y1, . . . , Yd by adding vertices in C (S(X)) =
{v1, . . . , vd} on line 7. For each i, we say that X is the parent of Yi, and Yi is a
child of X. Note that, on iteration Yi and its descendant iterations, EBG outputs
solutions that do not include v1, . . . , vi−1 but do include vi. This implies that
the solution space of Yi is disjoint from those of each Yj<i created so far, i.e.,
EBG divides the solution space of X in d disjoint subspaces. The only iteration
without a parent is the one generated on line 2, which we call the initial iteration
and denote by I. We remark that S(I) = ∅ and that ∅ is a solution.

By using the above parent-child relation, we introduce the enumeration tree
T (G) = T = (V, E). Here, V is the set of iterations of EBG for G and E is a subset
of V × V. For any pair of iterations X and Y , (X,Y ) ∈ E if and only if X is the
parent of Y . We can observe that T has no cycles since every child iteration of
X receives a solution whose size is larger than S(X). In addition, each iteration
other than the initial iteration has exactly one parent. This implies that the
initial iteration is an ancestor of all iterations and thus T is connected. Thus, T
forms a tree. Next three lemmas show the correctness of EBG. Due to the space
limitation, we omit some proofs (which can be found in Appendix).
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Lemma 1. Let G be a simple undirected graph and k a positive integer. Then,
every output of EBG induces a connected subgraph of girth k.

Lemma 2. If X and Y are two distinct iterations on EBG, then S(X) 	= S(Y ).

Lemma 3. Let G be a simple undirected graph and k a positive integer.
EBG(G, k) outputs all connected induced subgraphs with girth k in G exactly once.

Proof. By Lemma 1, EBG outputs only solutions, and by Lemma2 it does not
output each solution more than once. We show that EBG outputs all solutions by
induction. Let S be a solution. If |S| = 0, EBG outputs the empty set.

Otherwise, there is an iteration X0 such that S(X0) ⊆ S and S ⊆ V (G)
(that is, no vertex of S has been removed from G). This is trivially true, e.g.
for X0 = I, since S(I) = ∅ and nothing has been removed from G. Note that
every subgraph of a graph with girth at least k must also have girth at least
k, thus every v ∈ S \ S(X0) such that G[S(X0) ∪ {v}] is connected must be in
C (S(X0)). As S is connected there is at least one such v in C (S(X0)).

Consider the first execution of Line 7 in X for which a vertex v ∈ S \ S(X0)
is considered to generate a child iteration X1. As no vertex of S was added to
done in X0, we still have that S(X1) ⊆ S and S ⊆ V (G) in iteration X1, but
|S(X1)| = |S(X0)| + 1. Hence, by induction, EBG will eventually find S. 
�

Using Itai’s algorithm [8] to compute the girth of a graph in O(mn), we can
obtain a first trivial complexity bound for Algorithm1.

Theorem 1. EBG solves Problem 1 with delay O(n2m).

Non-induced, weighted, and non-connected case. Let us briefly show how
EBG also applies to some variants of the problem. Firstly, we can solve Problem 2,
i.e., enumerate edge subgraphs, by modifying EBG as follows: Each solution is
a set of edges S ⊆ E, and the candidate set C (S(X)) becomes C (S(X)) =
{e ∈ E(X) | G[S(X) ∪ {e}] is connected and g(G[S(X) ∪ {v}]) ≥ k}. It is
straightforward to see that Lemma 3 still holds (replacing the word induced with
edge in the statement), and that the modified algorithm will solve Problem 2 in
polynomial delay and polynomial space.

Furthermore, we can consider the weighted version of the problem, where the
length of a cycle is the sum of the weights of its edges: we can find the girth
in this case by adapting the Floyd-Warshall algorithm, and thus still enumerate
all solutions for both the induced and edge subgraph version of the problem, in
polynomial delay and polynomial space.

Finally, we consider non-connected case, i.e., where the solutions are all
induced or edge subgraphs of girth k, and not just the connected ones: this
is trivially done by redefining the candidate set as C (S(X)) = {v ∈ V (G) |
g(G[S(X)∪{v}]) ≥ k} for Problem1, and similarly for Problem 2. If G[S] is not
connected, its girth is the minimum among that of its connected components,
thus we can still use Itai’s algorithm (or Floyd-Warshall if weighted edges are
considered as well), and again obtain polynomial delay and polynomial space.
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Algorithm 2. Updating data structures in EBG-IS.
1 Procedure NextC(v, C (S) , D(1)(S), D(2)(S), S, k,G)

2 C (S ∪ {v}) ← UpdateCand(v, S);

3 D(1)(S ∪ {v}) ← Update1(v, C (S ∪ {v}));

4 D(2)(S ∪ {v}) ← Update2(v, C (S ∪ {v}));

5 Function UpdateCand(v, S)
6 C (S ∪ {v}) ← N(v) ∪ C (S);
7 foreach u ∈ C (S) do

8 if D
(1)
uv (S) + D

(2)
uv (S) ≥ k then C (S ∪ {v}) ← C (S ∪ {v}) ∪ {u} ;

9 return C (S ∪ {v});

10 Function Update1(v, C (S ∪ {v}))
11 foreach u ∈ C (S ∪ {v}) ∪ S,w ∈ C (S ∪ {v}) do

12 D
(1)
uw(S) ← min{D(1)

uw(S), D
(1)
uvw(S)}

13 return D(1)(S ∪ {v})

14 Function Update2(v, C (S ∪ {v}))
15 foreach u,w ∈ C (S ∪ {v}) do

16 p1 ← min{D(1)
uw(S), D

(1)
uvw(S ∪ {v}), D

(2)
uw(S)};

17 p2 ← the second smallest length in {D(1)
uw(S), D

(1)
uvw(S ∪ {v}), D

(2)
uw(S)};

18 if p1 + p2 ≥ k then // x ∈ N(u) ∩ S ∪ {v}
19 p2 ← the second smallest length in {D(1)

xw(S ∪ {v}) + 1};

20 D
(2)
uw(S ∪ {v}) ← p2;

21 return D(2)(S ∪ {v});

4 Induced Subgraph Enumeration

The bottleneck of EBG is the computation of the candidate set. In this section,
we present a more efficient algorithm EBG-IS for Problem1. EBG-IS is based
on EBG, but each iteration exploits information from the parent iteration, and
maintains distances in order to improve the computation of the candidate set.
The procedure is shown in Algorithm2.

EBG-IS uses the second distance between vertices defined as follows. Let v be
a vertex in C (S)∪S, and u and u′ be vertices in C (S). We denote by D

(1)
uv (S) the

distance between v and u in G[S∪{v, u}], and by D
(2)
uu′(S) the distance between u

and u′ in G[S∪{u, u′}]\{e0}, where e0 = (u, ·) is the first edge on a shortest path
between u and u′. Note that for any vertices x ∈ G \ {C (S) ∪ S}, y ∈ G \ C (S),
and y′ ∈ G \ C (S), D

(1)
xy (S) = ∞ and D

(2)
yy′(S) = ∞. Especially, we call D

(2)
uu′(S)

the second distance between u and u′ in G[S∪{u, u′}]. In addition, we call a path
whose length is the second distance a second shortest path. Moreover, we write
D

(1)
uwv(S) and D

(2)
uwv(S) for the distance and the second distance from u to v via

a vertex w, respectively. Let P and P ′ be respectively a v-u shortest path and
a v-u second shortest path. Since P and P ′ do not share e0 but do share their
ends, H must have a cycle including v and u, where H is a subgraph of G such
that V (H) = V (P ) ∪ V (P ′) and E(H) = E(P ) ∪ E(P ′). Figure 2(C) shows an
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example of a cycle made by P and P ′. To compute the candidate set efficiently,
we will use the following lemmas. In the following lemmas, let X and Y be two
iterations such that X is the parent of Y , and v be a vertex in C (S(X)) such
that S(Y ) = S(X) ∪ {v}.

(A)

4
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9

1
2 6

7

3 8

(B)
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9

1
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7

3 8
u

v

(C)

Fig. 2. (A) and (B) show two induced subgraphs. (C) shows a shortest path and a sec-
ond shortest path. Dashed edges and vertices are not contained by induced subgraphs.
Black and gray paths show respectively shortest and second shortest paths.

Lemma 4. Let u and w be two vertices in C (S(X)) and k = g(G[S(X)]). (A)
g(G[S(X) ∪ {u,w}]) ≥ k if and only if (B) D

(1)
uw(S(X)) + D

(2)
uw(S(X)) ≥ k.

Proof. Clearly, (A) → (B) holds by definition of D(1)(S(X)) and D(2)(S(X)).
For the direction (B) → (A), consider a shortest cycle C in G[S(X) ∪ {u,w}])
in the following three cases: (I) u,w /∈ C: |C| ≥ k since g(G[S(X)]) ≥ k. (II)
Either u or w in C: |C| ≥ k since u and w belong to C (S(X)). (III) Both u
and w in C: C can be decomposed into two u-w paths P and Q. Without loss of
generality, |P | ≤ |Q|. If P is a u-w shortest path, then |C| ≥ k from (B), since
Q is at least as long as the second distance D

(2)
uw(S(X)). Otherwise, there is a

u-w shortest path P ′ and a cycle C ′ consisting of a part of P (or Q) and a part
of P ′. If C ′ contains w, then |C ′| = |C| ≥ k since C is a shortest cycle. If C ′

does not contain w, then |C ′| is a cycle in G[S(X) ∪ {u}], thus |C ′| ≥ k because
u ∈ C (S(X)). 
�

Lemma 5. EBG-IS computes C (S(Y )) in O(|C (S(X))| + |N(v)|) time.

Proof. From Lemma 4, vertex u in C (S(X)) belongs to C (S(Y )) if and only if
D

(1)
uv (S(X)) + D

(2)
uv (S(X)) ≥ k. This can be done in constant time. In addition,

from the connectivity of G[S(Y )], C (S(Y )) \ C (S(X)) ⊆ N(v). Thus, we can
find C (S(Y )) \ C (S(X)) in O(|C (S(X))| + |N(v)|) time. 
�

Next, we consider how to update the values of D(1)(S(Y )) and D(2)(S(Y ))
when adding v to S(X). We can update the old distances to the ones after
adding v as in the Floyd-Warshall algorithm (see Algorithm2), meaning that
we can compute D(1)(S(Y )) in O(|S(X) ∪ C (S(X))| · |C (S(X))|) time. By the
following lemma, the values of D(2)(S(Y )) can be updated in O(|S(Y )|) time for
each pair of vertices in C (S(Y )).
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Lemma 6. Let u and w be two vertices in C (S(X)), e0 be an edge in a u-w
shortest path in G[S(X)∪{u,w}], and H = G[S(X)∪{u,w}]\{e0}. If NH(u) = ∅,
then D

(2)
uw(S(X)) = ∞. Otherwise, D

(2)
uw(S(X)) = miny∈NH(u){D

(1)
yw(S(X)) + 1}.

Proof. From the definition of D
(2)
uw(S(X)), if NH(u) = ∅, then D

(2)
uw(S(X)) = ∞.

We assume |NH(u)| ≥ 1. Since u /∈ S(X), every shortest path between u and
w in G[S(X) ∪ {w}] ∪ f contains f , where f = {u, y}. Hence, D

(1)
yw(S(X)) + 1

is equal to the distance between u and w in G[S(X) ∪ {w}] ∪ {f}. Hence, the
statement holds. 
�

The next lemma implies that if D
(1)
uw(S(X)) + D

(2)
uw(S(X)) < k, i.e., G[S(X) ∪

{u,w}] is not a solution, then computing D
(2)
uw(S(Y )) takes constant time.

(I.a) (I.b) (II)

u

x

w

v

u

x

w

v

u

x

w

v

Fig. 3. Examples of each case in Lemma 7. Solid lines are u-v shortest paths in G[S(X)∪
{u,w}]. Gray solid lines are u-v second shortest paths in G[S(X) ∪ {u,w}]. Dashed
lines are u-v-w shortest paths in G[S(Y ) ∪ {u,w}]. Let {u, x} be the first edge in a
shortest path: the sum of lengths of a solid and gray solid line is less than k.

Lemma 7. Let u and w be two vertices in C (S(Y )). If p1 + p3 < k,
then D

(2)
uw(S(Y )) = min{max{p1, p2}, p3}, where p1 = D

(1)
uw(S(X)), p2 =

D
(1)
uvw(S(Y )), and p3 = D

(2)
uw(S(X)).

Proof. Let GX = G[S(X) ∪ {u,w}] and GY = G[S(Y ) ∪ {u,w}]. Note that
p1 ≤ p3. We consider the following cases: (I) p1 < p2: Let e = {u, x} be the first
edge of a u-w shortest path P in GY . Note that P cannot contain v. (I.a) There
exists a u-v-w shortest path Q that does not contain e: clearly, D

(2)
uw(S(Y )) =

min{|Q| = p2, p3}. (I.b) Every u-v-w shortest path Q contains e: there always
exists a cycle C in S(Y ) ∪ {w} such that V (C) ⊆ (V (P ) ∪ V (Q)) \ {u} and C
does not contain u. Note that |C| < p1 + p2. If p2 ≤ p3, then this contradicts
w ∈ C (S(Y )) since |C| < k. Thus, p2 > p3. This implies that |Q| − 1 ≥ p3.
Hence, D

(2)
uw(S(Y )) = p3. (II) p2 ≤ p1: this assumption implies that there exists

a u-w shortest path P in GY that contains v, and p1 + p2 < k. Let e be the first
edge of P in GY and Q be a u-v-w shortest path in GY \ {e}. Now, we can see
|Q| > p1 since if |Q| ≤ p1, then u /∈ C (S(Y )) since P and Q make a cycle C
containing u with |C| < k. Thus, the length of a u-w shortest path in GY \ {e}
is p1, and D

(2)
uw(S(Y )) = p1 holds. 
�
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Algorithm 2 shows in detail the update of the candidate set, D(1)(·), and
D(2)(·) (done using Lemma 7). We analyze the time complexity of EBG-IS. Let
ch(X) be the set of children of X and #gch(X) be the number of grandchildren
of X. The next lemma shows the time complexity for updating D(2)(S(X)).

Lemma 8. We can compute D(2)(S(Y )) from D(2)(S(X)) in O(#gch(Y ) ·
|S(Y )| + |C (S(Y ))|2) time.

Proof. Let u and w be two vertices in C (S(Y )). Two cases are possible:
(I) D

(1)
uw(S(X)) + D

(2)
uw(S(X)) ≥ k: By Lemma 6, computing D

(2)
uw(S(Y )) takes

O(|S(Y )|) time, checking only vertices in S(Y ). As the number of pairs (u,w)
that fit this case is bounded by #gch(Y ), EBG-IS needs O(#gch(Y )·|S(Y )|) time
to compute this part. (II) D

(1)
uw(S(X)) + D

(2)
uw(S(X)) < k: From Lemma 7, com-

puting D
(2)
uw(S(Y )) takes constant time, for a total complexity of O(|C (S(Y ))|2),

which proves the statement. 
�

Theorem 2. EBG-IS enumerates all solutions in O(
∑

S∈S |N [S]|) time using
O(maxS∈S{|N [S]|3}) space, where S is the set of all solutions.

Proof. The correctness of EBG-IS follows from Lemma 3. We first consider the
space complexity. In an iteration X, EBG-IS uses O(|C (S(X)) ∪ S(X)|2) space
for storing values of D(1)(·) and D(2)(·). In addition, the height of T is at most
maxS∈S{|S|}. Therefore, EBG-IS uses O(maxS∈S{|N [S]|3}) space.

Let c(X) be |C (S(X))| and T (X,Y ) be the time needed to generate Y from
X, i.e., an execution of NextC() (Algorithm 2). From Lemma 5, Lemma 6, and
the Floyd-Warshall algorithm, T (X,Y ) is O(c(X) + |N(v)| + c(Y ) · |S(X)| +
#gch(Y ) · |S(Y )| + c(Y )2) time. In addition, |N [S(X)]| ≤ |N [S(Y )]|, |N(v)| =
O(|N [S(Y )]|), and c(X) = O(N [S(X)]) since every vertex in the candidate set
has a neighbor in S(X). Thus, T (X,Y ) = O(|N [S(Y )]| (c(Y )+#gch(Y ))) time.
Note that the sum of children and grandchildren for all iterations is at most 2 |V|.
Thus, by distributing the O(|N [S(Y )]|) time from X to children and grandchil-
dren of Y , each iteration needs O(|N [S(Y )]|) time since each iteration receives
costs only from the parent and the grandparent. In addition, each iteration out-
puts a solution, and hence the total time is O(

∑
S∈S |N [S]|). 
�

5 Subgraph Enumeration

We propose an algorithm, EBG-S, for enumerating all subgraphs with girth k in
a given graph G, detailed in Algorithm3. A trivial adaptation of EBG-IS would
run in O(m) time per solution, as the candidate sets are sets of edges, whose
size is O(m). To improve this running time, EBG-S selects candidates in a certain
order, so that the number of candidate edges does not exceed no more than the
number of nodes in the previous solution G[S].

Let S be the current solution. Note that S is an edge set. We first define
an inner edge and an outer edge as follows: an edge e = {u, v} is an inner edge
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A good case A bad case

Fig. 4. Black solid lines and gray solid lines represent inner edges and outer edges,
respectively. Our main strategy is to reduce the number of inner edges in EBG-S.

for S if u, v ∈ G[S], and an outer edge otherwise (see Fig. 4). Let Cin(S) and
Cout(S) be a set of inner edges and outer edges in C (S), respectively. We first
consider the case when EBG-S picks an outer edge. In the following lemmas, let
X be an iteration in enumeration tree T , e be an edge not in X, and Y be the
child iteration of X satisfying S(Y ) = S(X) ∪ {e}.

Lemma 9. Let e = {x, y} be an outer edge such that x ∈ V (G[S(X)]). Then
C (S(Y )) ⊆ (C (S(X)) ∪ E(y)) \ {e}, where E(y) are the edges incident to y.

Proof. An edge g /∈ E(y)∪C (S(X)) may not be added to S(Y ) as the resulting
subgraph would be disconnected, and e 	∈ C (S(Y )) since e ∈ S(Y ). 
�

From Lemma 9, EBG-S manages the candidate set C (S(Y )) in O(|C (S(Y ))|+
|V (G[S(X)])|) time when EBG-S picks an outer edge e since we can add all edges
e′ /∈ S(X) ∪ C (S(X)) incident to y and S(Y ) ∪ {e′} is a solution. Moreover,
removed edges are at most |V (G[S(X)])| since all removed edges have a ver-
tex in V (G[S(X)]). In this case, EBG-S can obtain Cin(S(Y )) and Cout(S(Y ))
in O(S(X)) time and O(C (S(Y ))) time, respectively. Next, we consider that
when EBG-S picks an inner edge e. When we pick an inner edge, C (S(Y )) is
monotonically decreasing.

Lemma 10. If e is an inner edge, then Cin(S(Y )) ⊂ Cin(S(X)) and
Cout(S(Y )) = Cout(S(X)).

Proof. Since e is an inner edge V (G[S(Y )]) = V (G[S(X)]), thus there is no edge
f ∈ Cin(S(Y )) \ Cin(S(X)). Since e /∈ Cin(S(Y )) and no edge in Cout(S(X))
is in Cin(S(Y )), Cin(S(Y )) ⊂ Cin(S(X)). Moreover, there is no cycle including
f ∈ Cout(S(X)) in G[S(Y ) ∪ {f}], hence Cout(S(Y )) = Cout(S(X)). 
�

Next, for any pair of edges e and f not in G[S(X)], we consider the compu-
tation of the girth of G[S(X)∪{e, f}] in EBG-S. Let A(X) = {v ∈ V (G[S(X)]) |
E(v) ∩ C (S(X)) 	= ∅}. In a similar fashion as EBG-IS, EBG-S uses D(3)(S(X))
for A(X). The definition of D(3)(S(X)) is as follows: For any pair of vertices
u and v in A(X), D

(3)
uv (S(X)) is the distance between u and v in A(X). Note

that a shortest path between u and v may contain a vertex in G[S] \ A(X).
The next lemma shows that by using D(3)(S(X)), we can compute C (S(Y )) in
O(|V (G[S(Y )])|) time from C (S(X)).

Lemma 11. For any iteration X, |Cin(S(X))| ≤ |V (G[S(X)])|.
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Algorithm 3. Updating data structures in EBG-S.
1 Procedure NextC(C (S) , D(3)(S), S, k,G)

2 if Cin(S) �= ∅ then e ← Cin(S); else e ← Cout(S) ;
3 C (S ∪ {e}) ← UpdateCand(e, S);

4 D(3)(S ∪ {e}) ← Update3(e, C (S ∪ {e}));

5 Function UpdateCand(e = {u, v}, S)
6 if e ∈ Cin(S) then
7 for f ∈ Cin(S) \ {e} do
8 if g(G[S ∪ {e, f}]) ≥ k then Cin(S) ← Cin(S) ∪ {f} ;

9 else // We assume u ∈ G[S] and v /∈ G[S]
10 for w ∈ N(v) do // Let f be an edge {v, w}
11 if g(G[S ∪ {e, f}]) < k then Cout(S) ← Cout(S) \ f ;
12 else if w ∈ G[S] then
13 (Cin(S), Cout(S)) ← (Cin(S) ∪ f, Cout(S) \ f)
14 else Cout(S) ← Cout(S) ∪ f ;

15 return Cin(S) ∪ Cout(S);

16 Function Update3(e = {u, v}, C (S ∪ {e}))
17 A = {v ∈ V (G[S]) | v is incident to C (S) .};
18 for x, y ∈ A do // If e ∈ Cout(S), then u ∈ V (G[S]), v /∈ V (G[S])
19 if e ∈ Cin(S) then

20 D
(3)
xy (S) ← min{D(3)

xy (S), D
(3)
xu (S)+D

(3)
vy (S)+1, D

(3)
xv (S)+D

(3)
uy (S)+1};

21 else D
(3)
xy (S) ← min{D(3)

xy (S), D
(3)
xu (S) + 1} ;

22 return D(3)(S);

Proof. The proof follows from these facts: (A) Initially, Cin(S(X)) = ∅. (B)
Choosing e ∈ Cin(S(X)) decreases |Cin(S(Y ))|. (C) e = {x, y} ∈ Cout(S(X)) is
chosen iff |Cin(S(X))| = 0, and (assuming wlog y 	∈ V (G[S(X)])) it increases
|Cin(S(Y ))| by at most |{{y, z} : z ∈ V (G[S(X)])}| < |V (G[S(X)])|. 
�

Lemma 12. |Cout(S(X)) \ Cout(S(Y ))| + |Cout(S(Y )) \ Cout(S(X))| ≤ V (G
[S(Y )]).

Proof. We consider two cases: (I) Cin(S(X)) 	= ∅: EBG-S picks e ∈ Cin(S(X)),
and thus, From Lemma 10, Cout(S(Y )) = Cout(S(X)). (II) Cin(S(X)) = ∅:
EBG-S picks e = {u, v} ∈ Cout(S(X)). Without loss of generality, we can assume
that u ∈ V (G[S(X)]) and v /∈ V (G[S(X)]). Let f be an edge {v, w} incident to
v. Now, w ∈ V (G[S(Y )]). This implies that the number of edges that are added
to Cout(S(Y )) and removed from Cout(S(X)) is at most |V (G[S(Y )])|. 
�

Note that |V (G[S(X)])| ≤ |V (G[S(Y )])|. Hence, from the above lemmas, we
can obtain the following lemma.

Lemma 13. C (S(Y )) can be computed in O(|V (G[S(Y )])|) time from
C (S(X)).

Theorem 3. EBG-S enumerates all connected subgraphs with girth k in
O(

∑
S∈S |V (G[S])|) total time using O(maxS∈S{|V (G[S])|3}) space.
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Proof. The proof can be obtained by adapting that of Theorem2. A more
detailed proof can be found in the appendix. 
�

6 Conclusion

In this paper, we addressed the k-girth connected induced/edge subgraph enu-
meration problems. We proposed two algorithms: EBG-IS for induced subgraphs
and EBG-S for edge subgraphs. Both algorithms have O(n) time delay and require
O(n3) space (exact bounds are reported in Table 1). The algorithms can easily
be adapted to relax the connectivity constraint and consider weighted graphs.
Other possibilities include applying the algorithms for network analysis and con-
sidering the more challenging problem of enumerating maximal subgraphs.

Table 1. Summary of our result. S is the set of all solutions.

Total time Total space

EBG-IS O(
∑

S∈S |N [S]|) O(maxS∈S{|N [S]|3})

EBG-S O(
∑

S∈S |V (G[S])|) O(maxS∈S{|V (G[S])|3})
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Abstract. We study the Online Prize-collecting Node-weighted Steiner
Forest problem (OPC-NWSF) in which we are given an undirected graph
G = (V, E) with |V | = n and node-weight function w : V → R+.
A sequence of k pairs of nodes of G, each associated with a penalty,
arrives online. OPC-NWSF asks to construct a subgraph H such that
each pair {s, t} is either connected (there is a path between s and t
in H) or its associated penalty is paid. The goal is to minimize the
weight of H and the total penalties paid. The current best result for
OPC-NWSF is a randomized O(log4 n)-competitive algorithm due to
Hajiaghayi et al. (ICALP 2014). We improve this by proposing a ran-
domized O(log n log k)-competitive algorithm for OPC-NWSF, which
is optimal up to constant factor since OPC-NWSF has a randomized
lower bound of Ω(log2 n) due to Korman [11]. Moreover, our result also
implies an improvement for two special cases of OPC-NWSF, the Online
Prize-collecting Node-weighted Steiner Tree problem (OPC-NWST) and
the Online Node-weighted Steiner Forest problem (ONWSF). In OPC-
NWST, there is a distinguished node which is one of the nodes in each
pair. In ONWSF, all penalties are set to infinity. The currently best
known results for OPC-NWST and ONWSF are a randomized O(log3 n)-
competitive algorithm due to Hajiaghayi et al. (ICALP 2014) and a ran-
domized O(log n log2 k)-competitive algorithm due to Hajiaghayi et al.
(FOCS 2013), respectively.

Keywords: Online algorithms · Competitive analysis · Steiner forest
Steiner tree · Prize-collecting · Node-weighted graphs · Penalties

1 Introduction

Steiner problems, which ask for a minimum weight subgraph of a given (undi-
rected) graph that satisfies some connectivity requirements, have been of signif-
icant interest over the past few decades. They have been originally studied in
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edge-weighted graphs and later in node-weighted graphs. Node-weighted vari-
ants generalize edge-weighted ones by replacing each edge by a node with the
corresponding edge weight. In this paper, we are interested in node-weighted
graphs. A broader class of Steiner problems in which violation of some of the
requirements is possible at the cost of paying an associated penalty, is known as
prize-collecting Steiner problems. These were motivated by client-server network
planning scenarios in which a service provider may decide to lose some of his
clients or refuse to take some new ones, thereby paying an associated penalty
cost. In many scenarios, connectivity requirements are not known in advance
but are revealed over time (arrival of new clients). These are modeled as online
Steiner problems in which the algorithm has to satisfy a connectivity require-
ment as soon as revealed by irrevocably making immediate decisions. In this
paper, we study the Online Prize-collecting Node-weighted Steiner Forest prob-
lem (OPC-NWSF), introduced by Hajiaghayi et al. [8] and defined as follows.

Definition 1 (OPC-NWSF). Given an undirected graph G = (V,E) with |V | =
n and node-weight function w : V → R+. A sequence of k pairs of nodes of
G (called terminal pairs), each associated with a penalty, arrives online. OPC-
NWSF asks to construct a subgraph H such that each pair {s, t} is either con-
nected (there is a path between s and t in H) or its associated penalty is paid.
The goal is to minimize the weight of H and the total penalties paid.

Throughout the paper, unless stated otherwise, we represent the number
of nodes in the input graph by n and the number of terminal pairs by k. We
assume the standard model for online Steiner problems in which the input graph
is known in advance while the terminal pairs arrive over time. We measure the
performance of the online algorithm using the classical notion of competitive
analysis. Given an input sequence σ, let CA(σ) and COPT (σ) denote the cost
incurred by an algorithm A and an optimal offline algorithm OPT , respectively.
Algorithm A is said to be c-competitive (or has competitive ratio c) if there
exists a constant α such that CA(σ) ≤ c · COPT (σ) + α for all input sequences
σ. OPC-NWSF admits a randomized O(log4 n)-competitive algorithm due to
Hajiaghayi et al. [8], based on a generic technique that reduces online prize-
collecting Steiner problems to their corresponding fractional non-prize-collecting
variants, by losing a logarithmic factor in the competitive ratio. OPC-NWSF
generalizes the Online Set Cover problem (OSC) introduced by Alon et al. [1]
and for which Korman [11] has given a randomized lower bound of O(log n log m)
on its competitive ratio, where n denotes the number of elements and m denotes
the number of subsets. A randomized lower bound on the competitive ratio for
OPC-NWSF is thus O(log2 n).

Our Contribution. We propose an online polynomial-time O(log n log k) com-
petitive randomized algorithm for OPC-NWSF, which is optimal up to constant
factor. Our algorithm can be viewed as an online LP rounding algorithm and
draws on ideas from Alon et al.’s algorithm for the Generalized Connectivity
problem (GN) [2] in which the given graph is an edge-weighted graph and a
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sequence of pairs of nodes arrives online. GN asks to construct a minimum-
weight subgraph which contains a path between each given pair. Our result:

– improves the previous best result for OPC-NWSF, the randomized O(log4 n)-
competitive algorithm due to Hajiaghayi et al. (Theorem 3 in [8] combined
with Theorem 1 in [7]).

– improves the previous best result and gives an optimal algorithm for a spe-
cial case of OPC-NWSF, the Online Prize-collecting Node-weighted Steiner
Tree problem (OPC-NWST) in which there is a distinguished node that is
one of the nodes in each pair. The previous best result for OPC-NWST is a
randomized O(log3 n)-competitive algorithm due to Hajiaghayi et al. (Corol-
lary 1 in [8]).

– improves the previous best result and gives an optimal algorithm for a spe-
cial case of OPC-NWSF, the Online Node-weighted Steiner Forest problem
(ONWSF) in which all penalties are set to infinity. The previous best result
for ONWSF is a randomized O(log n log2 k)-competitive algorithm due to
Hajiaghayi et al. (Corollary 1 in [7]). Note that the Generalized Connectivity
problem by Alon et al. [2] can be seen as the edge-weighted counterpart of
ONWSF in which edges rather than nodes have weights.

– matches the optimal competitive ratio due to Hajiaghayi et al. (Theorem 2
in [8]) for a special case of OPC-NWSF, the Online Node-weighted Steiner
Tree problem (ONWST) in which there is a distinguished node that is one of
the nodes in each pair and all penalties are set to infinity.

Outline. The rest of the paper is organized as follows. In Sect. 2, we give an
overview of related literature. In Sect. 3, we present our randomized algorithm
and show its analysis in Sect. 4. We conclude in Sect. 5 with some future work.

2 Related Work

Online Steiner problems were initially studied in edge-weighted graphs. Imase
and Waxman [9] have shown that a natural greedy algorithm achieves an
O(log n)-competitive ratio for the Online Steiner Tree problem (OST) in edge-
weighted graphs, which is optimal up to constant factor. Awerbuch et al. [4]
have generalized this result by showing that the greedy algorithm achieves an
O(log2 n)-competitive ratio for the Online Steiner Forest problem (OSF) in
edge-weighted graphs. Berman and Coulston [5] have improved the latter to
an O(log n)-competitive ratio. The Online Prize-collecting Steiner Tree problem
(OPST) in edge-weighted graphs was studied by Qian and Williamson [14] who
have given an O(log n)-competitive algorithm, based on an online primal-dual
approach. Hajiahjayi et al. [8] have given the same competitive ratio for OPST
and an O(log n)-competitive algorithm for the Online Prize-collecting Steiner
Forest problem (OPST) in planar edge-weighted graphs. Naor et al. [13] have
initiated the study of online Steiner problems in node-weighted graphs by giving
an O(log3 n)-competitive randomized algorithm for the Online Node-weighted
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Steiner Tree problem (ONWST). Their algorithm is based on spider decomposi-
tion, a technique first introduced by Klein and Ravi [10] for the offline version of
the problem. Hajiahjayi et al. [8] have later improved this result to an O(log2 n)-
competitive ratio by employing a new technique for dual-fitting analysis called
dual averaging. This ratio is optimal up to constant factor since ONWST gen-
eralizes the Online Set Cover problem (OSC) [1] which has a randomized lower
bound of O(log n log m) [11], where n denotes the number of elements and m
denotes the number of subsets. In fact, node-weighted Steiner problems strictly
generalize their edge-weighted counterparts since every edge can be replaced by
a node with the corresponding edge weight. Angelopoulos [3] has studied a vari-
ant of ONWST in which node-weights are restricted, such that the ratio of the
maximum node-weight to the minimum node-weight is bounded (and appears
in the competitive ratio). Hajiahjayi et al. [7] have proposed an O(log3 n)-
competitive randomized algorithm for the Online Node-weighted Steiner For-
est problem (ONWSF). Their result is based on a technique called disk paint-
ings in which primal cost updates are amortized to a set of mutually disjoint
fixed-radius dual disks centered at a subset of terminals. Hajiahjayi et al. [8]
have proposed a generic technique that reduces online prize-collecting Steiner
problems to their corresponding fractional non-prize-collecting variants, by los-
ing a logarithmic factor in the competitive ratio. This has implied O(log3 n)-
competitive and O(log4 n)-competitive randomized algorithms for the Online
Prize-collecting Node-weighted Steiner Tree problem (OPC-NWST) and the
Online Prize-collecting Node-weighted Steiner Forest problem (OPC-NWSF),
respectively. For OPC-NWSF in planar graphs, they have shown an O(log2 n)-
competitive ratio.

3 Online Algorithm

In this section, we present our randomized online algorithm for OPC-NWSF.
The algorithm is given an undirected graph G = (V,E) with node-weight

function w : V → R+. In each step, a pair {s, t} associated with a penalty p
needs to be served by either paying its penalty or assuring a path between s and
t in the subgraph induced by the set of nodes outputted by the algorithm.

The algorithm assigns a fraction, initially set to 0, to each of the n nodes
of G and to each of the k penalties associated with the pairs. The maximum
flow between nodes s and t in an undirected edge-weighted graph G = (V,E)
is defined as the smallest total weight of edges of G which if removed would
disconnect s from t. These edges form a minimum cut between s and t in G.
Alon et al.’s fractional algorithm [2] satisfies a connectivity requirement between
two nodes in an undirected edge-weighted graph by constructing a minimum cut
between the two nodes and augmenting the fraction of each edge in the cut,
until the maximum flow between the two nodes becomes at least 1. Since the
fraction of each edge on a path connecting the two nodes has a value of at least
the maximum flow going through the path, a fractional solution is guaranteed.

Upon the arrival of a new pair, our algorithm constructs a fractional solution
by transforming the given node-weighted graph into an edge-weighted graph and
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then exploiting a similar approach as Alon et al.’s [2] for edge-weighted graphs.
It performs the following edge-weight update:

– It assigns a (temporary) weight to each edge e and sets its value to the smaller
among the two fractional values corresponding to e’s endpoint nodes. If an
edge has s or t as one of its endpoint nodes and u as the other, the algorithm
sets its weight to that of u.

– It adds a (temporary) virtual edge from s to t and sets its weight to the
fractional value corresponding to p (see Fig. 1). This edge is removed after
serving pair {s, t}.

Fig. 1. Virtual edge of weight p from s to t

While the maximum flow between s and t is less than 1, the algorithm per-
forms an edge-weight update and computes a minimum cut C between s and
t by running the minimum cut polynomial-time algorithm by Schroeder et al.
for undirected edge-weighted graphs [15]. Consider an edge e in C. We call the
endpoint node of e with fractional value smaller than that of the other endpoint
of e, a minimum cut node of C. The algorithm increases the fractions of all
minimum cut nodes of C as well as the fraction corresponding to p. Note that
the virtual edge from s to t belongs to every (minimum) cut between s and t.
Since each edge e on any path from s to t has a weight of at least the maximum
flow going through the path and this value is the smaller of the two fractional
values corresponding to the two endpoint nodes, a fractional solution is guaran-
teed. The algorithm then rounds the fractional solution constructed. A variable
μ is randomly chosen as the minimum among 2 �log(k + 1)� independent random
variables, distributed uniformly in the interval [0, 1]. The algorithm adds to the
integral solution every node or penalty with fractional value exceeding μ. This
randomized rounding process need not guarantee a feasible integral solution. If
this is the case, the algorithm compares the cost of paying penalty p to that of
a minimum node-weight path from s to t and chooses the cheaper among the
two. That is, it either adds the nodes of such a path into the integral solution
or pays p, whichever costs less.

Let fu denote the fraction corresponding to u and fp the fraction correspond-
ing to penalty p. We denote by S the solution nodes added by the algorithm and
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by P the set of pairs for which the algorithm pays their penalties. Both sets
are initially empty. Let H be the subgraph induced by S and let wu denote the
weight of node u. The steps of the algorithm upon the arrival of a new pair are
depicted in Algorithm 1 below.

Algorithm 1.
Input: G = (V, E), S and P , {s, t} with penalty p
Output: S and P , such that either there is a path from s to t in the subgraph H
induced by S or {s, t} ∈ P
If there is no path from s to t in H,

(i) While (maximum flow between s and t after edge-weight update) < 1,
- Construct a minimum cut between s and t.
Let Q be the set of its minimum cut nodes.

- For each node u ∈ Q, set: fu = fu · (1 + 1/wu) + 1
|Q|·wu

- Set fp = fp · (1 + 1/p) + 1
|Q|·p

(ii) Add every u ∈ V with fu > μ to S and add {s, t} to P if fp > μ
(iii) If {s, t} /∈ P and there is no path from s to t in H, construct a minimum

node-weight path from s to t. Let c be its cost. Add {s, t} to P if p < c. Else, add
each node in the path to S.

Correctness. The correctness of the algorithm follows immediately from the last
step, which assures that for each arriving pair {s, t} with penalty p, either
its penalty p is paid or the nodes of a cheapest path connecting s to t are
added into the solution. In the next section, we show that this algorithm has an
O(log n log k)-competitive ratio for OPC-NWSF.

4 Competitive Analysis

In this section, we analyze the performance of Algorithm 1 upon its termination.
We show that it has an O(log n log k)-competitive ratio.

We will refer to a node u or pair with penalty p by a single parameter x
and denote by cx the corresponding cost wu or p. Let S and P represent the
solution constructed by the algorithm, where S denotes the set of nodes in the
integral solution and P denotes the set of pairs whose penalties are paid by the
algorithm. Similarly, we let S′ and P ′ represent the output of an optimal offline
solution.

Lemma 1. The cost of the fractional solution constructed by the algorithm is
at most O(log n) times the cost of the optimal offline solution.

Proof. The proof is based on the following:

(a) Every fractional increase adds at most 2 to the fractional solution.

Proof. Assume the algorithm enters the while loop to serve a given pair and



220 C. Markarian

constructs a minimum cut. Let K be the set containing the corresponding
minimum cut nodes and the penalty corresponding to the given pair. The
fractional cost added by each i ∈ K is

(
ci · ( fici + 1

|K|·ci )
)
. Note that before

the algorithm performs a fractional increase, we have that
∑

i∈K fi ≤ 1. In
total, the fractional cost is thus:

∑
i∈K

ci ·
(

fi
ci

+
1

|K| · ci

)
≤ 2 (1)

��
(b) Every time the algorithm makes an increase, there is at least one j ∈ S′ ∪P ′

whose fraction increases. After O(log n) · cj increases, the fraction of j
becomes at least 1.

Proof. In order to have served a given pair, an optimal offline algorithm
must have either paid the corresponding penalty or must contain at least
one of the minimum cut nodes. Hence, there must be at least one j ∈ S′ ∪P ′

in every fractional increase. Moreover, the fraction of j becomes at least 1
after O(log |K|) · cj weight increases, where |K| ≤ n. ��

(c) The fraction of j is not increased again by the algorithm.

Proof. We have two possibilities here. (1) j ∈ P ′: assume for contradiction
that the algorithm decides to increase the fraction of j. Since this fraction is
already at least 1, the while condition will not be satisfied (maximum flow
is at least 1 because of the virtual edge corresponding to j which belongs
to every cut) and the algorithm would have now served the demand. (2)
j ∈ S′: assume the maximum flow is less than 1 and the algorithm enters
the while loop. Then j cannot be a minimum cut node for any minimum
cut computed inside the while loop since its fraction is at least 1 (Min-cut
Max-flow Theorem). ��

Lemma 2. The cost of the integral solution constructed by the algorithm is at
most O(log k) times the cost of the fractional solution.

Proof. To serve a given pair {s, t}, the algorithm adds nodes to S (and/or pairs
to P ) in steps ii and iii. The expected cost of the integral solution in step ii
can be upper bounded by O(log k). Fix a q : 1 ≤ q ≤ 2 �log(k + 1)� and let
i represent any node (or penalty). Let L be the set of all nodes and penalties
(|L| = n + k). Let Xi,q be the indicator variable of the event that i is chosen by
the algorithm. The expected cost of the integral solution is then at most:

∑
i∈L

2�log(k+1)�∑
q=1

ci · Exp [Xi,q] ≤ 2 �log(k + 1)� ·
∑
i∈L

ci · fi (2)

As for the expected cost of the integral solution in step iii, we show that it
is negligible. The algorithm performs step iii only if the given pair {s, t} is not
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served in previous steps. Assume C is any minimum cut of G between s and
t after exiting the while loop. Let K be the set containing the corresponding
minimum cut nodes of C and pair {s, t}. Note that the algorithm assures that∑

i∈K fi ≥ 1 upon exiting the while loop. Thus, we have that for a single 1 ≤
q ≤ 2 �log(k + 1)�, the probability that {s, t} is not served is at most:

∏
i∈K

(1 − fi) ≤ e− ∑
i∈K fi ≤ 1/e

Therefore, for all 1 ≤ q ≤ 2 �log(k + 1)�, the probability that {s, t} is not
served is at most 1/k2. Moreover, the algorithm serves {s, t} by paying the
cheapest cost possible. This cost is a lower bound on the cost of the optimal
offline solution Opt. The overall expected cost for all k terminal pairs is thus
k · 1/k2 · Opt. ��

Lemmas 1 and 2 ultimately lead to the following theorem.

Theorem 1. There is an online polynomial-time O(log n log k)-competitive ran-
domized algorithm for the Online Prize-collecting Node-weighted Steiner Forest
problem (OPC-NWSF), which is optimal up to constant factor.

Corollary 1. There is an online polynomial-time O(log n log k)-competitive
randomized algorithm for the Online Prize-collecting Node-weighted Steiner Tree
problem (OPC-NWST), which is optimal up to constant factor.

Corollary 2. There is an online polynomial-time O(log n log k)-competitive
randomized algorithm for the Online Node-weighted Steiner Forest problem
(ONWSF), which is optimal up to constant factor.

5 Open Problems

We have presented a randomized online algorithm for the Online Prize-collecting
Node-weighted Steiner Forest problem (OPC-NWSF), which is optimal up to
constant factor. The very next question would be to find out whether one can
design an optimal deterministic algorithm for the problem. This seems to be
challenging even for the simplest variant, the Online Node-weighted Steiner Tree
problem. In fact, most online approaches for node-weighted Steiner problems are
randomized.

OPC-NWSF in planar graphs admits an O(log2 n)-competitive ratio due to
Hajiaghayi et al. [8]. The question is whether one can achieve a better com-
petitive ratio for this problem, by incorporating, for instance, ideas from our
algorithm to that of Hajiaghayi et al..

Steiner problems have been recently studied with a leasing aspect in which
rather than buying edges and being able to use them forever, edges are leased
for different durations and costs. Connectivity requirements need to be satisfied
for a limited period of time and edges can be used only when leased. The leasing
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variants of the Online Steiner Tree and Online Steiner Forest problems in edge-
weighted graphs have been studied by Bienkowski et al. [6] and Meyerson [12],
respectively. It would be interesting to consider the node-weighted as well as the
prize-collecting counterparts of these problems.
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Abstract. The median of permutations problem consists in finding a
consensus permutation of a given set of m permutations of size n. This
consensus represent the “closest” permutation to the given set under
the Kendall-tau distance. Since the complexity of this problem is still
unknown for sets of 3 permutations, in the following work, we investigate
this specific case and show an interesting link with the 3-Hitting Set
problem.

1 Introduction

The problem of aggregating multiple rankings into one consensus ranking was
already looked at two centuries ago [8] but was mostly studied in the last twenty
years under different names and in different research areas: rank aggregation
problem [1,11,12], Kemeny rank aggregation [2,4,9], Kemeny-Young method [17],
median ranking problem [7] and preference aggregation [10]. Applications include
determining the winner in a sport competition, deriving voting preferences for
an election or aggregating answers returned by several Web engines.

From a theoretical point-of-view, if the rankings are on strictly ordered ele-
ments, rankings are permutations and the problem becomes that of finding the
median of a set of permutations under a given distance. For the Kendall-tau
distance [16], the problem of finding medians of a set of m permutations has
been widely studied either by deriving some exact solvers [2,9], some approxi-
mation algorithms [21], some fixed-parameters algorithms [13,15,20] or working
on space reduction techniques [4,6,19].

The problem has been proved to be NP-complete for sets of m ≥ 4 per-
mutations, m even [11] (some corrections of the proof was done in [5]). It was
recently found [3] that it is NP-Hard for sets of m ≥ 7 permutations, m odd.
The theoretical complexity of the cases m = 3 and m = 5 remains open, thus
making it relevant to investigate those two cases.
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Here, we focus on the case where m = 3, i.e. we are interested to find medians
of sets of three permutations. We demonstrate in this work, that in order to solve
the median of three permutations problem, one can only consider 3-cycles present
in the majority graph associated with the three permutations. We further make
the link with the 3-Hitting Set problem (one of Karp’s 21 NP-complete problems
[14]) which consist in finding a minimal set of elements that cover a collection of
subsets, in our case covering the collection of all 3-cycles present in the majority
graph.

2 Basic Definitions

A permutation π is a bijection of [n] = {1, 2 . . . , n} onto itself. The set of all
permutations of [n] is denoted Sn. As usual we denote a permutation π of [n]
as π = π1π2 . . . πn. The position of an element i in a permutation π is π−1

i ,
where π−1 is the usual inverse of π under composition. Let R ⊂ Sn be a set
of permutations of [n], we will denote its cardinality by #R. We define the
order between two elements i and j, 1 ≤ i, j ≤ n, in a permutation π of [n]
as i to the left of j (resp. to the right of), denoted i ≺π j (resp. j ≺π i), if
π−1

i < π−1
j (resp. π−1

i > π−1
j ). For R ⊂ Sn, the majority order for elements i

and j, 1 ≤ i, j ≤ n is i ≺R j (resp. j ≺R i) if #{π ∈ R | i ≺π j} >
(resp. <)#{π ∈

R | j ≺π i}. We say that j ≺R i is the minority order if i ≺R j is the majority
order. Note that when #R is even, there can exist elements i and j, 1 ≤ i, j ≤
n, for which neither a majority or a minority order is defined. The Kendall-
tau distance, denoted Kt, counts the number of order disagreements between
pairs of elements of two permutations π, σ ∈ Sn and is defined as Kt(π, σ) =
#{(i, j)|i < j and [(i ≺π j and j ≺σ i) or (j ≺π i and i ≺σ j)]}. Given any set
of permutations R ⊆ Sn and a permutation π ∈ Sn, the Kemeny score is defined
as K(π,R) =

∑
σ∈R Kt(π, σ).

The median of permutations problem is stated as follows: Given R ⊆ Sn, we
want to find a permutation π∗ ∈ Sn such that K(π∗,R) ≤ K(π,R), ∀ π ∈ Sn.
Such a permutation π∗ is called a median permutation. Note that a set R can
have more than one median.

Finally, we define the left matrice L(R) such that for any two elements 1 ≤
i, j ≤ n, Lij(R) = #{π ∈ R | i ≺π j}. It represents the number of time i ≺ j in
permutations of R. Note that Lxy(R) = #R−Lyx(R) and that the Kemeny score
can be computed using the left matrice as K(π,R) =

∑
1≤i,j≤n|i≺πj Lji(R). Note

that for ease of notation, we will write Lij instead of Lij(R), when the context
is clear.

3 3-Cycle Theorem

In this section, we put everything together to state and prove our main theorem
on the ordering of pairs of elements in medians of sets of three permutations.
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3.1 Definitions and Properties

First, let us set basic definitions and state some properties that will help under-
stand and prove this main theorem called 3-cycle Theorem. To do that, we need
to build the following graph.

Definition 1. Let R ⊂ Sn. The majority graph GR = (V,E) of R is the
weighted directed graph, with the set of vertices V = {i | 1 ≤ i ≤ n} and the set
of directed edges E = {(i, j) | i ≺R j is themajority order of i 	= j ∈ V }. The
weight of an edge (i, j) is w(i,j) = |Lij − Lji |. Note that the majority graph is
a weighted tournament graph when #R is odd.

Observatio 1. Let R ⊂ Sn be a set of 3 permutations, then for every pair of
elements i, j, 1 ≤ i 	= j ≤ n, exactly one of the following holds:

– (i, j) is an edge of GR of weight 3 (case Lij = 3),
– (i, j) is an edge of GR of weight 1 (case Lij = 2),
– (j, i) is an edge of GR of weight 1 (case Lij = 1),
– (j, i) is an edge of GR of weight 3 (case Lij = 0).

Definition 2. We call LowerBound1 the trivial lower bound on the Kemeny
Score of a median permutation of R ⊂ Sn, discussed in details in [10], and
computed as follow:

LowerBound1(K(π,R)) =
∑

i�=j∈{1,...,n}
i<j

min{Lij(R), Lji(R)}.

Definition 3. A 3-cycle (i, j, k) in a majority graph G = (V,E) is a directed
cycle of length three containing the edges (i, j),(j, k) and (k, i). The set of
involved edges of G, denoted IE, is the set of all edges in E that are con-
tained in at least one 3-cycle.

Example 1. Figure 1 shows the majority graph of the set R = {[4, 5, 1, 2, 3],
[1, 5, 3, 4, 2], [5, 2, 3, 4, 1]}. In this instance, there are two 3-cycles: (2, 3, 4) and
(3, 4, 1) and IE = {(1, 3), (2, 3), (3, 4), (4, 1), (4, 2)}.
Proposition 1. Let R ⊂ Sn be a set of 3 permutations and let GR = (V,E) be
its majority graph. Then if e ∈ E is an edge of a 3-cycle of GR, we = 1.

Proof. By contradiction, suppose that there is an edge (i, j) of weight 3 in a
3-cycle (i, j, k) of GR. Then in every permutation of R, i is before j. Moreover,
by definition of the majority graph, k ≺R i and j ≺R k have to be majority
orders. Because k ≺R i is a majority order, k has to be before i in at least
2 of the 3 permutations of R. But i is always before j thus, by transitivity, k
has to be before j in at least 2 of the 3 permutations. This is a contradiction
because j ≺R k is a majority order. Therefore, a 3-cycle can only have edges of
weight 1. �
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Finding a median for a set R ⊂ Sn of 3 permutations is equivalent to trans-
forming the majority graph GR into a direct acyclic graph (DAG) using the
minimum number of edge inversions and taking into account the weights of
those inverted edges [9,10]. Indeed, a permutation can be represented as a DAG
(the majority graph of the set containing only this permutation), and all edges
that are reversed with respect to GR correspond to pairs of elements that are
in their minority order in that permutation. Note that if the number of reversed
edges is minimal, the resulting topological ordering of the graph is a median per-
mutation. From [9], we have that the Kemeny score of a permutations is linked
with LowerBound1 and the weight of reversed edges with respect to GR:

Proposition 2 [9]. Let R ⊂ Sn, let GR = (V,E) be the majority graph of R
and let D(GR) be a directed acyclic graph obtained by inverting edges in GR.
Let π be the permutation obtained from the topological ordering of the vertices
in D(GR), then:

K(π,R) = LowerBound1 +
∑

(i,j)∈E
s.t.(j,i)∈D(GR)

w(i,j).

Interestingly, we observed by simulations on sets of 3 permutations, that
all edges of the majority graph that needed to be inverted to obtain a median
permutation were contained in a 3-cycle of the original majority graph. This
gives us the following theorem.

Theorem 1 (3-cycle Theorem). Let R ⊂ Sn be a set of 3 permutations. Let
GR = (V,E) be its majority graph. Let π∗ be any median permutation of R. If
an edge (i, j) of GR is not contained in any 3-cycle, then i ≺π∗ j.

Proof (Part 1). First, note that by Proposition 1, all edges (i, j), with w(i,j) = 3
are not contained in any 3-cycle of GR. For these edges, the following theorem
from [6], gives us the result.

Theorem 2 (Always Theorem [6]). Let R be a set of m permutations, m
odd. Let π∗ be any median permutation of R. If i ≺π j, ∀π ∈ R, then i ≺π∗ j.

For those edges (i, j) of GR, not contained in any 3-cycle, with w(i,j) = 1,
we have to work a bit more. The proof of this case is detailed in Sect. 3.2. �

Theorem 1 can drastically reduce the search space for a median permutation,
since it allows us to fix the order of all pairs of elements not contained in any
3-cycle of the majority graph. In Fig. 1, all 3-cycles are represented with dashed
edges.

3.2 Proof of the 3-Cycle Theorem

In the following section we prove Theorem 1 for the case where (i, j) of GR is
not contained in any 3-cycle, with w(i,j) = 1, and where R ⊂ Sn is a set of 3
permutations.

To help us do so, first note that we have the following partition.
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1

2

3

4

5

Fig. 1. The majority graph of the set R = {[4, 5, 1, 2, 3], [1, 5, 3, 4, 2], [5, 2, 3, 4, 1]}. Bold
edges have weight 3 and thin edges have weight 1. The 3-cycles are shown with dashed
edges and the set of all those dashed edges is the set of involved edges IE . With the
3-cycle theorem, the edge (1, 2) is preserved in any median permutation and should
not be reversed despite being part of the cycle (1, 2, 3, 4). In this case, reversing edge
(3, 4) results in a DAG with corresponding median permutation π∗ = [5, 4, 1, 2, 3].

Lemma 1. Let R ⊂ Sn be a set of 3 permutations and let GR = (V,E) be its
majority graph. Let (i, j) be an edge of GR not contained in any 3-cycle. Then
the elements of N(i,j) = {1, 2, . . . , n}\{i, j} can be partitioned into the 5 distincts
(disjoint) following subsets A,B,C,D and E:

A = {x ∈ N(i,j) |Lxi(R) = 3},
B = {x ∈ N(i,j) |Lxi(R) = 2 and Lxj(R) ≥ 2},
C = {x ∈ N(i,j) |Lxi(R) ≤ 1 and Lxj(R) ≥ 2},
D = {x ∈ N(i,j) |Lxi(R) ≤ 1 and Lxj(R) = 1},
E = {x ∈ N(i,j) |Lxj(R) = 0}.

Proof. This comes from the fact that for x ∈ N(i,j), we cannot have Lxi(R) ≥ 2
(x ≺R i is a majority order) and Lxj(R) ≤ 1 (j ≺R x is a majority order), since
this case correspond to having the 3-cycle (x, i, j) and we choose an edge (i, j)
of GR not contained in any 3-cycle. Since all of the other disjoint cases are
represent by one of the subsets A,B,C,D and E, this conclude the proof. �

Figure 2 gives two sets of three permutations, with elements in A, B, C, D
and E.

R1 =

⎧
⎨

⎩

[ b a i c j e d ]
[ a i d c b j e ]
[ j e d c b a i ]

⎫
⎬

⎭
R2 =

⎧
⎨

⎩

[ a b i c j d e ]
[ a i b c d j e ]
[ j a b c d e i ]

⎫
⎬

⎭

Fig. 2. Two examples of a set of three permutations having one element of each subset:
a ∈ A, b ∈ B, c ∈ C, d ∈ D and e ∈ E. The permutations are formatted to align
elements i and j for better visualization.
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To prove Theorem 1 by contradiction, we assume that there are two elements
i and j such that (i, j) is an edge of the majority graph of R not contained
in any 3-cycle, but there is a median permutation π∗ in which j ≺π∗ i. We
will concentrate on the set K of elements lying strictly between j and i in π∗

(i.e. π∗ = ...jKi...) and show that swapping j and i reduces the Kemeny score
leading to a contradiction in our choice of median. Our proof is based on the
following two lemmas, where Lemma 2 gives the possible values of Lxy(R), for
x, y ∈ K ∪ {i, j}, and Lemma 3 shows that for k ∈ K, k /∈ A and k /∈ E.

Lemma 2. Let R ⊂ Sn be a set of 3 permutations and let GR = (V,E) be its
majority graph. Let (i, j) be an edge of weight w(i,j) = 1 in GR not contained
in any 3-cycle. Let j ≺π∗ i, where π∗ ∈ Sn is an assumed median of R. Let
K ⊂ {1, 2, . . . n} be the set of elements lying strictly between j and i in π∗.
Then, the values Lxy(R) for x, y ∈ K ∪ {i, j} are the ones given in Table 1:

Table 1. This table gives the possible values of Lxy(R) for x, y ∈ K ∪ {i, j} (i.e. the
number of permutations of R having x to the left y), where K is partitioned into the
subsets A, B, C, D and E of Lemma 1. The bold (resp. italicized) numbers corresponds
to values of Lxy(R1) (resp. of Lxy(R2)) of the left example from Fig. 2.

Lxy y ∈ A y ∈ B y ∈ C y ∈ D y ∈ E y = i y = j

x ∈ A 0 ,1,2,3 1,2,3 2,3 2,3 2,3 3 2

x ∈ B 0,1,2 0 ,1,2,3 1,2,3 1,2,3 2,3 2 2

x ∈ C 0,1 0,1,2 0 ,1,2,3 1,2,3 2,3 1 2

x ∈ D 0,1 0,1,2 0,1,2 0 ,1,2,3 1,2,3 1 1

x ∈ E 0,1 0,1 0,1 0,1,2 0 ,1,2,3 1 0

x = i 0 1 2 2 2 - 2

x = j 1 1 1 2 3 1 -

Proof. First, Theorem 2 and the fact that π∗ = . . . jKi . . . is a median of R
imply that Lkj(R) 	= 3 and Lik(R) 	= 3,∀k ∈ K. Combining this observation
and the definitions of subsets A,B,C,D,E, give us that Lai = 3, ∀a ∈ A,
Lbi = Lbj = 2, ∀b ∈ B, Lic = Lcj = 2, ∀c ∈ C, Lid = Ljd = 2, ∀d ∈ D, and
Lje = 3, ∀e ∈ E.

Second, since (i, j) is an edge of weight w(i,j) = 1 in GR, we know that the
majority order between i and j is i ≺R j with Lij(R) = 2. Since ∀a ∈ A, a
is always left of i, by transitivity, every element a ∈ A has the majority order
a ≺R j and Laj = 2, ∀a ∈ A. Transitivity also gives us Lak ≥ 2, ∀a ∈ A and
∀k ∈ C ∪ D ∪ E. Symmetrically, Lie = 2, ∀e ∈ E and Lke ≥ 2, ∀e ∈ E and
∀k ∈ A ∪ B ∪ C.

Third, since ∀b ∈ B, Lbi(R) = 2, we know that in one of the three permuta-
tions of R, b is to the right of i. Combining this with the fact that ∀a ∈ A, a is
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always to the left of i (Lai = 3) gives us that Lba 	= 3, ∀a ∈ A, b ∈ B. Similarly,
we have Lcb 	= 3, ∀b ∈ B, c ∈ C, Ldc 	= 3, ∀c ∈ C, d ∈ D, Led 	= 3, ∀d ∈ D, e ∈ E
and Ldb 	= 3, ∀b ∈ B, d ∈ D.

Finally, if we consider x and y to be elements of the same subset A,B,C,D
or E, then we know nothing about their relative order in permutations of R
leading, in that case to Lxy ∈ {0, 1, 2, 3}. �

Lemma 3. Let R ⊂ Sn be a set of 3 permutations and let GR = (V,E) be its
majority graph. Let (i, j) be an edge of weight w(i,j) = 1 in GR not contained
in any 3-cycle. Let π∗ ∈ Sn be an assumed median of R in which j ≺π∗ i. Let
K ⊂ {1, 2, . . . n} be the set of elements lying strictly between j and i in π∗. Then,
∀k ∈ K, Lki(R) 	= 3 and Lkj(R) 	= 0.

Proof. First, note that if we partition K into the subsets A,B,C,D and E of
Lemma 1, then for k ∈ K, showing that Lki(R) 	= 3 and Lkj(R) 	= 0, is the same
as showing that k /∈ A and k /∈ E i.e. subsets A and E are empty. To prove that
A and E are empty, we will proceed in two steps. First, we will assume that they
are not empty and show that we cannot have an element of E to the left of an
element of A in our assumed median. Second, we will use this fact to conclude
that A and E are empty.
Step 1. We want to show that there is no element of E to the left of an element
of A in π∗. By contradiction, assume π∗ has at least one element of E at the left
of one element of A. Assume that e ∈ E (resp. a ∈ A) is the rightmost (resp.
leftmost) such element, so that there is neither elements of E nor elements of A
lying between e and a in π∗. Let S be the sequence of elements lying between
e and a in π∗ (i.e. π∗ = ...j...eSa...i...). Then S contains only elements of B, C
and D. Let Bs = B ∩ S and nB = #Bs, and similarly for C and D. We show
that we can build from π∗ a permutation π′ that reduces the Kemeny score.

If nD ≥ nB we take π′ such that the position of every element in π′ is the
same as in π∗, except that a is moved to the left of S and e: π′ = ...j...aeS...i....

Let Δ be the difference of Kemeny score between π′ and π∗: Δ = K(π′,R)−
K(π∗,R). Recall that for any permutation π, the Kemeny score K(π,R) =∑

1≤i,j≤n|π−1
i <π−1

j
Lji(R). Then

Δ = −Lae + Lea +
∑

b∈Bs

(−Lab + Lba) +
∑

c∈Cs

(−Lac + Lca) +
∑

d∈Ds

(−Lad + Lda)

(1)
< −2 + 1 +

∑

b∈Bs

(−1 + 2) +
∑

c∈Cs

(−2 + 1) +
∑

d∈Ds

(−2 + 1)

= −1 +
∑

b∈Bs

(1) +
∑

c∈Cs

(−1) +
∑

d∈Ds

(−1)

= −1 + nB − nC − nD
(2)
< 0

Inequality (1) comes from taking the bounding values of L in Lemma 2. Inequal-
ity (2) comes from the fact that nD ≥ nB .
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For nB > nD, if we take π′ such that the position of every element in π′

is the same as in π∗, except that e is moved to the right of S and a: π′ =
...j...Sae...i..., we can show again, using the same kind of computation as before,
that Δ = K(π′,R)−K(π∗,R) < 0. In both cases, the Kemeny score is reduced,
contradicting that π∗ is a median permutation. Therefore, no element of E can
precede an element of A in π∗.
Step 2. Now, we show that A and E are empty. Assume by contradiction that
A is non empty. Let a be the leftmost element of A in π∗. Let S be the sequence
of elements lying between j and a in π∗ (i.e. π∗ = ...jSa...i...). From Step 1, S
contains only elements of B, C and D. Let Bs = B ∩ S and nB = #Bs, and
similarly for C and D. Again we show that we can build from π∗ a permutation
π′ that reduces the Kemeny score: If nB > nD we take π′ such that the position
of every element in π′ is the same as in π∗, except that j is moved to the right
of S and a: π′ = ...Saj...i.... Let Δ be the difference of Kemeny score between
π′ and π∗ : Δ = K(π′,R) − K(π∗,R). Then

Δ = −Laj + Lja +
∑

b∈Bs

(−Lbj + Ljb) +
∑

c∈Cs

(−Lcj + Ljc) +
∑

d∈Ds

(−Ldj + Ljd)

(1)
= −2 + 1 +

∑

b∈Bs

(−2 + 1) +
∑

c∈Cs

(−2 + 1) +
∑

d∈Ds

(−1 + 2)

= −1 +
∑

b∈Bs

(−1) +
∑

c∈Cs

(−1) +
∑

d∈Ds

(1)

= −1 − nB − nC + nD
(2)
< 0

Equality (1) comes from taking the values of L, given in Table 1. Inequality (2)
comes from the fact that nB > nD.

For the case nD ≥ nB , we move a at the immediate left of j (i.e. π′ =
...ajS...i...) and we can show again, using the same kind of computation as
before, that Δ = K(π′,R) − K(π∗,R) < 0. In both cases, the Kemeny score is
reduced, contradicting that π∗ is a median permutation. Therefore, A is empty.
The proof that E is empty is symmetrical. �

We now have everything we need to finish the proof of our Theorem 1 and
conclude this section.

Proof of Theorem 1 (Part 2). Let R ⊂ Sn be a set of 3 permutations and let
GR = (V,E) be its majority graph. Let (i, j) be an edge of weight w(i,j) = 1 in
GR not contained in any 3-cycle. Let π∗ ∈ Sn be an assumed median of R with
j ≺π∗ i. Let K ⊂ {1, 2, . . . n} be the set of elements lying strictly between j and
i in π∗ i.e. we have π∗ = ...jKi.... From Lemma 3, K contains only elements of
B, C and D. Let π′ = ...iKj... obtained from π∗ by exchanging the positions of
element i and element j. Let Δ be the difference of Kemeny score between π′
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and π∗, i.e. Δ = K(π′,R) − K(π∗,R). Then

Δ = −Lij + Lji +
∑

b∈B

(−Lib + Lbi − Lbj + Ljb)

+
∑

c∈C

(−Lic + Lci − Lcj + Ljc) +
∑

d∈D

(−Lid + Ldi − Ldj + Ljd)

(1)
= −2 + 1 +

∑

b∈B

(−1 + 2 − 2 + 1)

+
∑

c∈C

(−2 + 1 − 2 + 1) +
∑

d∈D

(−2 + 1 − 1 + 2)

= −1 +
∑

b∈B

(0) +
∑

c∈C

(−2) +
∑

d∈D

(0)

= −1 + −2 × #C
< 0

Equality (1) comes from taking the values of L given in Lemma 2. The permu-
tation π′ has a lower Kemeny score than the assumed median permutation π∗,
leading to a contradiction. �

From preliminary tests we observed that Theorem 1 seems to be also valid
on sets of m permutations, m odd. Therefore we state the following conjecture:

Conjecture 1. Let R ⊂ Sn be a set of m permutations, m odd. Let GR = (V,E)
be its majority graph. Let π∗ be any median permutation of R. If an edge (i, j)
of GR is not contained in any 3-cycle, then i ≺π∗ j.

The 3-Cycle Theorem has an important significance since we can prove that
pairs of elements that are ordered by previous methods such as an extension of
the Condorcet Criterion [8], the Major Order Theorem [19], the Always Theorem
[6] and the 3/4 - Majority Rule [4], the two last ones being equivalent in the case
of three permutations, are also ordered by Theorem 1. When combined with an
ILP solver this space reduction greatly improves the solving time for randomly
generated data as well as for real data (see supplementary material1).

4 Link with the 3-Hitting Set Problem

The Hitting Set problem (HSP) is defined as follows: Let E be our set of
elements and T a set of subsets of E . Find the minimum cardinality subset S ⊆ E
such that every subset of T contains at least one element of S.

The 3-Hitting Set problem (3HS) is the case where all subsets in T
are of size 3. Both the Hitting Set problem and the 3-Hitting Set problem are
NP-Hard [14]. The 3-Hitting Set problem can be formulated in Integer Linear
Programming (ILP) as:

minimize :
∑

e∈E
xe

Subject to:
xet1 + xet2 + xet3 ≥ 1, ∀{t1, t2, t3} ∈ T,

1 http://www.iro.umontreal.ca/∼hamelsyl/M3P 3Cycles 3HS.html.

http://www.iro.umontreal.ca/~hamelsyl/M3P_3Cycles_3HS.html
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xe ∈ {0, 1}, ∀e ∈ E .

Where xe is the binary variable that indicates if element e is included in the
solution subset S ⊆ E . The first constraint forces the solution to cover every
subset {t1, t2, t3} of T with a least one element. The last constraint make the
variables xe binary.

Let S be the solution (the set of selected elements) of the 3-Hitting Set
problem and #S its “value” as the score of the objective function, i.e. here its
cardinality.

The link between the 3-Hitting Set problem and the median of a set R ⊂ Sn

of three permutations is made by observing that for every 3-cycle of GR = (V,E),
at least one edge has to be reversed to obtained a permutation. Therefore, the
minimum number of edges covering all 3-cycles is a lower bound on the number
of edges needed to be reverse to make GR a DAG. In order to cover all 3-cycles
using the 3HS, we choose E = IE , the set of involved edges of the majority graph
GR = (V,E) (see Definition 3), and T , the set of 3-cycles of GR (see Fig. 3).

Proposition 3. Let R ⊂ Sn be a set of 3 permutations, LowerBound1 be the
trivial lower bound of Definition 2 and GR = (V,E) be the majority graph of R.
Let T be the set of all 3-cycles of GR and IE, the set of its involved edges. If S
is a solution of value #S of the 3HS problem applied on (IE , T ) then:

LowerBound1 + #S ≤ K(π∗,R) ≤ K(π,R) ∀π ∈ Sn,

where π∗ is a median permutation of R.

Proof. From Theorem 1, only edges contained in 3-cycles can be reversed to
make GR a DAG with a minimal number of reversed edges. Since #S is the
minimal number of edges to select in order to cover all sets of T in the 3HS, we
have that GR cannot become a DAG with less than #S reversed edges.

From Observation 1 and Proposition 1, we have that the cost of reversing
the edge (i, j) of a 3-cycle in GR is 1.

From Proposition 2, we have that the Kemeny Score of a permutation is
the sum of the LowerBound1 and the number of reversed edges in GR times
their weight. In the case of a median of three permutations, the weight of edges
in 3-cycles is always 1. Then, any reversed edge contributes 1 to the Kemeny
Score. Since #S is a lower bound on the number of reversed edges, we have
that LowerBound1 + #S is a lower bound for the Kemeny score of a median
permutation. �

This result greatly improves, for this #R = 3 case, the two lower bounds
based on linear programming and cycles given in [9], which had to consider all
cycles present in the majority graph.

Through preliminary empirical observations, we noted that the lower bound
LowerBound1 + #S seems to be a really tight lower bound: in all our tests we
have the surprising observation of LowerBound1 + #S = K(π∗,R), with π∗ a
median permutation of R ⊂ Sn, so we conjecture the following:
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e1,3

e4,1

e3,4

e2,3

e4,2

t1,3,4

t2,3,4

E

T

Fig. 3. 3-Hitting Set problem with E as the set of involved edges IE and T the set of
3-cycles from the example in Fig. 1. In this case, selecting edge e3,4 covers all 3-cycles
thus S = {e3,4} and #S = 1. Reversing this edge in the original majority graph makes
the graph of Fig. 1 acyclic.

Conjecture 2. Let R ⊂ Sn be a set of 3 permutations, LowerBound1 be the
trivial lower bound of Definition 2 and GR = (V,E) be the majority graph of R.
Let T be the set of all 3-cycles of GR and IE, the set of its involved edges. If S
is a solution of value #S of the 3HS problem applied on (IE , T ) then:

LowerBound1 + #S = K(π∗,R) ≤ K(π,R) ∀π ∈ Sn,

where π∗ is a median permutation of R.

The conjecture was extensively tested on 10000 sets of 3 uniform random
permutations of size n ∈ {10, 20, 30, 40, 50} and 70 sets of permutations from
PrefLib.org [18] (with 10 ≤ n ≤ 90). No counter-example has been found. The
conjecture can be extended for the cases where R ⊂ Sn is a set of m permuta-
tions, m odd, with the weighted 3-Hitting Set problem.

5 Perspectives

The theoretical complexity of the median of permutations problem on sets of
three permutations is still unknown making it an interesting problem to inves-
tigate. In this article, we presented our 3-Cycle Theorem, that allows us to
drastically reduce the search space for a median of 3 permutations by fixing the
order of all pairs of elements not contained in any 3-cycle of the majority graph
of the given set of permutations. We then conjecture that our 3-Cycle Theorem
is still true for sets of m permutations, m odd. It would be very interesting to
be able to prove the stated conjecture since its reach englobes previous methods
such as the Extended Condorcet Criterion [8], the Major Order Theorem [19],
the Always Theorem [6] and the 3/4 - Majority Rule [4].

We also stated a new tight lower bound on the problem and a conjecture
linking the 3HS problem with the median of three permutations problem. In
future works, it would be interesting to prove this conjecture and to investigate
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the complexity of the median of 3 permutations problem using this link to the
3-Hitting Set problem which is known to be NP-Hard.
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Abstract. The colorful components framework is motivated by applica-
tions emerging from computational biology. A vertex-colored graph G is
said to be colorful if every color appears exactly once. The general goal is
to remove a collection of edges from an undirected vertex-colored graph
G such that in the resulting graph H all the connected components are
colorful. We want H to optimize an appropriate objective function. Two
natural functions involve deleting the smallest number of edges (which
we refer to as Colorful Components) and maximizing the number of
edges in the transitive closure of the remaining components (which we
refer to as MEC).

These problems are well-studied from the point of view of classical
complexity, approximation algorithms, and parameterized algorithms.
We complement and improve on some of the results in the literature con-
cerning MEC and Colorful Components. In the context of MEC, we
demonstrate a linear kernel on trees and a randomized kO(k) algorithm,
where k is the standard parameter. Both of these results directly improve
on previously known results about the problem. For the Colorful Com-
ponents problem, we demonstrate a FPT algorithm for the vertex cover
parameter, which is a well-motivated structural parameterization given
that the problem is already para-NP-hard when parameterized by a dele-
tion set to a disjoint union of stars.

1 Introduction

We consider some problems that arise in the framework of colorful components,
where we are given a vertex-colored graph G and the goal is to find a subgraph
H that induces colorful components — in other words, no color appears more
than once in any connected component of H. Usually, one is interested in the
“largest” such subgraph possible, and this notion manifests in a few different
optimization objectives. For instance, we might ask for the smallest subset of
edges that needs to be removed from G such that all connected components of
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G \ F are colorful [8,9]. The dual objective would be to find the largest subset
of edges F for which every connected component in G[F] is colorful — this is
commonly formulated as the problem of maximizing the number of edges in the
transitive closure of a solution [16]. Other well-studied goals involve minimizing
the total number components [2] or the number of singleton components in the
subgraph [16].

Readers may recognize the version of the problem that asks for the smallest edge
deletion set as a particular type of cut problem. Indeed, recall that in the Mul-
tiCut problem [5,15], we are given a graph and “demands” specified as pairs of
vertices {(si, ti)}

p
i=0, and the goal is to remove the smallest number of edges such

that in the remaining graph, there is no path between si and ti for any i ∈ [p].
Clearly, the first objective that we discussed is a special case of MultiCut:
we can declare a demand corresponding to every pair of vertices that have the
same color. Similarly, in the Multi-Multiway Cut problem [4], we are given
a graph and a family of terminal sets specified by vertex subsets S1,S2, . . . ,Sp,
and the goal is to remove the smallest number of edges that intersects every
path between all pairs of vertices in Si, for any i ∈ [p]. Again, it is easy to see
that deleting the smallest subset of edges so that all remaining components are
colorful is a special case of Multi-Multiway Cut: one where the terminal sets
correspond to a partition of the entire vertex set.

The problems involving colorful components also carry the flavor of the Graph
Motif problem [13], where the input is a vertex-colored graph and a multiset
of colors M, usually called a motif, and the goal is to determine if there exists
a connected subgraph H such that the set of colors used by the vertices of H

corresponds exactly to M. When M is a set (rather than a multiset), M is called
colorful. The problem of discovering motifs and colorful motifs in graphs are
well-studied problems from both the theoretical and practical standpoints. Sev-
eral variations of this theme have been explored in the literature, one of which
is to ask for a colorful subgraph on at least k vertices, without fixing a motif.
Both colorful components and graph motif family of problems are motivated by
applications in computational biology. For instance, the former has been used
as a model for problems such as Multiple Sequence Alignment [9] and Network
Alignment for multiple protein-protein interaction (PPI) networks. We refer the
reader to the discussions in [1,8,16] for a more detailed discussion of the compu-
tational biology background that has motivated the algorithmic studies of these
problems.

Background and Our Contributions. We now summarize the context for the
work in this contribution. We focus on the colorful components family of prob-
lems. First, we consider the problem of maximizing the number of edges in the
colorful subgraph, which we refer to as the problem of Maximizing Edges
in the Transitive Closure (MEC). This problem is known to be NP-hard.
Recently, [12] studied the parameterized complexity of the problem when param-
eterized by the number of edges in the solution. They demonstrated that the
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problem is FPT by showing an exponential kernel of size O(k2
√

k22k) on general
graphs. Further, they also obtained a quadratic kernel on trees. We complement
these results by showing a simple randomized FPT algorithm using color coding
that has a better asymptotic complexity, namely O(kk) when compared to a
brute-force approach on the exponential kernel. Our approach here is to reduce
this problem to one of finding enough colorful motifs that when combined cor-
respond to the desired MEC solution.

We then turn our attention to the Colorful Components problem. In [8], the
authors show that the problem is in P when the instance has at most two colors
and is NP-hard otherwise, even on trees of diameter four, and separately, even
when the maximum degree of the graph is bounded by a constant. On the other
hand, they also show an algorithm with running time 2cnO(1) on trees with
n vertices by dynamic programming and also an algorithm with running time
(c−1)km on general graphs with m edges. The authors also take advantage of a
weighted multi-multi cut formulation leading to interesting consequences on the
experimental front. The hardness of trees on diameter four shows that the prob-
lem is para-NP-hard when parameterized by the size of a deletion set to graphs
that are a disjoint union of stars. Similarly, the hardness of the Minimum Col-
orful Components (where the goal is to minimize the number of connected
components) shown by [12] can be adapted to show para-NP-hardness when
parameterized by the size of a deletion set to graphs that are a disjoint union of
paths. A natural goal, from the perspective of structural parameterizations, is to
settle the complexity of Colorful Components when parameterized by the
vertex cover of the graph G. We answer this question in the affirmative showing
that the problem is FPT when parameterized by vertex cover.

Related Work. Apart from Colorful Components and Maximizing Edges
in the Transitive Closure (MEC), other optimization objectives were stud-
ied by [1,2]. Experimental advances based on ILP methods for Colorful Com-
ponents were performed in [7]. It is worth noting that although most variants
of problems in this framework are NP-hard, the version that seeks to minimize
the number of singleton components was shown to admit a polynomial-time
algorithm [2]. Also, for a comprehensive study of MEC from the perspective of
approximation algorithms and hardness, we refer to [1].

2 Problem Definitions and Notation

We use standard graph-theoretic notation following [11] unless mentioned oth-
erwise. We refer the reader to [10] for an introduction to terminology and tech-
niques concerning parameterized algorithms. We only mention here, for the sake
of completeness, the key definitions relevant to this work. A parameterized prob-
lem is denoted by a pair (Q,k) ⊆ Σ∗ × N. The first component Q is a classi-
cal language, and the number k is called the parameter. Such a problem is
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fixed–parameter tractable (FPT) if there exists an algorithm that decides it in
time O(f(k)nO(1)) on instances of size n. A kernelization algorithm for a problem
P is a polynomial-time algorithm that, given an instance Q of P and a parameter
k, returns an instance Q ′ of P whose size is bounded by some function f(k), such
that Q is a Yes-instance iff Q ′ is a Yes-instance. We then say that P has a
kernel of size f(k). One of the FPT algorithms presented in this work follows the
technique of color coding, a widely-employed tool introduced in [3].

We now summarize the problem definitions that we will need subsequently. Recall
that a subgraph H of a graph G is colorful if no color appears more than once in
any connected component of H. We now define the following problems concern-
ing the discovery of colorful subgraphs that have different optimization objec-
tives. The first problem is Maximizing Edges in the Transitive Closure
(MEC).

Maximizing Edges in the Transitive Closure (MEC)
Input: A vertex-colored graph (G = (V,E); c : V → [�]) and k ∈ N.
Question: Does there exist a colorful subgraph H of G that has at
least k edges in the transitive closure of its connected components?

The next problem that we consider is Colorful Components.

Colorful Components (CC)
Input: A vertex-colored graph (G = (V,E); c : V → [�]) and k ∈ N.
Question: Does there exist a subset F ⊆ E of at most k edges such that
every connected component in G \ F is colorful?

3 A Simple FPT Algorithm for MEC

Let (G = (V,E); c : V → [�],k) be an instance of MEC. In this section, we
focus on the question of whether G admits a solution with exactly k edges. Note
that the original question can be addressed by simply repeating the algorithm
described in this section for a suitable range of values of k: indeed, if G admits
a solution F with more than k edges in the transitive closure of the connected
components of G[F], then G also admits a solution F ′ that has exactly k ′ edges for
some k ∈ [k, 5k]. To see this, let F be a solution with strictly more than k edges in
the transitive closure of its connected components. Modify F by removing edges
one by one, and stop when the number of edges in the transitive closure falls
below k for the first time. Let F ′ be the solution after adding back the last edge
removed: we denote this edge by e. Let C be the component that e belonged to.
Note that e must be a cut edge in the component C, else the number of edges in
the transitive closure stays the same after removing e, contradicting our choice of
e. Note that the connected components of C\ {e}, say X and Y, can have at most√

2k vertices each (and we remark here that this is a loose bound). Therefore,
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the number of edges in the transitive closure of F ′ is at most k+ 4k = 5k, where
the first k edges is an upper bound on the number of edges in components of F ′

different from C and within X and Y while 4k is the bound for the number of
new edges added to the transitive closure by the addition of the edge e.

We now turn to a description of our approach. To begin with, suppose (G, c,k)
were a Yes-instance of MEC, and further, let F ⊆ E be an arbitrary but fixed
solution. Let C1, . . . ,Cr be the vertex subsets corresponding to non-trivial con-
nected components of G[F]. We refer to r as the order of F and define the signature
of F as a tuple sF := (k1, . . . ,kr), where ki :=

(
|Ci|
2

)
. Note that

∑r
i=1 ki = k.

We will also need to define the following graph motif problem, considered by [14]:

Colorful Graph Motif (CGM)
Input: A graph G = (V,E), a set C, a function χ : V → C, an integer k.
Question: Does there exist a subtree T = (VT ,ET ) of G such that
|VT | = k and for each u, v ∈ VT distinct, χ(u) �= χ(v)?

The authors in [14] demonstrate a randomized algorithm running in time O�(2k)
based on multilinear term detection. This problem can also be solved (albiet
with a higher time complexity) by employing the color coding technique. For
instance, see [6] for a description of this approach the special case when k = |C|.
Our approach to an FPT algorithm is based on the color coding technique as
well [3].

We guess the order of a possible solution and also its signature, sF, given by
(k1, . . . ,kr). Now consider a partition of V(G) into r parts. We say that a parti-
tion P = (P1, . . . ,Pr) of V is good for F if Ci ⊆ Pi. Notice that if we are given a
good partition, then we can discover a solution F whose signature is given by sF,
by treating each part of the partition P as an instance of the Colorful Graph
Motif problem. After guessing the order and the signature, we use a random
partition and, in the analysis, we exploit the fact that a random partition is also
good with reasonable probability. Finally, a solution is found by invoking the
algorithm for CGM on each part with an appropriate target. We now turn to a
more detailed description and analysis of this algorithm.

Good Partitions and Colorful Motifs. Assume that P = (P1, . . . ,Pr) is a par-
tition of V that is good for F. Let Gi denote G[Pi]. We claim that G admits
a solution F with signature sF, if and only if for all 1 � i � r, the graph Gi

contains a colorful motif on at least qi vertices, where qi is the integer for which(
qi

2

)
= ki. This follows from the definition of a good partition and the fact

colorful connected components whose transitive closure have ki edges are also
colorful motifs on at least qi vertices, and vice versa. Note that qi = O(

√
ki).
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Goodness of Random Partitions. For any solution F, we have that:

√
2k + 1 �

r∑

i=1

|Ci| � 2k.

Observe that the extreme cases in the bound above correspond to scenarios
where either F has only one connected component with k edges in its transitive
closure, which implies that the component comprises of O(

√
k) vertices, or when

F has k connected components, each of which induces an edge. With qi’s defined
as before, note that |Ci| = qi. We let q :=

∑r
i=1 qi. Consider now partitions

of V(G) into q parts. Noting that there are qq distinct labelings of vertices in
∪r
i=1Ci, only one of which corresponds to a good partition for F. Specifically, the

number of partitions that are good for F are qn−q, while the number of partitions
that are not good for F are (qq−1) ·qn−q. Let P be a random partition of V(G),
by which we mean that every vertex is assigned to each of the possible q parts
with equal probability. Then, by the discussion in this paragraph, it follows that:

P(P is a good partition for F) � 1
qq

We can now repeat the process of generating a random partition O(qq) times to
reduce the probability of error (namely that there exists a solution with signature
sF and yet none of the partitions considered were good for F) to a constant:

P(None of the qq partitions are good for F) <

(
1 −

1
qq

)qq

� 1
e
.

Running Time. The number of signatures is loosely bounded by O(kk) and
since q � k, the number of trials that we run for any fixed choice of signature
is also bounded by O(kk). For each trial, we run the CGM algorithm at most k

times, which incurs a running time O�(2k). Therefore, the overall running time
is bounded by kO(k)nO(1). We summarize this discussion with the following
statement.

Theorem 1. MEC admits a randomized FPT algorithm with running time
kO(k)nO(1), where k is the standard parameter.

4 An Improved Kernel for MEC on Trees

We now turn our attention to the MEC problem restricted to trees. In [12], a
quadratic kernel is established by the standard parameter. Here, we demonstrate
that this can be improved to a linear kernel. Our overall approach uses ideas quite
similar to the ones used for the quadratic kernel. Before stating the reduction
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rules formally, we give a high-level summary of our algorithm. We begin by
observing that if two or more sibling leaves have the same color, then it is
enough to retain only one of them, since at most one of them can contribute to a
non-trivial component in any solution. Thus, when we focus on the tree induced
by the leaves and their parents, we see a disjoint union of colorful stars, and
thus inferring that the number of leaves is bounded by k: otherwise we already
have a solution. This also implies a bound on the number of branching vertices.
We are now left with vertices of degree two. Our final observation is that if we
focus on all the degree two vertices and if they collectively contribute more than
2k edges, then again we can extract a matching on k edges and we are have
an easy Yes-instance. Otherwise, the number of internal non-branching vertices
is also bounded by 2k, giving us the overall linear bound. We have to argue
about the degree two vertices with some care since even if the number of edges
is bounded, there may be isolated vertices: but this can be handled by “padding”
the degree two paths with an appropriate branch or leaf neighbor. We now turn
to a detailed description of these arguments.

Let (T , c,k) be an instance of MEC where T is a tree. Recall that we may assume,
without loss of generality, that c is a proper coloring. Also, we may assume that
T has at least one vertex of degree at least three, since T would otherwise be a
path, and we could obtain a trivial kernel by solving MEC in polynomial time.
For convenience, we choose an arbitrary vertex of degree at least three, say r,
and assume for the rest of this discussion that T is rooted at r. We begin by
employing the following reduction rule.

Reduction Rule 1. If u and v are two leaves in T with a common parent p

and c(u) = c(v), then delete u.

The safety of the reduction rule follows from the fact that any valid solution of
MEC cannot contain both (p,u) and (p, v). Therefore, at least one of u or v in
T [F] belongs to a trivial connected component, and therefore does not contribute
to the solution. Absuing notation, we use T to continue to denote the instance
after it is reduced with respect to the reduction rule above. Let p be a vertex
that is a parent of a leaf in T . Using the fact that c is a proper coloring and that
T is reduced, observe that the subtree induced by N[p] is colorful. We now make
following claim, noting that for the rest of this discussion, we use T to refer to a
reduced instance.

Proposition 1. If the number of leaves of T is at least k, then (T , c,k) is a
Yes-instance of MEC.

Proof. Let Q denote the set of leaves of the tree T and let P ⊆ V consist of the
set of vertices that are parents of a leaf vertex in T . Consider:

F := {(u, v) | u ∈ P, v ∈ Q and (u, v) ∈ E(T)}.
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Recall that G[F] is a disjoint union of stars where each component is colorful.
Since every leaf contributes at least one edge to F, the number of edges in the
transitive closure of F is also at least k.

The safety of the following reduction rule follows from Proposition 1.

Reduction Rule 2. If T has at least k leaves, then return a trivial Yes-
instance.

Let T be an instance reduced with respect to the first two reduction rules, which
implies, in particular, that T has at most k leaves. We now proceed by marking
all the vertices in T that have degree at least three. Denoting the number of
leaves by � and the subset of marked vertices by M, we note that |M| � � � k,
using the fact that the number of internal vertices that have degree at least three
(sometimes referred to as “branching” vertices) is bounded above by the number
of leaves in T .

Now, recalling that we use Q to denote the set of leaves of T , consider the graph
H0 := T \ (M ∪ Q). Note that every vertex in H0 has degree at most two, and
therefore H is a disjoint union of paths with some paths possibly having length
zero. For any maximal path P ∈ H0, let {v1, . . . , vt} be the vertices on P in their
order of appearance on the path, arranged in increasing order of distance from r.
Note that this ordering is well-defined since r ∈ M, and therefore the root vertex
r does not appear on any path P ∈ H0. Observe that vt has at least one neighbor
in (M ∪ Q) — indeed, if not, then vt would be a leaf vertex of T , contradicting
the situation that vt ∈ H0. Let t(P) denote an arbitrarily chosen neighbor of vt
from (M ∪ Q): we refer to this vertex as the tail of the path P. We now make
the following claim about tail vertices in T :

Proposition 2. Let P1 = {v1, . . . , va} and P2 = {u1, . . . ,ub} be two distinct
maximal paths in H0. Then t(P1) �= t(P2).

Proof. Assume, for the sake of contradiction, that t(P1) = t(P2) = x. Let
y denote the least common ancestor of v1 and u1. Observe that the paths
yTv1, v1P1va, x,ubP2u1,u1Ty constitute a cycle, contradicting the tree struc-
ture of T .

Let H1 denote the set of all vertices identified as tail vertices and define H :=
H0 ∪ H1. We now claim that if H has enough edges then we can extract a valid
MEC solution from it. This also leads us to our final reduction rule.

Proposition 3. If H has at least 2k edges, then (T , c,k) is a Yes-instance of
MEC.

Proof. Observe that every connected component of H is a path of length at least
one. Let t1, . . . , tr denote the lengths of the paths in P, noting that

∑r
i=1 ti � 2k
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by assumption. Construct F by choosing alternating edges from every path in H,
we get a matching on at least

∑r
i=1� ti

2 	 � k edges, as desired.

Reduction Rule 3. If H, constructed according to the description above, has
at least 2k edges, then return a trivial Yes-instance.

We summarize our discussion here by arguing that any instance reduced with
respect to all the reduction rules above is a linear kernel.

Theorem 2. MEC admits a kernel of size O(k).

Proof. If the algorithm stops by returning a trivial instance then there is nothing
to prove. Any other instance that is reduced with respect to Reduction Rules
1–3 has at most k marked vertices, at most k leaves, and at most 2k vertices
that are neither marked nor leaves. Therefore, the total number of vertices is
bounded by 4k, implying the claim.

5 Structural Parameterization: Vertex Cover

In this section, we focus on the Colorful Components problem, parameter-
ized by the size of a vertex cover of the input graph G. We denote this problem
by CC�τ�:

Colorful Components/Vertex Cover (CC�τ�)
Input: A vertex-colored graph (G = (V,E); c : V → [�]), a vertex
cover T ⊆ V of size t and k ∈ N.
Parameter: τ

Question: Does there exist a subset F ⊆ E of at most k edges such that
every connected component in G \ F is colorful?

As is standard for such parameterizations, we assume that a vertex cover T

is given as a part of the input and we use t to denote the size of the given
vertex cover. The goal of this discussion is to demonstrate that CC�τ� is in
FPT. Without loss of generality, we assume that G is connected.

We now turn to a description of the main steps in our FPT algorithm. Fix an
instance (G, T , c,k) of CC�τ�. We denote by F an optimal solution, which we
will refer to typically for the sake of analysis. To begin with, observe that in
G\F, any vertex v ∈ V \T that is not isolated belongs to a connected component
that contains at least one vertex of T . In particular, the number of non-singleton
connected components in G \ F does not exceed t.

Our algorithm begins by guessing the intersection S of F with the edges in G[T ].
For a fixed choice of S, let CS := {CS

1 , . . . ,CS
r } denote the connected components

of (G \ S)[T ]. When S is clear from the context, we drop the superscripts when
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referring to the components. We also guess the number of non-singleton com-
ponents induced by G \ F and denote this by h. We say that two components
Ci and Cj are equivalent if they belong to the same connected component of
G \ F. Note that this is, in fact, an equivalence relation that induces exactly h

equivalence classes on CS. We guess a partition of CS into h equivalence classes:
in other words, we try all possible labelings χ of the components C1, . . . ,Cr with
label set [h]. The semantics here is that two components that have the same
label belong to the same connected component of G \ F. For any 1 � i � h, we
refer to the union of all connected components that have label i as the ith bag
of the vertex cover with respect to the guess (S,χ) and denote this set by Bi.

At this point, we pause to reflect on the structure of a Yes-instance of a MEC.
As we noted before, in G \ F, every vertex in the independent set V \ T either
“joins” one of the bags that is fixed by our guess from above, or breaks away into
a singleton component. For a vertex v in V \ T , let di(v) denote the number of
edges incident on v whose other endpoint lies outside Bi. Then, define the cost
of v as the following (h + 1)-tuple: c(v) = 〈d1(v), . . . ,di(v), . . . ,dh(v),d(v)〉.
Intuitively, the ith coordinate of c(v) quantifies the number of edges that need
to be deleted for v to belong to the same component as the vertices of Bi in
G \ F, while the last coordinate indicates the cost of making v isolated in G \ F.

As a warm-up, we address the special case when the number of colors � is
bounded. Group the vertices in V \ T according to their neighborhoods in T .
In particular, two vertices u, v ∈ V \ T belong to the same group if and only if
N(u) = N(v). Notice that there are 2t groups and � colors. For X ⊆ T and for
q ∈ [�], define I(X,q) ⊆ V \ T as the following set:

I(X,q) = {v | v ∈ V \ T ,N(v) = X, c(v) = q}.

Note that the number of sets I(X,q) is bounded by 2t�. Observe also that all
vertices in I(X,q) have the same cost vector. Now, consider a choice of X ⊆ T

and for q ∈ [�] for which nX,q := |I(X,q)| > h. Let U be a subset of any
nX,q −h many vertices chosen from I(X,q). We claim that:

(G, T , c,k) ≡ (G \ U, T , c ′,k − dnX,q),

where c ′ is the projection of c on the vertices of V \U and d is the degree of any
vertex in I(X,q). Indeed, this follows from the fact that in any solution F that
respects the guess (S,χ), at least nX,q − h vertices must be isolated in G \ F:
if not, by a pigeon-hole argument, we would have that two vertices of I(X,q)
join the same bag, which would contradict the fact that the vertices in any bag
belong to a colorful connected component. This leads to a contradiction, since
any two vertices of I(X,q) have the same color.

So far, this gives us a bound of 2t · � ·h � 2tt� on the total number of vertices in
G. If � were small enough, then we might find a solution at this point by brute-
force. The rest of this section focuses on addressing the case when � is arbitrary.
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To this end, let us call a color q “harmless” if there exists a vertex v ∈ T for which
c(v) = q. Note that there are at most t harmless colors. Any other color will be
referred to as a “fresh” color in our discussion. We can employ the arguments
from the previous paragraph to ensure that the number of vertices in V \ T that
are colored with the same color are bounded by 2th. Observe that this already
gives a bound of O(2tt2) on the total number of vertices colored with harmless
colors.

We now sketch the ideas for handling the fresh colors, which will complete the
description of the algorithm. We partition the vertex set V\T into X and Y, where
X contains all vertices of V \ T colored with harmless colors, and Y contains all
vertices of V \ T colored with fresh colors. Define the signature of a fresh color
q, denoted by sq as a tuple with 2t coordinates, indexed by subsets of T , where
sq[X] is the number of vertices in I(X,q). Note that the number of signatures
is bounded by h2t .

Let q be a fresh color and let w be the number of vertices of color q. A solution
F can be thought of as assigning a label between 1 � i � h to some collection
of min{w,h} vertices of q, indicating which bags the vertices are aligned with in
G \ F. The number of possible assignments is:

g(w) :=

((
w

h

)
· h!

)
.

We now describe our process for the fresh colors. Fix a signature s. Let Cs ⊆ [�]
be the set of all colors that have the same signature, and therefore the same
number of vertices (say ws). We retain min{Cs,g(w)} fresh colors from among
those that have signature s, and assign the others to bags using an optimal
strategy. Note that for any particular color class, it is possible to determine the
best assignment of the vertices to bags by examining all possible assignments
(note that this is FPT in t since the number of bags and the number of vertices
of any given color are both bounded).

The correctness of the approach above follows from the fact that vertices with
different fresh colors can be assigned independently (as they do not contribute
to any conflicts as far as the final components being colorful are concerned).
We retain enough vertices to remember all possible ways in which F may have
assigned vertices of any particular color. The key observation is that if two colors
with the same signature experience the exact same assignment to bags in G \ F,
then one of them may be reassigned to an optimal assignment without affecting
the connectivity template of G \ F. A more formal version of this argument is
deferred to the full version of this manuscript. We summarize our discussion in
this section in the following claim.

Theorem 3. CC�τ� admits an FPT algorithm.
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6 Concluding Remarks

It would be interesting to see if other structural parameterizations for some
of the problems in the colorful components framework become tractable when
combined with the number of colors as a parameter. We also believe that the
vertex cover parameterization studied in this contribution admits a more efficient
algorithm, possibly by establishing an appropriate reduction to the problem of
minimizing the number of singleton vertices (MSV), which is known to admit a
polynomial time algorithm [2]. The fact that vertices from the independent set
either break away into singletons or join the vertex cover vertices motivates this
suggestion.
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Abstract. Card-based protocols provide secure multi-party computa-
tion using a deck of physical cards, via a series of operations such as
shuffling and turning over cards, which are supposed to be executed by
humans. Although almost all existing protocols have been designed to
be perfectly secure, operative errors by humans would cause information
leakage. In this paper, we propose a technique for analyzing information
leakage due to operative errors in card-based protocols. To be specific,
we introduce a concept, which we call a “probability trace,” and propose
a new diagram for displaying how much information leaks, by enhancing
the KWH diagram proposed by Koch, Walzer, and Härtel. By apply-
ing our diagram to a card-based protocol with an operative error, we
can precisely reveal the leakage of players’ inputs from the protocol out-
put. We also discuss an application of the diagram to human-error-free
implementations of the existing six-card AND protocol.

1 Introduction

Card-based protocols allow us to securely perform computations, such as AND
and OR, among players with a physical deck of playing cards, as depicted in
Fig. 1. Because their operations are easy to implement and both their correct-
ness and security are intuitively understandable, card-based protocols have been
widely used to solve social problems in daily life as well as to educate non-experts
about cryptography [1]. Many protocols have been proposed [2]. Let us review a
seminal work, the six-card (committed-format) AND protocol [3], which is one
of the most practical protocols, and has been applied as a learning tool thanks
to its simple operations.

In this protocol, a one-bit value is encoded with two cards, black ♣ and red
♥ , as:

♣ ♥ = 0 and ♥ ♣ = 1.

c© Springer International Publishing AG, part of Springer Nature 2018
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Fig. 1. Execution of a card-based protocol using physical playing cards

Using this encoding rule, two players, Alice and Bob, place two face-down cards
depending on their secret one-bit inputs a and b, respectively, as:

? ?
︸ ︷︷ ︸

a

? ?
︸ ︷︷ ︸

b

.

The left and right pairs of two cards are called commitments to a ∈ {0, 1} and
b ∈ {0, 1}, respectively. With these commitments and two additional cards, the
six-card AND protocol consists of the following five steps:

1. Place black and red cards (which become a commitment to 0) between the
commitments to a and b, and turn the cards face down:

? ?
︸ ︷︷ ︸

a

♣ ♥ ? ?
︸ ︷︷ ︸

b

→ ? ?
︸ ︷︷ ︸

a

? ?
︸ ︷︷ ︸

0

? ?
︸ ︷︷ ︸

b

.

2. Rearrange the cards as:
? ? ? ? ? ?

�
������ ���

? ? ? ? ? ? .

3. Divide the sequence of cards into two halves and randomly shuffle them keep-
ing the order of cards inside the half portion unchanged:

[

? ? ?
∣

∣

∣ ? ? ?
]

→ ? ? ? ? ? ? .

This operation is called a random bisection cut and it is securely imple-
mentable by humans [4].

4. Rearrange the cards as:
? ? ? ? ? ?

������
�

��	
? ? ? ? ? ? .
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5. Open the leftmost two cards and obtain a commitment to a ∧ b as:

♣ ♥ ? ?
︸ ︷︷ ︸

a∧b

? ? or ♥ ♣ ? ? ? ?
︸ ︷︷ ︸

a∧b

.

The commitment to a ∧ b remains face down, and hence, the players can
use it as an input to a subsequent execution of the six-card AND protocol. By
repeating the protocol, more than two players can securely compute the AND
of their input bits.

The above six-card protocol is simple, and therefore, from our educational
experiments with non-experts, people can almost always execute the protocol
without any mistakes. In rare instances, however, operative errors such as con-
fusing the rearrangement operations in Steps 2 and 4 occur.

In this paper, we propose a technique to analyze the information leakage
caused by such operative errors in card-based protocols. To be specific, we intro-
duce a concept, which we call a probability trace, and propose a new diagram,
which employs probability traces, for the leakage analysis. Our diagram is an
extension of the KWH diagram invented by Koch et al. [5]. Similar to the KWH
diagram, our diagram can be applied to analyze the correctness and security
of a card-based protocol without operative errors. In addition, by applying our
diagram to a card-based protocol with an operative error, we can analyze the
leakage of players’ inputs from the protocol output. We then discuss an appli-
cation of the diagram to human-error-free implementations of the six-card AND
protocol above. That is, we discuss solutions to the problem of detecting the
operative errors and preventing information leakage in the AND protocol.

The remainder of this paper is organized as follows. Section 2 reviews the
background information on the card-based protocol. We then introduce the con-
cepts of a probability trace and the extended diagram in Sect. 3. In Sect. 4,
we discuss the erroneous protocols with operative errors as examples, and the
application of our diagram to analyzing their correctness and security. Sections 5
and 6 discuss the detection of the operative errors and protection against them,
respectively. Finally, Sect. 7 concludes this paper.

2 Background

Let us review the formal definitions of card-based protocols and consider an
example of a card-based protocol. In this paper, |S| denotes the cardinal number
of set S.

2.1 Definitions of Card-Based Protocols

The computational model of card-based protocols was introduced by Mizuki and
Shizuya [6], after which Koch et al. [5] and Mizuki and Shizuya [2] refined it.
Let us review the definition as follows.

In this paper, we deal with a card-based protocol using two atomic symbols,
♣ and ♥. A non-empty finite multi-set D of atomic symbols is called a deck.
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An example of a deck for the six-card AND protocol is [♣,♣,♣,♥,♥,♥ ]. The
symbol on the back of a card is denoted by “?”.

A card, such as ♣ and ? , which is placed on a table is called a lying card.
Formally, face-up and face-down lying cards for c ∈ D are denoted by c

? and ?
c ,

respectively.
The input and output of a card-based protocol are sequences of lying cards.

For example, the input to the six-card AND protocol is a sequence of six cards
placed on the table, where a, b ∈ {0, 1}:

? ?
︸ ︷︷ ︸

a

♣ ♥ ? ?
︸ ︷︷ ︸

b

.

Therefore, there are four possible initial sequences Γ ab
0 :

Γ 00
0 =

(

?
♣ ,

?
♥ ,

♣
?

,
♥
?

,
?
♣ ,

?
♥

)

, Γ 01
0 =

(

?
♣ ,

?
♥ ,

♣
?

,
♥
?

,
?
♥ ,

?
♣

)

,

Γ 10
0 =

(

?
♥ ,

?
♣ ,

♣
?

,
♥
?

,
?
♣ ,

?
♥

)

, and Γ 11
0 =

(

?
♥ ,

?
♣ ,

♣
?

,
♥
?

,
?
♥ ,

?
♣

)

.

The set of all sequences of lying cards is denoted by

SeqD def= {Γ | Γ is a sequence of lying cards for D}.

For a sequence of lying cards, we call a sequence of their atomic symbols an
atomic sequence. For example, there are four atomic sequences, each of which
corresponds to an input Γ ab

0 of the six-card AND protocol:

Γ 00
0 : ♣ ♥ ♣ ♥ ♣ ♥, Γ 01

0 : ♣ ♥ ♣ ♥ ♥ ♣, Γ 10
0 : ♥ ♣ ♣ ♥ ♣ ♥, Γ 11

0 : ♥ ♣ ♣ ♥ ♥ ♣

Given a lying card c
? or ?

c , top returns its visible symbol; i.e., top( c
? ) = c,

and top( ?c ) = ?. For a sequence of d lying cards Γ = (α1, α2, . . . , αd), we call
top(Γ ) = (top(α1), top(α2), . . . , top(αd)) a visible sequence of Γ . We also define
the visible sequence set VisD of D as

VisD def= {top(Γ ) | Γ ∈ SeqD}.

The definitions of card-based protocols are given as follows.

Definition 1 (Card-based protocol [2]). A card-based protocol is specified
with a quadruple P = (D, U,Q,A):

– D is a deck;
– U ⊆ SeqD is an input set;
– Q is a state set having an initial state q0 ∈ Q and a final state qf ∈ Q;
– A : (Q − {qf}) × VisD → Q × Action is an action function, where Action is

the set of the following actions:
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• (turn, T ⊆ {1, 2, . . . , |D|}); turning over the i-th card for each i ∈ T ,
• (perm, π ∈ S|D|); applying the permutation π to a sequence of lying cards

where Si denotes the symmetric group of degree i,
• (shuf,Π ⊆ S|D|,F); applying π, drawn from Π according to the probability

distribution1 F , to a sequence of lying cards,
• (result, p1, . . . , p�); assigning the positions of output commitments with

pi ∈ {1, 2, . . . , |D|}.
The protocol is correct if it produces the correct output at the final state.

The protocol P = (D, U,Q,A) proceeds as the Turing machine does. That
is, starting from the initial state q0 and the initial sequence Γ0 ∈ U , its current
state q and sequence Γ move to the next state q′ and sequence Γ ′, respectively,
according to the output of the action function A.

Definition 2 (Perfect security of card-based protocol). We call a card-
based protocol P perfectly secure if it leaks no information for any run of the
protocol (in other words, the input and the visible sequence trace are indepen-
dent).

2.2 Six-Card AND Protocol

The six-card AND protocol [3], explained in Sect. 1, can be described as follows.
The following sections review this protocol as an example.

Six-card AND protocol PMS

Input set:

{

Γ 00
0 =

(

?
♣ ,

?
♥ ,

♣
?

,
♥
?

,
?
♣ ,

?
♥

)

, Γ 01
0 =

(

?
♣ ,

?
♥ ,

♣
?

,
♥
?

,
?
♥ ,

?
♣

)

,

Γ 10
0 =

(

?
♥ ,

?
♣ ,

♣
?

,
♥
?

,
?
♣ ,

?
♥

)

, Γ 11
0 =

(

?
♥ ,

?
♣ ,

♣
?

,
♥
?

,
?
♥ ,

?
♣

)}

Steps:

1. (turn, {3, 4})
2. (perm, (2 4 3))
3. (shuf, {id, (1 4)(2 5)(3 6)})
4. (perm, (2 3 4))
5. (turn, {1, 2})

if visible seq. = (♣,♥, ?, ?, ?, ?) then (result, 3, 4)
else if visible seq. = (♥,♣, ?, ?, ?, ?) then (result, 5, 6)

1 We omit the description of F if the distribution is uniform.
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3 Probability Trace and the Extended KWH Diagram

Koch et al. [5] introduced a diagram (the KWH diagram) to check the correctness
and security of card-based protocols. In this section, we introduce a new concept,
which we call a probability trace, and a new diagram created by enhancing the
KWH diagram with the probability trace. We first show an example of our
diagram, after which we give a formal definition of the probability trace.

3.1 Example of Our Diagram

In this subsection, we give an example of our diagram which shows the cor-
rectness and perfect security of the six-card AND protocol PMS. Let pab be the
probabilities that a and b are private inputs of Alice and Bob, respectively. The
first component of our diagram, which displays the status after Step 1, is:

♣♥♣♥♣♥ : (p00, 0, 0, 0)
♣♥♣♥♥♣ : (0, p01, 0, 0)
♥♣♣♥♣♥ : (0, 0, p10, 0)
♥♣♣♥♥♣ : (0, 0, 0, p11).

Each line consists of an atomic sequence and the corresponding “probability
trace” (which will be defined formally in the next subsection). The probability
trace consists of four probabilities corresponding to Γ 00

0 , Γ 01
0 , Γ 10

0 , and Γ 11
0 ;

for example, the atomic sequence ♣♥♣♥♣♥ is derived only when the input
sequence is Γ 00

0 with probability of p00, and hence, the first coordinate of the
probability trace is p00 and the remaining three coordinates are all 0.

Figure 2 depicts the whole diagram with probability traces for the protocol
PMS. In this figure, we denote the end of Step i by “Step i” for brevity. We omit
the component for input, i.e., the initial sequence, because it is the same as that
of Step 1 explained above except the visible sequence.

The component for Step 2 is derived from the rearrangement action, and its
probability traces are unchanged from the previous step. The same is true for
Step 4. The component for Step 3 originates from the bisection cut. It is the sum
of the following two possible outcomes (left and right below) from the bisection
cut:

♣♣♥♥♣♥ : (p00/2, 0, 0, 0) ♥♣♥♣♣♥ : (p00/2, 0, 0, 0)
♣♣♥♥♥♣ : (0, p01/2, 0, 0) ♥♥♣♣♣♥ : (0, p01/2, 0, 0)
♥♣♥♣♣♥ : (0, 0, p10/2, 0) ♣♣♥♥♣♥ : (0, 0, p10/2, 0)
♥♣♥♣♥♣ : (0, 0, 0, p11/2) ♣♥♣♥♣♥ : (0, 0, 0, p11/2).

The component for Step 5 is from the turn action for the leftmost two cards.
Note that there are two visible sequences, ♣♥ ? ? ? ? and ♥♣ ? ? ? ?.

The positions of the output commitment are determined by turning over the
leftmost two cards at Step 5. If these cards are ♣♥ (resp. ♥♣), they are the
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Step Visible sequence Atomic sequence Probability trace

1 ? ? ? ? ? ?

♣ ♥ ♣ ♥ ♣ ♥ (p00, 0, 0, 0)
♣ ♥ ♣ ♥ ♥ ♣ (0, p01, 0, 0)
♥ ♣ ♣ ♥ ♣ ♥ (0, 0, p10, 0)
♥ ♣ ♣ ♥ ♥ ♣ (0, 0, 0, p11)

2 ? ? ? ? ? ?

♣ ♣ ♥ ♥ ♣ ♥ (p00, 0, 0, 0)
♣ ♣ ♥ ♥ ♥ ♣ (0, p01, 0, 0)
♥ ♣ ♥ ♣ ♣ ♥ (0, 0, p10, 0)
♥ ♣ ♥ ♣ ♥ ♣ (0, 0, 0, p11)

3 ? ? ? ? ? ?

♣ ♣ ♥ ♥ ♣ ♥ (p00/2, 0, p10/2, 0)
♣ ♣ ♥ ♥ ♥ ♣ (0, p01/2, 0, 0)
♣ ♥ ♣ ♥ ♣ ♥ (0, 0, 0, p11/2)
♥ ♣ ♥ ♣ ♣ ♥ (p00/2, 0, p10/2, 0)
♥ ♥ ♣ ♣ ♣ ♥ (0, p01/2, 0, 0)
♥ ♣ ♥ ♣ ♥ ♣ (0, 0, 0, p11/2)

4 ? ? ? ? ? ?

♣ ♥ ♣ ♥ ♣ ♥ (p00/2, 0, p10/2, 0)
♣ ♥ ♣ ♥ ♥ ♣ (0, p01/2, 0, 0)
♣ ♥ ♥ ♣ ♣ ♥ (0, 0, 0, p11/2)
♥ ♣ ♣ ♥ ♣ ♥ (p00/2, 0, p10/2, 0)
♥ ♣ ♥ ♣ ♣ ♥ (0, p01/2, 0, 0)
♥ ♣ ♣ ♥ ♥ ♣ (0, 0, 0, p11/2)

5

♣ ♥ ♣ ♥ ♣ ♥ (p00, 0, p10, 0)
♣ ♥ ? ? ? ? ♣ ♥ ♣ ♥ ♥ ♣ (0, p01, 0, 0)

♣ ♥ ♥ ♣ ♣ ♥ (0, 0, 0, p11)
♥ ♣ ♣ ♥ ♣ ♥ (p00, 0, p10, 0)

♥ ♣ ? ? ? ? ♥ ♣ ♥ ♣ ♣ ♥ (0, p01, 0, 0)
♥ ♣ ♣ ♥ ♥ ♣ (0, 0, 0, p11)

Fig. 2. Our diagram for the six-card AND protocol

middle (resp. rightmost) two cards, indicated with underlines at Step 5 in Fig. 2.
The correctness of the protocol PMS is easily checked by comparing i∧j for non-
zero probability pij in each probability trace with the corresponding underlined
output.

We then discuss the security of the protocol PMS. For the case where the
leftmost two cards are ♣♥ in Fig. 2, the sum of the probability traces is
(p00, p01, p10, p11). That is, the probability distribution of the input after the
leftmost two cards are opened is unchanged from the viewpoint of the players
and others. This means that no information leaks through the protocol. Simi-
larly, no information leaks for the case where the leftmost two cards are ♥♣.
Hence, we have confirmed the perfect security of the protocol.
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3.2 Definition of Probability Trace

We present a formal definition of a probability trace as follows.

Definition 3 (Probability trace). Let n = |U | for input set U of a card-based
protocol P. An n-tuple (q1,j , · · · , qn,j) such that

qi,j = Pr[M = Γ i
0, Gj = s|Vj = v]

is called a probability trace for a step number j, an atomic sequence s, and
a visible sequence trace v, where M , Gj, and Vj are random variables of the
original input sequence, of the atomic sequence for the end of the j-th step, and
of the visible sequence trace for the end of the j-th step, respectively.

Note that the probability traces in Fig. 2 are actually obtained according to
Definition 3. The original KWH diagram is a sequence of pairs of an atomic
sequence and its probability. We replace the probability with the probability
trace. Our diagram allows us to analyze the leakage from operative errors in
the protocol (as will be seen in the next section), in addition to checking the
correctness and security of the protocol as the original KWH diagram does.

4 Rearrangement Errors in Six-Card and Protocol

In this section, we apply our diagram to analyze the information leakage from
operative errors in the six-card AND protocol PMS.

4.1 Classification of Rearrangement Error

We discuss operative errors in PMS. We assume that two players, Alice and Bob,
perform wrong rearrangements by mistake at Steps 2 and 4 in PMS, and they
are not aware of this. There are three error types, in addition to the correct
rearrangements; we name such erroneous protocols P1,P2, and P3, as follows.

– Protocol PMS: (perm, (2 4 3)) in Step 2, and (perm, (2 3 4)) in Step 4
– Protocol P1: (perm, (2 3 4)) in Step 2, and (perm, (2 4 3)) in Step 4 (erroneous)
– Protocol P2: (perm, (2 3 4)) in Step 2, and (perm, (2 3 4)) in Step 4 (erroneous)
– Protocol P3: (perm, (2 4 3)) in Step 2, and (perm, (2 4 3)) in Step 4 (erroneous)

In a similar way to the correct protocol PMS in Sect. 3, diagrams for erroneous
protocols can be described. Figure 3 depicts the final part of the diagram for P1.
Diagrams for P2 and P3 can be depicted; however, due to the limitation of space,
we omit them.

As known from Fig. 3, there are four classes of protocol output:

(a) A correct commitment to a ∧ b
(b) A complementary commitment to a ∧ b
(c) An invalid commitment, such as ♣♣ or ♥♥
(d) No commitment because the leftmost two cards are invalid (♣♣ or ♥♥)
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Step Visible sequence Atomic sequence Output Probability trace

5

♣ ♥ ? ? ? ?

♣ ♥ ♣ ♥ ♣ ♥ ♣ ♥ ( p00
2p00+p01+p10

, 0, 0, 0)
♣ ♥ ♣ ♥ ♥ ♣ ♣ ♥ (0, p01

2p00+p01+p10
, 0, 0)

♣ ♥ ♣ ♣ ♥ ♥ ♣ ♣ ( p00
2p00+p01+p10

, 0, 0, 0)
♣ ♥ ♥ ♣ ♥ ♣ ♥ ♣ (0, 0, p10

2p00+p01+p10
, 0)

♥ ♣ ? ? ? ?
♥ ♣ ♣ ♥ ♣ ♥ ♣ ♥ (0, 0, p10

p10+p11
, 0)

♥ ♣ ♣ ♥ ♥ ♣ ♥ ♣ (0, 0, 0, p11
p10+p11

)

♣ ♣ ? ? ? ?
♣ ♣ ♣ ♥ ♥ ♥ – (0, p01

p01+p11
, 0, 0)

♣ ♣ ♥ ♥ ♥ ♣ – (0, 0, 0, p11
p01+p11

)

Fig. 3. Final part of our diagram for P1

Table 1. Output classes for each protocol

Protocol (a) (b) (c) (d)

PMS 8 0 0 0

P1 4 1 1 2

P2 4 0 0 4

P3 1 3 0 4

From (a) to (c), the leftmost two cards are either ♣♥ or ♥♣, and the positions
of the commitment are determined in the protocol; in contrast, in case (d), the
leftmost two cards are invalid in the protocol, and therefore, the players can
become aware of their operative error. Table 1 summarizes the output classes
derived from the correct protocol in Fig. 2 and the erroneous protocols in Fig. 3
and other diagrams.

4.2 Correctness and Security of Erroneous Protocols

We have already discussed the correctness and security of the correct proto-
col (PMS) in Sect. 3.1. Let us now discuss the correctness and security of the
erroneous protocols (P1, P2, and P3) with Table 1.

For P1, half of the eight cases lead to correct outputs; however, the remaining
four lead to incorrect/no outputs. Note that the output class (c) appears only
in P1. If an output is in class (d), that is, if the leftmost two cards are ♣♣,
the probability traces tell us that the input pair (a, b) must be either (0, 1) or
(1, 1); that is, b = 1 leaks. If the leftmost two cards are ♣♥, information about
the input pair leaks for a person who knows that the erroneous protocol P1 was
executed, as follows. Let us consider the sum of the probability traces of the first
four lines in Fig. 3; then, we have

(

2p00
2p00 + p01 + p10

,
p01

2p00 + p01 + p10
,

p10
2p00 + p01 + p10

, 0
)

.
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It is known from the coordinates that (a, b) �= (1, 1) leaks. More precisely, the
above four-tuple is the distribution on (a, b) after P1 terminates with ♣♥. Hence,
P1 is not perfectly secure.

Similar to the analysis for P1, we can show that the protocols P2 and P3 are
neither correct nor perfectly secure with our diagrams.

Thus, our new diagram with probability traces displays exactly how much
information leaks.

5 Detection of Operative Errors in Card Rearrangement

As discussed above, if the atomic symbols of the leftmost two cards are the same,
players can become aware of their operative error. In this section, we propose
two other methods to detect operative errors as in P1,P2, and P3.

5.1 Detection with Card Arrangement

For the sake of convenience, let us assign a label for the six cards after Step 1.
1

?
2

?
3

?
4

?
5

?
6

?

After Step 4, the order of these cards is one of the following with probability 1
2 :

1

?
2

?
3

?
4

?
5

?
6

? or
2

?
1

?
5

?
6

?
3

?
4

?

Note that, in either case, the leftmost two cards correspond to the input a where
their positions are randomly switched by the bisection cut. The positions of pairs
of the middle two cards and the rightmost two cards are randomly switched,
whereas the orders of the two cards in each pair are unchanged.

Assume that the back of the card is asymmetric.2 Let us place the leftmost
two cards upside down at Step 1:

¿ ¿ ? ? ? ?

Table 2 summarizes the visible sequences after Step 4 in each protocol. From
the visible sequence, players can check whether the protocol has been correctly
executed or not (except for P1 with probability 1

2 ); if not, they can determine
which type of operative error has occurred. Note that the exception can be
handled: repeating Steps from 2 to 4 is effective in decreasing the error.

2 If the back of the card is symmetric, it is possible to make the back asymmetric by
putting a mark on it.
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Table 2. Visible sequences after Step 4 in each protocol

Protocol Visible sequence

PMS ¿ ¿ ? ? ? ? or ¿ ¿ ? ? ? ?

P1 ¿ ¿ ? ? ? ? or ? ? ¿ ? ? ¿

P2 ¿ ? ¿ ? ? ? or ¿ ? ¿ ? ? ?

P3 ¿ ? ? ¿ ? ? or ? ¿ ? ? ? ¿

5.2 Detection with Discarded Cards

In PMS, the leftmost two cards are opened at the final step, the middle two cards
or the rightmost two cards are selected as a commitment to the result, and the
remaining two cards are discarded. With these discarded cards, we can detect an
error leading to an output in class (c). To be specific, players randomly shuffle
these cards and then open them. Players can become aware of such an error if
the revealed two cards have the same color.

6 Toward Human-Error-Free Protocol on Rearrangement

We propose two methods to avoid the arrangement errors in P1,P2, and P3.

6.1 Card Arrangement Without Rearrangement

Kastner et al. [7] described a two-dimensional arrangement for the protocol PMS

as in Fig. 4. Two cards for input a are placed at the first row across the dashed
line. Two cards for input b are placed at the left side of the second row; and two
cards ♣ ♥ are placed at the right side. Figure 4 above shows the face-up cards
for Γ 00

0 , Γ 01
0 , Γ 10

0 , and Γ 11
0 , from left to right.

♣ ♥ ♣ ♥ ♥ ♣ ♥ ♣
♣ ♥ ♣ ♥ ♥ ♣ ♣ ♥ ♣ ♥ ♣ ♥ ♥ ♣ ♣ ♥

♣ ♥ ♣ ♥ ♥ ♣ ♥ ♣
♣ ♥ ♣ ♥ ♥ ♣ ♣ ♥ ♣ ♥ ♣ ♥ ♥ ♣ ♣ ♥

Fig. 4. Arrangements in Kastner et al. (above) and our modification (below)

In their arrangement, tuples of three face-down cards across the dashed line
are randomly shuffled (bisection cut), after which two cards in the first row are
opened. If they are ♣ ♥ (resp. ♥ ♣ ), then the rightmost (resp. leftmost) two
cards are a commitment to the result.
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Although their implementation is essentially the same as PMS, it requires no
rearrangement of cards. However, before and after the shuffle, three cards should
be layered, which might lead to another operative error.

Let us consider another arrangement, the one depicted in Fig. 4 below. The
operation is the same as that of Kastner et al. The arrangements of the three
cards across the dashed line are identical; therefore, we expect to decrease the
probability of operative errors in layering the cards.

6.2 Using Mixed Encoding Rules

The protocol PMS uses an encoding where 0 = ♣♥ and 1 = ♥♣ with two
cards each. Mizuki [8] introduced another four-card AND protocol PM using
two different encodings. In addition to the above encoding, PM also uses an
encoding with one card: 0 = ♣ and 1 = ♥. In PM, each input is encoded with a
different rule.

♣ ?
︸︷︷︸

a

? ?
︸ ︷︷ ︸

b

.

PM requires no rearrangement, and therefore, it can avoid an operative error
in rearrangement. One possible drawback is that the complicated encoding rule
might lead to another error in the arrangement.

7 Conclusions

In this paper, we introduced the concept of a probability trace and a diagram
with the probability trace, for analyzing information leakage due to operative
errors in a card-based protocol. We then precisely showed, with our diagram,
how much information leaks from an operative error in PMS. We also discussed
the detection of operative errors and protection against them.
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Abstract. Zero-suppressed binary decision diagrams (ZDDs) are a data
structure representing Boolean functions, and one of the most successful
variants of binary decision diagrams (BDDs). On the other hand, BDDs
are also called branching programs in computational complexity theory,
and have been studied as a computation model. In this paper, we consider
ZDDs from the viewpoint of computational complexity theory. Firstly,
we define zero-suppressed branching programs, which actually have the
same definition to (unordered) ZDDs, and consider the computational
power of zero-suppressed branching programs. Secondly, we attempt to
generalize the concept of zero-suppression. We call the basic idea of ZDDs
zero-suppression. We show that zero-suppression can be applied to other
two classical computation models, decision trees and Boolean formulas.

1 Introduction

Zero-suppressed binary decision diagrams (ZDDs) are a data structure represent-
ing Boolean functions, introduced by Minato [6], and one of the most successful
variants of binary decision diagrams (BDDs). Knuth has referred to ZDDs as
an important variant of BDDs in his book [4], and ZDDs are also referred to in
other books [5,7]. On the other hand, BDDs are also called branching programs
in computational complexity theory, and have been studied as a computation
model.

ZDDs have the same shape as BDDs (and branching programs) have, and
the only difference is the way to determine the output. An assignment to the
variables determines a computation path from the start node to a sink node.
ZDDs output 1 iff the value of the sink node is 1 and all variables which are not
contained in the computation path are assigned by 0. (See Sect. 2 for the formal
definitions.) ZDDs are known to be effective in representing a certain kind of
Boolean functions such as almost all outputs are 0. (Thus, ZDDs are better for
Boolean functions characterizing sparse sets of combinations than BDDs.) In
this paper, we consider ZDDs from the viewpoint of computational complexity
theory.
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In the first part of this paper, we consider ZDDs and branching programs.
Branching programs are known as a computation model to approach the L vs. P
problem. It is known that the class of decision problems solvable by a nonuniform
family of polynomial-size branching programs is equal to L/poly [3]. L/poly is
the class of decision problems solvable by nonuniform logarithmic space Turing
machines. If one have proven a superpolynomial lower bound for the size of
branching programs computing a Boolean function in P, then L �= P. In this
paper, we define zero-suppressed branching programs, which actually have the
same definition to (unordered) ZDDs, and consider the following question: Is
the class of decision problems solvable by a nonuniform family of polynomial-
size zero-suppressed branching programs equal to L/poly? We prove three results
which are related to the question.

Our three results for zero-suppressed branching programs are summarized
as follows. Firstly, we prove that the class of decision problems solvable by a
nonuniform family of polynomial-size width 5 (or arbitrary constant which is
greater than 5) zero-suppressed branching programs is equal to nonuniform NC1.
This corresponds to the well-known Barrington’s theorem [1], which showed that
the class of decision problems solvable by a nonuniform family of polynomial-size
width 5 branching programs is equal to nonuniform NC1. Secondly, we prove that
the class of decision problems solvable by a nonuniform family of polynomial-
size zero-suppressed branching programs contains L/poly, and is contained in
nonuniform NC2. Thirdly, we prove that the class of decision problems solvable
by a nonuniform family of polynomial-size read-once zero-suppressed branching
programs is equal to the class of decision problems solvable by a nonuniform
family of polynomial-size read-once (deterministic) branching programs. When
we prove the third result, we also give some insight of the reason why the class
of decision problems solvable by a nonuniform family of polynomial-size zero-
suppressed branching programs may not be equal to L/poly (Sect. 3.3).

In the second part of this paper, we attempt to generalize the concept of zero-
suppression. We call the basic idea of ZDDs zero-suppression. We expect that
zero-suppression is effective in computing a certain kind of Boolean functions
such as almost all outputs are 0. Zero-suppressed branching programs, which we
defined in the first part, are the zero-suppressed version of branching programs.
We show that zero-suppression can be applied to other two classical computation
models, decision trees and Boolean formulas.

The first computation model is decision trees. We consider zero-suppression
for this model. For randomized computation and quantum computation, variants
of decision trees (i.e., randomized decision trees and quantum decision trees,
respectively) have been well-studied. We define zero-suppressed decision trees
and show some gaps of the complexity to deterministic decision trees. Although
our results for this model are quite simple observations, it implies a difference
between zero-suppression and other computations, and motivates the study of
zero-suppression.

The second computation model is Boolean formulas. For decision trees and
branching programs, we can smoothly define the zero-suppressed versions, since
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the definitions of them are close to ZDDs. We apply zero-suppression to oper-
ations of Boolean formulas, and define a new operation. We show an example
that Boolean formulas with zero-suppression are effective. Although our results
for this model are also quite simple observations, it implies that the concept of
zero-suppression could be widely applied.

2 Preliminaries

A Boolean function is a function f : {0, 1}n → {0, 1}.
A (deterministic) branching program or binary decision diagram (BDD) is

a directed acyclic graph. The nodes of out-degree 2 are called inner nodes and
labeled by a variable. The nodes of out-degree 0 are called sinks and labeled by
0 or 1. For each inner node, one of the outgoing edges is labeled by 0 and the
other one is labeled by 1. There is a single specific node called the start node.
An assignment to the variables determines a computation path from the start
node to a sink node. The value of the sink node is the output of the branching
program or BDD.

A zero-suppressed binary decision diagram (ZDD) is also a directed acyclic
graph defined in the same way as BDD, and the only difference is the way to
determine the output. An assignment to the variables determines a computation
path from the start node to a sink node. The ZDD outputs 1 iff the value of the
sink node is 1 and all variables which are not contained in the computation path
are assigned by 0.

Notice that we define BDD and ZDD with no restriction to the appearance
of the variables. (BDD and ZDD often mean the ordered one, i.e., the variable
order is fixed and each variable appears at most once on each path.) The size of
branching programs is the number of its nodes. If the nodes are arranged into a
sequence of levels with edges going only from one level to the next, then the width
is the size of the largest level. A branching program is called read-once branching
program if each path contains at most one node labeled by each variable.

Decision trees can be defined along the definition of branching programs. We
use this way in this paper. A (deterministic) decision tree is a branching program
whose graph is a rooted tree. The start node of a decision tree is the root. We
define the (deterministic) decision tree complexity of f , denoted by D(f), as the
depth of an optimal (i.e., minimal-depth) decision tree that computes f .

For a nonnegative integer i, NCi is the class of decision problems solvable by
a uniform family of Boolean circuits with polynomial size, depth O(logi n), and
fan-in 2.

3 Zero-Suppressed Branching Programs

Branching programs and BDDs have a same definition as we defined in Sect. 2.
We define zero-suppressed branching programs as it has the same definition to
ZDDs. In this section, we consider the computational power of zero-suppressed
branching programs.
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3.1 Constant-Width Zero-Suppressed Branching Programs

Firstly, we prove two lemmas, which are used also in the following subsection.

Lemma 1. Any deterministic branching program of n variables, size s, and
width w can be converted to a zero-suppressed branching programs of size s + n
and width w.

Proof. Let G be a deterministic branching program of n variables, size s, and
width w. We convert G to a zero-suppressed branching program as follows. We
add n nodes, v1, v2, . . . , vn, such that vi is labeled by xi for 1 ≤ i ≤ n, and
connect two outgoing edges of vi to vi+1 for 1 ≤ i ≤ n − 1, and connect two
outgoing edges of vn to the 1-sink, and connect all edges which are connected to
the 1-sink to v1.

In the obtained zero-suppressed branching program, every computation path
to the 1-sink contains all variables. Thus, by the definition of zero-suppressed
branching programs, G and the obtained zero-suppressed branching program
compute the same Boolean function. ��
Lemma 2. Any zero-suppressed branching programs of n variables, polynomial
size, and width w can be converted to a Boolean circuit of polynomial size and
depth O(log w log n).

Proof. We extend the proof of one direction of the Barrington’s theorem. A
deterministic branching program of n variables, polynomial size, and width 5
can be converted to a Boolean circuit of polynomial size and depth O(log n) as
follows. Two levels of a deterministic branching program are composed to one
level by a circuit of a constant depth. Doing this in parallel and repeating it
O(log n) times yield the desired circuit of depth O(log n).

If the width is w, two levels of a deterministic branching program are com-
posed to one level by a circuit of depth O(log w). For the case of zero-suppressed
branching programs, we need to memorize the variables contained in the com-
putation path, which can be done with no increase of the depth of the circuit.

Actual encoding of each level is as follows. At most w nodes of each level can
be numbered with �log w� bits. For each outgoing edge of each node of a level,
�log w� + n bits are assigned. The first �log w� bits represent the node which
the outgoing edge connects to. The other n bits represent whether each of n
variables is contained in the computation path when the outgoing edge is used
in computation. ��

For the case that the width of zero-suppressed branching programs is a con-
stant, we determine that the equivalent class is NC1, which is an analog of the
Barrington’s theorem [1] for deterministic branching programs.

Theorem 1. For any constant w ≥ 5, the class of decision problems solvable
by a nonuniform family of polynomial-size width w zero-suppressed branching
programs is equal to nonuniform NC1.
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Proof. All problems in nonuniform NC1 can be solvable by a nonuniform family
of polynomial-size width 5 deterministic branching programs [1]. By Lemma 1,
the problems can be solvable also by a nonuniform family of polynomial-size
width 5 zero-suppressed branching programs. Thus, the class contains nonuni-
form NC1.

Consider a problem solvable by a nonuniform family of polynomial-size width
w zero-suppressed branching programs. By Lemma 2, the problem is also solv-
able by a nonuniform family of Boolean circuits of polynomial size and depth
O(log w log n). Since w is a constant, the class is contained in nonuniform NC1. ��

3.2 General Zero-Suppressed Branching Programs

The main question for zero-suppressed branching programs is whether the class
of decision problems solvable by a nonuniform family of polynomial-size zero-
suppressed branching programs is equal to L/poly or not. We show a weaker
result.

Theorem 2. The class of decision problems solvable by a nonuniform family
of polynomial-size zero-suppressed branching programs contains L/poly, and is
contained in nonuniform NC2.

Proof. All problems in L/poly can be solvable by a nonuniform family of
polynomial-size deterministic branching programs [3]. By Lemma 1, the problems
can be solvable also by a nonuniform family of polynomial-size zero-suppressed
branching programs. Thus, the class contains L/poly.

Consider a problem solvable by a nonuniform family of polynomial-size zero-
suppressed branching programs. Obviously, the width of the zero-suppressed
branching programs is a polynomial of n. Thus, by Lemma 2, the problem is
also solvable by a nonuniform family of Boolean circuits of polynomial size and
depth O(log2 n). Therefore, the class is contained in nonuniform NC2. ��

3.3 Read-Once Zero-Suppressed Branching Programs

In deterministic branching programs, the states in computation are decided only
by the node which was reached in computation. Thus, the number of the states
is at most the size of the branching program, and, if the size is at most poly-
nomial, then each state can be represented by logarithmic space, which leads
to the fact that the class of decision problems solvable by a nonuniform fam-
ily of polynomial-size deterministic branching programs is equal to L/poly. On
the other hand, in zero-suppressed branching programs, the states in compu-
tation are not decided only by the node which was reached in computation. It
depends on the variables which were contained in the computation path. This
is the main reason why the class of decision problems solvable by a nonuniform
family of polynomial-size zero-suppressed branching programs may not be equal
to L/poly. Note that the information of the passed variables cannot be saved in
logarithmic space.
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In this subsection, we consider a simple case. If deterministic and zero-
suppressed branching programs are read-once, then we can convert them to each
other with polynomial increase of the size.

Theorem 3. The class of decision problems solvable by a nonuniform family
of polynomial-size read-once zero-suppressed branching programs is equal to the
class of decision problems solvable by a nonuniform family of polynomial-size
read-once deterministic branching programs.

Proof. We prove two lemmas.

Lemma 3. Any read-once deterministic branching program of n variables and
size s can be converted to a read-once zero-suppressed branching program of size
s + 2ns.

Proof. Note that the way of the proof of Lemma 1 does not give a read-once
zero-suppressed branching program. We need more consideration to the place
where new nodes are added.

Let G be a read-once deterministic branching program of n variables and
size s. Let v1, v2, . . . , vs be the nodes in G such that v1, v2, . . . , vs is a topologi-
cally sorted order. We convert G so that every computation path which reaches
to a node contains the same all variables, for each node from v1 to vs. Assume
that every computation path which reaches to vi contains the same variables for
each 1 ≤ i ≤ k − 1. We convert G so that every computation path which reaches
to vk contains the same variables as follows. Let Xi be the set of variables which
are contained in computation paths to vi, for 1 ≤ i ≤ k − 1. Let X be the union
of Xj such that there is an edge from vj to vk. Let X ′

i = X −Xi. For every edge
e from vi to vk, 1 ≤ i ≤ k − 1, we add |X ′

i| nodes, u1, u2, . . . , u|X′
i|, such that the

nodes are labeled by the variables contained in X ′
i, and connect two outgoing

edges of uj to uj+1 for 1 ≤ j ≤ |X ′
i| − 1, and connect two outgoing edges of

u|X′
i| to vk, and connect e to u1. Let G′ be the obtained branching program. If

computation paths to the 1-sink in G′ do not contain all variables, we modify
G′ to contain all variables by a similar way.

G′ is read-once, since added nodes are labeled by the variables contained in
X ′

i. In G′, every computation path to the 1-sink contains all variables. Thus,
by the definition of zero-suppressed branching programs, G and G′ compute the
same Boolean function. The number of added node is at most n for each edge. ��
Lemma 4. Any read-once zero-suppressed branching program of n variables and
size s can be converted to a read-once deterministic branching program of size
s + 2ns.

Proof. Let G be a read-once zero-suppressed branching program of n variables
and size s. Let v1, v2, . . . , vs be the nodes in G such that v1, v2, . . . , vs is a
topologically sorted order. We convert G so that every computation path which
reaches to a node contains the same all variables, for each node from v1 to vs.
Assume that every computation path which reaches to vi contains the same
variables for each 1 ≤ i ≤ k − 1. We convert G so that every computation path
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which reaches to vk contains the same variables as follows. Let Xi be the set of
variables which are contained in computation paths to vi, for 1 ≤ i ≤ k − 1. Let
X be the union of Xj such that there is an edge from vj to vk. Let X ′

i = X −Xi.
For every edge e from vi to vk, 1 ≤ i ≤ k−1, we add |X ′

i| nodes, u1, u2, . . . , u|X′
i|,

such that the nodes are labeled by the variables contained in X ′
i, and connect

the outgoing 0-edge of uj to uj+1 for 1 ≤ j ≤ |X ′
i|−1, and connect the outgoing

0-edge of u|X′
i| to vk, and connect the outgoing 1-edge of uj to the 0-sink for

1 ≤ j ≤ |X ′
i|, and connect e to u1. Let G′ be the obtained branching program.

If computation paths to the 1-sink in G′ do not contain all variables, we modify
G′ to contain all variables by a similar way.

G′ is read-once, since added nodes are labeled by the variables contained in
X ′

i. By the definition of zero-suppressed branching programs, G and G′ compute
the same Boolean function. The number of added node is at most n for each
edge. ��

By the two lemmas, the theorem holds. ��

4 Zero-Suppression and Other Computation Models

In this section, we attempt to generalize the concept of zero-suppression. We
show that zero-suppression can be applied to other two classical computation
models, decision trees and Boolean formulas.

4.1 Zero-Suppressed Decision Trees

Since a decision tree is a branching program whose graph is a rooted tree, zero-
suppressed decision trees are naturally defined as follows.

A zero-suppressed decision tree is also a rooted tree defined in the same way
as deterministic decision tree, and the only difference is the way to determine
the output. An assignment to the variables determines a computation path from
the start node to a sink node. The zero-suppressed decision tree outputs 1 iff
the value of the sink node is 1 and all variables which are not contained in the
computation path are assigned by 0. We define the zero-suppressed decision tree
complexity of f , denoted by Z(f), as the depth of an optimal (i.e., minimal-
depth) zero-suppressed decision tree that computes f .

We can immediately obtain the following gaps.

Theorem 4. There is a Boolean function f such that D(f) = 0 and Z(f) = n.

Proof. Let f = 1. (See also Fig. 1.) ��

Theorem 5. There is a Boolean function g such that D(g) = n and Z(g) = 0.

Proof. Let g = ¬x1 ∧ ¬x2 ∧ · · · ∧ ¬xn. (See also Fig. 2.) ��
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Fig. 1. Decision trees computing f for n = 3

Fig. 2. Decision trees computing g for n = 3

Thus, the advantages and disadvantages of deterministic and zero-suppressed
decision trees strongly depend on the Boolean function which decision trees com-
pute. Although these two theorems are quite simple observations, the difference
from other computations implies unique behavior of zero-suppression. See the
following proposition.

Proposition 1. Q2(f) ≤ R2(f) ≤ D(f).

Q2(f) and R2(f) are variants of decision tree complexity with quantum com-
putation and randomized computation, respectively. For the definitions and the
more details, we refer to Sect. 3 of the survey paper [2].

4.2 Boolean Formulas with Zero-Suppression

In this subsection, we do not intend to give formal definitions. We show a simple
idea for future works.
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The exactly-k-function En
k (x1, . . . , xn) is 1 iff Σn

i=1xi = k. In the standard
formulas, an obvious representation of E3

1 is

(x1 ∧ ¬x2 ∧ ¬x3) ∨ (¬x1 ∧ x2 ∧ ¬x3) ∨ (¬x1 ∧ ¬x2 ∧ x3).

In formulas with zero-suppression, E3
1 is simply represented by

(x1)z ∨ (x2)z ∨ (x3)z,

where ()z is a new operation which we define from the concept of zero-suppression
and (f)z is 1 iff f = 1 and all variables which are not contained in f are assigned
by 0.

Although Boolean formulas are a computation model to compute Boolean
functions in computational complexity theory, it also appears in various areas.
From the example of Boolean formulas, we note that zero-suppression is not
necessarily considered only for computational complexity theory, although it is
beyond the main aim of this paper.

5 Conclusions

In this paper, we investigated zero-suppression. We applied zero-suppression to
three computation models including branching programs. It raises a question:
More generally, can we establish zero-suppressed computation as a new compu-
tation? We hope that this paper will be the first step to study zero-suppressed
computation. On the other hand, we also noted that zero-suppression is not nec-
essarily considered only for computational complexity theory with an example
of Boolean formulas.

While three computation models in this paper need further studies, a
challenging open problem is to seek another computation model whose zero-
suppressed version is meaningful, hopefully also in the real world. When we
consider other computation models (e.g., Boolean circuits), it is a difficult and
interesting problem even to define the appropriate zero-suppressed version.

For zero-suppressed branching programs, it remains open whether the class
of decision problems solvable by a nonuniform family of polynomial-size zero-
suppressed branching programs is equal to L/poly or not. We showed some related
results to the question in this paper. By Theorem 2, there are the following four
cases.

– The class is equal to L/poly.
– The class is equal to nonuniform NC2.
– The class is equal to another known complexity class between L/poly and

nonuniform NC2.
– The class is not equal to any known complexity class.

Our observation for zero-suppressed decision trees implies unusual properties of
zero-suppression, which makes us feel the possibility of some new complexity
class.
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Abstract. The Harary-Hill conjecture states that for every n ≥ 3 the
number of crossings of a drawing of the complete graph Kn is at least

H(n) :=
1

4

⌊n
2

⌋⌊n − 1

2

⌋⌊n − 2

2

⌋⌊n − 3

2

⌋
.

So far, the conjecture could only be verified for arbitrary drawings of
Kn with n ≤ 12. In recent years, progress has been made in verify-
ing the conjecture for certain classes of drawings, for example 2-page-
book, x-monotone, x-bounded, shellable and bishellable drawings. Up to
now, the class of bishellable drawings was the broadest class for which
the Harary-Hill conjecture has been verified, as it contains all before-
hand mentioned classes. In this work, we introduce the class of seq-
shellable drawings and verify the Harary-Hill conjecture for this new
class. We show that bishellability implies seq-shellability and exhibit a
non-bishellable but seq-shellable drawing of K11, therefore the class of
seq-shellable drawings strictly contains the class of bishellable drawings.

1 Introduction

Let G = (V,E) be an undirected graph and Kn the complete graph on n > 0
vertices. The crossing number cr(G) of G is the smallest number of edge crossings
over all possible drawings of G. In a drawing D every vertex v ∈ V is represented
by a point and every edge uv ∈ E with u, v ∈ V is represented by a simple curve
connecting the corresponding points of u and v. The Harary-Hill conjecture
states the following.

Conjecture 1 (Harary-Hill [1]). Let Kn be the complete graph with n vertices,
then

cr(Kn) = H(n) :=
1
4

⌊n

2

⌋⌊n − 1
2

⌋⌊n − 2
2

⌋⌊n − 3
2

⌋
.

There are construction methods for drawings of Kn that lead to exactly H(n)
crossings, for example the class of cylindrical drawings first described by Harary
and Hill [2]. For a cylindrical drawing, we put �n

2 � vertices on the top rim and
the remaining �n

2 � vertices on the bottom rim of a cylinder. Edges between
vertices on the same rim (lid or bottom) are connected with straight lines on
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 273–284, 2018.
https://doi.org/10.1007/978-3-319-94667-2_23
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the lid or bottom. Two vertices on opposite rims are connected with an edge
along the geodesic between the two vertices. The drawing of K6 in Fig. 1(a) is
homeomorphic to a planarized cylindrical drawing of K6.

However, there is no proof for the lower bound of the conjecture for arbitrary
drawings of Kn with n > 12. The cases for n ≤ 10 are shown by Guy [1] and
for n = 11 by Pan and Richter [3]. Guy [1] argues that cr(K2n+1) ≥ H(2n + 1)
implies cr(K2(n+1)) ≥ H(2(n + 1)), hence cr(K12) ≥ H(12). McQuillan et al.
showed that cr(K13) ≥ 219 [4]. Ábrego et al. [5] improved the result to cr(K13) ∈
{223, 225}.

Beside these results for arbitrary drawings, there has been success in proving
the Harary-Hill conjecture for different classes of drawings. So far, the conjecture
has been verified for 2-page-book [6], x-monotone [7–9], x-bounded [7], shellable
[7] and bishellable drawings [10]. The class of bishellable drawings comprises all
beforehand mentioned classes, and until now it was the largest class of drawings
for which the Harary-Hill conjecture has been verified. Ábrego et al. [10] showed
that the Harary-Hill conjecture holds for bishellable drawings using cumulated
k-edges.

Our Contribution. In this work, we introduce the new class of seq-shellable
drawings and verify the Harary-Hill conjecture for this new class. We show
that bishellability implies seq-shellability and exhibit a drawing of K11 which
is seq-shellable but not bishellable. Therefore, we establish that the class of seq-
shellable drawings strictly contains the class of bishellable drawings.

The outline of this paper is as follows. In Sect. 2 we present the preliminaries,
and in particular the background on k-edges, cumulated k-edges and their usage
for verifying the Harary-Hill conjecture. In Sect. 3 we define simple sequences
and their usage for proving lower bounds on the number of invariant edges. We
present the definition of seq-shellability, verify the Harary-Hill conjecture for
the new class and show its superiority towards the class of bishellable drawings.
Finally, in Sect. 4 we draw our conclusion and close with open questions.

2 Preliminaries

Formally, a drawing D of a graph G on the plane is an injection φ from the vertex
set V into the plane, and a mapping of the edge set E into the set of simple
curves, such that the curve corresponding to the edge e = uv has endpoints φ(u)
and φ(v), and contains no other vertices [11]. We call an intersection point of
the interior of two edges a crossing and a shared endpoint of two adjacent edges
is not considered a crossing. The crossing number cr(D) of a drawing D equals
the number of crossings in D and the crossing number cr(G) of a graph G is
the minimum crossing number over all its possible drawings. We restrict our
discussions to good drawings of Kn, and call a drawing good if (1) any two of
the curves have finitely many points in common, (2) no two curves have a point
in common in a tangential way, (3) no three curves cross each other in the same
point, (4) any two edges cross at most once and (5) no two adjacent edges cross.
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It is known that every drawing with a minimum number of crossings is good
[12]. In the discussion of a drawing D, we call the points also vertices, the curves
edges and V denotes the set of vertices (i.e. points), and E denotes the edges
(i.e. curves) of D. If we subtract the drawing D from the plane, a set of open
discs remain. We call F(D) := R

2 \ D the set of faces of the drawing D. If we
remove a vertex v and all its incident edges from D, we get the subdrawing D−v.
Moreover, we might consider the drawing to be on the surface of the sphere S2,
which is equivalent to the drawing on the plane due to the homeomorphism
between the plane and the sphere minus one point.

In [10] Ábrego et al. introduce bishellable drawings.

Definition 1 (Bishellability [10]). For a non-negative integer s, a drawing
D of Kn is s-bishellable if there exist sequences a0, a1, . . . , as and bs, bs−1, . . . ,
b1, b0, each sequence consisting of distinct vertices of Kn, so that with respect to
a reference face F :

(i) For each i ∈ {0, . . . , s}, the vertex ai is incident to the face of D −
{a0, a1, . . . , ai−1} that contains F ,

(ii) for each i ∈ {0, . . . , s}, the vertex bi is incident to the face of D −
{b0, b1, . . . , bi−1} that contains F , and

(iii) for each i ∈ {0, . . . , s}, the set {a0, a1, . . . ai} ∩ {bs−i, bs−i−1, . . . , b0} is
empty.

The class of bishellable drawings contains all drawings that are (�n
2 � − 2)-

bishellable. In order to show that if a drawing D is (�n
2 � − 2)-bishellable, the

Harary-Hill conjecture holds for D, Ábrego et al. use the notion of k-edges.
The origins of k-edges lie in computational geometry and problems over n-point
set, especially problems on halving lines and k-set [13]. An early definition in
the geometric setting goes back to Erdős et al. [14]. Given a set P of n points
in general position in the plane, the authors add a directed edge e = (pi, pj)
between the two distinct points pi and pj , and consider the continuation as line
that separates the plane into the left and right half plane. There is a (possibly
empty) point set PL ⊆ P on the left side of e, i.e. left half plane. Erdős et al.
assign k := min(|PL|, |P \PL|) to e. Later, the name k-edge emerged and Lovász
et al. [15] used k-edges for determining a lower bound on the crossing number
of rectilinear graph drawings. Finally, Ábrego et al. [6] extended the concept of
k-edges from rectilinear to topological graph drawings.

Every edge in a good drawing D of Kn is a k-edge with k ∈ {0, . . . , �n
2 �−1}.

Let D be on the surface of the sphere S2, and e = uv be an edge in D and
F ∈ F(D) be an arbitrary but fixed face; we call F the reference face. Together
with any vertex w ∈ V \ {u, v}, the edge e forms a triangle uvw and hence
a closed curve that separates the surface of the sphere into two parts. For an
arbitrary but fixed orientation of e one can distinguish between the left part and
the right part of the separated surface. If F lies in the left part of the surface, we
say the triangle has orientation + else it has orientation −. For e there are n−2
possible triangles in total, of which 0 ≤ i ≤ n − 2 triangles have orientation +
(or −) and n − 2 − i triangles have orientation − (or + respectively). We define
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k := min(i, n − 2 − i) and say e is an k-edge with respect to the reference face
F and its k-value equals k with respect to F . Ábrego et al. [6] show that the
crossing number of a drawing is expressible in terms of the number of k-edges
for 0 ≤ k ≤ �n

2 � − 1 with respect to the reference face. The following definition
of the cumulated number of k-edges is helpful in determining the lower bound
of the crossing number.

Definition 2 (Cumulated k-edges [6]). Let D be good drawing and Ek(D) be
the number of k-edges in D with respect to a reference face F ∈ F(D) and for
k ∈ {0, . . . , �n

2 � − 1}. We call

E≤≤k(D) :=
k∑

i=0

(k + 1 − i)Ei(D)

the cumulated number of k-edges with respect to F .

We also write cumulated k-edges or cumulated k-value instead of cumulated
number of k-edges. Lower bounds on E≤≤k(D) for 0 ≤ k ≤ �n

2 � − 2 translate
directly into a lower bound for cr(D).

Lemma 1 [6]. Let D be a good drawing of Kn and F ∈ F(D). If E≤≤k(D) ≥
3
(
k+3
3

)
for all 0 ≤ k ≤ �n

2 � − 2 with respect to F , then cr(D) ≥ H(n). �

If a vertex v is incident to the reference face, the edges incident to v have a
predetermined distribution of k-values.

Lemma 2 [6]. Let D be a good drawing of Kn, F ∈ F(D) and v ∈ V be a
vertex incident to F . With respect to F , vertex v is incident to two i-edges for
0 ≤ i ≤ �n

2 �−2. Furthermore, if we label the edges incident to v counter clockwise
with e0, . . . , en−2 such that e0 and en−2 are incident to the face F , then ei is a
k-edge with k = min(i, n − 2 − i) for 0 ≤ i ≤ n − 2. �

Examples for Lemma 2 are the vertices incident to F in Fig. 1. We denote
the cumulated k-values for edges incident to a vertex v in a drawing D with
E≤≤k(D, v). Due to Lemma 2 it follows that E≤≤k(D, v) =

∑k
i=0(k +1− i) ·2 =

2
(
k+2
2

)
.

Next, we introduce invariant k-edges. Consider removing a vertex v ∈ V
from a good drawing D of Kn, resulting in the subdrawing D − v. By deleting
v and its incident edges every remaining edge loses one triangle, i.e. for an edge
uw ∈ E there are only (n − 3) triangles uwx with x ∈ V \ {u, v} (instead of
the (n − 2) triangles in drawing D). The k-value of any edge e ∈ E is defined
as the minimum count of + or − oriented triangles that contain e. If the lost
triangle had the same orientation as the minority of triangles, the k-value of e is
reduced by one else it stays the same. Therefore, every k-edge in D with respect
to F ∈ F(D) is either a k-edge or a (k − 1)-edge in the subdrawing D − v with
respect to F ′ ∈ F(D − v) and F ⊆ F ′. We call an edge e invariant if e has the
same k-value with respect to F in D as for F ′ in D′. We denote the number
of cumulated invariant k-edges between D and D′ (with respect to F and F ′
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Fig. 1. Example: (a) shows a crossing optimal drawing D of K6 with the k-values at
the edges. (b) shows the subdrawing D−v2 and its k-values. The fat highlighted edges
v0v1, v0v4 and v1v3 are invariant and keep their k-values. The reference face is the
outer face F .

respectively) with I≤k(D,D′), i.e. I≤k(D,D′) equals the sum of the number of
invariant i-edges for 0 ≤ i ≤ k.

For a good drawing D of Kn, we are able to express the value of cumulated
k-edges with respect to a reference face F ∈ F(D) recursively by adding up the
cumulated (k − 1)-value of a subdrawing D − v, the contribution of the edges
incident to v and the number of invariant edges between D and D − v.

Lemma 3 [10]. Let D be a good drawing of Kn, v ∈ V and F ∈ F(D). With
respect to the reference face F , we have

E≤≤k(D) = E≤≤k−1(D − v) + E≤≤k(D, v) + I≤k(D,D − v).

�

Ábrego et al. [10] use an inductive proof over k to show that for a bishellable
drawing D of Kn E≤≤k(D) ≥ 3

(
k+3
3

)
for all k ∈ {0, . . . , �n

2 � − 2}. Together with
Lemma 1 follows cr(D) ≥ H(n).

Here, we also use Lemma 3 and show that for a seq-shellable drawing D of Kn

the lower bounds on E≤≤k(D) hold for all k ∈ {0, . . . , �n
2 � − 2}. But in contrast

to [10], we use a more general and at the same time easy to follow approach
to guarantee lower bounds on the number of invariant edges I≤k(D,D − v) for
0 ≤ k ≤ �n

2 � − 2.

3 Seq-Shellability

Before we proceed with the definition of seq-shellability, we introduce simple
sequences.
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3.1 Simple Sequences

We use simple sequences to guarantee a lower bound of the number of invariant
edges in the recursive formulation of the cumulated k-value.

Definition 3 (Simple sequence). Let D be a good drawing of Kn, F ∈ F(D)
and v ∈ V with v incident to F . Furthermore, let Sv = (u0, . . . , uk) with ui ∈
V \ {v} be a sequence of distinct vertices. If u0 is incident to F and vertex
ui is incident to a face containing F in subdrawing D − {u0, . . . , ui−1} for all
1 ≤ i ≤ k, then we call Sv simple sequence of v.

Before we continue with a result for lower bounds on the number of invariant
edges using simple sequences, we need the following lemma.

Lemma 4. Let D be a good drawing of Kn, F ∈ F(D) and u, v ∈ V with u and
v incident to F . The edge uv touches F either over its full length or not at all
(except its endpoints).

Proof. Assume that D a is good drawing of Kn in which the edge uv touches
F only partly. We can exclude the case that an edge cuts a part out of uv by
crossing it more than once due to the goodness of the drawing (see Fig. 2(a)).
The case that an edge crosses the whole face F and separates it into two faces
is also impossible, because this would contradict that both u and v are incident
to F . Therefore, a vertex x has to be on the same side of uv as F and a vertex y
on the other side such that the edge xy crosses uv. But the edge xu cannot cross
any edge uz with z ∈ V \{u} as this would contradict the goodness of D and xu
cannot leave the superface of x without separating v from F (see Fig. 2(b) and
(c)). We have the symmetric case for v. Consequently, uv cannot touch F beside
its endpoints u and v (see Fig. 2(d)), a contradiction to the assumption. �

Fig. 2. (a) Due to the goodness of D an edge cannot cut a part out of the edge uv.
(b) The edges uv and ux cross, both have vertex u as endpoint thus the drawing is
not good. (c) The drawing is good but vertex v is not incident to the face F. (d) The
edge uv is crossed, the drawing is good and both vertices u and v is are incident to F ,
however uv is not incident to F .
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Corollary 1. Let D be a good drawing of Kn, F ∈ F(D) and u, v ∈ V with
both u and v incident to F . If and only if uv is a j-edge, there are exactly j or
n − 2 − j vertices on the same side of uv as the reference face F . �

The following lemma provides a lower bound for the number of invariant edges
in the case that F is incident to at least two vertices and we remove one of them.

Lemma 5. Let D be a good drawing of Kn, F ∈ F(D) and v, w ∈ V with v and
w incident to F . If we remove v from D, then w is incident to at least �n

2 � − 1
invariant edges.

Proof. We label the edges incident to w counter clockwise with e0, . . . , en−2 such
that e0 and en−2 are incident to the face F , and we label the vertex at the other
end of ei with ui. Furthermore, we orient all edges incident to w as outgoing
edges. Due to Lemma 2 we know that w has two i-edges for 0 ≤ i ≤ �n

2 � − 2.
Edge ei obtains its i-value from the minimum of say + oriented triangles and
edge en−2−i obtains its i-value from the minimum − oriented triangles (or vice
versa). Assume that vw is incident to F , i.e. vw is a 0-edge and all triangles vwu
for u ∈ V \ {v, w} have the same orientation. Consequently, all ei or all en−2−i

for 0 ≤ i ≤ �n
2 � − 2 are invariant. In the case that vw is not incident to F and

is a j-edge, there are j triangles vwuh with uh ∈ V \ {v, w}, 0 ≤ h ≤ j − 1 or
n − 1 − j ≤ h ≤ n − 2 and uh is on the same side of vw as F (Corollary 1). This
means, each triangle wuhv is part of the majority of orientations for the k-value
of edge wuh, therefore removing v does not change the k-value and there are j
additional invariant edges incident to w if we remove v. �

The following lemma provides a lower bound for the number of cumulated invari-
ant k-edges if we remove a vertex that has a simple sequence.

Lemma 6. Let D be a good drawing of Kn, F ∈ F(D) and v ∈ V with v
incident to F . If v has a simple sequence Sv = (u0, . . . , uk), then

I≤k(D,D − v) ≥
(

k + 2
2

)

with respect to F and for all k ∈ {0, . . . , �n
2 � − 2}.

Proof. Let k ∈ {0, . . . , �n
2 � − 2}. We know that u0 has at least k + 1 ≤ �n

2 � − 1
invariant edges with respect to F and removing v. After removing vertex u0 from
drawing D, vertices v and u1 are incident to F . Since k ≤ �n

2 � − 2 ≤ �n−1
2 � − 1

and u0 has an edge to u1 in drawing D, vertex u1 has at least k invariant edges
with respect to F and removing v in drawing D. In general, after removing
vertices u0, . . . , ui−1 from drawing D, vertices v and ui are incident to F . For
u ∈ {u0, . . . , ui−1} the edge uui in drawing D may be invariant or non-invariant,
and we have k+1−i ≤ �n

2 �−1−i ≤ �n−i
2 �−1. Therefore, ui has at least k−i+1
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invariant edges in drawing D with respect to F and removing v. Summing up
leads to

I≤k(D,D − v) ≥
k∑

i=0

(k + 1 − i) =
(

k + 2
2

)
. �

3.2 Seq-Shellable Drawings

With help of simple sequences we define k-seq-shellability. For a sequence of
distinct vertices a0, . . . , ak we assign to each vertex ai with 0 ≤ i ≤ k ≤ n − 2
a simple sequence Si, under the condition that Si does not contain any of the
vertices a0, . . . , ai−1.

Definition 4 (Seq-Shellability). Let D be a good drawing of Kn. We call D
k-seq-shellable for k ≥ 0 if there exists a face F ∈ F(D) and a sequence of
distinct vertices a0, . . . , ak such that a0 is incident to F and

1. for each i ∈ {1, . . . , k}, vertex ai is incident to the face containing F in
drawing D − {a0, . . . , ai−1} and

2. for each i ∈ {0, . . . , k}, vertex ai has a simple sequence Si = (u0, . . . , uk−i)
with uj ∈ V \ {a0, . . . , ai} for 0 ≤ j ≤ k − i in drawing D − {a0, . . . , ai−1}.

Notice that if D is k-seq-shellable for k > 0, then the subdrawing D−a0 is (k−1)-
seq-shellable. Moreover, if D is k-seq-shellable, then D is also j-seq-shellable for
0 ≤ j ≤ k.

Lemma 7. If D is a good drawing of Kn and D is k-seq-shellable with k ∈
{0, . . . , �n

2 � − 2}, then E≤≤k(D) ≥ 3
(
k+3
3

)
.

Proof. We proceed with induction over k. For k = 0 the reference face is incident
to at least three 0-edges and it follows that

E≤≤0(D) ≥ 3 = 3
(

0 + 3
3

)
.

For the induction step, let D be k-seq-shellable with a0, . . . , ak and the sequences
S0, . . . , Sk. Consider the drawing D − a0 which is (k − 1)-seq-shellable for
a1, . . . , ak and S1, . . . , Sk. Since k − 1 ≤ (�n

2 � − 2) − 1 ≤ (�n−1
2 � − 2), we assume

E≤≤k−1(D − a0) ≥ 3
(

k + 2
3

)
.

We use the recursive formulation introduced in Lemma3, i.e.

E≤≤k(D) = E≤≤k−1(D − a0) + E≤≤k(D, a0) + I≤k(D,D − a0).

Because a0 is incident to F , we have E≤≤k(D, a0) = 2
(
k+2
2

)
, and with the simple

sequence S0 of a0 follows I≤k(D,D − a0) ≥ (
k+2
2

)
(see Lemma 6). Together with

the induction hypothesis, we have

E≤≤k(D) ≥ 3
(

k + 2
3

)
+ 2

(
k + 2

2

)
+

(
k + 2

2

)
= 3

(
k + 3

3

)
. �
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Using Lemmas 1 and 7, we are able to verify the Harary-Hill conjecture for seq-
shellable drawings.

Theorem 1. If D is a good drawing of Kn and D is (�n
2 � − 2)-seq-shellable,

then cr(D) ≥ H(n).

Proof. Let D be a good drawing of Kn and (�n
2 � − 2)-seq-shellable. Since D is

(�n
2 � − 2)-seq-shellable, it is also k-seq-shellable for 0 ≤ k ≤ �n

2 � − 2. We apply
Lemma 7 and have E≤≤k(D) ≥ 3

(
k+3
3

)
for 0 ≤ k ≤ �n

2 �−2 and the result follows
with Lemma 1. �

If a drawing D of Kn is (�n
2 � − 2)-seq-shellable, we omit the (�n

2 � − 2) part and
say D is seq-shellable. The class of seq-shellable drawings contains all drawings
that are (�n

2 � − 2)-seq-shellable.

Theorem 2. The class of seq-shellable drawings strictly contains the class of
bishellable drawings.

Proof. First, we show that k-bishellability implies k-seq-shellability. Let D be
a k-bishellable drawing of Kn with the associated sequences a0, . . . , ak and
b0, . . . , bk. In order to show that D is k-seq-shellable, we choose a0, . . . , ak

as vertex sequence and k simple sequences Si for 0 ≤ i ≤ k such that

Fig. 3. Drawing H of K11 which is not bishellable for any face, however it is seq-
shellable for face F , vertex sequence (v0, v2, v3, v4) and the simple sequences S0 =
(v1, v2, v7, v4), S1 = (v1, v8, v6), S2 = (v1, v8) and S3 = (v1). Vertex v0 and the vertices
of S0 are highlighted as unfilled and filled squares.
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Si = (b0, . . . , bk−i). We assign simple sequence Si to vertex ai for each 0 ≤ i ≤ k
and see that D is indeed seq-shellable. Furthermore, drawing H of K11 in Fig. 3
is not bishellable but seq-shellable. It is impossible to find sequences a0, . . . , a3

and b0, . . . , b3 in H that fulfill the definition of bishellability. However, H is
seq-shellable for face F , vertex sequence (v0, v2, v3, v4) and the simple sequences
S0 = (v1, v2, v7, v4), S1 = (v1, v8, v6), S2 = (v1, v8) and S3 = (v1). �

The distinctive difference between seq-shellability and bishellability is that
the latter demands a symmetric structure in the sense that we can mutually
exchange the sequences a0, . . . , ak and b0, . . . , bk. Thus, the sequence b0, . . . , bk−i

has to be the simple sequence of ai in the subdrawing D − {a0, . . . , ai−1} for
all 0 ≤ i ≤ k and vice versa, i.e. the sequence a0, . . . , ak−i has to be the simple
sequence of bi in the subdrawing D − {b0, . . . , bi−1} for all 0 ≤ i ≤ k. With seq-
shellability we do not have this requirement. Here we have the vertex sequence
a0, . . . , ak and each vertex ai with 0 ≤ i ≤ k has its own (independent) simple
sequence Si.

Figure 5 shows a gadget that visualizes the difference between bishellabil-
ity and seq-shellability: (a) shows a substructure with nine vertices that may
occur in a drawing. We have the simple sequence v1, v2, v4 for vertex v3 in (b)
and (c). Therefore, we can remove vertex v3 and are able to guarantee the

Fig. 4. Subdrawing H −v0 after removing vertex v0 and its incident edges. The second
vertex of the vertex sequence v2 is incident to the face containing F and has simple
sequence S1. Vertex v2 and the vertices of S1 are highlighted as unfilled and filled
squares.
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Fig. 5. The gadget does not allow for a bishellability sequence, because only one of
the two sequences a0, . . . , ak or b0, . . . , bk can be chosen due to condition three of the
definition of bishellability. However, the gadget is seq-shellable.

number of invariant edges. After removing vertex v3 in (d), there are simple
sequences for vertex v1 and v2, thus the substructure is seq-shellable. However,
it is impossible to apply the definition of bishellability. We may use, for example,
sequence v1, v2, v4 as a0, . . . , ak sequence and we need a second sequence (the b
sequence) that satisfies the exclusion condition of the bishellability, i.e. for each
i ∈ {0, . . . , k}, the set {a0, a1, . . . ai} ∩ {bk−i, bk−i−1, . . . , b0} has to be empty
(see Definition 1). The first vertex of our second sequence (i.e. b0) has to be v3,
because b0 has to be incident to F . Now, for the second vertex we have to satisfy
{a0, a1} ∩ {b1, b0} = ∅, thus the second vertex has to be different from the first
two vertices of the sequence v1, v2, v4. Because we only can choose between ver-
tices v1 and v2, we cannot select a second vertex for our b sequence. Thus, the
structure is not bishellable. We can argue the same way for the other possible
sequences in the gadget.

4 Conclusion

In this work, we introduced the new class of seq-shellable drawings and verified
the Harary-Hill conjecture for this class. Seq-shellability is a generalization of
bishellability, thus bishellability implies seq-shellability. In addition we exhibited
a drawing of K11 which is seq-shellable but not bishellable, hence seq-shellability
is a proper extension of bishellability. So far, we are not aware of an optimal
seq-shellable but non-bishellable drawing and we close with the following open
questions:
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1. Can we find a construction method to obtain optimal drawings of Kn that
are seq-shellable but not bishellable?

2. Does there exist a non-bishellable but seq-shellable drawing of Kn with 10 ≤
n < 14, such that after removing the first vertex of the simple sequence the
drawing D − a0 is still non-bishellable. We found a drawing of K14 with this
property.
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Abstract. We investigate the polynomial-time learnability by using
examples and membership queries. Angluin and Kharitonov [1] proved
that various concept classes (e.g., Boolean formulae, non-deterministic
finite automata) are not polynomial-time learnable in this learning model
based on a public-key encryption scheme with a certain security (i.e.,
IND-CCA1). As a stronger learning model, we consider an a posteri-
ori query learning model, and show that it is indeed stronger than the
above learning model if a one-way function exists. Nevertheless, from a
secure encryption scheme, we prove that many natural classes containing
Boolean formula concept class is not polynomial-time learnable even in
this stronger learning model. The security of an encryption scheme used
in this paper is weaker than the one used by Angluin and Kharitonov.

Keywords: Computational learning theory · PAC learning
Query learning · Cryptography · Encryption · Signature

1 Introduction

Computational learning theory introduced by Valiant [10] is concerned with what
machines can learn efficiently. Roughly speaking, a learning algorithm tries to
learn a certain target concept such as an automaton or a Boolean formula, and
we say that a concept class (i.e., a set of concepts) is polynomial-time learnable if
a polynomial-time learning algorithm can learn any concept in the class approx-
imately correctly under any example distribution by examples and membership
queries. There are a number of studies and many positive results and negative
results are known. On the negative side, it is known that cryptographic tools and
assumptions are useful to show the limits of polynomial-time learnability. For
example, from well-known cryptographic assumptions (e.g., hardness of inverting
the RSA function, factoring Blum integers) Angluin and Kharitonov show that
many concept classes (e.g., Boolean formulae, non-deterministic finite automata)
are not polynomial-time learnable. In general, their argument is based on an
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a priori chosen-ciphertext secure public-key encryption scheme (IND-CCA1)
constructed from the cryptographic assumptions [1].

We consider a stronger learning model in this paper. In the above model,
learning can be divided into two phases: a learning phase and a testing phase [6].
In a learning phase, an algorithm learns a target concept by asking queries to
a teacher, called an “oracle”, who knows the target concept. In a testing phase
(after the learning phase), a learner is given a test, called a challenge, by the
oracle and answers it correctly to prove that the learner has learned the target
concept successfully. In the testing phase, the learning algorithm cannot make
a query to the oracle. Let us call this a priori query learning. In this paper we
introduce a new learning model—a posteriori query learning—that is stronger
in the sense that a learner is allowed to query to the oracle while in a testing
phase (like an open-book examination). We can easily show that there is no
difference between a priori and a posteriori query learning in the restricted case
where only examples are allowed. On the other hand, in the case of learning
with membership queries (i.e., when a learning algorithm is allowed to ask the
teacher whether a certain object (except the challenge) is contained in the target
concept or not), we show that a posteriori query learning is indeed stronger than
a priori one if a one-way function exists.

We study in this paper whether natural concept classes such as Boolean
formulae are polynomial-time learnable in this a posteriori query learning. Note
that it is not so difficult to prove the non-learnability result similar to the one
by Angluin and Kharitonov by using an encryption scheme with strong security
(i.e., IND-CCA2) and the decryption method computable in a certain complexity
class. Our main result is to give a concept class that is not a posteriori query
learnable in polynomial-time based on a standard one-way function. This leads
to the non-learnability of natural concept classes based on an encryption scheme
with weaker security, that is, indistinguishable encryptions for multiple messages
(where we also require that the scheme has a decryption method computable in
a certain complexity class). Note that it has been shown that an encryption
scheme with indistinguishable encryptions for multiple messages is in general
weaker than the IND-CCA1 encryption scheme [2]. Thus, we derived a stronger
non-learnability result from a weaker cryptographic assumption.

We also investigate polynomial-time learnability by using only membership
queries (i.e., no examples). In this restricted case, we give a non-learnable concept
class based on an encryption scheme with single-massage security. Note that
it is weaker than multiple-messages security and we can construct the weak
encryption scheme unconditionally by the well-known construction (i.e., one-time
pad). This leads to the non-learnability result of natural concept classes based
on a standard one-way function without any condition for the computational
complexity of cryptographic tools (e.g., an easily computable decryption).

The motivation of considering a stronger learning model is mainly to inves-
tigate how machines can learn complex concept classes efficiently. As we men-
tioned above, Angluin and Kharitonov showed that many natural classes are not
polynomial-time learnable in a priori query learning under some cryptographic
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assumptions [1]. Thus as a stronger model, we consider a posteriori query learn-
ing and investigate whether it is indeed useful to learn some of these natural
classes. In some fields, especially cryptography, we may observe the situation
that any membership query except the challenge is allowed. We can regard
adversaries in cryptography as learning algorithms in learning theory. From the
perspective of cryptography, for example, the aim of the learner trying to learn
a secret-key is to obtain some secret information from a certain ciphertext (i.e.,
a challenge) rather than the secret-key itself, and the learner may get other
information adaptively by abusing complicated applications using the secret-key
internally. In other words, there is a gap between complex cryptographic security
and non-learnability in the a priori query learning model. The characterization
of cryptographic security by difficulty of learning is useful to understand the
relationship between some cryptographic tools, and our motivation is also to
reduce the gap between cryptography and computational learning theory.

2 Preliminaries

2.1 Concepts

We use a binary alphabet. If x is a string, |x| denotes its length. We let 〈x, y〉
denote a proper encoding of a pair (x, y) of strings as a single string.

A representation of concepts (or a concept class) C is defined as any subset
of {0, 1}∗ ×{0, 1}∗. For an element (u, x) ∈ C , we call the first string u a concept
name, and the second string x an example. We define a concept represented by
a concept name u as a set of strings κC (u) = {x : (u, x) ∈ C }. We also define a
computational complexity of a representation of concepts C as the complexity
of deciding whether (u, x) ∈ C or not.

Now we give some examples. We let CBF denote the representation of con-
cepts for Boolean formulae. Then (u, x) is an element of CBF if and only if u
has the form 〈n, φ̄〉, where n is an integer and φ̄ is a proper encoding of Boolean
formula φ over n variables, and x is a string satisfying |x| = n and φ(x) = 1. For
example, the concept represented by the concept name u = 〈3,¬x1 ∨ (x2 ∧ x3)〉
is κCBF

(u) = {000, 001, 010, 011, 111}.
In this paper, we refer to the classes1 NCi and ACi together as a circuit

complexity class. For brevity, we may regard the circuit complexity class as a set
of circuits. For a circuit complexity class S , we let CS denote the representation
of concepts for circuits in S . Then (u, x) is an element of CS if and only if u
has the form 〈n, c̄〉, where n is a integer and c̄ is a proper encoding of a circuit
c in S that has n input-gates and 1 output-gate, and x is a string satisfying
|x| = n and c(x) = 1.

1 Let n be the length of input. NCi is the class computed by a family of polynomial
size and O(logi(n)) depth circuits with bounded fan-in, and ACi is the similar class
except that gates are allowed to have unbounded fan-in.
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2.2 Learning Models

We generalize the definitions in [1,6]. Let C be a representation of concepts. A
learning algorithm A for C is defined as any randomized oracle Turing machine
that takes as input a bound s on the length of the target concept name, a
bound n on the length of examples, and an accuracy parameter ε ∈ (0, 1/2]. The
algorithm A can make a call to the CHALLENGE oracle at only one time, and
the oracle returns a string x̃, called a challenge, chosen according to unknown
example distribution D on {0, 1}≤n. The goal of A is to guess and output whether
the challenge x̃ is contained in the unknown target concept represented by u ∈
{0, 1}≤s correctly with probability at least 1− ε. The algorithm A can also make
a call to the following oracles decided by the target concept u and the example
distribution D to gain knowledge about the target concept.

– EXAMPLE: the oracle takes no input and returns a pair (x, b), where x is a
string chosen according to D and b = 1 if x ∈ κC (u) and b = 0 otherwise.

– MQ (Membership Query): the oracle takes a string x ∈ {0, 1}∗ as input and
returns 1 if x ∈ κC (u) and 0 otherwise.

We classify learning algorithms under the accessibility to the oracles as follows:

– a priori query learning: it can make a call to EXAMPLE and MQ only before
receiving a challenge.

– a posteriori query learning: it can also make a call to EXAMPLE and MQ
after receiving a challenge, but querying the challenge to MQ is prohibited.

We say that a representation of concepts C is polynomial-time learnable if
there exists a learning algorithm A satisfying the following conditions: for all
inputs (s, n, ε), concept names u ∈ {0, 1}≤s, and distributions D on {0, 1}≤n,
(1) A runs in polynomial-time in s, n, and 1/ε, and (2) A succeeds in predicting
whether the challenge is in the target concept κC (u) under the distribution D
correctly with probability at least 1 − ε.

We also define weaker learnability of a concept class. A weak learning algo-
rithm is a randomized oracle machine with the same properties as the above
learning algorithm except for taking no accuracy parameter. It tries to predict a
correct classification of a challenge with probability more than 1/2 (in the case
of making a prediction at random). We say that a representation of concepts
C is weakly polynomial-time learnable if there exists a weak learning algorithm
A and a polynomial p satisfying the following conditions: for all inputs (s, n),
concept names u ∈ {0, 1}≤s, and distributions D on {0, 1}≤n, (1) A runs in
polynomial-time in s and n, and (2) A succeeds in predicting whether the chal-
lenge is in the target concept κC (u) under the distribution D correctly with
probability at least 1/2 + 1/p(s, n).

It is known that polynomial-time learnability in a priori query learning is
equivalent to the one in PAC (Probably Approximately Correct) learning intro-
duced by Valiant [4,10]. In the PAC learning model, it is known that weak
polynomial-time learnability is equivalent to (strong) polynomial-time learnabil-
ity [8]. Thus, the relationship also holds in an a priori query learning model.
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Lemma 1 ([8]). In a priori query learning by only examples, weak polynomial-
time learnability is equivalent to polynomial-time learnability.

In the restricted case where only examples are allowed, an a priori query
learner can simulate an a posteriori query learner by getting enough examples
in advance. Then, the following holds. (We omit the proof.)

Lemma 2. In polynomial-time learning by only examples, a priori query learn-
ability is equivalent to a posteriori query learnability. In weak polynomial-time
learnability, the same result holds.

By the above lemmas, we have immediately the following lemma.

Lemma 3. In a posteriori query learning by only examples, weak polynomial-
time learnability is equivalent to polynomial-time learnability.

2.3 Cryptographic Tools

We introduce some useful cryptographic tools to show the limits of polynomial-
time learnability.

Definition 1 (one-way function). A function f is one-way if f is polynomial-
time computable but any non-uniform polynomial-time algorithm cannot
invert f .

Definition 2 (encryption scheme). An encryption scheme is a triple (G,E,
D) of PPT (probabilistic polynomial-time) algorithms with the following prop-
erties: (1) for every integer n, G(1n) outputs a pair (e, d) of strings, where e
is an encryption-key and d is a decryption-key, (2) for every pair (e, d) of keys
and plaintext α ∈ {0, 1}∗, the algorithms E and D satisfy the condition that
Pr[D(d,E(e, α)) = α] = 1.

Definition 3 (signature scheme). A signature scheme is a triple (G,S, V ) of
PPT algorithms with the following properties: (1) for every integer n, G(1n) out-
puts a pair (sk, vk) of strings, where sk is a signing-key and vk is a verification-
key, (2) for every pair (sk, vk) of keys and document α ∈ {0, 1}∗, the algorithms
S and V satisfy the condition that Pr[V (vk, α, S(sk, α)) = 1] = 1.

In this paper, we will make no distinction between a private-key encryption
scheme and a public-key encryption scheme. Besides, we only consider a deter-
ministic algorithm as a decryption algorithm D and a verification algorithm V .
We let G1(1n) (resp. G2(1n)) denote the first (resp. second) element of outputs
of G(1n) in both cases of an encryption scheme and a signature scheme.

3 Polynomial-Time a Posteriori Query Learnability

We discuss polynomial-time learnability in an a posteriori query learning model
with membership queries.
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3.1 Polynomial Representation of Signatures

To show that membership queries don’t help to learn some natural concept
classes, we introduce a useful tool, which is polynomial representation of signa-
tures by Angluin and Kharitonov [1].

Definition 4 ([1]). Let C and C ′ be representations of concepts. C ′ polynomi-
ally represents signatures for C with respect to a signature scheme (G,S, V ) if
there exist two maps, a concept map g and an example map f , and two polyno-
mials q1 and q2 such that for all integers s and n, concept names u ∈ {0, 1}≤s,
examples x ∈ {0, 1}≤n, pairs of keys (sk, vk) ← G(1n), and signatures y ←
S(sk, x), the following conditions hold:

(1) |g(vk, s, n, u)| ≤ q1(s, n),
(2) w := f(vk, s, n, x, y) is computable in polynomial-time in s and n, and |w| ≤

q2(s, n),
(3) fvk,s,n(x, y) := f(vk, s, n, x, y) is injective, and there is a polynomial-time

algorithm that computes the unique inverse element (if any),

and for all integers s and n, concept names u ∈ {0, 1}≤s, pairs of keys (sk, vk) ←
G(1n), and strings w ∈ {0, 1}∗, the following condition holds:

(4) w ∈ κC ′(g(vk, s, n, u)) if and only if there exist strings x and y such that
w = fvk,s,n(x, y) and x ∈ κC (u) and V (vk, x, y) = 1.

Intuitively, C and C ′ satisfy the above conditions if each concept in C ′ corre-
sponds to each concept in C with valid signatures to the examples. Angluin and
Kharitonov proved that many natural concept classes polynomially represent sig-
natures for themselves with respect to any signature scheme. Their proof holds
as long as the concept class is closed by AND (∧) and has ability to compute
3CNF formulae. It is easily checked that any 3CNF formula can be computed
by a depth-3 circuit using unbounded fan-in gates. Thus, we have the following
theorem.

Theorem 1 ([1]). CBF polynomially represents signatures for CBF with respect
to every signature scheme. Moreover, CS polynomially represents signatures for
CS with respect to every signature scheme, where S is a circuit complexity class
that contains AC0.

Angluin and Kharitonov also showed that membership queries don’t help to
learn a concept class that polynomially represents the signatures with the fol-
lowing security, called EUF-CMA. It is well-known that an EUF-CMA signature
scheme can be constructed from any one-way function [7].

Definition 5 (EUF-CMA [3]). A signature scheme (G,S, V ) is existential
unforgeable against adaptive chosen message attackers (EUF-CMA) if for all
non-uniform oracle machines M , polynomials p, and sufficiently large integers
n, the following condition holds:

Pr
[

V (vk, α, β) = 1 ∧ α /∈ QSsk

M (vk)
where (sk, vk) ← G(1n) and (α, β) ← MSsk(vk)

]
<

1
p(n)

,
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where, QSsk

M (vk) denotes a set of M ’s queries to a signing oracle Ssk(·).
Theorem 2 ([1]). Let C and C ′ be concept classes in P . If C ′ polynomially
represents signatures for C with respect to an EUF-CMA signature scheme and
C is not polynomial-time learnable by only examples, then C ′ is not polynomial-
time learnable by examples and membership queries in a priori query learning.

3.2 Positive Results

On the assumption that a one-way function exists, we show that a posteriori
query learning has truly stronger power than a priori query learning in the case
where examples and membership queries are available.

From an encryption scheme that has indistinguishable encryptions for mul-
tiple messages, we first show how to construct a concept class that is not
polynomial-time learnable by only examples. Note that a private-key encryption
scheme with this security can be constructed from any one-way function [2].

Definition 6 (indistinguishable encryptions for multiple messages [2]).
An encryption scheme (G,E,D) has indistinguishable encryptions for mul-
tiple messages if for any polynomial t, plaintexts x̄ = (x1, . . . , xt(n)), ȳ =
(y1, . . . , yt(n)) (with |x1| = |y1| = · · · = |xt(n)| = |yt(n)| = poly(n)), non-uniform
polynomial-time algorithm A, polynomial p, and sufficiently large integer n, the
following condition holds:

|Pr[A(ĒG1(1n)(x̄), (G1(1n))) = 1] − Pr[A(ĒG1(1n)(ȳ), (G1(1n))) = 1]| <
1

p(n)
,

where, Ēe(x̄) denotes the sequence of the ciphertexts of x1, . . . , xt(n) by using
the encryption-key e and independently tossed internal coins for each encryption
process. An encryption-key G1(1n) is only given to A in the public-key setting.

Lemma 4. If there exists an encryption scheme (G,E,D) that has indistin-
guishable encryptions for multiple messages and the decryption D is computable
in a complexity class S , then there exists a representation of concepts CD in S
that is not polynomial-time a posteriori query learnable by only examples.

Proof. Define a representation of concepts CD as follows:

CD = {(d, x) : n ∈ N, d ← G2(1n), x ∈ {0, 1}∗ s.t. D(d, x) = 1}.

To determine whether (d, x) ∈ CD or not, we have only to execute D(d, x), hence
CD is in S . Assume by contradiction that CD is polynomial-time a posteriori
query learnable by examples and let A be the learning algorithm and p be the
polynomial that bounds on A’s running time. For input 1n to the key generator,
let q1 be a polynomial in n that bounds on the length of decryption-key and q2 be
a polynomial in n that bounds on the length of a ciphertext of a 1-bit plaintext.
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We also define a polynomial t as t(n) := p(q1(n), q2(n)). For 0 ≤ i ≤ 2t(n) + 1,
assign the value to plaintexts xi and yi as follows:

x0 = 1, y0 = 0, x1 = 0, y1 = 1, xi = yi = i mod 2 (i > 1),

We construct a distinguisher B for the multiple messages x̄ = (x0, . . . , x2t(n)+1),
and ȳ = (y0, . . . , y2t(n)+1) by using A. For the details, see the construction of
the algorithm B.

Algorithm B

Input: c0, · · · , c2t(n)+1

1: i := 1
2: Execute A(q1(n), q2(n), 1/4), where answer to A’s queries as follows:

EXAMPLE: Select r ∈ {0, 1} uniformly at random, and return c2i+r to A. Then,
set i := i + 1.
CHALLENGE: Select r̃ ∈ {0, 1} uniformly at random, and return cr̃ as A’s chal-
lenge.

3: If A halts and outputs some prediction b, then B outputs b ⊕ r̃.

Let (e, d) be the pair of keys firstly selected, then it can be checked that
B runs in polynomial-time in n and perfectly simulates A’s oracles decided by
the distribution Ee(U1) and the target concept κCD

(d), where U1 denotes the
uniform distribution over {0, 1}. When input to B is taken from Ee(x̃), the
probability that B outputs 1 is equal to the success probability of A, which is at
least 3/4. In another case that input is taken from Ee(ỹ), the probability that B
outputs 1 is equal to the error probability of A, which is at most 1/4. Therefore,
B distinguishes two ciphertexts with probability at least 3/4 − 1/4 = 1/2. This
contradicts the security of the encryption scheme. 	

Now we construct the witness for the gap between a priori query learning and
a posteriori query learning by using this concept class.

Theorem 3. If a one-way function exists, there exists a representation of con-
cepts that is not polynomial-time a priori query learnable but polynomial-time a
posteriori query learnable by examples and membership queries.

Proof (sketch). Let (Ge, E,D) be a private-key encryption scheme with indis-
tinguishable encryptions for multiple messages, which can be constructed from
any one-way function [2]. By Lemma 4, CD is not polynomial-time a priori
query learnable by examples. Besides, let (Gs, S, V ) be an EUF-CMA signa-
ture that has a polynomial-time computable function g with V (vk, α, β) = 1 ⇔
V (vk, α, g(β)) = 1 for any verification-key vk. (Firstly we construct a general
EUF-CMA signature scheme from a one-way function, and let the signing algo-
rithm concatenate a signature with an extra random bit. We let the verification
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algorithm ignore the extra least significant bit (LSB), and define g as a function
that negates a LSB.) Now we define a representation of concepts C as follows:

C = {(〈d, vk〉, 〈x, y〉) : n1, n2 ∈ N, d ← Ge2(1
n1), vk ← Gs2(1

n2),
x, y ∈ {0, 1}∗ s.t. D(d, x) = 1, V (vk, x, y) = 1}.

Then, it can be checked that C polynomially represents signatures for CD with
respect to (Gs, S, V ). Hence by Theorem 2, C is not polynomial-time a priori
learnable by examples and membership queries. On the other hand, we construct
an a posteriori query learner A. For the details, see the construction of the
algorithm A. When A learns a target concept κC (〈d, vk〉), we have the following.

Algorithm A

Input: (s, n, ε)
1: Request a challenge w
2: Check that w is in the form 〈x, y〉 (if not, A outputs 0 and halts).
3: Query 〈x, g(y)〉 to MQ, and output the answer.

MQ(〈x, g(y)〉) = 1 ⇔ V (vk, x, g(y)) = 1 ∧ D(d, x) = 1
⇔ V (vk, x, y) = 1 ∧ D(d, x) = 1 ⇔ w = 〈x, y〉 ∈ κC (〈d, vk〉).

Hence, the a posteriori query learner A learns C successfully with probability 1
under any example distribution. 	


3.3 Negative Results

By Theorem 3, we showed a posteriori query learning has indeed stronger power
than a priori one. However, the witness was not natural at all, and it is not
known that there is a natural witness to the gap. As a negative answer to this,
we show a posteriori query learning has no additional power about many natural
concept classes.

The main idea is to use a signature scheme with stronger security, called
sEUF-CMA, in the proof of Theorem2 to show the same result in a posteriori
query learning. Note that we can also construct an sEUF-CMA signature scheme
from any one-way function [2].

Definition 7 (sEUF-CMA [9]). A signature scheme (G,S, V ) is strongly exis-
tential unforgeable against adaptive chosen message attackers (sEUF-CMA) if
for all non-uniform oracle machines M , polynomials p, and sufficiently large
integers n, the following condition holds:

Pr
[

V (vk, α, β) = 1 ∧ (α, β) /∈ QASsk

M (vk)
where (sk, vk) ← G(1n) and (α, β) ← MSsk(vk)

]
<

1
p(n)

,

where, QASsk

M (vk) denotes a set of pairs of M ’s query to the signing oracle Ssk(·)
and the answer to the query (that is, pairs of a message and a valid signature).
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Theorem 4. Let C and C ′ be representations of concepts in P . If C ′ poly-
nomially represents signatures for C with respect to an sEUF-CMA signature
scheme (G,S, V ) and C is not polynomial-time learnable by only examples, then
C ′ is not polynomial-time learnable by examples and membership queries in a
posteriori query learning.

Proof. Assume C ′ is polynomial-time a posteriori query learnable by examples
and membership queries, and let A′ be the learning algorithm. By Lemma 3,
we only need to show C is weakly polynomial-time learnable by examples. Since
C ′ polynomially represents signatures for C , we have the mappings g, f and the
polynomials q1, q2 satisfying the conditions in Definition 4. Then, we construct a
weak learning algorithm A that learns C with probability at least 3/4 by using
A′ as follows:

Algorithm A

Input: (s, n)
Oracle: EXAMPLEA, CHALLENGEA

1: Generate (sk, vk) ← G(1n).
2: Execute A′(q1(n), q2(n), 1/8), where answer to A′’s queries as follows:

EXAMPLEA′ : Have access to EXAMPLEA to get an example (x, b), and save it
in memory. Then, A generates y ← Ssk(x) and returns (fvk,s,n(x, y), b) to A′.
CHALLENGEA′ : Have access to CHALLENGEA to get challenge x̃. Then, A gen-
erates ỹ ← Ssk(x̃) and returns fvk,s,n(x̃, ỹ) to A′ as a challenge.
MQA′(w): (1) Compute (x, y) that satisfies w = fvk,s,n(x, y) (if not, return 0). (2)
Check that V (vk, x, y) = 1 (if not, return 0). (3) Check whether (x, b) is in memory,
if any, return b to A′. (4) Otherwise, return 0 to A′ (for now).

3: If A′ halts and outputs some prediction, then A also outputs the same prediction.

When A learns a target concept κC (u) under a distribution D, it can be
checked that A runs in polynomial-time in s and n, and perfectly simulates A′’s
EXAMPLE and CHALLENGE oracles decided by the distribution fvk,s,n(D,
Ssk(D)) and the target concept represented by g(vk, s, n, u) by the conditions
in Definition 4. On the other hand, A may fail to answer to A′’s membership
query only in the case (4). However, it is guaranteed that it does not occur by
the security of signature schemes. We explain the reason in more detail.

Assume that the case (4) occurs at the membership query w = fvk,s,n(x, y),
then y is a valid signature to x because they satisfy V (vk, x, y) = 1 by (2).
Besides, the signature y to x has not been generated yet because (x, b) does not
exist in memory. (In the case that x = x̃, y is not equal to ỹ because A′ cannot
query the challenge fvk,s,n(x̃, ỹ) to MQ.) In other words, (x, y) is just a forged
signature that breaks sEUF-CMA security.

Assume that the error probability of A is more than 1/4. Then we construct
an adversary M to the signature scheme by using A as follows: M takes a
verification-key vk as an input and simulates A, where M generates signatures
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by M ’s signing oracle. For infinitely many integer n’s, M is given also the non-
learnable concept name un and the worst examples from Dn for A beforehand
as advice, and M lets A learn the target concept κC (un) under the distribution
Dn. If the case (4) occurs in simulating A, M outputs a forged signature (x, y)
as above. If it doesn’t occur and A outputs some prediction, then M outputs
“error” and halts. By the construction of A, if A fails to learn C , then A fails to
simulate A′’s membership queries (in this case, M succeeds in generating a forged
signature) or A′ fails to learn C ′ under the correct oracle simulation. The latter
probability is smaller than 1/8 by the assumption about A′. Hence, M succeeds
in outputting a forged signature with probability more than 1/4 − 1/8 = 1/8,
and this contradicts the sEUF-CMA security. Therefore, A weakly learns C with
probability at least 3/4. 	


3.4 Learnability of Some Natural Classes

We apply the above lemmas and theorems to show non-learnability in some
concrete concept classes from existence of an encryption scheme with weaker
conditions than the previous work [1]. Firstly we have the following lemma by
using Pitt and Warmuth’s prediction-preserving reduction.

Lemma 5 ([6]). If there exists polynomial-time unpredictable (i.e., not a priori
learnable by examples) concept class C in NC1, then CBF is also polynomial-
time unpredictable. Furthermore, if there exists a polynomial-time unpredictable
concept class C in a circuit complexity class S , then CS is also polynomial-time
unpredictable.

To use Theorem 4 in the following proof, we need to show that there exists a
one-way function (which is equivalent to existence of an sEUF-CMA signature).
In fact, an encryption scheme has indistinguishable encryptions for multiple
messages implies the existence of a one-way function [5].

Theorem 5. If there exists an encryption scheme that has indistinguishable
encryptions for multiple messages and the decryption is computable in NC1,
then CBF is not polynomial-time a posteriori query learnable by examples and
membership queries.

Proof. By the assumption and Lemma 4, there exists a polynomial-time unpre-
dictable concept class CD in NC1. By Lemma 5, CBF is also polynomial-time
unpredictable. From the secure encryption scheme in the assumption, we con-
struct an sEUF-CMA signature (G,S, V ). By Theorem 1, CBF polynomially
represents signatures CBF with respect to (G,S, V ). Therefore, by Theorem 4,
CBF is not polynomial-time a posteriori query learnable by examples and mem-
bership queries. 	


In general, we have the following theorem in the same way as Theorem 5.
Note that we need the easier computable decryption with the multiple-messages
security to prove the stronger limits of polynomial-time learnability.
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Theorem 6. Let S be a circuit complexity class that contains AC0. If there
exists an encryption scheme that has indistinguishable encryptions for multiple
messages and the decryption is computable in S , then CS is not polynomial-time
a posteriori query learnable by examples and membership queries.

3.5 Learnability with only Membership Queries

We discuss polynomial-time learnability in a posteriori query learning with only
membership queries (i.e., no examples). In the proof of Lemma 4, multiple mes-
sages corresponded to multiple examples in learning. In other words, we can show
polynomial-time non-learnability by no examples from an encryption scheme
that has indistinguishable encryptions for a single message. Remember that we
only used the security of the encryptions of 1-bit texts in the proof of Lemma
4, and we can easily construct a 1-bit private-key encryption scheme with this
security by one-time pad. Thus, the following lemma holds. (We omit the proof.)

Lemma 6. COTP = {(0, 1), (1, 0)} is not weakly polynomial-time learnable by
no examples and no membership queries.

We can convert a concept class that is not polynomial-time learnable by no
examples and no membership queries into a concept class that is not polynomial-
time a posteriori query learnable with only membership queries in the same way
as Theorem 4, because examples were only used to simulate the example oracle
in the proof. Hence, we have the following theorem.

Theorem 7. Let C and C ′ be representations of concepts in P . If C ′ polynomi-
ally represents signatures for C with respect to an sEUF-CMA signature scheme
and C is not weakly polynomial-time learnable by no examples, then C ′ is not
polynomial-time a posteriori query learnable with only membership queries.

Let S be a circuit complexity class that contains AC0. It is obvious that
COTP is in S because the evaluation problem can be solved by computing 1-bit
parity. By using Pitt and Warmuth’s prediction-preserving reduction, CS is also
not weakly polynomial-time learnable by no examples. Therefore, we have the
following result by Theorems 1 and 7.

Theorem 8. Let S be a circuit complexity class that contains AC0. If a one-
way function exists, then CS is not polynomial-time a posteriori query learnable
with only membership queries.
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Abstract. In this paper we consider the problem of arranging segments
on parallel arcs drawn within a circular sector, to provide foundational
work for the visualization of genomic regions in the study of pathogenic
integration. The arcs as well as the start and end angles for each seg-
ment are pre-defined; our problem is to place each segment on an arc
without having them overlap. There are no segments that span multiple
arcs. For visualization purpose, the segments are to be easily distinguish-
able. To achieve that we consider various criteria that in a sense, place
segments as far as possible from each other—for instance, maximizing
the sum of inter-center distances between nearest segments. We show
complexity results for some of the resultant problems, while providing
approximation or heuristic solutions for others. Our algorithms have been
implemented in JavaScript and made available at https://github.com/
kalngyk/segmentplacer.

Keywords: Segment placement · Approximation algorithm
Visualization

1 Introduction

In this paper we consider the problem of arranging segments on parallel arcs, or
curved tracks, drawn within a circular sector (see Fig. 1). Our aim is to visualize
genomic regions on circular sectors that are combined to form a disk, similar to
those in Circos-like visualization [11,13].

The central angle, maxangle, of the sector is predetermined. Each segment is
to start from a specified angle and end at a specified angle within the sector, but
they can be placed on any track. Two segments that overlap in their specified
angles must be placed on different tracks. There must be sufficiently many tracks
such that segments do not overlap, but there cannot be too many tracks due to

1. Aesthetic reasons to avoid overly sparse placements, and
2. Pragmatic concerns of whether the resultant disk fits on an A4 or letter-sized

paper (for printing as well as for inclusion in publications).
c© Springer International Publishing AG, part of Springer Nature 2018
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Fig. 1. Fourteen segments on nine tracks

The problem of finding such a non-overlapping placement resembles the interval
scheduling problem [4] as well as a trivial variant of the offline dynamic storage
allocation problem [5,6,9]. However, for our visualization purpose, a placement
should ideally place segments far apart in order to maximize visual ease. This
requirement gives rise to several non-trivial problems. In this paper we con-
sider a few of these problems, and give foundational results regarding them. In
particular, we consider situations where:

1. The distances between the nearest segments are in some sense maximized.
2. Segments are near-equally distributed on all the tracks.

The usage scenario which we have in mind is semi-automatic or interactive. The
algorithm is to only assist by providing choices of placements, leaving the decision
of what is aesthetically pleasing to the user. Hence, we look for algorithms that
are: (1) sufficiently fast for interactive use, (2) able to enumerate all optimal
solutions, (3) flexible in accommodating additional user requirements, such as
requiring specific segments to be placed on given tracks.

1.1 Bioinformatics Use

The visualization we are aiming for is motivated by the study of genetic rear-
rangements due to tumor cells. It is known that tumor cells frequently harbor
genome rearrangements or pathogenic integrations, such as oncogenic fusion-
generating structure variations [7,10], chromothripsis [2], and oncovirus integra-
tions [8,12]. The rearranged segments are often located in very specific sequences.
Past studies into the the effects from these local genomic maps have revealed
novel mechanisms in gene regulations [1,3,14].

Advances in biological sequencing technologies in recent years have furthered
the accuracies in our identification of the affected regions, enabling more refined
studies of the genomic regions. This increase in information, on the other hand,
cannot be leveraged without accurate visualization of the resolved genomic allo-
cations.

Current visualizations of genome rearrangements and oncovirus integrations
are often presented using trajectory lines in Circos [11,13], which reveal little of
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the segment relationships. By organizing genomic segments along parallel tracks,
we hope to better display these relationships.

2 Preliminaries

In this section we give definitions that are shared throughout this paper. A
segment represents an interval that is to be placed on an arc or track. The locus
of a segment is a pair of positive integers (α, β) where α < β. α and β span from
0 to maxangle. Intuitively, α indicates the start angle and β the end angle on the
track where the segment is to be placed. For a segment s of locus (α, β), st(s)
is used to indicate α, ed(s) used to indicate β, while ctr(s) is used to indicate
(β + α)/2.

A track is a number from {1, 2, . . . , k}. Tracks are considered to be possibly
curved in this work, with track 1 having a radius of curvature r. Subsequent
tracks i > 1 are separated by distance d; that is, they have radius of curvature
h(i) = r + (i − 1)d.

A placement f of a set of segments S = {s1, s2, . . . , sn}, is a many-one
relation where f ⊆ {(s, i) | s ∈ S, 1 ≤ i ≤ k}. A placement of two segments s
and t, {(s, i), (t, j)} say, is said to be non-overlapping iff i �= j, or ed(s) ≤ st(t),
or ed(t) ≤ st(s). A placement is non-overlapping iff every two segments in its
domain are non-overlapping.

Given two elements (s, i), (s′, i′) in a placement, the shortest Euclidean dis-
tance between x and y, denoted dist(x, y, i, i′), for any x ∈ {ed(s), st(s), ctr(s)}
and y ∈ {ed(s′), st(s′), ctr(s′)} can be calculated from s, s′, h(i), and h(i′) with
trigonometry.

2.1 Minimum Tracks Required for Non-overlapping Placement

Given a set of segments, the minimum number of tracks where a placement exists
can be found using this simple approach from interval scheduling:

1. Order s ∈ S by st(s).
2. Set placement f to ∅.
3. For each s ∈ S in increasing order of st(s),
4. Find smallest i ≥ 0 such that f ∪ {(s, i)} is non-overlapping.
5. Add pair (s, i) to f .

The largest i in the range of f is the minimum number of tracks required.
We can solve the problem similarly in the case that we require a minimum

distance z between subsequent segments on the same track. More precisely, for
two segments s and s′ on the same track i, we want st(s) − ed(s′) ≥ z if
st(s) ≥ ed(s′), and st(s′) − ed(s) ≥ z if st(s′) ≥ ed(s). This condition can be
checked at line 4 in the program above.

Throughout the rest of this paper we assume that the number of tracks is
predetermined by the user.
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3 Maximize Within-Track Separation

We first consider the problem of maximizing the sum total of the separation
between the segments that are placed on the same track. Maximizing this sum
is tricky, because the problem is different when we consider whether to include
the space:

(1) from 0 angle to the first segment, and
(2) from the end of the last segment to maxangle.

If they are considered, then the sum of all the spacing on all tracks would
always be the same, except for differences due to the curvature of the arc. On
the other hand, if we do not add these spaces to the sum, then a solution for the
segments (1, 2) and (3, 4) on 2 tracks would (undesirably) place both segments
on a single track, since placing the segments on separate tracks would result in
zero separation score.

For this section we proceed with the inclusion of the distance from the start
boundary of each track to its first segment, and ignore the curvature of the arc.
(In the next section, we show an exhaustive search method that can be used to
solve the case with curvature.)

For each placement f and each track i, let {sf,i1 , sf,i2 , . . . , sf,in(f,i)} denote the
segments placed by f on track i in increasing order of st(s), where n(f, i) is the
number of segments placed by f on track i, and let

within track space(i) = st(sf,i1 ) +
∑

1≤j<n(f,i)

st(sf,ij+1) − ed(sf,ij ).

Then, our aim is to find f which maximizes
∑

1≤i≤k within track space(i).
This can be solved using a greedy algorithm as shown in Algorithm1.

Algorithm 1. Algorithm to maximize
∑

1≤i≤k within track space(i)
Input: Set of segments S, number of tracks k.
Output: Placement f maximizing

∑
1≤i≤k within track space(i).

1: f ← ∅
2: for each track i do
3: lasti ← NULL

4: for s ∈ S in increasing order of st(s) do
5: j ← argmaxi (st(s) − max{ed(lasti), 0}).
6: lastj ← s.
7: Add (s, j) to f . Exit if f becomes overlapping.

8: return f .

To achieve optimality, it suffices that each track ends with a segment which
ends some track in the optimal solution. That Algorithm1 achieves optimality
can be seen from the fact that it achieves this requirement. The output f can
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also be shown to maximize min1≤i≤k,1≤j<n(f,i) st(s
f,i
j+1) − ed(sf,ij ). We omit the

discussion from this manuscript.
The algorithm is highly applicable, with a low runtime complexity of O(nk),

and produces reasonably placements in general. However, it has a tendency
towards staircase-like placements such as the following.

4 Threshold Requirement to Inter-center Distances

In this section we consider the problem of requiring a threshold between the
centers of every pair of segments. More precisely, we set a threshold z and require
that for every s, s′ ∈ S, 1 ≤ i, j ≤ k, dist(ctr(s), ctr(s′), i, j) ≥ z.

This problem cannot be solved using a greedy algorithm where we consec-
utively place segments which are further away on the tracks, as we did for the
earlier problem. For example, consider the instance where we are to place the
segments S = {(0, 1), (1, 2), (2, 4), (1, 6)} on 2 tracks of separation 1 with z = 1.2.
The centers of the segments are respectively {0.5, 1.5, 3, 3.5}, and hence by the
strategy should be placed in this order. A greedy algorithm similar to Algo-
rithm1 would place (0, 1) on track 1, (1, 2) on track 2, and then (2, 4) on track
1. However, that would make it impossible to place (1, 6); whereas if (2, 4) is
placed on track 2 rather than track 1, it would be possible to place (1, 6).

An exhaustive search for all possible placements would on the other hand
require O(kn) time. An alternative solution is to perform a search similar to the
greedy strategy, but keeping all relevant “configurations” from earlier placements
for a more complete search. More precisely, we place segments in increasing order
of their centers. When placing each segment s, we examine all the possible earlier
configurations prior to the placing of s. Each such configuration is encoded as a
state, which consists of an array of k numbers (i1, i2, . . ., ik). The i-th member
of the array φ is written φ[i]. φ[i] shows the segment that was last placed in
track i. For example, in an instance of three tracks, the state (2, 1, 3) indicates
that s2 was the last segment placed in track 1, s1 the last segment in track 2,
and s3 the last segment in track 3. A track with the number 0 implies that no
segment has yet been placed on it. For example, (2, 0, 3).

A new state φ is created when a segment is placed. The new state is computed
from all the states that was computed when the last segment was placed. More
precisely, if we let Φm denote the set of states created right after the segment
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sm is placed, then, Φm is computed from Φm−1. The search is complete if at
any point, Φm is empty, or when the first element in Φn is found. Details of this
search is shown in Algorithm 2.

Algorithm 2. Decide if there exists solution that fulfill threshold requirement
Input: Segments S, number of tracks k, distance threshold z, radius of curvature r,

inter-track distance d.
Output: Whether a placement that fulfills threshold requirement exists.
1: Φ0 ← {(0, 0, . . . , 0)} � (0, 0, . . . , 0) is an array of length k
2: for m ← 1, . . . , n do
3: Φm ← ∅
4: for φ ∈ Φm−1 do
5: for i ← 1, . . . , k do
6: if consistent(sm, φ, i, z) then � φ allows sm to be placed on track i
7: Let φ′ be a copy of φ but with the i-th array element set to m.
8: Φm ← Φm ∪ {φ′}.
9: return true if Φn is non-empty, false otherwise.

The function consistent(sm, φ, i, z) returns true iff

(∀j, 1 ≤ j ≤ k)[ dist(ctr(φ[j]), ctr(sm), j, i) ≥ z ],

and that φ[i] does not overlap sm. Each call to consistent(sm, φ) requires O(k)
time to examine.

At each loop of the variable m, there exist at most mk states in φm−1. Since
m ≤ n, this is bounded by nk. Hence there are O(knk) calls to consistent.

On the other hand, the outermost loop of variable n is repeated at most n
times. Hence, Algorithm 2 runs in time O(k2nk+1).

While Algorithm 2 solves the decision problem, it does not return the place-
ment which fulfills the threshold requirement. We now modify Algorithm2 to
return all the possible placements that fulfill the threshold requirement. To find
these placements, it suffices that we map each state φ ∈ Φm in the earlier algo-
rithm to a set (or array) of (arbitrarily number of) earlier states in Φm−1 from
which φ can be reached. Each element in Map is indexed by φ and hence can be
dereferenced in constant time. The resultant program, as shown in Algorithm3,
modifies Algorithm 2 only slightly to include the maintenance of the Map data
structure.

To enumerate all the placements, we call list placements(φ, Map, ()), as
shown below, for each φ ∈ Φn. The last argument in the call, (), is an empty
array.

list placements(φ, Map, path)
1. For φ′ ∈ Map(φ)
2. Prepend the track of the last segment placed in φ′ to path.
3. If φ′ has only one segment placed, output path.
4. Otherwise, copy path to path′ and call list placements(φ′, Map, path′).
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Algorithm 3. Find all solutions fulfilling threshold requirement
Input: Segments S, number of tracks k, distance threshold z, radius of curvature r,

inter-track distance d.
Output: Data structure Map for listing all placements f that fulfill the threshold

requirement.
1: Φ0 ← {(0, 0, . . . , 0)} � (0, 0, . . . , 0) is an array of length k
2: Map ← ∅
3: for m ← 1, . . . , n do
4: Φm ← ∅
5: for φ ∈ Φm−1 do
6: for i ← 1, . . . , k do
7: if consistent(sm, φ, i, z) then � φ allows sm to be placed on track i
8: Let φ′ be a copy of φ but with the i-th array element set to m.
9: Φm ← Φm ∪ {φ′}.
10: Append φ to the array Map(φ′). � Create Map(φ′) if it’s undefined.

11: return Map and Φn.

It is clear that Algorithm 3 has the same time complexity of O(k2nk+1) as
Algorithm 2. However, list placements’s worst-case runtime is at least kn,
since in the worst case, all kn placements would fulfill the threshold require-
ment. Note that at each stage m, each array in Map is of length at most m.

Placements obtained using Algorithm 3, however, showed shortcomings in our
strategy. Enforcing a constant inter-center distance threshold across all segments
ignores differences in the segment lengths. For example, consider the following
case where the two longer segments are considered far from both of the two short
segments, but the two short segments are considered near each other.

One solution to this is to allow a fixed number of violations to the
requirement, which we can decide based on the number of short segments.
This mechanism can be achieved by keeping a “violation count” for each
state in the array elements of Map, through an additional Violations
array. For instance, suppose Map(φ) contains the states (φ1, φ2, φ3), then,
Violations(φ) will keep (x1, x2, x3), where xi is the number of violations in
reaching φ from φi. Furthermore, we keep a value MinViolations(φ) which
keeps track of the minimum number of violations among all the states in
Map(φ), that is, min(Violations(φ)). When computing consistent(sm, φ, i, z),
MinViolations(φ) is consulted to decide if the placement is permitted. It is easy
to see that this strategy does not add to the time complexity of Algorithm3.
During list placements, the recursion for each state is entered only if the state
has not committed more violations than permitted.
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An alternative solution that may be more natural is presented in the next
section.

5 Maximize Sum of Inter-center Distances

In this section we consider maximizing the sum of inter-center distances between
each segment and its nearest segment on the left as well as its nearest segment
on the right. More precisely, we define the distance to the nearest segment to
the left of a segment s under placement f , L(s, f), as

L(s, f) = mins′∈S\{s},ctr(s′)≤ctr(s)dist(s, s′, f(s), f(s′)),

and similarly we define the distance to the nearest segment to the right of a
segment s under placement f as

R(s, f) = mins′∈S\{s},ctr(s′)≥ctr(s)dist(s, s′, f(s), f(s′)).

Our problem is to find placement f which maximizes

D =
∑

s∈S

(L(s, f) + R(s, f))

This problem allows a 2-approximation using a polynomial-time dynamic pro-
gramming which consists of two steps. Each step computes a placement that
optimizes

∑
s∈S L(s, f) and

∑
s∈S R(s, f) respectively. Then, the larger scoring

placement among the two is given as the output.
We first consider the placements that optimize

∑
s∈S L(s, f). Again, we use

a strategy which places segments in the order of ctr(s). For each of the earlier
state φ right before the placing of s, we exhaustively examine all the states which
extend φ by placing s on one of the tracks. For each of these resultant states,
we update the sum of inter-center distance with the minimum distance from a
segment in φ to s. This is shown in Algorithm4.

The placements can be enumerated using the same recursion given in the
earlier section, list placements(φ, Map, ()), for each φ ∈ Φn.

To compute the placements which optimize
∑

s∈S R(s, f), it suffices that
Algorithm 4 is run with the segments sorted in reverse order of ctr(s).

To see that the method produces a 2-approximation, let D∗ denote the opti-
mal D and D the score Algorithm 4 computed for both steps. Then

D∗ = max
f

∑

s

(L(s, f) + R(s, f)) ≤ max
f

∑

s

L(s, f) + max
f

∑

s

R(s, f)

≤ 2max

(
max
f

∑

s

L(s, f),max
f

∑

s

R(s, f)

)

= 2D.

Hence D is of at least D∗
2 .
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Algorithm 4. Find all placements f with maximal
∑

s∈S L(s, f)
Input: Segments S, number of tracks k, distance threshold z, radius of curvature r,

inter-track distance d.
Output: Data structure Map for listing all placements f with maximal

∑
s∈S L(s, f)

1: Φ0 ← {(0, 0, . . . , 0)} � (0, 0, . . . , 0) is an array of length k
2: Map ← ∅
3: SumL((0, 0, . . . , 0)) ← 0
4: for m ← 1, . . . , n do
5: Φm ← ∅
6: for φ ∈ Φm−1 do
7: for i ← 1, . . . , k do
8: if consistent(sm, φ, i, z) then
9: d ← SumL(φ) + min1≤j≤kdist(sφ[j], sm, j, i)
10: Let φ′ be a copy of φ but with the i-th array element set to m.
11: Φm ← Φm ∪ {φ′}.
12: if SumL(φ′) is undefined or d > SumL(φ′) then
13: Map(φ′) ← (φ) � New array with φ as the first element.
14: SumL(φ′) ← d
15: else if d is equal to SumL(φ′) then
16: Append φ to the array Map(φ′).

17: Max ← max{SumL(φ) | φ ∈ Φn}.
18: Φn ← {φ ∈ Φn | SumL(φ) is equal to Max}
19: return Map and Φn.

At this point the computational complexity of the problem is unclear. Our
approximation algorithm runs in time O(k2nk+1), and can be adapted, at the
same runtime complexity, to accommodate more contraints from the user, such as
requiring specific segments to be placed on given tracks, through modifications
to the consistent call. The method can also be modified for other classes of
distance measures. We do not discuss that in this work.

For the current measure, trimming can be further performed for the algo-
rithm. For instance, for a 4-tracks problem, it is easy to see that a state of
(4, 3, 6, 2) is better than a state of (4, 5, 6, 2) if they have the same score. In this
case, (4, 5, 6, 2) can be discarded from further investigation.

One problem with maximizing the inter-center distance is that this results
in a tendency to place segments on either the top or the bottom tracks since
that would maximize their separation. In extreme situations, this may result in
placements with empty tracks, such as the following.

In such a situation, we envision that a user would most want to carry out
one of these two actions: (1) reduce the number of tracks, or (2) move segments
from filled tracks to the empty one. The latter is discussed in the next section.
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6 Balanced Placement of Segments on Tracks

In this section we consider how one can distribute segments evenly over the
tracks. Intuitively this problem can be stated as follows: Given segments s1, s2,
. . . , sn, find placement f that minimizes max1≤i,j≤k |Ni − Nj |, where Ni is the
total length of the segments on track i, that is, Ni =

∑{ed(s)−st(s) | f(s) = i}.
However, such a problem is NP-hard, since it can be used to solve the parti-

tion problem as follows. Given an instance of the partition problem of integers
{a1, a2, . . . , an}, we create the segments {s1, s2, . . . , sn} where

(1) ed(si) = st(si) + ai, and
(2) st(si+1) = ed(si) + 1.

Then, a solution that places the segments evenly onto two tracks solves the
partition problem.

In this section we consider a simpler situation, where one track has been left
empty in the earlier algorithm, and the task is one of moving segments from other
tracks to the empty track. More precisely, given a placement of segments on two
tracks, we consider how to move segments from the two tracks to a third track,
such that the three tracks now have roughly equal sum of segment lengths. We
offer a heuristic solution to this problem in Algorithm5. For simplity we do not
consider the size-changing effects from the curvature of the arcs. Our strategy
is to first set a point which divides each track into a front and back part, for
instance:

Then, some segments can be selected from the front part of Track 1 and the
back part of Track 2 (and vice versa), to form a new track:

We consider all possible points for division, as well as obtaining partitions of
various lengths from the divided tracks, as shown in Algorithm5.

The function best partition(leftbound, rightbound) is computed as fol-
lows.

best partition(leftbound, rightbound)

1. Let R∧ ← [1, leftbound] and R$ ← [rightbound, maxangle]
2. Let Sx

i ← {s | f(s) = i ∧ st(s), ed(s) ∈ Rx}
3. Let Nx

i ← ∑{ed(s) − st(s) | s ∈ Sj
i }

4. Compute for the 2 cases:

(Case 1) partition(S∧
1 , N1+N2

3

N∧
1

N∧
1 +N$

2
) and partition(S$

2 , N1+N2
3

N$
2

N∧
1 +N$

2
),
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(Case 2) partition(S∧
2 , N1+N2

3

N∧
2

N∧
2 +N$

1
) and partition(S$

1 , N1+N2
3

N$
1

N∧
2 +N$

1
).

5. If Case 1 results in more even distribution of segment lengths on all three tracks,
return the tracks according to the partitioning of Case 1, otherwise return the new
tracks formed by the partitioning of Case 2.

Algorithm 5. Heuristic algorithm to evenly distribute segments to new track
Input: Segments S and two-tracks placement f .
Output: Three-tracks placement f which heuristically places S evenly on all tracks.
1: f ← f
2: for each track i do
3: for each segment s in track i do
4: for each point x in {st(s), ed(s)} do
5: Set leftbound and rightbound to x, but if there exists some segment
6: s′ on track (3 − i) overlapping x, then leftbound ← st(s′) and
7: rightbound ← ed(s′)
8: f ′ ← best partition(leftbound, rightbound)
9: Replace f with f ′ if f ′ distributes segments more evenly over the tracks.

10: Output f .

The function partition(S, x) accepts a set of segments S and a number x. It
computes a partition of S′ which sums to x, where S′ = {ed(s)− st(s) | s ∈ S},
and outputs the corresponding partitioning of S. This can be implemented using
some approximation algorithm for the partition problem.

(a) Algorithm 1 (b) Algorithm 3

(c) Algorithm 4 (d) 2-approx based on Algorithm 4

Fig. 2. Results from Algorithms 1, 3 and 4
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7 Results

In this section we show samples of results from the algorithms proposed earlier,
on the same test case of 24 segments.

In Fig. 2(a), we observe that a few segments right after that at the middle has
formed a staircase-like pattern, which is consistent with our earlier remarks on
Algorithm 1. Nonetheless, the resultant graph is pleasant-looking, and the fast
runtime makes the method very usable.

Algorithm 3, on the other hand, has a tendency to not separate segments
far apart, due to its lack of a natural mechanism to maximize such separation.
The remaining two results from Algorithm 4, which attempt to maximize the
sum of inter-center distances, are similarly pleasant-looking, although requiring
significantly more time to produce.
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Abstract. In this paper a branch-and-bound algorithm for the Symmet-
ric Travelling Salesman Problem (STSP) is presented. The algorithm is
based on the 1-tree Lagrangian relaxation. A new branching strategy is
suggested in which the algorithm branches on the 1-tree edge belonging
to the vertex with maximum degree in the 1-tree and having the maxi-
mum tolerance. This strategy is compared with branching on the shortest
edge and the so-called strong branching, which is the branching on the
edge with maximum tolerance also applied by Held and Karp (1971).
The computational experiments show that proposed branching strategy
provides better results on TSPlib benchmark instances.

Keywords: Traveling salesman problem · 1-tree
Branch-and-bound algorithm

1 Introduction

The Traveling Salesman Problem (TSP) is one of the best known and deeply
studied combinatorial optimization problems. It consists of finding the shortest
tour for a given set of cities in which every city is visited only once. This prob-
lem is equivalent to the problem of finding minimum cost (length) Hamiltonian
circuit (or cycle) for a given graph G = (V,E) with a cost (length) function
c : E → R. If the graph G is an undirected graph, the problem is called Sym-
metric Travelling Salesman Problem (STSP). Otherwise it is called Asymmetric
TSP (ATSP). A detailed analysis of heuristics and exact algorithms for STSP
and ATSP can be found in Laporte (1992) and Matai et al. (2010).

Different relaxations have been proposed for solving the STSP including 2-
Matching, Subtour Elimination, Minimum Spanning Tree problems. According
to the computational results in Reinelt (1994) one of the tightest lower bounds
is based on the 1-tree Lagrangian relaxation. This relaxation was originally sug-
gested in Held and Karp (1970). Held and Karp (1971) implemented branch-
and-bound algorithm and used the minimum cost 1-tree as the lower bound.
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This algorithm was further improved by many researchers (Hansen and Krarup
1974; Volgenant and Jonker 1982; Benchimol et al. 2010). In this paper a branch-
and-bound algorithm for the STSP with a new branching strategy is developed.
The suggested strategy is compared with the most popular ones.

The paper is organized as follows. The STSP problem and well known
approaches for it are given in Sect. 2. Section 3 contains a description of the
implemented algorithm. In Sect. 4 computational results are presented and anal-
ysed. And conclusions are given in the last section.

2 Problem Description

The integer linear programming model for the STSP problem is presented below.

min
∑

e∈E

cexe (1)

∑

e∈E|i∈e

xe = 2 ∀i ∈ V (2)

∑

e=(i,j)|(i,j)∈E,i,j∈S

xe ≤ |S| − 1 ∀S ⊂ V, 1 < |S| < n (3)

xe ∈ {0, 1} ∀e ∈ E (4)

Binary variable xe is equal to 1 if the edge e is contained in a tour, otherwise
it is 0. The objective function (1) minimizes the total cost (length), constraints
(2) require that every vertex in the solution has degree 2, and constraints (3)
guarantee that there are no disjoint subtours.

The STSP problem can be also formulated as the problem of finding the
minimum cost connected subgraph covering all vertices in which every vertex
has degree 2. In this interpretation it is obvious that the Minimum Spanning
Tree (MST) problem is a relaxation of the STSP in which we do not have any
constraints on vertex degrees. MST is the minimum cost connected subgraph
over all vertices.

Let us now add two more constraints to this minimum cost subgraph problem.
First, we require it to have exactly n edges – the same as the Hamiltonian cycle
has and one edge more than the MST has. Second, we choose one of the MST
leaves and require it to have degree 2 as every vertex in the Hamiltonian cycle
has. We will call this special MST leaf the 1-vertex – υ1.

The 1-vertex υ1 is connected to the MST with its shortest edge and if we add
the next shortest edge from υ1, we will obviously obtain the required minimum
cost subgraph. This subgraph is called 1-tree and we will call the second shortest
1-vertex edge the 1-edge – e1.

Thus the minimum cost 1-tree problem is a relaxation of the STSP in which
at least one vertex has degree 2. So the solution of this relaxation provides a lower
bound to the STSP solution. Moreover, this lower bound can be improved using
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the following property, which is actually derived from the Lagrangian relaxation
of the STSP (Held and Karp 1971).

Let us choose for every vertex i a certain value πi and add this value to
the cost of each edge incident to this vertex. The cost of each edge (i, j) then
becomes equal to cij +πi+πj . In this case an optimal tour for the STSP does not
change, and only its length fmin increases by 2

∑
i∈V πi. But an optimal 1-tree

changes and its cost c1tree in the modified graph provides the lower bound for the
increased tour length: fmin +2

∑
i∈V πi ≥ c1tree. From it we derive an improved

lower bound LB for the original STSP: fmin ≥ LB = c1tree − 2
∑

i∈V πi, which
depends on the chosen values πi. And this dependency is a piecewise linear
concave function. This means that we can apply a subgradient ascent method
to find πi values providing maximum lower bound.

Since the objective of the STSP is to find the shortest tour, many algorithms
apply edge length as a criterion for adding an edge to a solution. The smaller is
the edge length, the greater is the probability that this edge belongs to an optimal
solution. The first author who suggested a better criterion was Helsgaun (2000).
For every edge which does not belong to the minimum cost 1-tree he measures
how much we should decrease the edge length, so that this edge appears in the
minimum cost 1-tree. Helsgaun (2000) has called this value the α-nearness of an
edge to an optimal solution.

In the sensitivity analysis such a value is called the tolerance of an optimiza-
tion problem parameter. In the same way for an edge belonging to the minimum
cost 1-tree its tolerance is measured as the minimal value by which we should
increase the edge length, so that it disappears from an optimal 1-tree. An equiva-
lent way to measure this tolerance is to forbid the edge, recompute the minimum
cost 1-tree without it, and measure the increase in the 1-tree edges total cost.
In the current paper we apply tolerances in our branch-and-bound algorithm.

3 Algorithm

The pseudo-code of the suggested algorithm is provided in Algorithms 1–9. The
following parameters and variables are used in the pseudo-code of our algorithm:
e = (i, j) – an edge between vertices i and j: i = e[1], j = e[2]
c(e) = ce = cij – the cost of edge e = (i, j)
Δc(e) = Δce – the tolerance of edge e
degi – the degree of vertex i in the current 1-tree
υ∗ – the vertex with the maximum degree in the 1-tree
degυ∗ – the maximum degree of the 1-tree vertices
S∗ – the current best TSP solution
f∗ – the cost of the current best TSP solution
E – the list of all edges sorted in the non-descending order of edge costs
E1tree – the list of 1-tree edges sorted in the non-ascending order of edge
tolerances
υ1 – a special 1-vertex of the 1-tree
e1mst – the 1-vertex’s shortest edge belonging to Minimum Spanning Tree (MST)
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e1 – the next shortest edge from the 1-vertex
c1tree – the total cost of 1-tree edges
E1 – the list of the 1-vertex edges sorted in the non-descending order of costs
Ea – the list of edges forcibly added to the 1-tree
Er – the list of edges forcibly removed from the 1-tree and forbidden to be added
E[j] – the j-th element in a sorted list E: E = (E[1], ..., E[m])
ê – an edge which replaces edge e (replacing edge) in the 1-tree if e is forbidden
Ê1tree – the list of the replacing edges for all 1-tree edges
ê1mst – the replacing edge for the 1-vertex’s shortest edge belonging to MST
ê1 – the replacing edge for the next shortest edge from the 1-vertex
1tree – the 1-tree including: {E1tree, υ1, e1mst, e

1, Ê1tree, ê1mst, ê
1,Δc, deg, υ∗}

Vl, Vr – vertex sets of left and right MST subtrees separated by a removed edge
k ← GetIndex(E, e) – returns index k of element e in a sorted list E: e = E[k]
s – the name of the selected branching strategy

The main procedure is presented in Algorithm 1. First we find initial solution
by applying the LKH heuristic (Helsgaun 2000) with default parameters. Then
following the approach of Held and Karp (1970, 1971) we find the values of vertex
weights πi added to edge costs in order to improve the 1-tree lower bound. We
run the SubgradientAscentForBest1Tree() function only once and the
obtained edge costs are used then in all nodes of the BranchAndBound()
algorithm. This is the main difference between our algorithm and other ones
(Held and Karp 1971; Hansen and Krarup 1974) which use subgradient ascent
for all branch-and-bound subproblems.

Algorithm 1. Main branch-and-bound algorithm
function BranchAndBoundAlgorithm()

s ← Choose Branching Strategy
S∗, f∗ ← LKH()
1tree, [πi] ← SubgradientAscentForBest1Tree()
Π ← 2

∑
i∈V πi, [cij ] ← [cij ] + [πi] + [πj ], Ea ← ∅, Er ← ∅

BranchAndBound(1tree, ∅, ∅)
return S∗, f∗

The subgradient ascent method to obtain a better 1-tree bound is provided in
Algorithm 2. This algorithm is the same as the 1tree bound procedure from
Reinelt (1994) and all the values of its parameters are taken from the book. At
each iteration we construct a minimum cost 1-tree in Build1Tree() function
(Algorithm 3), compute the subgradient direction [di] using 1-tree vertex degrees
[degi], and recompute the current vertex weights moving partly in this direction
[di] and partly in the previous step direction [d0i ] by the current step size α. The
1-tree giving the best lower bound is stored and returned in 1tree∗ object.

After all iterations we run ComputeDegreesAndTolerances() function
(Algorithm 4) to compute the degrees of vertices [degi], determine the vertex υ∗

with maximum degree in the 1-tree, compute tolerances and replacing edges in
ComputeTolerance() function, sort edges by tolerances, and prepare the list
E1 of 1-vertex edges sorted by costs.
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Algorithm 2
function SubgradientAscentForBest1Tree()

1tree ← Build1Tree()
LB∗ ← c1tree, α ← 10 · (f∗ − LB∗)/|V |
λ ← 0.98, [πi] ← 0, [c0ij ] ← [cij ], [d0

i ] ← 0
for (k ← 1; k ≤ 300; k ← k + 1) do

[di] ← [degi] − 2
[πi] ← [πi] + α · (0.7di + 0.3d0

i )
[cij ] ← [c0ij ] + [πi] + [πj ]
1tree ← Build1Tree()
Π ← 2

∑
i∈V πi, LB ← c1tree − Π

if (LB > LB∗) then
[π∗

i ] ← [πi], LB∗ ← LB, 1tree∗ ← 1tree

[d0
i ] ← [di], α ← λα

[cij ] ← [c0ij ]
1tree∗ ← ComputeDegreesAndTolerances(1tree∗)
return [π∗

i ], 1tree∗

Construction of a minimum cost 1-tree is described in Algorithm 3. First
we build the Minimum Spanning Tree (MST) applying the well-known Kruskal
approach (KruskalMstAlgorithm()). To obtain a 1-tree we then choose one
of the MST leaves as a special 1-vertex υ1 of our 1-tree and connect this vertex
with the shortest possible edge e1 = (i, j∗), called 1-edge, to the MST. We also
compute the next shortest edge (i, ĵ∗) as the replacing edge for the 1-edge to
compute the 1-edge tolerance later. Since every vertex can be assigned to be the
1-vertex, we use the vertex for which the 1-edge is longer, because it increases
our lower bound. Next we add the 1-edge to our tree and compute its tolerance.

Algorithm 3
function Build1Tree()

E1tree ← KruskalMstAlgorithm(V, E)
e1 ← ∅, c1 ← 0
for (i ∈ V ) do � choose the 1-vertex from MST leaves

if (degi �= 1) continue
Ei ← {e ∈ E1tree | i ∈ e}
e ← Ei[1] � there is only one element since degi = 1
c∗ ← ∞, j∗ ← 0
for (j ∈ V & j /∈ e) do � find the 1-edge – 2nd shortest edge from 1-vertex

if (cij < c∗) then
c∗ ← cij , ĵ∗ ← j∗, j∗ ← j

if (c∗ > c1) then � we choose the 1-vertex with the longest 1-edge
c1 ← c∗, e1 ← (i, j∗), ê1 ← (i, ĵ∗), e1mst ← e, ê1mst ← e1, υ1 ← i

E1tree ← E1tree ∪ e1, Ê1tree ← {ê1}, Δc(e1) = c(ê1) − c(e1)
1tree ← {E1tree, υ1, E1, e1mst, e

1, Ê1tree, ê1mst, ê
1, Δc, [degi], υ

∗}
return 1tree
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To illustrate our algorithm hereafter we will use the graph shown in Fig. 1a.
The 1-tree for this graph is shown in Fig. 1b. It is constructed from the MST
by adding 1-edge e1 = (5, 1). The MST is built with Kruskal algorithm by
sequentially choosing the shortest edges: (2, 4), (3, 5), (3, 1), and (1, 4). The MST
has two leaves 2 and 5, and we choose leaf 5 as the 1-vertex υ1 because its second
shortest edge has length 7, which is greater than length 6 of the second shortest
edge of leaf 2.

Fig. 1. Example for algorithm illustration

We also show one iteration of the subgradient ascent method in Fig. 1c. To
have better numbers we use the initial step value α = 10/7, so that after the
first iteration we have for vertex 1 with degree 3: π1 = 10/7 · (0.7 ·1+0.3 ·0) = 1
and for vertex 2 with degree 1: π2 = 10/7 · (0.7 · (−1) + 0.3 · 0) = −1. This gives
the 1-tree shown in Fig. 1c.

The tolerances of the 1-tree edges are shown in brackets in Fig. 1c. Their
computation is performed by ComputeTolerance() function (Algorithm 9)
which calls FindReplacingEdge() function (Algorithm 8) to determine the
replacing edge. The tolerance of a 1-tree edge is computed as the value to which
the 1-tree cost increases if we forbid this edge and have to replace it with another
longer edge called replacing edge in this paper. When we forbid a 1-tree edge
adding it to the list of removed edges Er, the 1-tree breaks into a left subtree
(with respect to the removed edge) with vertex set Vl and a right subtree with
vertex set Vr. We represent a 1-tree as a tree data structure and so it is easy
to obtain these vertex sets Vl and Vr applying a standard recursive traverse
procedure – TraverseTree() function in our pseudo-code. Since all edges in
list E are sorted by Kruskal algorithm in the non-descending order of their costs,
we return as the replacing edge the first available edge from E which connects
the two subtrees. For example edge (2, 4) in Fig. 1c has the replacing edge (1, 4)
and so its tolerance is equal to 5.

The recursive branch-and-bound procedure is presented in Algorithm5. The
first time this procedure is called without any forcibly added or removed edge:
ea = er = ∅. In this case it actually skips the first if-else blocks and proceeds to
choosing the edge according to the chosen branching strategy (function Branch-
ingStrategy()). On the left branch this edge is forcibly added to the 1-tree,
and on the right branch it is forcibly removed from the 1-tree and forbidden. For
both branches the branch-and-bound procedure is then recursively called.
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Algorithm 4
function ComputeDegreesAndTolerances(1tree)

[degi] ← |{e ∈ E1tree | i ∈ e}|, υ∗ ← argmaxi∈V (degi)
for (e ∈ E1tree) do

ComputeTolerance(E1tree, Ê1tree, ∅, e)

Sort(E1tree, Ê1tree) � sort in non-ascending order of tolerances
for (j ∈ V \ υ1) do

E1 ← E1 ∪ (υ1, j) � insert keeping sorting in non-descending order of costs

return 1tree

On the left branch where we have forcibly added edge ea we check for each
vertex of this edge if there is one more edge from this vertex forcibly added to
the 1-tree. In this case such a vertex already has two guaranteed edges in the
1-tree and so all other edges from this vertex should be forbidden, because every
vertex should have degree 2 in the final feasible TSP solution. We add such
forbidden edges to list E′

r and then also to global list Er. If such an edge belongs
to the current 1-tree we replace it calling the ReplaceEdge() function. It is not
possible to replace a forbidden edge, we restore the global list of removed edges
and return from recursion, since there are no feasible solutions on this branch.

On the right branch where we have removed edge er we first compute the
lower bound LB using the edge tolerance value. And if we already have a solution
f∗ not worse than this bound, then we prune this branch. Otherwise we replace
the removed edge calling the ReplaceEdge() function.

On both branches if some edges have been replaced in the 1-tree we have
to recompute all edge tolerances in RecomputeTolerances() function (Algo-
rithm9). If the maximum vertex degree degυ∗ in the 1-tree is equal to 2, then our
1-tree is a feasible TSP solution – a cycle, because of the following proposition.

Proposition 1. If the maximum degree of 1-tree vertices is 2, then this 1-tree
is a cycle.

Proof. A 1-tree with n vertices has exactly n edges. So the sum of vertex degrees
is equal to 2n. Since the maximum degree is 2, then the sum of n vertex degrees
can be equal to 2n only if every vertex degree is equal to 2. Otherwise, this sum
will be less than 2n. This means that this 1-tree is a cycle, because every 1-tree
is a connected graph. 
�

For our example in Fig. 1c the vertex with maximum degree is υ∗ = 3 and
its edge with maximum tolerance is e∗ = (3, 5). First we go to the left branch
setting ea = (3, 5) and Ea = {(3, 5)}. This does not change the optimal 1-tree
and we branch again on the edge from vertex υ∗ = 3 having next maximum
tolerance – edge (3, 2). Here on the left branch we have two forcibly added edges
from vertex 3: Ea = {(3, 5), (3, 2)}. So we forbid all its other edges: Er = E′

r =
{(3, 1), (3, 4)}. Edge (3, 1) belonging to the 1-tree is replaced with edge (4, 1)
and we get the 1-tree shown in Fig. 1d. Its maximum degree is 2 and so it is our
first feasible solution with f∗ = 23. On the right branch we forbid edge (3, 2):
Ea = {(3, 5)}, Er = {(3, 2)}. The tolerance of this edge immediately gives us the
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Algorithm 5. Recursive branch-and-bound procedure
function BranchAndBound(1tree, ea, er)

E′
r ← ∅, êr ← ∅

if (ea �= ∅) then
for (i ∈ ea) do � repeat for both vertices of this edge: i = ea[1], i = ea[2]

Ei ← {e ∈ Ea | i ∈ e} � a list of forcibly added edges from vertex i
if (|Ei| = 2) then � if there are already two edges from vertex i

for (j ∈ V ) do � other edges from vertex i will be forbidden
if ((i, j) /∈ Ei) E′

r ← E′
r ∪ (i, j)

for (e′ ∈ E′
r) do

Er ← Er ∪ e′

if (e′ ∈ E1tree) then
ê′ ← ReplaceEdge(1tree, Er, e)
if (ê′ = ∅) then

Er ← Er \ E′
r � restore the list of forbidden edges

return
else if (er �= ∅) then

LB ← c1tree − Π + Δc(er)
if (LB ≥ f∗) return
êr ← ReplaceEdge(1tree, Er, er)
if (êr = ∅) return

if (degυ∗ = 2 & c1tree − Π < f∗) then � a feasible and better TSP solution
f∗ ← c1tree − Π, S∗ ← E1tree, Er ← Er \ E′

r

return
if (E′

r �= ∅ or êr �= ∅) RecomputeTolerances(E1tree, Ê1tree, Er)
e∗ ← BranchingStrategy(1tree)
Ea ← Ea ∪ e∗ � forcibly add edge e∗

BranchAndBound(1tree, e∗, ∅)
Ea ← Ea \ e∗, Er ← Er ∪ e∗ � forbid edge e∗

BranchAndBound(1tree, ∅, e∗)
Er ← Er \ e∗, Er ← Er \ E′

r � restore the list of forbidden edges

function BranchingStrategy(1tree)
if s = “max degree” then � choose from the maximum-degree vertex edges

E∗ ← {e ∈ E1tree \ Ea | υ∗ ∈ e} � E∗[1] has maximum tolerance
else if s = “max tolerance” then � choose from 1-tree edges

E∗ ← E1tree \ Ea � E∗[1] has maximum tolerance
else if s = “min length” then � choose from 1-tree edges sorted by length

E∗ ← E ∩ E1tree \ Ea � E∗[1] has minimum length due to list E sorting

return E∗[1]

lower bound LB = 22 + 1 = 23. So we prune this branch and return back to our
first branching. Now we forbid edge (3, 5): Ea = ∅, Er = {(3, 5)}, and get the
lower bound LB = 22 + 5 = 27, which again allows us to prune the branch.

Function ReplaceEdge() is presented in Algorithm 6. It has a special pro-
cessing for 1-vertex edges e1mst, the shortest edge from 1-vertex, and e1, the
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Algorithm 6. Replaces a forbidden edge in 1-tree with a new edge
function ReplaceEdge(1tree, Er, er)

Er ← Er ∪ er

E1tree ← E1tree \ er

c1tree ← c1tree − c(er)
Ê1tree ← Ê1tree \ êr

if (er = e1mst or er = e1) then
if (ê1 = ∅) return ∅
k ← GetIndex(E1, ê1)
if (er = e1mst) e1mst ← e1

e1 ← ê1, ê1mst ← ê1, e ← ê1, ê1 ← ∅
Δc(e1mst) ← c(ê1mst) − c(e1mst)
for (k ← k + 1; k ≤ |E1|; k ← k + 1) do

if (E1[k] /∈ Er) then
ê1 ← E1[k]
break

ê ← ê1

else
if (êr = ∅) return ∅
e ← êr

ê ← FindReplacingEdge(E1tree, Er, e)

Δc(e) ← c(ê) − c(e)
E1tree ← E1tree ∪ e � insert e keeping the sorting by tolerances
c1tree ← c1tree + c(e)
Ê1tree ← Ê1tree ∪ ê
RecomputeDegrees([degi], υ

∗, er, e)

Algorithm 7. Recomputes degrees of the 1-tree vertices
function RecomputeDegrees([degi], υ

∗, er, e)
for (i ∈ er) do

degi ← degi − 1

for (i ∈ e) do
degi ← degi + 1

υ∗ ← argmaxi∈V (degi) � we use a sorted array [degi] to get υ∗

Algorithm 8. Finds the replacing edge for the given edge in the 1-tree
function FindReplacingEdge(E1tree, Er, e)

i ← e[1], j ← e[2]
Vl ← TraverseTree(E1tree, i)
Vr ← TraverseTree(E1tree, j)
for (ê ∈ E \ Er) do � E is sorted in the non-descending order of edge costs

if (ê ∩ Vl �= ∅ & ê ∩ Vr �= ∅) then
return ê

return ∅
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next shortest edge from 1-vertex. And for other MST edges it calls Find-
ReplacingEdge() (Algorithm 8) which has been described above. For efficient
finding of the replacing edge for one of the 1-vertex edges we use the list E1 of
1-vertex edges sorted in the non-descending order of their lengths. The replacing
edge for edge e1mst is the 1-edge e1, and for the 1-edge – the next shortest edge
ê1. After we have replaced the edges of the 1-vertex we update the replacing
edge ê1 with the next available shortest edge from list E1. We also decrease the
degrees of the removed edge vertices, increase the degrees of the inserted edge
vertices, and update the maximum degree vertex υ∗ in RecomputeDegrees()
function (Algorithm 7).

Algorithm 9. Computes tolerances for 1-tree edges
function RecomputeTolerances(E1tree, Ê1tree, Er)

for (e ∈ E1tree) do
ComputeTolerance(E1tree, Ê1tree, Er, e)

function ComputeTolerance(E1tree, Ê1tree, Er, e)
Er ← Er ∪ e
Ê1tree ← Ê1tree \ ê
ê ← FindReplacingEdge(E1tree, Er, e)
Ê1tree ← Ê1tree ∪ ê
Δc(e) ← c(ê) − c(e)
Er ← Er \ e

4 Computational Results

The branch-and-bound algorithm is implemented in C\C++ and tested on
TSPlib (Reinelt 1991) instances with the number of cities not greater than 130.
All experiments are carried out on a computer with 2.2 GHz CPU and 8 GB of
RAM. On each test instance each algorithm is executed with 300 s time limit.

Table 1 presents the computational results for the considered TSPlib
instances. The table contains information about the performance and the search
tree size of the branch-and-bound algorithm with different branching strategies.
The value “–” means that the algorithm exceeds the time limit. Three different
strategies have been implemented:

• Strategy 1 “max tolerance”. The edge with maximum tolerance is chosen
from the 1-tree. This strategy is suggested by Held and Karp (1971).

• Strategy 2 “min length”. The shortest edge is selected from the 1-tree.
• Strategy 3 “max degree”. The vertex with maximum degree is found and

the edge with the maximum tolerance incident to this vertex is chosen.

According to the computational results the suggested “max degree” strategy is
the best with respect to the search tree size and the computational time. “Max
tolerance” strategy has the worst performance. A potential reason for it is that
the computation of all tolerances is computationally expensive. It implies that
strategy 2 and 3 are more preferable in practice.
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Table 1. Comparison of different branching strategies

Strategy 1 “max tolerance” Strategy 2 “min length” Strategy 3 “max degree”

Instance Number
of steps

Time, s Number
of steps

Time, s Number
of steps

Time, s

att48 123 0.01 125 0.01 60 0.01

bayg29 29 0 30 0 21 0

bays29 41 0 59 0 22 0

berlin52 1 0 1 0 1 0

brazil58 323 0.04 1455 0.06 83 0.01

burma14 1 0 1 0 1 0

dantzig42 87 0.01 130 0.01 46 0.01

eil51 2012 0.35 32215 1.44 17053 0.77

eil76 650 0.23 1775 0.19 3617 0.42

eil101 1727 1.38 3418 0.6 21497 4.62

fri26 1 0 1 0 1 0

gr17 1 0 1 0 1 0

gr21 1 0 1 0 1 0

gr24 29 0 18 0 10 0

gr48 12931 1.98 8656 0.38 19194 0.98

gr96 - - - - 444724 66.71

hk48 60 0.02 70 0.01 30 0.01

kroB100 - - 245919 35.73 - -

kroC100 - - 1943807 282.37 375393 67.02

kroD100 81324 51.16 38952 5.3 28638 5.09

lin105 108 0.09 95 0.02 20 0.01

rat99 6605 1.9 3136 0.39 1418 0.22

rd100 506 0.26 1459 0.15 244 0.04

st70 7206 2.63 46547 3.37 26681 2.53

swiss42 48 0.01 81 0 26 0

ulysses16 1 0 1 0 1 0

ulysses22 1 0 1 0 1 0

5 Conclusion

In this paper we developed a branch-and-bound algorithm based on the 1-
tree Lagrangian relaxation with a new branching strategy and considered other
branching strategies for solving the STSP. We compared our strategy with the
so-called strong branching applied by Held and Karp (1971) and with branch-
ing by the shortest edge. The computational results show that the developed
branching strategy provides better results.

Acknowledgments. The research was funded by Russian Science Foundation (RSF
project No. 17-71-10107).
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Abstract. We propose a new LZ78-style grammar compression algo-
rithm, named LZ-ABT, which is a simple online algorithm to create,
given a string of length N over an alphabet of size σ, an α-balanced
grammar in O(N log N log σ) time and O(n) space in addition to the
input string, where n is the grammar size to output. LZ-ABT can avoid
the lower-bound of Ω(N5/4) time of the naive algorithms for LZMW and
LZD, other LZ78-style compression algorithms, which was observed in
[Badkobeh et al. SPIRE 2017, pp. 51–67]. We also show that the algo-
rithm can be executed in compressed space, i.e., without storing the
whole input string explicitly in memory: in O(N log2 N log σ) time and
O(n) space, or O(N log N log σ) time and O(n log∗ N) space. We imple-
ment LZ-ABT running in O(N log N log σ) time and O(N) space and
empirically show that its performance is competitive to LZD. This is
the first practical implementation of α-balanced grammar compression
to the best of our knowledge.

1 Introduction

Grammar compression is a model of lossless compression in which a compressed
string is represented by a context-free grammar that deterministically derives
the string only. In the last two decades, grammar compression has been exten-
sively studied not only because it is theoretically clean enough to work on [9],
but also because it can actually model many practical compression algorithms
(like LZ78 [17], Bisection [11], SEQUITUR [12], RePair [8], LZD [4], LZMW [10],
and SOLCA [16]). While the problem of computing the smallest grammar for
an input string is known to be NP-hard [2,15], several polylogarithmic approxi-
mation algorithms have been proposed [2,6,7,13,14,16]. Interestingly, almost all
these algorithms generate a balanced grammar in the sense that the height of the
derivation tree of any variable is the logarithmic order of the length of the string
it derives. As is usual with balanced trees, it is certain that the balancedness
is helpful for improving the worst-case behavior in grammar compression algo-
rithms. In this paper, we focus on α-balanced grammars, which were employed in
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 323–335, 2018.
https://doi.org/10.1007/978-3-319-94667-2_27
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the seminal paper [2] in this field but have not been well-studied up until today.
We apply the α-balanced property to LZD [4], a practical LZ78-style grammar
compression, to improve its worst-case running time for anomalous input strings.

LZD [4] was recently proposed to improve the compression ability of LZ78.
Basically, LZD greedily parses a string into a sequence of phrases from left to
right while searching for the longest prefix of the unprocessed string that matches
a phrase created so far. A naive implementation of the longest-match string
searching is to conduct a prefix search on the Patricia tree that stores the phrases.
It has been shown by experimental results that this naive implementation is
simple enough to run fast in practical. If the number of character-to-character
comparisons in a single prefix search is within a constant multiple of the obtained
length of the longest prefix, the algorithm would actually run in (almost) linear
time. However, in theory the prefix search could badly “overrun”, and it was
reported in [1] that the algorithm has a lower-bound of Ω(N5/4) time.

In this paper, we propose a new LZ78-style grammar compression algorithm,
named LZ-ABT, which is a simple online algorithm to create, given a string of
length N over an alphabet of size σ, an α-balanced grammar in O(N log N log σ)
time and O(n) space in addition to the input string, where n is the grammar
size to output.1 In contrast to LZD, we impose the α-balanced property to
the grammar rules, i.e., for any derivation rule X → X�Xr, the fraction of two
strings derived by X� and Xr is bounded by a constant with respect to predefined
0 < α ≤ (3−

√
5)/2. Since this property suppresses the bad “overrun” of LZD, we

can evade the lower-bound of Ω(N5/4) time. In addition, the α-balanced property
enables us to execute the algorithm efficiently in compressed space without stor-
ing the whole input string explicitly in memory: in O(N log2 N log σ) time and
O(n) space, or O(N log N log σ) time and O(n log∗ N) space. The latter utilizes
bookmarking data structures on balanced grammars, which can be maintained
in an online manner.

We implement LZ-ABT running in O(N log N log σ) time and O(N) space
and empirically show that its performance is competitive to LZD [4]. We also
observe LZ-ABT keeps its performance in malicious examples for other LZ78-
style compression algorithms [1]. This is the first practical implementation of
α-balanced grammar compression to the best of our knowledge.

2 Preliminaries

2.1 Notation

Let Σ be an ordered alphabet. An element of Σ∗ is called a string. The length
of a string S is denoted by |S|. The empty string ε is the string of length 0,
namely, |ε| = 0. For a string S = xyz, strings x, y, and z are called a prefix,
substring, and suffix of S, respectively. For 1 ≤ i ≤ |S|, the ith character of a

1 We remark that the log σ multiplicative factor in the running time is the cost to
conduct a binary search at internal nodes in the Patricia tree, and can be removed
by using hash function if we allow its non-deterministic behavior.
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string S is denoted by S[i]. For 1 ≤ i ≤ j ≤ |S|, let S[i..j] = S[i] · · · S[j], i.e.,
S[i..j] is the substring of S starting at position i and ending at position j in S.
For convenience, let S[i..j] = ε if j < i.

The default base of log we use is two unless otherwise noted. Let log∗ m
denote the iterated logarithm of m. Let ↑↑ denote the up-arrow notation of
Knuth, in particular, 2 ↑↑ 0 = 1 and 2 ↑↑ (k + 1) = 22↑↑k for any k ≥ 0. For
any m ≥ 0, we use τ(m) to denote the set {2 ↑↑ k | k ≥ 1, 2 ↑↑ k ≤ m}. Clearly,
|τ(m)| = O(log∗ m).

2.2 α-balanced Grammars

For a fixed constant 0 < α < 1/2, two positive integers � and r are said to be
α-balanced iff the following condition holds, where m = �+r and β = (1−α)/α:

� ≥ αm and r ≥ αm

⇔ (1 − α)m ≥ � and (1 − α)m ≥ r

⇔ r/� ≤ β and �/r ≤ β.

The larger α imposes a stronger balancing condition on the two integers. Extend-
ing this notion, two strings are called α-balanced iff their lengths are α-balanced.

Grammar compression is a model of lossless compression in which we con-
sider a context-free grammar that deterministically derives a single string as
a compressed representation of the string. In particular, we focus on a nor-
mal form such that the righthand side of every rule is of size two2, namely, its
derivation tree forms a full binary tree: an internal node of the derivation tree
is labeled with a variable of the grammar, and a leaf is labeled with a terminal
(character). Throughout this paper, we denote the set of variables by V and
the set of rules by D , and assume that, given X ∈ V , we can access the rule
X → X�Xr ∈ D in constant time. Let val(X) denote the string X derives. The
size |X| of X is |val(X)|, and the height of X is the height of the derivation tree
of X. The height of a grammar is defined by the height of the starting symbol.
Let [V ] = {val(X) | X ∈ V } and [V ]≤m = {val(X) | X ∈ V , |X| ≤ m}.

A grammar is called α-balanced iff |X�| and |Xr| are α-balanced for any
variable X ∈ V with X → X�Xr. For any variable X of an α-balanced grammar,
the height of X is O(log |X|). In particular, the height of an α-balanced grammar
is O(log N), where N is the length of the string represented by the grammar.

The next lemma is well known for random access and substring expansion
on grammar compressed strings.

Lemma 1 (Substring expansion). Suppose that for every variable in V we
store the length of the string it derives. Then, we can expand any substring of
length l of val(X) for any variable X ∈ V in O(h+ l) time, where h is the height
of X.

As a corollary of this lemma, for balanced grammars we can support substring
expansion in O(log |X| + l) time.
2 Of course, we ignore any trivial input string of length one or zero.
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2.3 LZ78-style Grammar Compression

We describe the basic LZ78 [17] algorithm and LZD (a variant of LZ78) [4].
LZ78 algorithm transforms an input string S of length N into a sequence
P1, P2, . . . , Pn of substrings such that each phrase Pk = pk1pk2 is defined as
follows. If k = 1, pk1 = ε and pk2 = S[1]. For k ≥ 2, pk1 is the longest prefix
of S[|P1 · · · Pk−1| + 1..N ] in {P1, . . . , Pk−1} if it exists or pk1 = ε otherwise, and
pk2 is the next symbol S[|P1 · · · Pk−1pk1 | + 1]. For example, the Fibonacci string
S = abaababaabaab is parsed into the sequence (P1, P2, P3, P4, P5, P6, P7) =
(a, b, aa, ba, baa, baab, c). A recursive expansion of LZ78 phrase is directly inter-
preted into a derivation in grammar compression associating a variable Xk with a
phrase Pk = pk1pk2 by the production rule Xk → Xk1Xk2 . Finally, the righthand
of the start production rule contains all the variables associated with pairs. For
example, a grammar associated with the LZ78 phrases for S = abaababaabaabc
is defined as follows.{

X8 → X1X2X3X4X5X6X7, X7 → c, X6 → X5b, X5 → X4a,
X4 → X2a, X3 → X1a, X2 → b, X1 → a

}

Given this correspondence between LZ78 phrases and production rules, here-
after we can regard the output of LZ78 algorithm as a grammar compression
rather than as a sequence of LZ78 phrases.

LZD (LZ-Double) parsing for S is a variant of LZ78 defined by a sequence
of phrases Pk = pk1pk2 as follows. pk1 and pk2 are in {P1, . . . , Pk−1} ∪ Σ,
and pk1 is the longest prefix of S[|P1 · · · Pk−1| + 1..N ], and pk2 is the longest
prefix of S[|P1 · · · Pk−1pk1 | + 1..N ]. Intuitively, Pk in LZD is a concatenation
of two longest prefixes of unprocessed S appearing in the generated phrases
for the processed S. For the same S = abaababaabaabc, the LZD phrases
(P1, P2, P3, P4) = (ab, aab, abaab, aabc) defines the following grammar.

{X5 → X1X2X3X4, X4 → X2c, X3 → X1X2, X2 → aX1, X1 → ab}

Practically, the number of LZD phrases, |LZD|, is smaller than |LZ78|, how-
ever, there exists a worst case satisfying |LZD| = Ω(N

1
3 ) and requires Ω(N

5
4 )

computation time as reported in [1].

3 LZ-ABT: Online α-balanced Grammar Compression

In this section, we present an online α-balanced grammar compression algorithm,
named LZ-ABT. Let S (resp. V ) always denote the current state of the input
string (resp. the set of variables). While appending a character to a string S, we
incrementally add α-balanced variables to V in a greedy manner. So N := |S|
and n := |V | are monotonically non-decreasing.

We remark that we will not “complete” an α-balanced grammar so as to
always prepare for new characters to come. Instead, we maintain a tail string
Stail and a stack that stores a sequence S1, S2, . . . , St of strings such that
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1. Sj ∈ [V ] for any j < t,
2. St ∈ [V ] or a single character,
3. Stail is a prefix of some string in [V ] or a single character,
4. S1S2 · · · StStail = S,
5. |S1| > |S2| > · · · > |St|, and
6. any pair of adjacent strings in the stack is not α-balanced.

We note that we do not actually store the strings S1, S2, . . . , St, Stail , but we
just remember the corresponding variable that derives each string (or a single
character), and for Stail additionally the length |Stail |. Thus, S1, S2, . . . , St, Stail

together with V represent S in compressed space of O(n+ t) = O(n) due to the
following lemma.

Lemma 2. At any moment of our LZ-ABT algorithm, the stack size t is
bounded by O(log N).

Proof. Since any pair of adjacent strings in the stack is not α-balanced and
monotonically shrinking, N > |S1| > β|S2| > β2|S3| > · · · > βt−1|St| > βt−1.
As β = (1 − α)/α > 1 is constant, t ≤ logβ N + 1 = O(log N). 
�

LZ-ABT consists of two sub-procedures parse and merge, which are executed
alternatingly. In parse, we work on Stail and search for the longest prefix p of
Stail that matches a string in [V ]≤|St|β . Here the length limit |St|β is set to
avoid the situation where p is too large to merge with St under the condition of
α-balanced grammar. As soon as we find that p cannot be longer by appending
characters to Stail , we push p into the stack and execute merge. Note that at
the moment p is pushed, the condition for the top of the stack could be broken,
i.e., St−1 could be shorter than St and/or α-balanced with St. This is mended
in merge, in which we iterate the following procedure while the two strings St−1

and St on the top of the stack are α-balanced: pop two strings (let S� and Sr be
the popped strings in the order of positions) to make a new variable X → X�Xr

with val(X�) = S� and val(Xr) = Sr, and then push val(X).
Algorithm 1 shows our algorithm, in which parse is described in Line 4–6

and merge is described in Line 8–12. In Subsect. 3.1, we will study the behavior
of LZ-ABT that is varied according to the parameter α. In Subsect. 3.2, we
will present a standard implementation of parse based on Patricia trees and its
analysis. Finally in Subsect. 3.3, we show how to execute the algorithm efficiently
in compressed space.

3.1 Behavior of LZ-ABT with Varying α

First of all, we remark that LZ-ABT does not work as we expect if α is too large.
The next lemma shows valid α by which it is guaranteed that St cannot be too
large to merge with St−1 under the condition of α-balanced grammar.

Lemma 3. If 0 < α ≤ (3 −
√

5)/2, at any moment of LZ-ABT algorithm, the
following holds: St−1 and St are α-balanced iff |St−1| ≤ |St|β.
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Algorithm 1. Construction of LZ-ABT’s grammar of an input string
Data: S: current input string. V : current set of variables of grammar. S:

current stack of size t. Stail : current tail string. α: an input parameter of
positive real number less than (3 −

√
5)/2. Let β = (1 − α)/α. For

convenience, let |S0| = 0.
Output: Report V , S and Stail as a compressed representation of S.

1 initialize V ← ∅, S ← ∅, Stail ← ε;
2 while receive a new character a to append do
3 Stail ← Staila, S ← Sa;
4 while Stail is not prefixed by any string in [V ]≤|St|β do
5 p ← longest prefix of string Stail in [V ]≤|St|β ∪ Σ;
6 Stail ← Stail [|p| + 1..|Stail |] ; // truncate p from Stail

7 S.push(p);
8 while t > 1 and (|St−1|β ≤ |St|) do
9 Sr ← S.pop();

10 S� ← S.pop();
11 add a new variable X deriving S�Sr into V ;
12 S.push(S�Sr);

13 report V , S and Stail ;

Proof. It suffices to show that a pushed string St cannot be too long (i.e., |St| ≤
|St−1|β for a constant β = (1 − α)/α). There are two situations where a string
is pushed to the stack; one is in parse and another in merge. For the former
situation, we are sure that |St| ≤ |St−1|β by the limit we set for the prefix search.
For the latter situation, recall that the pushed string St (= p) is derived by X →
X�Xr. Let val(X�) = S� and val(Xr) = Sr. Since St−1 and S� were adjacent
in the stack before S� and Sr were popped, |St−1| > |S�|β holds. Also, |Sr| ≤
|S�|β < |St−1| holds because S� and Sr are α-balanced. Due to |St|/|St−1| =
(|S�| + |Sr|)/|St−1| < |S�|/|St−1| + 1 < 1/β + 1, it suffices to show 1/β + 1 ≤ β
to see if |St| ≥ |St−1|β holds.

1/β + 1 ≤ β

α/(1 − α) + 1 ≤ (1 − α)/α

α2 − 3α + 1 ≥ 0.

Solving this formula under 0 < α < 1/2, we get 0 < α ≤ (3 −
√

5)/2, and hence,
the statement holds. 
�

Next we show that if the balancing condition is stronger than a certain point,
LZ-ABT generates a grammar whose derivation tree is a perfect binary tree in
an online manner (partially constructed subtrees are stacked in the right place),
and thus, essentially works as an online algorithm of Bisection [11].

Lemma 4. If α > 1/3 (or equivalently β = (1 − α)/α < 2), LZ-ABT generates
a grammar whose derivation tree is a perfect binary tree in an online manner.
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Proof. We say that a string Si for any 1 < i ≤ t in the stack is well-placed iff
|Si| = 2k for some integer k ≥ 0 and

∑j<i
j=1 |Sj | is divisible by 2k. We show that

the length of any string in [V ] is a power of two and S1, S2, . . . , St are well-placed
by induction. We assume that the condition holds right before pushing a string
into the stack in parse, and show that the condition still holds after finishing
the succeeding merge.

By the inductive assumption, the length of the pushed string St (= p) is a
power of two. In addition, by the limit we set for the prefix search, it holds that
|St| ≤ |St−1|β < 2|St−1|, and thus, |St| is a power of two that is at most |St−1|.
If |St| < |St−1|, merge does not merge St−1 and St because St−1 and St are
not α-balanced for (1 − α)/α < 2 due to |St−1|/|St| ≥ 2 > β. By the condition
S1 > S2 > · · · > St, |Si| is divisible by |St| for any i < t, and thus, St is well-
placed. If |St| = |St−1| = 2k, two strings are popped and the merged string of
length 2k+1 is pushed (being new St). At this moment, the situation is exactly
the same as before, i.e., the inductive assumption is still valid for S1, S2, . . . , St−1

and |St| is a power of two that is at most |St−1|. Therefore, it is proved that St

is well-placed in the same way. Since merge just repeats this procedure, we see
that S1, S2, . . . , St are always well-placed and every merged string has a length
of power of two. 
�

3.2 Implementation with Patricia Trees and Its Analysis

The Patricia tree TV of [V ] is the compacted trie storing the strings in [V ]. Each
edge label (string) is stored by a pointer to input string in constant space. In
order to compute the longest prefix p of Stail that matches a string in [V ]≤|St|β ,
we only have to traverse the tree from the root by Stail [1..|St|β] as long as pos-
sible. Suppose that we stop at a (possibly implicit) node v during the traversal,
the lowest node that represents a string in [V ]≤|St|β on the path from the root
to v is actually representing p. We can maintain v and p online while appending
new character to S. Let pp′ be the string v represents. The cost of the traver-
sal is O(|pp′| log σ). When p is parsed out, O(|p′| log σ) is considered to be the
“overrun” cost. as we restart the next parsing with p′. We can charge this cost
to O(|p|β log σ) = O(|p| log σ) because, by definition of α-balanced grammars,
there is a string pq ∈ [V ]≤|St|β such that p′ is a prefix of q, and p and q are
α-balanced. Therefore, the cost of parse is bounded by O(N log σ) in total.

Next, we consider how to update TV when a new phrase S�Sr is added
in merge. We simply traverse TV from the root by S�Sr as long as possible,
and branch out a new edge.3 The total cost of maintaining TV is bounded by
O(L log σ), where L is the sum of the lengths of strings in [V ]. Since the grammar
is α-balanced, for every position i in S, S[i] is derived by at most O(log N)
variables, and hence, L = O(N log N).

3 Since S� is represented in TV , we can shortcut by starting the traversal from the
node representing S�, but it does not change the complexity.



330 T. Ohno et al.

In summary, we obtain the following theorem.

Theorem 1. Given a string of length N over an alphabet of size σ online, LZ-
ABT can be computed in O(N log N log σ) time and O(n) working space in addi-
tion to N log σ bits of space for the input, where n is the size of the grammar to
output.

3.3 LZ-ABT in Compressed Space

We show how to execute our LZ-ABT algorithm described in Subsect. 3.2 in
compressed space: in O(N log2 N log σ) time and O(n) space, or O(N log N log σ)
time and O(n log∗ N) space.

The idea is to retrieve the edge labels of the Patricia tree TV from the α-
balanced grammar rather than referring to S explicitly stored in memory. Since
each edge label is a substring of val(X) for some variable X, we can retrieve the
edge label by Lemma 1 if we remember a triple (X, b, l) such that val(X)[b..b +
l − 1] is the edge label. This gives us the following theorem:

Theorem 2. Given a string of length N over an alphabet of size σ online, LZ-
ABT can be computed in O(N log2 N log σ) time and O(n) working space, where
n is the size of the grammar to output.

In order to accelerate the algorithm, we can utilize the bookmarking data
structure of [3] on balanced grammars. We describe the basic idea of the data
structure as follows:

Lemma 5. ([3]). Let X be a variable whose derivation tree is balanced. If we
construct a bookmarking data structure for a position b in X using O(log∗ |X|)
space, we can later expand, given any l, val(X)[b..b + l − 1] in O(l) time.

Proof. For a balanced grammar, we can choose (at most) two nodes of height
O(log g) that covers val(X)[b..b+g] for any g. In the preprocessing phase we com-
pute such nodes for every g ∈ τ(|X|), and remember their node labels (variables)
in O(log∗ |X|) space.

In the query phase, given l, we first choose the smallest g ∈ τ(|X|) with
g ≥ l in O(log∗ l) = O(l) time. If there is no such g, it holds that log |X| < l,
and thus, val(X)[b..b + l − 1] is expanded in O(log |X| + l) = O(l) time by
Lemma 1. Now suppose that g exists, and Y and Z are the variables we remember
for g. Notice that the heights of Y and Z are both O(l) by definition. Since
val(X)[b..b + l − 1] is a substring of val(Y )val(Z), we can expand it (suppose
that we also remember the relative position of b in val(Y )) by using Lemma 1
in O(log |Y | + log |Z| + l) = O(l) time. 
�

By Lemma 5, for every edge label associated with a triple (X, b, l), we can book-
mark b in X so that later we can expand the edge label in time linear to its
length. In addition, we can also support prefix expansion, in which we want to
expand val(X)[b..b + l′] in O(l′) time even if we do not know l′ in advance.
This can be done with a standard doubling technique: we gradually increase
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the length of expansion starting from a small constant and double the length of
expansion when it is needed.

The last issue we have to address is how to maintain bookmarking data
structures in our online setting: In contrast to [3], in which the bookmarking
positions are static, we have to add bookmarks when new edge labels appear.
A naive approach would take O(log |X| log∗ |X|) time to compute, for every
g ∈ τ(|X|), two nodes of height O(log g) that covers val(X)[b..b + g].

To solve this issue, we slightly modify the data structure. First of all, we
bookmark the first position for every variable X to support prefix expansion of
the string derived by the variable. When a new variable X is created, we do the
following spending O(log |X|) time: we traverse down along the leftmost path of
the derivation tree of X and compute, for each g ∈ τ(|X|), the lowest node that
covers val(X)[1..g]. Storing the labels of these nodes is enough to support prefix
expansion of val(X). In a completely symmetric way, we also bookmark the last
position for every variable X to support “suffix” expansion.

When we bookmark a new position b in X, we do the following spending
O(log |X|) time: we traverse the derivation tree of X from the root to the position
b, and identify, for each g ∈ τ(|X|), the lowest node vg that covers val(X)[b..b+g],
and remember its label. Suppose that, in the query phase, we want to expand
val(X)[b..b + l − 1] for l such that there exists g ∈ τ(|X|) with g ≥ l. Since
val(X)[b..b + l − 1] is a concatenation of a suffix of the left child of vg and a
prefix of right child of vg, we can expand it in O(l) time using the bookmarking
data structures for prefix/suffix expansion created for every variable.

In summary, we have shown that we can add a bookmark in O(log N) time in
our online setting. Since we need O(n) bookmarks, we use O(n log∗ N) space, and
the total cost O(n log N) of constructing bookmarking data structures is domi-
nated by the cost O(N log N log σ) for prefix expansion of edge labels. Therefore,
we get the following theorem:

Theorem 3. Given a string of length N over an alphabet of size σ online, LZ-
ABT can be computed in O(N log N log σ) time and O(n log∗ N) working space,
where n is the size of the grammar to output.

4 Experiments

We implemented in C++ LZ-ABT described in Theorem 1 of Sect. 3.2, which
runs in O(N log N log σ) time and O(N) space. To confirm its empirical per-
formance, we examined the compression ratio, compression speed, and working
space with several α ∈ {0.1, 0.2, 0.3} compared with a practical implementation
of LZD4 in O(n(M + min(m,M) log σ)) time and O(N) space where M is the
maximal length of factors. From well-known datasets for benchmark, we chose
6 general texts (dblp.xml.200MB, dna.200MB, english.200MB, pitches.50MB,
proteins.200MB, sources.200MB)5 and 7 repetitive texts (Escherichia Coli,
4 https://github.com/kg86/lzd.
5 http://pizzachili.dcc.uchile.cl/texts.html.

https://github.com/kg86/lzd
http://pizzachili.dcc.uchile.cl/texts.html


332 T. Ohno et al.

T
a
b
le

1
.
L
Z
-A

B
T

v
.s

.
L
Z
D

:
C

o
m

p
re

ss
io

n
ra

ti
o
,
th

ro
u
g
h
p
u
t,

a
n
d

w
o
rk

in
g

sp
a
ce

,
w

h
er

e
“
co

m
p
re

ss
io

n
ra

ti
o
”

d
en

o
te

s
n
/N

fo
r

th
e

n
u
m

b
er

n
o
f
p
h
ra

se
s

a
n
d

N
=

|S
|,

“
th

ro
u
g
h
p
u
t”

d
en

o
te

s
th

e
n
u
m

b
er

o
f
ch

a
ra

ct
er

s
(×

1
0
6
)

p
er

se
co

n
d
,
a
n
d

“
w

o
rk

in
g

sp
a
ce

”
d
en

o
te

s
th

e
re

q
u
ir

ed
sp

a
ce

in
m

eg
a
b
y
te

s.
T

h
e

re
su

lt
s

w
ri

tt
en

in
b
o
ld

re
p
re

se
n
t

th
e

b
es

t
re

su
lt

s
a
m

o
n
g

th
e

o
n
es

o
f
L
Z
D

a
n
d

L
Z
-A

B
T

fo
r

α
=

0
.1

,0
.2

,0
.3

,
th

a
t

is
,
th

e
sm

a
ll
es

t,
la

rg
es

t,
sm

a
ll
es

t
n
u
m

b
er

s
fo

r
th

e
co

m
p
re

ss
io

n
ra

ti
o
,
th

ro
u
g
h
p
u
t,

a
n
d

w
o
rk

in
g

sp
a
ce

,
re

sp
ec

ti
v
el

y.

D
a
ta

se
t

|S
|[

M
B

]
C

o
m

p
re

ss
io

n
ra

ti
o

[%
]

T
h
ro

u
g
h
p
u
t

[M
ch

a
r/

se
c]

W
o
rk

in
g

sp
a
ce

[M
B

]

L
Z
-A

B
T

L
Z
D

L
Z
-A

B
T

L
Z
D

L
Z
-A

B
T

L
Z
D

α
=

0
.1

α
=

0
.2

α
=

0
.3

α
=

0
.1

α
=

0
.2

α
=

0
.3

α
=

0
.1

α
=

0
.2

α
=

0
.3

d
b
lp

.x
m

l.
2
0
0

M
B

2
0
0
.0

0
1
7
.6

7
1
8
.4

3
2
0
.4

4
1
5
.7
2

6
.2

6
5
.7

3
5
.1

5
6
.8
1

1
3
9
5
.4

6
1
4
4
4
.6

3
1
5
5
7
.6

8
8
4
2
.2
9

d
n
a
.2

0
0

M
B

2
0
0
.0

0
3
6
.7

4
3
6
.1

9
3
5
.8

5
3
4
.2
5

2
.3

2
2
.3

1
2
.2

3
2
.5
9

2
6
5
0
.6

7
2
6
9
5
.3

1
2
7
4
7
.3

9
1
8
7
4
.7
8

en
g
li
sh

.2
0
0

M
B

2
0
0
.0

0
3
3
.0

1
3
2
.7
3

3
4
.5

4
3
3
.9

1
2
.9
1

2
.4

0
2
.0

9
2
.4

5
2
4
3
2
.5

3
2
4
6
2
.4

7
2
5
8
0
.7

0
1
5
2
0
.3
7

p
it

ch
es

.5
0

M
B

5
0
.0

0
6
0
.8

6
5
8
.8

9
5
8
.6

4
5
8
.6
1

2
.3

0
2
.2

8
2
.2

3
2
.5
7

1
1
1
3
.5

4
1
1
0
5
.9

0
1
1
1
7
.5

5
6
3
1
.6
7

p
ro

te
in

s.
2
0
0

M
B

2
0
0
.0

0
5
5
.2

0
5
4
.1

1
5
3
.6
5

5
5
.9

0
1
.9
2

1
.8

1
1
.6

2
1
.9

1
4
2
0
8
.4

9
4
2
6
0
.3

8
4
3
2
0
.3

5
2
4
1
7
.7
8

so
u
rc

es
.2

0
0

M
B

2
0
0
.0

0
3
2
.0

7
3
1
.9

9
3
4
.8

2
2
9
.5
4

3
.1

4
3
.5

9
3
.1

2
4
.0
1

2
3
8
1
.8

2
2
4
1
4
.6

0
2
5
7
4
.8

8
1
3
8
4
.2
6

E
sc

h
er

ic
h
ia

C
o
li

1
0
7
.4

7
1
2
.6

8
1
2
.0

2
1
1
.7
6

1
4
.8

0
8
.7
1

8
.6

8
8
.5

6
7
.8

3
6
3
8
.2

9
6
3
4
.0

2
6
4
3
.6

1
4
4
7
.5
6

ce
re

4
3
9
.9

2
3
.2

3
2
.9
5

2
.9

8
4
.2

1
2
7
.0
0

2
6
.4

4
2
4
.9

5
2
2
.3

3
9
8
2
.8

0
9
6
8
.5

4
9
8
5
.2

2
8
5
7
.3
4

ei
n
st

ei
n
.e

n
.t

x
t

4
4
5
.9

6
0
.1
3

0
.1
3

0
.1

4
0
.1

6
2
3
1
.5
9

2
3
0
.3

1
2
2
0
.6

8
2
2
9
.1

3
4
7
2
.0

6
4
7
2
.0

8
4
7
8
.5

5
4
6
3
.6
4

in
fl
u
en

za
1
4
7
.6

4
4
.3

3
4
.2
1

4
.3

4
4
.3

2
2
4
.6

8
2
3
.6

4
2
1
.2

6
2
6
.8
3

4
1
4
.2

6
4
1
6
.5

5
4
2
9
.0

3
3
0
0
.5
5

k
er

n
el

2
4
6
.0

1
1
.7

6
1
.7
2

1
.8

7
2
.8

1
6
3
.9
1

6
2
.9

6
5
5
.9

8
4
4
.5

9
4
0
4
.5

1
4
0
4
.9

8
4
1
7
.5

2
3
8
9
.6
8

p
a
ra

4
0
9
.3

8
4
.5

4
4
.1

9
4
.1
7

5
.9

1
2
0
.0

4
2
0
.2
8

1
9
.6

2
1
6
.5

3
1
0
5
4
.0

0
1
0
3
7
.8

4
1
0
5
4
.7

7
9
6
3
.7
8

w
o
rl

d
le

a
d
er

s
4
4
.7

9
2
.8

8
2
.7
8

3
.0

5
3
.2

7
5
0
.6

9
4
8
.5

1
4
1
.2

5
5
4
.0
2

1
0
7
.4

7
9
7
.0

2
1
0
9
.7

0
7
9
.4
0

lz
7
8
s

la
rg

e
ra

ti
o
.t

x
t

5
1
6
.0

1
0
.0
0

0
.0
0

0
.0
0

0
.2

4
3
3
4
.2
5

3
1
6
.2

3
3
0
4
.7

5
1
0
1
.2

1
5
1
7
.2
4

5
1
7
.2

8
5
1
7
.3

2
5
6
8
.0

1

lz
7
8
s

w
o
rs

t
ti

m
e2

.t
x
t

0
.0

1
1
3
.3

5
1
2
.7

7
1
5
.8

5
8
.9
0

1
.0

6
1
.1

5
1
.1

1
1
.3
4

0
.2

0
0
.2

0
0
.2

0
0
.1
7

lz
7
8
s

w
o
rs

t
ti

m
e3

.t
x
t

1
2
0
.6

3
0
.1

0
0
.1

0
0
.1

1
0
.0
4

2
5
1
.0
7

2
4
1
.7

7
2
2
6
.2

4
1
1
3
.0

7
1
2
7
.1

3
1
2
7
.3

7
1
2
8
.0

5
1
2
2
.2
6



LZ-ABT: A Practical Algorithm for α-Balanced Grammar Compression 333

cere, einstein.en.txt, influenza, kernel, para, world leaders)6. In addi-
tion, we show a comparison of these algorithms for the following anomalous
strings reported in [1] as a worst case for LZD parsing.

– lz78s large ratio.txt: A string requiring Ω(N
1
3 ) phrases for LZD;

– lz78s worst time2.txt: A string from k2 different alphabet symbols (e.g.,
k = 4) requiring Ω(N

5
4 ) time for LZD;

– lz78s worst time3.txt: A string from a binary alphabet requiring Ω(N
5
4 )

time for LZD.

These worst case strings are created using the program available from a
public resource7. We compiled the programs with g++-7.2.1 using -Ofast option
and examined the performance on one core of an 8-core Intel(R) Xeon(R) CPU
E7-8837 (2.66 GHz) Linux (CentOS6) machine with 1TB memory.

Table 1 shows the compression ratio (n/N), throughput (106 chars per sec.)
and working space (MB) of LZ-ABT and LZD for the indicated benchmarks.
For each α ∈ {0.1, 0.2, 0.3}, the compression ratio and throughput of LZ-ABT
are very competitive to LZD for general texts, and they are better for repetitive
texts. Especially, LZ-ABT avoids the worst case behavior of LZ78-style grammar
compression for the anomalous strings. On the other hand, LZ-ABT requires
larger working space than LZD for all texts. This is because the implementation
of LZD stores only all phrases in a Patricia tree but our implementation stores
decompressed strings of all variables in addition to all phrases in a Patricia tree.
We believe that this drawback will be solved by implementing a Patricia tree in
compressed form as described in Sect. 3.3.

5 Conclusions and Future Work

We proposed a novel LZ78-style compression algorithm, LZ-ABT, that is
a first practical implementation of grammar compression preserving the
α-balancedness. We implemented LZ-ABT in uncompressed space and showed
its empirical performance. As a result, the compression ratio and time were very
competitive to LZD, and especially for repetitive texts, LZ-ABT showed bet-
ter performance than LZD. Furthermore, we really confirmed the phenomenon
reported in [1] and our algorithm avoid the worst case running time. On the
other hand, unfortunately, we observed the increase of working space for almost
all benchmarks. In addition, we introduced several ideas to implement LZ-ABT
in compressed space and showed related results in Sect. 3.3. An improvement of
LZ-ABT in compressed space is one of important future works in this study.

6 http://pizzachili.dcc.uchile.cl/repcorpus/real/.
7 https://bitbucket.org/dkosolobov/lzd-lzmw.

http://pizzachili.dcc.uchile.cl/repcorpus/real/
https://bitbucket.org/dkosolobov/lzd-lzmw
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In terms of theoretical bounds for approximation ratios to the smallest gram-
mar, it is open whether LZ-ABT makes difference to those of LZD, which was
proved to be Ω(N1/3) and O((N/ log N)2/3) in [1]. It seems not difficult to get
O((N/ log N)2/3) in a similar way to [1,2]. Meanwhile, if LZ-ABT works as an
online algorithm of Bisection, we have the tight bound Θ((N/ log N)1/2) of [5].

Acknowledgments. This work was supported by JST CREST (Grant Number
JPMJCR1402), and KAKENHI (Grant Numbers 18K18111, 17H01791 and 16K16009).

References

1. Badkobeh, G., Gagie, T., Inenaga, S., Kociumaka, T., Kosolobov, D., Puglisi, S.J.:
On two LZ78-style grammars: compression bounds and compressed-space computa-
tion. In: Fici, G., Sciortino, M., Venturini, R. (eds.) SPIRE 2017. LNCS, vol. 10508,
pp. 51–67. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-67428-5 5

2. Charikar, M., Lehman, E., Liu, D., Panigrahy, R., Prabhakaran, M., Sahai, A.,
Shelat, A.: The smallest grammar problem. IEEE Trans. Inf. Theory 51(7), 2554–
2576 (2005)
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Abstract. In this work, we present a randomized coreset construction
for projective clustering, which involves computing a set of k closest
j-dimensional linear (affine) subspaces of a given set of n vectors in d
dimensions. Let A ∈ R

n×d be an input matrix. An earlier deterministic
coreset construction of Feldman et. al. [10] relied on computing the SVD
of A. The best known algorithms for SVD require min{nd2, n2d} time,
which may not be feasible for large values of n and d. We present a
coreset construction by projecting the matrix A on some orthonormal
vectors that closely approximate the right singular vectors of A. As a
consequence, when the values of k and j are small, we are able to achieve
a faster algorithm, as compared to [10], while maintaining almost the
same approximation. We also benefit in terms of space as well as exploit
the sparsity of the input dataset. Another advantage of our approach is
that it can be constructed in a streaming setting quite efficiently.

1 Introduction

Succinct representation of Big data – Coreset: Recent years have witnessed a
dramatic increase in our ability to collect data from various sources. This data
flood has surpassed our ability to understand, analyse and process them. Big data
is a new terminology that has become quite popular in identifying such datasets
that are difficult to analyse with the current available technologies. One possible
approach to manage such large volume of datasets is to keep a succinct summary
of the datasets such that it approximately preserves the required properties of
the original datasets. This notion was initially formalised by Agarwal et al. [1],
and they coined the term coreset for such summaries. Intuitively, a coreset can
be considered as a semantic compression of the input. For example: in the case
of clustering, a coreset is a weighted subset of the data such that the cost of a
clustering algorithm evaluated on the coreset closely approximates to the corre-
sponding cost on the entire dataset. Consider a set Q (possibly of infinite size)
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of query shapes (for example: subspaces, set of points, set of lines etc.), then for
every shape q ∈ Q, the sum of distances from q to the input points, and the sum
of distances from q to the points in the coreset, is approximately the same. If the
query set belongs to some particular candidate query set, then such coreset is
called as a weak coreset [15]; and if the coreset approximates the distances from
all possible (potentially infinite) query shapes, then it is called as strong coreset.
Coresets are a practical and flexible tool which require no or minimal assump-
tion on the data. Although the analysis techniques for coreset construction are a
bit involved, and require tools from computational geometry and linear algebra,
the resulting coreset construction algorithms are easy to implement. Another
important property of coresets is that they can be constructed in a streaming
and distributed setting quite efficiently. This is due to the fact that unions of
coresets are coresets, and coresets of coresets are also coresets [12]. Also, using
these properties it is possible to construct coresets in a tree-wise fashion which
can be parallelized in a Map-Reduce style [10].

Coreset constructions have been studied extensively for various data analysis
tasks. There are usually two steps involved in the coreset construction – dimen-
sionality reduction, and cardinality reduction. The dimension reduction step of
the coreset construction includes projecting points in a low dimension space
such that the original geometry of points is also preserved in the low dimension.
These projection techniques includes SVD decomposition, random projections,
row/column subset selections, or any combinations of these (see [5,10]). The car-
dinality reduction step includes contracting the input size via sampling or other
geometric analysis approach on the reduced dimension instance of the input. We
refer readers to survey articles of Jeff M. Phillips [16] and Agarwal et al. [2].

In this work, we focus on the dimension reduction step of coreset construction
for the projective clustering problem. In the paragraph below, we discuss the
motivation behind the projective clustering problem.

Projective clustering: Clustering is one of the most popular techniques for analyz-
ing large data, and is widely used in many areas such as classification, unsuper-
vised learning, data mining, indexing, pattern recognition. Many popular cluster-
ing algorithms such as k-means, BIRCH [19], DBSCAN [6] are full dimensional –
they give equal importance to all the dimensions while computing the distance
between two points. These clustering algorithms works well in low dimensional
datasets, however, due to the “curse of dimensionality” such algorithms scale
poorly in high dimensions. Moreover, in high dimensional datasets a full dimen-
sional distance might not be appropriate as farthest neighbour of a point is
expected to be roughly as close as its nearest neighbour [14]. These problems
are often handled via methods such as Principal component analysis (PCA) or
Johnson-Lindenstrauss lemma by finding a low dimensional representation of the
data obtained by projecting all points on a subspace so that the information loss
is minimized. However, projecting all the points in a single low dimensional sub-
space may not be appropriate when different clusters lie in different subspaces.
This motivates the study of projective clustering which involves finding clus-
ters along different subspaces. Projective clustering algorithms have been widely
applicable for indexing and pattern discovery in high dimensional datasets.



338 R. Pratap and S. Sen

1.1 Our Contribution

With the above motivation we study the dimension reduction step of coreset
construction for projective clustering problem. We first briefly describe the sub-
space and projective clustering problems. In a j-subspace clustering problem,
given a set of n, d dimensional vectors, denoted by A ∈ R

n×d, the problem is
to find a j-dimensional subspace such that it minimizes the sum of squared dis-
tances from the rows of A, over every j-dimensional subspace. Further, in the
problem of linear (affine) (k, j)-projective clustering, the goal is to find a closed
set C which is the union of k linear (affine) subspaces each of dimension j, such
that it minimizes the sum of squared distances from the rows of A, over every
possible choice of C (see Definitions 8 and 9).

Feldman et al. [10] presented a deterministic coreset construction for these
clustering problems. Their coreset construction relies on projecting the rows of
A on the first few right singular values of A. However, the main drawback of
their construction is that it requires computing the SVD of A which is expen-
sive for large values of n and d. Cohen et al. [5] suggested “projection-cost-
preserving-sketch” for various clustering problems. Their sketches are essentially
the dimensionality reduction step of the coreset construction. Using a low rank
approximation of A, they suggested a faster coreset construction for the subspace
clustering problem. However, it was not clear that how their techniques could be
extended for projective clustering problem. In this work, we extend their tech-
niques and obtain a faster dimension reduction for projective clustering, and as a
consequence, a faster coreset construction for the projective clustering problem.
In Sect. 3, we first revisit the techniques for subspace clustering problem, and
in Sect. 4 we present our coreset construction for projective clustering problem.
We state our main result as follows: (In the following theorem, nnz(A) denotes
the number of non-zero entries of A.)

Theorem 1. Let A ∈ R
n×d, ε ∈ (0, 1), and j, k be two integers less than (d−1),

and (n − 1) respectively such that k(j + 1) ≤ d − 1. Then there is a randomized
algorithm which outputs a matrix A∗ of rank O

(
k(j + 1)/ε2

)
such that for every

non-empty closed set C, which is the union of k linear (affine) subspaces each of
dimension at most j, the following holds w.h.p.

∣
∣(dist2(A∗, C) + Δ∗) − dist2(A, C)

∣
∣ ≤ εdist2(A, C).

where, j∗ = k(j + 1); Δ∗ = ||A − AO( j∗
ε2

)||2F ; dist2(A, C) denotes the sum of

squared distances from each row of A to its closest point in C; and AO( j∗
ε2

) is the
best rank O( j∗

ε2 ) approximation of A. The expected running time of the algorithm

is Õ
(
nnz(A) j∗

ε3 + (n + d) j∗2

ε6 + ndj∗

ε2

)
.1

Remark 1. We develop our coreset by projecting points on some orthonormal
vectors that closely approximate the right singular vectors of A, and we obtain

1 Here, Õ is the asymptotic notation that ignores logarithmic factors.
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them using the algorithm of Sarlós [17]. The expected running time of our algo-
rithm is better than the corresponding deterministic algorithm of [10] when n ≥ d
and j∗ = o(n), or, when n < d and j∗ = o(d), where j∗ = k(j + 1). Further,
as the coreset construction time depends on the number of non-zero entries of
the matrix, our algorithm is substantially faster for sparse data matrices. Please
note that one can also use any other low-rank approximation algorithms such
as [4] (instead of [17]), which offer multiplicative approximation guarantee. How-
ever, for completeness sake we use the bounds of [17], and compare our results
with [10].

Remark 2. The term Δ∗ is a positive constant, and is sum of squared singular
values from O(j∗/ε2) to d. We use A∗ to approximately solve the clustering
problem, and add the constant Δ∗ in the clustering cost obtained from A∗, this
sum gives a good approximation w.r.t. the cost of clustering on A.

Remark 3. An advantage of our coresets is that it can be constructed in the
pass efficient streaming model [13], where access to the input is limited to only
a constant number of sequential passes. We construct our coreset by projecting
the matrix A on orthonormal vectors, that closely approximate the right singular
vectors of A, our algorithm requires only two passes over the data in order to
compute those orthonormal vectors using [17].

1.2 Related Work

Coreset construction has been studied extensively for the problem of j-subspace
clustering. However, we will discuss a few of them that are more relevant to
our work. Feldman et al. [7] developed a strong coreset whose size is expo-
nential in d, j, logarithmic in n, and their coreset construction requires O(n)
time. Feldman et al. [9] improved their earlier result [7] and developed a core-
set of size logarithmic in n, linear in d, and exponential in j. However, the
construction requires O(ndj) time. In [8] Feldman and Langberg showed a core-
set construction of size polynomial in j and d (independent of n). Feldman
et al. [10] presented a novel coreset construction for subspace and projective
clustering. They showed that the sum of squared Euclidean distance from n
rows of A ∈ R

n×d to any j-dimensional subspace can be approximated upto
(1 + ε) factor, with an additive constant which is the sum of a few last singular
values of A, by projecting the points on the first O(j/ε) right singular vectors
of A. Thus, they were able to show the dimension reduction from d to O(j/ε).
They also showed O(k(j + 1)/ε2) dimension reduction for (k, j)-projective clus-
tering problem. Recently, for j-subspace clustering, Cohen et al. [5] improved
the construction of [10] using only first �j/ε� right singular vectors, which is an
improvement over [10] by a constant factor.

Sariel Har-Peled [11] showed that for projective clustering problem it is not
possible to get a strong coreset of size sublinear in n, even for a simpler instance
such as a family of pair of planes in R

3. However, in a restricted setting, where
points are on an integer grid, and the largest coordinate of any point is bounded
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by a polynomial in n and d, Varadarajan et al. [18] showed that a sublinear sized
coreset construction for projective clustering.

Organization of the paper: In Sect. 2, we present the necessary notations, defini-
tions and linear algebra background that are used in the various proofs in the
paper. In Sect. 3, we revisit the result of [5], and discuss the coreset construction
for subspace clustering using their techniques. In Sect. 4, we extend the result of
Sect. 3, and present the coreset construction for projective clustering problem.
We conclude our discussion, and state some open questions in Sect. 5.

2 Preliminaries

Below we present some necessary linear algebra background. We first present
some basic properties of Frobenius norm of a matrix. We define SVD (singu-
lar value decomposition) of a matrix, and its basic properties. We describe the
expression about the distance of a point, and sum of square distances of the rows
of matrix - from a subspace and a closed set.

Notations

A = UΣV T Columns of U, V are orthonormal and called as left and
right singular vectors of A; [Σ] is a diagonal matrix having
the corresponding singular values

A(m) = UΣ(m)V T Σ(m) is the diagonal having the m largest entries of Σ, and
0 otherwise

[X]d×j j orthonormal columns represent a j-dimensional subspace
L in R

d

[X⊥]d×(d−j) (d − j) dimensional subspace L⊥ orthogonal to subspace L

πS(A) matrix formed by projecting A on the row span of S
πS,k(A) The best rank-k approximation of A after projecting its

rows on the row span of S
A(k) The best rank-k approximation of A

nnz(A) The number of non-zero entries of A

Fact 1 (Frobenius norm and its properties). Let A ∈ R
n×d, then square

of Frobenius norm of A is defined as the sum of the absolute squares of its
elements, i.e. ||A||2F = Σn

i=1Σ
d
j=1a

2
i,j. Further, if {σi}d

i=1 are singular values
of A, then ||A||2F = Σd

i=1σ
2
i . Also, if tr(A) be the trace of the matrix A then

||A||2F = tr(AT A).

Fact 2. Let AX be the projection of points of A on the j-dimensional subspace
L represented by an orthonormal matrix X. We can also write the projection
of the points in the rows of A to L as AXXT , these projected points are still
d-dimensional, but lie within the j-dimensional subspace. Further, ||AX||2F =
||AXXT ||2F .
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The Singular Value Decomposition: A matrix A ∈ R
n×d of rank at most r can be

written due to its SVD decomposition as A = Σr
i=1σtu

(i)v(i)T . Here, u(i) and v(i)

are i-th orthonormal columns of U and V respectively, and σ1 ≥ σ2, . . . σr ≥ 0.

Also, u(i)T A = σiv
(i)T , and Av(i) = σiu

(i) for 1 ≤ i ≤ r. Further, the matrix
A(k) that minimizes ||A − B||F among all matrices B (of rank at most k) is
given by A(k) = Σk

i=1Av(i)v(i)T - i.e. by projecting A on the first k right singular
vectors of A.

l2 distances to a subspace: Let L be a j-dimensional subspace in R
d represented

by an orthonormal matrix X ∈ R
d×j . Then, for a point p ∈ R

d, ||pT X||2F is the
squares of the length of projections of the point p on the subspace L. Similarly,
given a matrix A ∈ R

n×d, ||AX||2F is the sum of squares of the length of pro-
jections of the points (rows) of A on the subspace L. Let L⊥ be the orthogonal
complement of L represented by an orthonormal matrix X⊥ ∈ R

d×(d−j). Then,
||AX⊥||2F is the sum of squares of distances of the points of A from L.

l2 distance to a closed set: Let S ∈ R
d be a closed set and p be a point in R

d. We
define the l2 distance between p and S by dist2(p, S) := mins∈S dist2(p, s), i.e.,
the smallest distance between p and any element s ∈ S. If S consists of union
of k, j-dimensional subspaces L1, . . . , Lk, then dist2(p, S) denotes the distance
from p to the closest set S. Similarly, given a matrix A ∈ R

n×d, dist2(A,S) :=
Σn

i=1dist2(Ai∗ , S). Here, Ai∗ denotes the ith row of A.

Pythagorean theorem: Let A ∈ R
n×d, L be a j-dimensional subspace in R

d rep-
resented by an orthonormal matrix X ∈ R

d×j , and L⊥ be the orthogonal com-
plement of the subspace L represented by an orthonormal matrix X ∈ R

d×d−j .
Then by Pythagorean theorem we have ||A||2F = ||AX||2F + ||AX⊥||2F . Further,
if C is a closed set spanned by X, then due to the Pythagorean theorem we have
dist2(A, C) = ||AX⊥||2F + dist2(AXXT , C). We will use the following fact in our
analysis which hold true due to Pythagorean theorem.

Fact 3. Let A ∈ R
n×d, and X ∈ R

d×j be a matrix having first j right singular
vectors of A as columns, then due to the Pythagorean theorem, we have
||A − AXXT ||2F = ||A||2F − ||AXXT ||2F .

In the following, we state some facts from elementary linear algebra which
are required for deriving the correctness of our result.

Fact 4. For a square matrix M ∈ R
n×n, tr(M) is the sum of all its diagonal

entries. Further, for matrices A ∈ R
n×d, B ∈ R

d×n due to the cyclic property
of the tr function, we have tr(AB) = tr(BA). Also for square matrices M,N ∈
R

n×n, due to the linear property of the tr function: tr(M ±N) = tr(M)± tr(N).

Fact 5. A symmetric matrix M ∈ R
n×n is positive semidefinite if xT Mx > 0

for all x ∈ R
n. A matrix M is positive semidefinite then the following two

statements are equivalent:

– there is a real nonsingular matrix N such that M = NT N ,
– all eigenvalues of M are nonnegative.
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Fact 6. Let A ∈ R
n×d and UΣV T be the SVD of A. Then, the first j columns

of V span a subspace that minimizes the sum of squares distances of the vec-
tors in A from all j-dimensional subspace, and this sum is Σd

i=j+1σ
2
i . Thus, for

any j-dimensional subspace represented by an orthonormal matrix X, we have
||AX⊥||2F ≥ Σd

i=j+1σ
2
i .

Fact 7. Let M ∈ R
d×l be a matrix. Then, for an orthonormal matrix X ∈ R

d×k,
due to elementary linear algebra we have, ||XXT M ||2F ≤ ||M ||2F .

In the following, we state the definitions of subspace and projective clustering.

Definition 8 (Subspace clustering). Let A ∈ R
n×d and j be an integer less

than d. Then, the problem of j-subspace clustering is to find a j-dimensional
subspace L of R

d that minimizes the dist2(A,L). In other words, the goal is
to find a matrix X⊥ ∈ R

d×(d−j) having orthonormal columns that minimizes
||AX⊥||2F over every such possible matrix X⊥.

Definition 9 (linear (affine) (k, j)-projective clustering). Let A ∈ R
n×d,

j be an integer less than d, and k be an integer less than n. Then, the problem
of linear (affine) (k, j)-projective clustering is to find a closed set C, which is the
union of k linear (affine) subspaces {L1, . . . Lk} each of dimension at most j,
such that it minimizes the dist2(A, C), over every possible choice of C.

Theorem 2 (Low-rank approximation by [17]). Let A ∈ R
n×d, and π.(.)

denote the projection operators stated in the notation table. If ε ∈ (0, 1] and S is
an (r × n) Johnson-Lindenstrauss matrix with i.i.d. zero-mean ±1 entries and
r = O

(
(m

ε + m log m) log 1
δ

)
, then with probability at least 1 − δ it holds that

||A − πSA,m(A)||2F ≤ (1 + ε)||A − A(m)||2F .

Further, computing the singular vectors spanning πSA,m(A) in two passes2

over the data requires O(nnz(A)r + (n + d)r2) time.

For our analysis, we will use a weak triangle inequality which is stated below:

Lemma 10 (Lemma 7.1 of [10]). For any ε ∈ (0, 1), a closed set C, and two
points p, q ∈ R

d, we have

|dist2(p, C) − dist2(q, C)| ≤ 12||p − q||2
ε

+
ε

2
dist2(p, C).

2 Two passes are required as we first multiply A on the right with a Johnson-
Lindenstrauss matrix S, and then we project the rows of A again onto the row
span of SA.
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3 Faster Coreset Construction for Subspace Clustering

In this section after revisiting the results of Cohen et al. [5], we present a ran-
domized coreset construction for subspace clustering. The deterministic coreset
construction of Feldman et al. [10] for subspace clustering problem relies on
projecting the input matrix on its first few right singular vectors – projecting
the rows of A on first few right singular vectors of A – which requires SVD
computation of A. Cohen et al. [5] suggested that projecting the rows of A on
some orthonormal vectors that closely approximate the right singular vectors of
A (obtained via e.g. [17]) also satisfies the required properties of coreset w.h.p.,
and as a consequence, gives a faster coreset construction.

Theorem 3 (Adapted from Theorem 8 of [5]). Let X ∈ R
d×j be an

orthonormal matrix representing a subspace L, let X⊥ ∈ R
d×(d−j) be the

orthonormal matrix representing the orthogonal complement of L, ε ∈ (0, 1),
δ ∈ (0, 1), m = � j

ε �, Δ = ||A − A(m)||2F , and Ã is a rank m approximation of A
satisfying Theorem 2. Then, the following is true with probability at least 1 − δ:

0 ≤
∣
∣
∣||ÃX⊥||2F + Δ − ||AX⊥||2F

∣
∣
∣ ≤ 2ε||AX⊥||2F .

Proof. Using a result of Sarlós [17], we get a rank m approximation of A. If S is
an (r × n) JL matrix, where r = O

(
(m

ε + m log m) log 1
δ

)
(see Theorem 2) then

the following is true with probability at least 1 − δ:

||A − πSA,m(A)||2F ≤ (1 + ε)||A − A(m)||2F . (1)

Here, A(m) is the best m rank approximation of A. Let R′ be the matrix having
the first m right singular vectors of πSA(A), and let we denote AR′R′T by Ã,
then by Eq. 1, the following holds true with probability at least 1 − δ:

||A − Ã||2F ≤ (1 + ε)||A − A(m)||2F (2)

In the following we show an upper bound on the following expression:
∣
∣
∣||ÃX⊥||2F + Δ − ||AX⊥||2F

∣
∣
∣

=
∣
∣
∣||Ã||2F − ||ÃX||2F + ||A − A(m)||2F − ||A||2F + ||AX||2F

∣
∣
∣ (3)

=
∣
∣
∣||Ã||2F − ||ÃX||2F + ||A||2F − ||A(m)||2F − ||A||2F + ||AX||2F

∣
∣
∣ (4)

=
∣
∣
∣||Ã||2F − ||A(m)||2F − ||ÃX||2F + ||AX||2F

∣
∣
∣

≤
∣
∣
∣||A(m)||2F − ||A(m)||2F + ||AX||2F − ||ÃX||2F

∣
∣
∣ (5)

=
∣
∣
∣||AX||2F − ||ÃX||2F

∣
∣
∣ ≤ 2ε||AX⊥||2F (6)

Equality 3 follows from Pythagorean theorem; Equality 4 follows from Fact 3,
where A(m) = AV ′V ′T , and V ′ ∈ R

d×m having m columns from the first m right
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singular vectors of A; Inequality 5 holds as the value of ||Ã||2F − ||A(m)||2F can
be at most zero, because at the best we can hope to sample the right singular
vectors of A as R′, which maximizes the value of the desired expression; finally
Inequality 6 holds from Lemma 11.

A proof of the following lemma follows from the analysis of Lemma 5 of [5]. We
defer it to the full version of this paper.

Lemma 11 (Adapted from Lemma 5 of [5]). Let A ∈ R
n×d, Ã is a rank m

approximation of A satisfying Eq. 2, then

0 ≤ ||AX||2F − ||ÃX||2F ≤ 2ε||AX⊥||2F .

4 Faster Coreset Construction for Projective Clustering

In this section, extending the result (Theorem 3) of the previous section, we
present a randomized coreset construction for the problem of projective cluster-
ing. More precisely, if L1, ..., Lk be a set of k subspaces each of dimension at
most j, and let C be a closed set containing union of them, then our randomized
coreset is a matrix of very small rank (independent of d) and it approximately
preserves the distances from every such closed set C, with high probability. Our
main contribution is the dimensionality reduction step of the coreset construc-
tion, which is presented in Algorithm 1 below.

1 Input: A ∈ R
n×d, an integer 1 ≤ j < d − 1, and an integer 1 ≤ k < n − 1 such

that j∗ ≤ d − 1, where j∗ = k(j + 1), ε ∈ (0, 1), δ ∈ (0, 1).
2 Result: Dimensionality reduction for randomized coreset construction for the

projective clustering.
3 Compute an Johnson-Lindenstrauss matrix [S]r×n having i.i.d. ±1 entries and

zero-mean, where r = O((m∗
ε

+ m∗ log m∗) log 1
δ
), m∗ = � 52j∗

ε2
�.

4 Compute the matrix πSA(A).

5 Compute the SVD of πSA(A), let R∗ ∈ R
d×m∗

be the first m∗ right singular
vectors of πSA(A).

6 Let us denote AR∗R∗T by A∗, and output A∗.

Algorithm 1. Dimensionality reduction for projective clustering.

Proof of Theorem 1: Let [X∗]d×j∗ be a matrix with orthonormal columns
whose span is L∗, and let L∗⊥ be the orthogonal complement of L∗ spanned by
[X∗⊥]d×(d−j∗). If C is a closed set spanned by L∗, then due to the Pythagorean
theorem, we have, dist2(A, C) = ||AX∗⊥||2F + dist2(AX∗X∗T , C). Further,
∣
∣
(

dist2(A∗, C) + Δ∗) − dist2(A, C)
∣
∣

=
∣
∣
∣

(

||A∗X∗⊥||2F + dist2(A∗X∗X∗T
, C) + Δ∗

)

−
(

||AX∗⊥||2F + dist2(AX∗X∗T
, C)

)∣
∣
∣

≤
∣
∣
∣

(

||A∗X∗⊥||2F + Δ∗ − ||AX∗⊥||2F
)∣
∣
∣

︸ ︷︷ ︸

first term

+
∣
∣
∣

(

dist2(A∗X∗X∗T
, C) − dist2(AX∗X∗T

, C))
)∣
∣
∣

︸ ︷︷ ︸

second term
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We have to bound two terms in the above expression. The first term can be
upper bounded using a similar analysis as of Theorem 3 which holds true with
probability at least 1 − δ. (In Theorem 3, we replace j by j∗,m by m∗, ε by ε2

52 ,
and Δ by Δ∗).

∣
∣
∣||A∗X∗⊥||2F + Δ∗ − ||AX∗⊥||2F

∣
∣
∣ ≤ ε2

26
||AX∗⊥||2F (7)

To bound the second term
∣
∣
∣dist2(A∗X∗X∗T , C) − dist2(AX∗X∗T , C))

∣
∣
∣, we use

Lemma 10. For any ε ∈ (0, 1) and due to Lemma 10, we have
∣
∣
∣dist2(A∗X∗X∗T , C) − dist2(AX∗X∗T , C))

∣
∣
∣

≤ 12
ε

||A∗X∗X∗T − AX∗X∗T ||2F +
ε

2
dist2(AX∗X∗T , C)

≤ 12
ε

(
ε2

26
||AX∗⊥||2F

)
+

ε

2
dist2(AX∗X∗T , C) (8)

≤ 12
ε

(
ε2

26
||AX∗⊥||2F

)
+

ε

2
dist2(A, C)

Inequality 8 holds due to Lemma 12. Thus, we have
∣
∣
∣dist2(A∗X∗X∗T

, C) − dist2(AX∗X∗T
, C))

∣
∣
∣ ≤ 12

ε

(
ε2

26
||AX∗⊥||2F

)

+
ε

2
dist2(A, C)

(9)

Equation 7, in conjunction with Eq. 9, gives us the following:
∣
∣(dist2(A∗, C) + Δ∗) − dist2(A, C)

∣
∣

≤
(

1 +
12
ε

)
ε2

26
||AX∗⊥||2F +

ε

2
dist2(A, C)

≤
(

1 +
12
ε

)
ε2

26
dist2(A, C) +

ε

2
dist2(A, C)

=
(

ε2

26
+

12ε2

26ε
+

ε

2

)
dist2(A, C)

=
(

ε2

26
+

12ε

26
+

ε

2

)
dist2(A, C) (10)

≤ εdist2(A, C)

Equality 10 holds by choosing ε = ε, and as ε2/26 + 12ε/26 < ε/2.
A proof of the following lemma is deferred to the full version of this paper.

Lemma 12. Let X∗ ∈ R
d×j∗

be a matrix with orthonormal columns whose span
is L∗, then in Algorithm1 the following is true with probability at least 1 − δ

||A∗X∗X∗T − AX∗X∗T ||2F ≤ ε2

26
||AX∗⊥||2F .
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Remark 4. Please note that it is sufficient to store the matrix AR∗ which is of
dimension m∗, where m∗ = O

(
k(j + 1)/ε2

)
. However, for the purpose of our

analysis, we use the matrix AR∗R∗T which is of dimension d, and rank m∗.
Further, the space that is required to store our coreset is O(nm∗ + 1) – we need
O(nm∗) space to store the matrix AR∗, and O(1) space to store the term Δ∗;
on the other hand, the space require to store A is O(nd).

Comparison with coreset construction of [10]: Coreset construction of [10]
requires projecting the rows of A on its first O(k(j+1)/ε2) right singular vectors
which gives a matrix of rank O(k(j + 1)/ε2) and it approximately preserves the
distance from any closed C. Their construction requires computing SVD of the
given matrix A, which has the run-time complexity of min{n2d, nd2}. In our
construction, we showed that it is also sufficient to project the rows of A on
O(k(j + 1)/ε2) orthonormal vectors that closely approximate the right singular
vectors of A. We now give an expected time bound on the running time of
Algorithm 1. Time required for execution of line number 3, 4, 5 is

O

(
nnz(A)(

m∗

ε
+ m∗ log m∗) + (n + d)(

m∗

ε
+ m∗ log m∗)2

)

= O

(
nnz(A)(

j∗

ε3
+

j∗

ε2
log

j∗

ε2
) + (n + d)(

j∗

ε3
+

j∗

ε2
log

j∗

ε2
)2

)
,

due to [17], where j∗ = k(j + 1). Further, line number 6 requires time -
for projecting A on R∗, which due to an elementary matrix multiplication is
O(ndm∗) = O

(
ndj∗

ε2

)
. Thus, total expected running time of Algorithm1 is

O

(

nnz(A)
(

j∗

ε3
+

j∗

ε2
log

j∗

ε2

)
+ (n + d)

(
j∗

ε3
+

j∗

ε2
log

j∗

ε2

)2

+
ndj∗

ε2

)

= Õ

(
nnz(A)

j∗

ε3
+ (n + d)

j∗2

ε6
+

ndj∗

ε2

)
.

Clearly, if n ≥ d and j∗ = o(n), or, if n < d and j∗ = o(d), then our expected
running time is better than that of [10].

5 Conclusion and Open Problems

We presented a randomized coreset construction for projective clustering via low
rank approximation. We first revisited the result of [5] for the subspace cluster-
ing, and then extended their result to construct a randomized coreset for pro-
jective clustering. We showed that our construction is significantly faster (when
the values of k and j are small), as compared to the corresponding deterministic
construction of [10], and it also maintains nearly the same accuracy. Our work
leaves several open problems - improving the dimensionality reduction bounds for
projective clustering, or giving a matching lower bound for the same. Another
important open problem is to come up with the dimension reduction step of
coreset construction using feature selection algorithms such as row/column sub-
set selection [3].
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Abstract. The correctness and performance of complex engineered sys-
tems are often impacted by many factors, each of which has many possi-
ble levels. Performance can be affected not just by individual factor-level
choices, but also by interactions among them. While covering arrays have
been employed to produce combinatorial test suites in which every possi-
ble interaction of a specified number of factor levels arises in at least one
test, in general they do not identify the specific interaction(s) that are
significant. Locating and detecting arrays strengthen the requirements
to permit the identification of a specified number of interactions of a
specified size. Further, to cope with outliers or missing responses in data
collected from real engineered systems, a further requirement of separa-
tion is introduced. In this paper, we examine two randomized methods
for the construction of locating and detecting arrays, the first based on
the Stein-Lovász-Johnson paradigm, and the second based on the Lovász
Local Lemma. Each can be derandomized to yield efficient algorithms for
construction, the first using a conditional expectation method, and the
second using Moser-Tardos resampling. We apply these methods to pro-
duce upper bounds on sizes of locating and detecting arrays for various
numbers of factors and levels, when one interaction of two factor levels
is to be detected or located, for separation of up to four. We further
compare the sizes obtained with those from more targeted (and more
computationally intensive) heuristic methods.

1 Introduction

Complex engineered systems are critical, engineered, large-scale systems, such
as transportation networks, power grids, and wireless communication systems.
The correct operation of such systems often depends not just on the choices
made for numerous parameters in their configuration, but also on interaction
effects among these choices. Moreover, the performance of such a system can
be dramatically affected by the choices and their interactions, even when the
system is operating.

We examine a formal testing model. There are k factors F1, . . . , Fk. Each
factor Fi has a set Si = {vi1, . . . , visi} of si possible values (levels). A test is an
c© Springer International Publishing AG, part of Springer Nature 2018
C. Iliopoulos et al. (Eds.): IWOCA 2018, LNCS 10979, pp. 349–360, 2018.
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assignment, for each i = 1, . . . , k, of a level from vi1, . . . , visi to Fi. The execution
of a test yields a measurement of a response. When {i1, . . . , it} ⊆ {1, . . . , k} and
σij ∈ Sij , the set {(ij , σij ) : 1 ≤ j ≤ t} is a t-way interaction. (The interaction
has strength t.) A test on k factors covers

(
k
t

)
t-way interactions. A test suite is a

collection of tests. Usually such a test suite is represented as an array: Suppose
that A = (σi,j) is an N × k array for which σi,j ∈ Sj when 1 ≤ i ≤ N and
1 ≤ j ≤ k. This is a test suite of size N and type (s1, . . . , sk). Types can be
written in exponential notation: gu1

1 · · · gur
r means that there are ui factors with

gi levels for 1 ≤ i ≤ r. Tests are recorded as rows of A, and factors correspond
to columns.

Combinatorial testing [20,28] is concerned with the design and analysis of
test suites in order to assess correctness and performance of a system. The focus
has been on test suites known as covering arrays, which ensure that every t-way
interaction is covered by a test. We define these precisely next. Let A = (σi,j)
be a test suite of size N and type (s1, . . . , sk). Let T = {(ij , σij ) : 1 ≤ j ≤ t}
be a t-way interaction. Denote by ρ(A, T ) the set {r : ar,ij = σij , 1 ≤ j ≤
t} of rows of A in which the interaction is covered. A mixed covering array
MCA(N ; t, (s1, . . . , sk)) is a test suite A for which every t-way interaction T has
ρA(T ) �= ∅, i.e., every t-way interaction is covered in at least one row. When
used for testing correctness, covering arrays reveal the presence of an interaction
that causes faulty behaviour, but in general does not identify the specific faulty
interaction(s); see [10,11].

We consider two motivating examples. In [1], a software simulation of a mobile
wireless network is studied. There, 75 factors are identified among the control-
lable parameters in the protocol stack, ranging from 2 to 10 levels. (The type is
108918475610544639228.) Throughput is measured as a response, and the objec-
tive is to determine which factors, and interactions among them, significantly
affect the response. In this setting, it is of little interest to determine whether
some interactions significantly affect the response; the goal is to ascertain which
do. One could, of course, obtain the responses for a MCA, and design further
testing based on the interactions covered in tests whose responses deviate most
widely from the mean. In this way, a MCA could be used to narrow the set of
t-way interactions that might have a significant effect on performance. Because
the study employs a software simulation, a second round of testing could be
conducted in the same environment as the first, and an adaptive method that
uses results of earlier tests to choose later ones may be suitable.

In [12], a testbed evaluation of a conferencing scenario in a wireless network
is conducted, measuring voice quality and exposure as responses. There are 24
controllable factors, ranging from 2 to 5 levels. (The type is 59453723.) Hence
the testing environment seems somewhat simpler than the simulation. Unlike
the well-controlled environment in which the simulation study is conducted,
however, the conferencing scenario is impacted by factors in the physical envi-
ronment, including the hardware used directly in the experiment, interference
from other communications in the vicinity, and the like. Despite best efforts to
shield the testbed from such effects, measurements taken far apart in time can
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be significantly affected by environmental factors that cannot be controlled, and
may not be measured. In this setting, it is desirable that all tests be conducted
in the same environment, and the significant interactions be identified without
further testing. Hence we want a nonadaptive approach to testing.

The nonadaptive identification of faults or significant interactions can be
accomplished by strengthening covering arrays. A combinatorial set of require-
ments was first identified in [10]; see also [11,23]. We develop this next.

1.1 Locating and Detecting Arrays

Let A be a test suite of size N and type (s1, . . . , sk). Let It be the set of all t-way
interactions for A, and let It be the set of all interactions of strength at most t.
When interaction T ∈ It has strength less than t and the t-way interaction T ′

contains T , it must hold that ρ(A, T ′) ⊆ ρ(A, T ); there can be no row covering
T ′ but not T . A set T ′ ⊆ It is independent if there do not exist T, T ′ ∈ T ′ with
T ⊂ T ′. Our objective is to identify a set T ⊆ It (or perhaps It) that have
significant effects on the response. If no limitation is placed on T , the design
of a test suite can be impossible [23]; even when possible, the size of the test
suite grows as the number of interactions in T increases [10]. We assume that a
number d of interactions is to be identified. When at most d are to be identified,
we employ the notation d. Despite this limit, in the intended applications, often
many more than d significant interactions can be found by iterative analysis
of the response data, adjusting the responses after each selection of significant
interactions, without the need for further experimentation; see [31] for details.

Locating arrays for identifying sets of interactions can be defined in this
framework [10]. For a set T of interactions, define ρ(A, T ) =

⋃
T∈T ρ(A, T ).

A test suite A is (d, t)-locating if ρ(A, T1) = ρ(A, T2) ⇔ T1 = T2 whenever
T1, T2 ⊆ It, |T1| = d, and |T2| = d. When T1, T2 ⊆ It, and T1 and T2 are
independent, the array is (d, t)-locating. When instead |T1| ≤ d and |T2| ≤ d, the
array is (d, t)-locating or (d, t)-locating.

Using a locating array, knowing the tests that yield a significant deviation
in response, there can be at most one set of (at most) d interactions of strength
(at most) t covered in the same sets of tests that account for these deviations.
By enumeration of all sets of d interactions of strength t, the location of the
interactions causing the faults can be calculated from the outcomes. However,
determining the interactions involved may require enumeration of sets of inter-
actions. Determining the tests that exhibit a substantial deviation in response
does not ensure that any interaction that is covered only within these tests must
be significant. To deal with this, additional requirements are needed [10].

An array A is (d, t)-detecting if ρ(A, T ) ⊆ ρ(A, T1) ⇔ T ∈ T1 whenever
T1 ⊆ It, |T1| = d, and T ∈ It \ T1. When instead T1 ⊆ It, T ∈ It, and T1 ∪ {T}
is independent, the array is (d, t)-detecting. For detecting arrays, we can also
consider a set of at most d interactions, to obtain arrays that are (d, t)-detecting
or (d, t)-detecting.

Detecting arrays underlie an efficient algorithm for the recovery of the set of
significant interactions [10], but necessitate a larger number of tests.
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This framework of eight variants of testing arrays for identifying significant
interactions suggests many existence questions. However, relationships among
them enable a unified examination. In [10], the relevant relationships are estab-
lished (provided that s1 > 1, k ≥ t, and d is not larger than the number of
possible interactions):

(d, t)-detecting ⇒ (d, t)-detecting
� �

(d, t)-detecting ⇒ (d, t)-detecting
⇓ ⇓

(d, t)-locating ⇒ (d, t)-locating ⇒ (d − 1, t)-detecting
⇓ ⇓

(d, t)-locating ⇒ (d, t)-locating ⇒ (d − 1, t)-locating

Like covering arrays, locating and detecting arrays scale well to large numbers
of factors. Indeed when the strength, number d of potentially significant inter-
actions, and maximum number of levels are fixed, the number of tests required
is O(log k) [10]. Unlike covering arrays, however, constructions for locating and
detecting arrays have been much less studied. Although locating and detecting
arrays are mixed covering arrays of strength t, the extension of covering array
constructions requires substantial information about the tests in which interac-
tions are covered. Naturally the objective is to employ as few tests as possible.

Only when d = t = 1 is the minimum number of tests in (d, t)-, (d, t)-,
(d, t)-, and (d, t)-locating arrays known precisely [8]. The analogous situation for
detecting arrays is explored in [21,24], and strong bounds are established that
are exact infinitely often.

When t ≥ 2, exact results are known for locating arrays when k is very small
[32,34]; for larger numbers of factors, a small set of recursive constructions is
available when d = 1 and t = 2 for locating arrays [7]. Beyond these few direct
and recursive methods, computational methods have been developed for (1, 2)-
locating arrays [17,19,26] using constraint satisfaction techniques and one-row-
at-a-time greedy methods. In order to address concerns with infeasible tests,
Jin and Tsuchiya [17] extend the definition of locating arrays to account for
testing constraints. These algorithmic methods do not treat detecting arrays; for
locating arrays they limit the number of significant interactions, the strength,
and the number of factors to small values. In our motivating problems, limiting
the number and strength of interactions can be worthwhile, but techniques are
needed to construct locating and detecting arrays for larger numbers of factors.

2 The Need for Separation

Consider the use of a locating or detecting array in an experimental setting.
In principle, the responses for each test can identify the set of significant inter-
actions whenever the assumptions on number and strengths of interactions are
met. In practice, however, a problem arises. Suppose that two sets of (at most)
d interactions, T1 and T2, have |ρ(T1) \ ρ(T2)| = 1. If this occurs, the response
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measured in a single test is the sole ‘witness’ to the difference between the two.
In the absence of noise or measurement error, one such witness suffices to differ-
entiate. In our experiments, however, outliers and missing responses do occur.
These compromise our ability to analyze the response data. This can be mit-
igated by exploring a number of possible sets of significant interactions, as in
[31], rather than identifying a single set. As we have discussed, it cannot be
effectively handled by simply running the test for the outlier or missing response
again, without strong (and unjustified) assumptions about the stability of envi-
ronmental factors.

Therefore we argue that effective locating and detecting arrays must allow
for outliers and missing responses. Fortunately this can be treated by further
requirements on the testing array, by enforcing a separation between sets of
rows for different sets of interactions. We make this precise next. Let δ ≥ 1 be
an integer, the distance. A test suite A is (d, t, δ)-locating if whenever T1, T2 ⊆ It,
|T1| = d, and |T2| = d, we have that

|(ρ(A, T1) ∪ ρ(A, T2)) \ (ρ(A, T1) ∩ ρ(A, T2))| < δ ⇔ T1 = T2.

This requires that at least δ tests witness the difference. The variants for d and
t are immediate.

Similarly, an array A is (d, t, δ)-detecting if whenever T1 ⊆ It, |T1| = d, and
T ∈ It \ T1, we have that T ∈ T1 whenever |ρ(A, T ) \ ρ(A, T1)| < δ or |ρ(A, T1) \
ρ(A, T )| < δ. Again, definitions of the variants for d and t are straightforward.

Separation by distance δ ensures that any δ −1 or fewer tests can fail to pro-
vide a response, or provide an outlier response, without losing the differentiation
supported by the locating or detecting array. In our motivating examples among
many others, requiring larger distance for separation is desirable, but only if it
can be accomplished without a dramatic increase in the number of tests.

The simplest technique to make a (d, t, δ)-locating array might be to con-
catenate the rows of δ (d, t)-locating arrays, or indeed to replicate each row of
a single (d, t)-locating array, each δ times. This would enable the use of the few
available methods for locating arrays, while increasing the separation as required.
However, this appears to necessitate far too many tests.

3 Randomized and Derandomized Algorithms

We require algorithms to construct (d, t, δ)-locating arrays and (d, t, δ)-detecting
arrays. The methods of most interest to us must not only handle a range of small
values of d, t, and δ (each between, say, 1 and 4), but – more importantly – must
handle reasonable numbers of factors (in the range of 50–100 at least). We do
not expect to (or need to) produce the fewest tests possible, but naturally we
prefer arrays with fewer tests.

Every (1, t)-locating array is a mixed covering array of strength t, and hence
the algorithmic paradigms that have been most effective for covering arrays
appear to be natural candidates for construction of locating and detecting arrays.
Among these, integer programming, constraint satisfaction, tabu search, and
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simulated annealing have provided the best available upper bounds on the num-
ber of tests when the number of factors is small [6]. One-column-at-a-time [14,20]
and one-row-at-a-time [5] greedy algorithms extend the range of numbers of fac-
tors treated, but do not outperform more sophisticated methods for few factors
and small strength. Indeed for both methods, a post-optimization strategy [27]
can often reduce the number of tests by investing more computation.

For larger numbers of factors and larger strengths yet, the best avail-
able upper bounds arise from randomized methods based on the Stein-Lovász-
Johnson framework [18,22,33], and derandomized algorithms using conditional
expectations [3,4]; and on the Lovász Local Lemma [2,13] with Moser-Tardos
resampling [25] to yield both efficient construction techniques and the best
asymptotic bounds [9,29,30].

We fully expect that computationally intensive methods and storage intensive
methods can and will produce detecting and locating arrays with fewer tests than
randomized and derandomized methods when the number of factors is relatively
small and the search is tailored to specific choices of d, t, and δ (all ‘small’); see,
for example, [19]. In exploring randomized techniques, our objective is instead to
develop algorithms that can be effectively used for a wide variety of construction
problems, without undue time and storage requirements.

3.1 The Stein-Lovász-Johnson Framework and Conditional
Expectation

Suppose that an N × k array A is specified. When A does not meet the require-
ments to be a locating or detecting array of the kind intended, it is because cer-
tain requirements are not met. For example, for (d, t, δ)-locating, when T1 �= T2,
|T1| = d, and |T2| = d, but |(ρ(A, T1) ∪ ρ(A, T2)) \ (ρ(A, T1) ∩ ρ(A, T2))| = μ < δ,
the requirement is not met, and has deficiency δ − μ. (When a requirement is
met, its deficiency is 0.) This notion of deficiency can be extended to require-
ments for other locating and detecting arrays in a straightforward manner. Then
the deficiency of A is the sum of the deficiencies of all requirements.

When the deficiency of A is nonzero, a next test can be chosen to reduce
the deficiency. Indeed if a test were chosen at random among all possible tests,
the expected reduction in deficiency can be calculated. The Stein-Lovász-Johnson
framework dictates that a next test be chosen to reduce the deficiency by at least
this expectation. Choosing such a test at each stage ensures that no more tests
are needed than in an entire array chosen at random whose expected deficiency
is less than 1, and indeed the one-test-at-a-time method often employs much
fewer tests.

An effective implementation of this strategy requires not only that the
expected reduction in deficiency be calculated, but that a test be found to achieve
this reduction. In [3,4], conditional expectation methods are used to demonstrate
for covering arrays that the expectation can be efficiently calculated, and more
importantly that the test needed can be constructed by choosing one entry at a
time so as never to decrease the expectation. Although the details for locating
and detecting arrays differ from the simpler requirements for covering arrays,
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the strategy of [4] can be applied here as well. In the interests of space, we do
not here repeat the details needed in order to explore the differences.

Every time a new test is to be added, deficiencies for each requirement until
this point are needed. A storage intensive method can maintain this informa-
tion as tests are added, but the number of pairs of sets of interactions can
quickly exceed available storage even for arrays with a moderate number of fac-
tors. Instead a time-intensive version could recalculate the deficiency for each
requirement when it is needed, incurring a substantial amount of recomputation.
Recomputation may be feasible; however, the deficiency for a restriction may be
recalculated many times in the construction of a single test.

3.2 The Lovász Local Lemma and Moser-Tardos Resampling

For covering arrays, asymptotic results based on the Lovász Local Lemma (such
as [15,16,30]) improve upon those based on the Stein-Lovász-Johnson paradigm
[3,5]. Despite this, the latter have typically yielded fewer tests in practice. Hence
one might expect, for locating and detecting arrays, that the conditional expec-
tation methods would be the preferred ones. As with covering arrays, however,
the column resampling methods based on the Lovász Local Lemma again lead to
methods that avoid the time/storage tradeoff incurred by the conditional expec-
tation methods so they again provide viable construction algorithms, which we
outline next.

Suppose that an N×k array A is specified. When A does not meet the require-
ments to be a locating or detecting array of the kind intended, some requirement
has deficiency greater than 0. Following [25], we consider each requirement in an
arbitrary but fixed order. If none is encountered that has nonzero deficiency, the
array is the desired solution. Otherwise, the first time a requirement with nonzero
deficiency is found, we identify all columns involved in all interactions of both
sets, and randomly resample all of the entries in the same column. When this
resampling occurs, checking is restarted at the first requirement and continues
in the fixed order.

Moser and Tardos [25] show that the number of times resampling occurs is
expected to be polynomial when the number of tests is that specified by the
bound in the Lovász Local Lemma. As noted in [9], resampling can be applied
when the number of tests is less than the bound, but in that case there is no
guarantee that a solution can be found in a small expected number of resam-
plings (or indeed found at all). Nevertheless, resampling underlies a construction
algorithm that typically reduces the number of tests below the bound.

To accomplish this, a random array is chosen with a number of tests equal
to the bound. Column resampling proceeds as described until the array has
deficiency 0. At this point, one test is removed, typically making the deficiency
again nonzero, and a new round of column resampling is begun with the smaller
number of tests.

In order to ensure termination, a threshold on the total number of column
resamplings is set. Once this threshold is exceeded, the computation terminates
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with the current number of tests. The deficiency of each requirement is recalcu-
lated every time this requirement is checked; no status information is stored for
the requirements. Whereas the conditional expectation methods can employ the
deficiency of an interaction up to k times for each test added, the column resam-
pling methods limit this recalculation to the threshold. But the actual behaviour
is much better than this worst case limit. Indeed, requirements that are later in
the fixed order are checked only when all earlier requirements have deficiency
0. Hence although all requirements must be verified to ensure that the array is
of the intended kind, typically a much smaller number is examined before we
discover a requirement demonstrating that it is not. In practice, this results in a
much smaller number of recalculations of deficiencies for requirements than one
might have anticipated.

The method is flexible enough to permit construction for the variety of locat-
ing and detecting arrays described here, requiring less time and less storage than
the conditional expectation methods (and less than any method that stores a
status for each requirement). Naturally the question is whether such column
resampling methods can yield useful test suites of an acceptable size. We address
this in Sect. 4.

3.3 Local Optimization

Column resampling makes no explicit effort to reduce the deficiency, instead
relying on the likelihood that a random replacement of the columns reduces the
deficiency more than it increases it. When provided with an initial array of very
low (but nonzero) deficiency having few tests, column resampling often increases
the deficiency far more than it reduces it.

In order to study the effects of this, we examine a local optimization tech-
nique. At each iteration, we again consider each requirement in an arbitrary but
fixed order. If none is encountered that has nonzero deficiency, the array is the
desired solution. Otherwise, the first time a requirement with nonzero deficiency
is found, we identify and randomly resample a column that is involved. If the
resulting array has deficiency no larger than it did before, the new array replaces
the old. Then no iteration increases the deficiency.

This shares the low storage footprint of the column resampling methods.
The time invested is harder to compare. Although column resampling may make
many resamplings that make the deficiency higher, each such resampling is trig-
gered typically after few requirements are checked. In order to retain at least the
progress made, local optimization checks every requirement at every iteration.

4 Some Computational Results

We implemented a (storage-intensive) conditional expectation method
(Sect. 3.1), a column resampling method (Sect. 3.2), and a local optimization
method (Sect. 3.3) for (1, 2)-locating arrays and for (1, 2)-detecting arrays.
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Our primary concerns are to (1) assess the effect of requiring larger separation
on the numbers of tests required and (2) determine the feasibility of constructing
locating and detecting arrays for scenarios with tens to hundreds of factors. In
the discussion to follow, we repeatedly refer to Table 1.

The first column of Table 1 lists the types for which we applied one or more
of the computational methods. These range from few factors (10) to a larger
number (100). We select primarily types in which are numbers of levels are

Table 1. Numbers of tests in generated locating and detecting arrays. Testbed has
type 59453723; Simulation has type 108918475610544639228.

Type (1, 2)-locating (1, 2)-detecting

δ = 1 δ = 2 δ = 3 δ = 4 δ = 1 δ = 2 δ = 3 δ = 4

210 15 14 19 24 30 25 21 32 42 54

215 19 17 22 29 34 30 29 41 57 63

220 21 19 26 31 37 37 32 44 57 70

250 29 26 33 40 47 52 46 63 76 89

275 32 28 36 44 50 58 51 68

2100 34 31 39 46 53 62 57 74

310 34 30 46 57 66 71 60 87 109 128

315 42 40 52 65 73 82 75 101 124 146

320 49 44 57 69 79 96 83 110 136 157

350 60 57 70 83 95 122 110 139 167

375 66 62 76 90 103 135 121

3100 70 67 81 94 107 138 132

410 71 65 86 104 122 135 118 161 201 235

415 78 76 96 116 133 153 139 185 219

420 91 82 104 122 141 170 152 198

450 113 106 129 148 168 217 196 244

475 120 116 138 159 178 236 212

4100 127 123 146 166 187 248 236

510 118 110 141 165 194 220 192 263 315 367

515 133 126 156 185 212 247 223 293

520 150 138 169 198 225 275 243 313

550 182 173 208 236 342 310 391

575 198 189 223 256 367 337

5100 211 202 235 266 390 357

510210 123 110 139 172 197 370 316 415 504 597

Testbed 117 114 144 169 194 313 266 367 450 533

Simulation 580 532 654 1883 1712
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equal, to observe the growth in number of tests as a function of the number of
factors. We also report results for one mixed type, 510210 to demonstrate how
detecting arrays and locating arrays differ (more on this soon), and the two types
from our motivating examples.

Sizes from the column resampling algorithm for separation distance 1 are
reported in the first of the two columns under ‘δ = 1’, both for locating and
detecting arrays, using a threshold of 1000 resamplings. As expected, the method
runs relatively quickly, completing in less than a minute for type 375.

We employed the local optimization algorithm both to compare with column
resampling for distance 1, and to extend to larger distances (up to δ = 4 for
many types). It proved to be somewhat more time consuming to complete 1000
iterations, for example taking approximately 6 min for the locating array of type
375 with distance 1. Nevertheless, in all computations it yields a size smaller
than that from column resampling.

Most interesting is the effect of increasing the separation distance. The sizes
obtained suggest that one can do much better than replicating a solution with
distance 1 δ times; in fact, for most of the types examined, enforcing distance 4
no more than doubles the number of tests used for distance 1 for locating arrays.
This suggests that one can better cope with outliers and missing responses in
experimentation using locating and detecting arrays, incurring a modest amount
of additional testing.

Table 1 also illustrates substantial differences between locating arrays and
detecting arrays. The efficient recovery algorithm for the latter appears to come
at a high price. For types in which all factors have the same number of levels,
the number of tests in a detecting array appears to be nearly twice the number
for the corresponding locating array. However, for types in which factors have
widely different numbers of levels, detection appears to cause a much larger
increase; see the last three rows in Table 1. This is as one would anticipate,
because when a factor has few levels, each level appears in many more tests on
average. The likelihood that this larger set of tests contains all tests in which a
much less frequently occurring 2-way interaction appears is consequently larger,
necessitating a larger number of tests.

Finally we mention some results from the conditional expectation method.
With our current implementation for detecting arrays with distance 1, storage
and time limitations make it infeasible to handle large numbers of factors, so we
report only a handful of results for few factors. For k ∈ {10, 15, 20}, while local
optimization produces detecting arrays of type 3k with 60, 75, and 83 tests,
conditional expectation produces much smaller arrays of sizes 41, 48, and 54,
respectively. Similar differences are found in other cases with few factors.

Nagamoto et al. [26] describe a greedy algorithm for (1, 2)-locating arrays of
distance 1 that bears some resemblance to the conditional expectation method
outlined here and apply it to a limited set of types with at most 20 factors.
For k ∈ {10, 15, 20}, while local optimization produces locating arrays of type
5k with 110, 136, and 148 tests, their greedy approach produces much smaller
arrays of sizes 91, 105, and 113, respectively.
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Evidently, column resampling and local optimization, at least within the
number of iterations performed, produce numbers of tests that are far from
minimum. Despite this, we have found them to yield acceptable results, better
than expected in a randomly chosen array, for much larger numbers of factors
than appear to be handled by existing methods.
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Abstract. We introduce a data structure for representing a partition
of an integer n, which uses O(

√
n) bits of space. This is constant multi-

ple of the information theoretic lower bound. Three types of operations
accessp, boundp, prefixsump are supported in constant time by using the
notion of conjugate of a partition. In order to construct this data struc-
ture, we also construct a data structure for representing a monotonic
sequence, which supports the same operations in constant time and uses

O(min{ 1
δ
u

(
n
u

)δ
, 1

δ
n

(
u
n

)δ}) bits of space for any positive constant δ. (n
is the number of terms, and u denotes the size of the universe.)

1 Introduction

A partition of an integer n represents ways of division of n objects, which is
equivalent to Young diagrams and Ferrers diagrams. This is usually represented
by a positive integer sequence {A} = 〈A[0], A[1], A[2], . . .〉 which satisfies two
conditions: (i) {A} is monotonic (not necessarily strictly) decreasing sequence,
(ii) the sum of all terms over {A} is n. It is known that they are useful in study
of group representation theory [4]. This notion is also used for the situation that
objects are divided into some groups such as a representation of a permutation
[7]. We consider a data structure which represents a partition of an integer and
supports the following fundamental three operations:

– accessp(i) = A[i], boundp(i) = #{j | A[j] ≥ i}, prefixsump(i) =
∑i

j=0 A[j]

Regarding a partition as a Young diagram, the operations accessp(i) and
boundp(i) represents the number of cells in i-th row and column, respectively. It
takes O(n lg n) bits to store all the answers, which takes too much space, since
the information theoretic lower bound is shown to be 3.7

√
n − lg n + O(1) bits1

(see Theorem 4 below).
Few studies have focused on space efficient representations of a partition of an

integer and the operations on it. [2] showed that reordering the terms according
to a certain order (which means they resign the condition (i)), some operations

This work was supported by JST CREST Grant Number JPMJCR1402, Japan.
1 In this paper, lg x denotes log2 x.
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can be supported in constant time with an O(
√

n) bit space data structure. In
order to apply [2] to our problem, we have to store the correspondence between
the order of the terms sorted in different ways, which could take O(n lg n) bits.

Though we can apply existing data structures for monotonic sequences to
represent a partition, their space requirement is much larger than 3.7

√
n bits

because condition (ii) is not taken into account. Let u be the size of the universe
of a sequence and n be the number of terms. Thus we consider the sequences
such that {a} : 0 ≤ a[0] ≤ a[1] ≤ · · · ≤ a[n − 1] < u. For access, when
u > n, Elias-fano sequence [1,3] takes n(2+ lg u

n ) bits and support the operation
in constant time. In the case u � n, this sequence can be encoded by a bit
vector and we can operate these operations in constant time using the data
structure called FID [9]. When u = O( n

lg n ), access can be done in constant
time using a bit vector in [5] which uses O(u(1 + lg n

u lg n )) bits. However, under
the condition of u � n, such as n = uc for some constant c(> 1), few data
structures can deal with. For example, [8] supports access in O(lg lg u) time while
bound operation is in constant time. FID takes O(n lg lg n

lg n ) bits of space and it is
quite larger than the information theoretic lower bound O(u lg n

u ). For prefixsum,
without the restriction of monotonicity of sequences, it can be represented as a
bit vector [9]. However, using this method it takes O(n lg u) bits even if the bit
vector is compressed into the information theoretic lower bound.

In this paper we propose a new method which can deal with the conditions (i)
and (ii) at the same time effectively, which is difficult for existing methods. This
method is based on the fact that most of short sequences, which are obtained by
dividing the original sequence, are of equal values because of the condition (ii).
This means we do not have to store the greater part of the original sequence. As
a result we obtain the following Theorem.
Theorem 1. Let {A} be a partition of an integer n. There exists a data struc-
ture which uses O(

√
n) bits and supports accessp, boundp, and prefixsump in

constant time.
In order to prove Theorem1, we consider a new data structure for increasing
(instead of decreasing in order to simplify) monotonic sequence which supports
operations access, bound, prefixsum in constant time (they are distinguished from
accessp etc. since access supports arbitrary access over any monotonic sequence
without condition (ii)). We obtain following (some words which appear in theo-
rems are defined in Sect. 2):

Theorem 2. Given a monotonic increasing sequence {a} which satisfies 0 ≤
a[i] < u (0 ≤ i < n), there exists a data structure for access and bound for
{a} and its conjugate sequence in O(δ) time and prefixsum in O(δ2) time which
requires O(min{ 1

δ nδu1−δ, 1
δ uδn1−δ}) bits of space for any δ > 0.

Theorem 3. Given a bit vector B of length l with b 1s, there exists a data
structure for access, rank, and select on B which requires O(δ) time and
O(min{ 1

δ lδb1−δ, 1
δ lδ(l − b)1−δ}) bits of space for any δ > 0.

Compared to other data structures (see Table 1), our data structure uses less
space than others if l = bc for some constant c > 1.
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Table 1. Results for the size and the valid sparsity of data structure which support
all operations access, rank0, rank1, select0, select1 in constant time over a bit vector of
length l with b 1s.

Data structure Space Valid sparsity

[9] lg
(

l
b

)
+ O

(
l lg lg l

lg l

)
b = Ω

(
l

lg l

)

[9] O
(
l lg lg l

lg l

)
b = o

(
l

lg l

)

[5] O
(
b(1 + lg l

b lg l
)
)

Θ
(

l
(lg l)c

)
≤ b ≤ Θ

(
l

lg l

)

Ours O(lδb1−δ) Any

2 Preliminaries

In this paper, we use zero-based indexing.
Let IMS (n, u) be the set of monotonic increasing sequences with n terms and

its range is [0, u). Similarly, let DMS (n, u) be the set of monotonic decreasing
sequences with n terms and its range is [0, u).

2.1 Conjugate of a Monotonic Sequence

We define the conjugate of a monotonic sequence.

Definition 1. Let {a} be a sequence which consists of n terms and its range is
[0, u). The sequence {a} defined as follows is called {a}’s conjugate sequence

a[i] ≡ #{j | a[j] > i} (= bound({a}, i)) (0 ≤ i < u − 1).

Fact 1. {a} belongs to DMS (u − 1, n + 1).

Example 1. Let {a} be monotonic decreasing sequence 〈6, 5, 5, 4, 3, 1, 1, 1, 0, 0〉 ∈
DMS (10, 8). Its conjugate is {a} = 〈8, 5, 5, 4, 3, 1, 0〉 ∈ DMS (7, 11)

Lemma 1. Given {a} ∈ DMS (n, u), a[i] = a[i] holds for every 0 ≤ i < n.

Proof. By the definition of conjugate, we have

a[i] = #{j | a[j] > i}
= #{j | #{k | a[k] > j} > i}.

Here {a} is a monotonic decreasing sequence, {j | #{k | a[k] > j} > i} =
{0, 1, . . . , a[i] − 1} and a[i] = a[i] holds. ��
Corollary 1. For any sequence {a} ∈ IMS (n, u), a[i] = a[n − i − 1] holds for
every 0 ≤ i < n.
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Now we consider data structures storing a monotonic increasing sequence
{a} ∈ IMS (n, u), supporting constant time operations which access arbitrary
terms of sequences {a} and {a}. We are going to show that the operations on a
bit vector can be applied to the representation of monotonic sequences. Three
operations access, rankc, selectc on bit vector B are defined as follows:

– access(x,B): the x-th bit of B.
– rankc(x,B): #{i | i ≤ x and B[i] = c}.
– selectc(x,B): min{i | rankc(i, B) = x}.

Lemma 2 (FID [9]). Given a bit vector B of length l with b 1s, the operations
access(x,B), rankc(x,B) and selectc(x,B) can be done in constant time with a
data structure of lg

(
l
b

)
+ O(l lg l

lg lg l ) bits.

Lemma 3. Given a monotonic increasing sequence {a} ∈ IMS (n, u), there
exists a data structure for reporting an arbitrary term of {a} and {a} in constant
time which requires n + u + o(n + u) bits of space.

Proof. Let B a bit vector of length at most n + u − 1 which is obtained
by appending ai − ai−1 0s and one 1 for i = 0, 1, . . . , n − 1 (for conve-
nience, we define a−1 = 0). Then B consists of n 1s and at most u − 1 0s.
Then, operations are supported in constant time as there exist the relations
a[i] = rank0(select1(i, B), B), a[i] = n − rank1(select0(i, B), B). ��

2.2 Partitions of Integers

Definition 2. When a sequence {A} satisfies the following conditions,

k−1∑

i=0

A[i] = n,

A[0] ≥ A[1] ≥ · · · ≥ A[k − 1] (≥1) ,

{A} is called a partition of an integer n.

Fact 2. The conjugate of a partition of n is also a partition of n.

The number of the possible partitions of n is called partition number pn. The

asymptotic expression of pn is given by 1
4
√
3n

exp
(
π
√

2n
3

)
[6]. Therefore, the

following Theorem holds.

Theorem 4. The information theoretic lower bound for the number of bits of a

representation needed to distinguish all the partition of n is π
√

2
3 lg e

√
n− lg n+

O(1) bits.



An Efficient Representation of Partitions of Integers 365

3 Data Structures to Represent Monotonic Sequences

Before we consider partitions of integers, we construct a data structure for mono-
tonic sequences. First, we are going to prove Theorem2.

In order to reduce the space complexity, we “divide” an original sequence
into multiple short sequences.

Lemma 4. Any sequence {a} which belongs to IMS (n, u) (n ≥ u) can be repre-
sented by two sequences of IMS (

√
nu, u) and three bit vectors of length at most

2u each, so that access on {a} and {a} can be done in 2T + O(1) time, where T
is the time complexity for access on IMS (

√
nu, u).

Proof. Divide n terms into
√

nu blocks of d =
√

n/u terms. Let Bi denote the
i-th block and h[i] = a[d(i + 1)] − a[di] denote the increment of the sequence in
the block Bi, for 0 ≤ i <

√
nu. We call Bi empty block when h[i] = 0, non-empty

block otherwise. Let z(< u) be the number of non-empty blocks.
The sequence {a} can be represented by the following sequences:

1. {a′} ∈ IMS (
√

nu, u) satisfies a′[j] = a[jd] (0 ≤ j <
√

nu).
2. {a′′} ∈ IMS (zd, u), concatenating all non-empty blocks of the original

sequence. Because the number of non-empty blocks is z, this sequence consists
of at most zd ≤ √

nu terms.

In addition, we construct three sequences:

3. {v} ∈ IMS(u, u), v[k] = #{j | Bj is non-empty and a′′[j] < k}.
4. {s} ∈ IMS(z, u), s[k] = (k-th non-empty block’s first term).2

5. {t} ∈ IMS(z, u), t[k] = (k-th non-empty block’s last term).

Using Lemma 3, each sequence can be represented in at most 2u + o(u) bits.
Algorithms 1 and 2 show the procedures of operations, and Fig. 1 shows a visual
image of Algorithm 2. ��
Lemma 5. Let {a} ∈ IMS (n, u) (n ≥ u) be the original sequence. It can be
represented in O(2kn1/2ku1−1/2k) bits of space in total for any fixed k > 0. The
operation access over {a} and {a} can be done in O(2k) time. We denote this
data structure Dk.

Proof. Applying Lemma 4 k times recursively, the original sequence is decom-
posed into sequences and bit vectors without information loss. We can represent
these sequences by a full binary tree of height k. The root is numbered 0, and
the node i has two children 2i + 1 and 2i + 2. The root node corresponds to the
original sequence {a}, and its two children correspond to the two sequences {a′}
and {a′′} obtained from {a} using Lemma 4. Internal nodes store the bit vectors
{v}, {s} and {t}, while leaves store the sequences {a′} and {a′′} using Lemma 3.

2 We use this sequence in Sect. 4.
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Space Complexity: Let {a(0)} be the original sequence. For integer i, when the
sequence {a(i)} is represented by two sequences {a′} and {a′′} as Lemma 4, we
name them {a(2i+1)} and {a(2i+2)} respectively. Applying this operation for 0 ≤
i ≤ 2k−2, we obtain 2k sequences, each of which belong to IMS (n1/2ku1−1/2k , u).
Using Lemma 3, each sequence can be represented in O(n1/2ku1−1/2k) bits of
space. In addition, 3 ·2k bit vectors {v(i)}, {s(i)}, {t(i)} take O(2ku) bits in total.
This means that the whole space complexity is O(2kn1/2ku1−1/2k) + O(2ku) =
O(2kn1/2ku1−1/2k).

Time Complexity: Let T1(k) be the time complexity for random access on {a}
using Dk. From Algorithm 23, T1(k) = 2T1(k−1)+O(1) and T1(1) = O(1) holds.
Then, T1(k) is shown to be O(2k).

Let T2(k) be the time complexity for random access on {a} using Dk. Con-
sidering the function access which returns two values, a[i − 1] and a[i], the time
complexity is T2(k) = 2T2(k − 1) + O(1) which means T2(k) = O(2k), as shown
in Algorithm 1. ��

Algorithm 1. access({a}, j) = (a[j], a[j + 1]) (if {a} is assigned to an internal
node)

d ← √
n/u, b ← j/d, r ← j%d

(p1, p2) ← access2({a′}, b)
if r �= √

nu − 1 then
if p1 �= p2 then

return access2({a′′}, v[p1] · √
nu + r)

else
return (p2, p2)

end if
else

if p1 �= p2 then
return (t[v[p1]], p2)

else
return (p1, p2)

end if
end if

Lemma 5 shows that the operations access and bound are supported for the
sequences such that u ≤ n since bound({a}, i)=access({a}, i). In the case that
the sequence {a} belongs to IMS (n, u) such that u > n, applying Lemma 5 to
its conjugate sequence, access and bound over {a} is supported. Consequently,
we obtain the first part of Theorem2.

To prove Theorem 3, we convert a bit vector to monotonic sequences using
the following lemma:
3 In this paper, a/b and a%b appeared in pseudo codes means �a/b� and a mod b,

respectively.
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Algorithm 2. access({a}, i) (if {a} is assigned to an internal node)
if a[0] > i then

return n
end if
d ← √

n/u, l ← d · access({a′}, i), w ← access({a′′}, i)%d
return w + l

Fig. 1. The histogram representation of a monotonic increasing sequence (i-th bin’s
height is a[i]). The length of gray bar represents access({a}, i).

Lemma 6. Let B be a bit vector of length l with b 1s. Suppose there exists a data
structure for accessing an arbitrary term of sequence IMS(n, u) and its conjugate
sequence in g(n, u) time which requires f(n, u) bits of space, there exists a data
structure for access, rankc, and selectc on B in O(g(b, l) + g(l − b, b + 1)) time
which requires f(b, l) + f(l − b, b + 1) bits of space.

Proof. We construct two auxiliary sequences {s} ∈ IMS (b, l) and {t} ∈ IMS (l −
b, b + 1), defined as follows:

s[i] = select1(i, B),
t[i] = #{j ≤ select0(i, B) | B[j] = 1} = rank1(select0(i, B)).

Each auxiliary sequence is represented in f(b, l) bits and f(l − b, b + 1) bits of
space, respectively.

Using these sequences, the following operations are supported in O(g(b, l) +
g(l − b, b + 1)): (for convenience, we define s[−1] = n and s[n − 1] = 0.)

– access(x,B): if ∃i s[i] = x(⇔ s[x − 1] > s[x]) return 1, otherwise return 0.
– select1(x,B): s[x].
– select0(x,B): x + t[x].
– rank1(x,B): #{j | s[j] ≤ x} = n − #{j | s[j] > x} = n − s[x].
– rank0(x,B): x − rank1(x) = x − n + s[x]. ��
From Theorem 2 and Lemma 6, we obtain Theorem 3.
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4 A Data Structure for Prefix Sums

In this section we consider prefix sums over monotonic sequences. The prefix
sum over IMS (n, u) takes a value in the range [0, (u − 1)n]. Thus, regarding the
prefix sums as IMS (n, (u − 1)n + 1), it takes O(n lg u) bits of space to store
all the values. We develop a data structure with the same space complexity as
Lemma 5 which is obviously smaller than O(n lg u) bits of space using Lemma 2.

Lemma 7. Given a monotonic increasing sequence {a} ∈ IMS (n, u), there
exists a data structure for reporting arbitrary prefix sum of {a} and {a} in con-
stant time which requires O(n + u) bits of space.

Proof. Let B be a bit vector of length l(= n + u) which represents {a} by using
Lemma 3. The k-th prefix sum

∑k−1
i=0 a[i] is equal to

∑k−1
i=0 rank0(select1(i)). We

divide B into 2l
lg l blocks of length d = lg l

2 . The k-th block stores a value sk

explicitly where sk is defined as follows:

sk =
rank1(kd−1,B)∑

i=0

rank0(select1(i, B), B).

Since the value of sk is at most (u − 1)n, each value can be represented in
O(lg u + lg n) bits. Therefore it takes O( 2l

lg l (lg u + lg n)) = O(l) bits to store all
the values sk (0 ≤ k < 2l

lg l ). In addition to this, we construct a look up table
T storing prefix sums over every sequences which blocks can represent. In other
words, given a bit vector b of length d and integer k, T stores every value of

T (b, k) =
rank1(k,b)∑

i=0

rank0(select1(i, b), b) (0 ≤ k < d).

This table takes 2dd lg d2 = O(
√

l · polylog(l)) bits. Prefix sum for the first k
terms is obtained by following procedure:

– r ← select1(k,B), r′ ← r − r%d − 1
– b′ ← B[r′ + 1, r′ + 2, . . . r′ + d]
– return sr/d−1 + (k − rank1(r′, B))rank0(r′, B) + T (b′, k − rank1(r′, B))

For k-th prefix sum of conjugate sequence {a},

– e1 ← (k + 1)access({a}, k)
– e2 ← prefixsum({a}, n − 1 − access({a}, k))
– return e1 + e2

The whole space usage is O(l) = O(n+u) and both algorithms run in constant
time. ��
Lemma 8. Let {a} ∈ IMS (n, u) (n ≥ u) be the original sequence. It can be
represented in O(2kn1/2ku1−1/2k) bits of space in total. The operation prefixsum
over {a} and its conjugate {a} can be done in O(4k) time.
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Algorithm 3. prefixsum({a}, i) (if {a} is assigned to an internal node)

d ← √
n/u, b ← i/d, r ← i%d

if access({a′}, b) �= access({a′}, b + 1) then
e1 ← prefixsum({a′′}, v[access({a′}, b)]d + r)
e2 ← d · prefixsum({a′}, b − 1)
e3 ← prefixsum({s}, access({a′}, b))
return e1 + e2 − e3

else
e1 ← prefixsum({a′′}, v[access({a′}, b)]d)
e2 ← d · prefixsum({a′}, b − 1)
e3 ← prefixsum({s}, access({a′}, b))
e4 ← r · access({a′}, b)
return e1 + e2 − e3 + e4

end if

Algorithm 4. prefixsum({a}, i) (if {a} is assigned to an internal node)
j ← n − 1 − access({a}, i)
return prefixsum({a}, j) + i(n − j − 1)

Proof. We use the same data structure as Lemma 5. Let {a(0)} be the original
sequence and construct 2k sequences {a(2k−1)}, . . . , {a(2k+1−2)} which belong to
IMS (n1/2ku1−1/2k , u). We store these short sequences as Lemma 7. Therefore,
the space complexity is shown to be O(2kn1/2ku1−1/2k).

Next, we consider the time complexity. Algorithms 3 and 4 shows how to
calculate the prefix sum over {a} and {a}, respectively. There exist access oper-
ations in Algorithm 3, but this data structure does not support access. Therefore,
we have to use prefixsum({a}, i) − prefixsum({a}, i − 1) instead of access({a}, i).
In Algorithm 3, prefixsum({a(2i+1)}, ·) and prefixsum({a(2i+2)}, ·) are called four
times in total. Thus, time complexity for prefixsum({a}, i) becomes O(4k). For
{a}, it is also O(4k) time. ��
In the case of n < u, applying Lemma 8 to the conjugate sequence, the space
complexity becomes O(2ku1/2kn1−1/2k) and prefixsum can be supported in O(4k)
time. By replacing 2k with δ, we obtain Theorem 2.

5 A Data Structure for a Partition of an Integer

We are going to show Theorem 1.
We consider the following queries on a partition of an integer:

– accessp({A}, i) = A[i].
– boundp({A}, i) = #{j | Aj > i} = A[i].
– prefixsump({A}, i) =

∑i
l=0 A[l].
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Encoding this sequence as Lemma 3, it supports operations in constant time
but takes n + o(n) bits. It is quite larger than the information theoretic lower
bound, since this method ignores the condition

∑k−1
i=0 A[i] = n.

For convenience, we define A[i] = 0 (n > i ≥ k). First, the following holds
by definition.

Fact 3. A[i] ≤ √
n if i >

√
n.

In order to support the three operations accessp, boundp, prefixsump on the
partition, we divide the original partition {A} into two sequences {a1} and {a2}:

– {a1} ∈ DMS (n,
√

n); a1[k] = min(
√

n,A[k]).
– {a2} ∈ DMS (n,

√
n); a2[k] = min(

√
n,A[k]).

Fact 4.
n−1∑

k=0

a1[k] ≤ n,
n−1∑

k=0

a2[k] ≤ n.

In order to prove Theorem 1, we define the set of monotonic sequence SMS (n).

Definition 3. SMS (n) = {{a} ∈ DMS (n,
√

n) | ∑n−1
l=0 a[l] ≤ n}.

From Fact 4, two sequences {a1} and {a2} belong to SMS (n). We are going to
show that access, bound, prefixsum on the sequences which belong to SMS (n) can
be done in constant time by a data structure which uses O(

√
n) bits space. In

order to distinguish from the operations on DMS (n, u) and IMS (n, u), we denote
the operations on SMS (n) as accesss, bounds, prefixsums.

Applying Theorem2 to a sequence {a} ∈ SMS (n), we obtain a data structure
with O(n1/2+δ) bit space for any positive constant δ and supporting the three
types of operations in constant time. We are going to reduce the space complexity
to O(

√
n) bits.

First, divide the sequence {a} into
√

n blocks of length
√

n. Let the sequence
{h} be h[i] = a[

√
ni] − a[

√
n(i + 1)].

Lemma 9. #{i | h[i] ≥ j} = O(n1/4j−1/2)

Proof. In order to maximize l = #{i | h[i] > j}, we should set h[0] = h[1] =
· · · = h[l−1] = j, h[l] = h[l+1] = · · · = h[

√
n−1] = 0. Considering the condition

∑n−1
i=0 a[i] ≤ n, l should satisfy l(l−1)

√
nj

2 ≤ n. It means l = O(n1/4j−1/2). ��

Corollary 2. #{j | h[j] > 0} = O(n1/4)

We call a block Bj such that h[j] = 0 as an empty block, otherwise a non-empty
block.

Lemma 10. The k-th largest value of the sequence {h} is O
(√

n

k2

)

.

Proof. In order to maximize r = (the k-th largest value of the sequence {h}). It

is equivalent to O(n1/4r−1/2) > k, thus r satisfies r = O
(√

n

k2

)

. ��
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For each block which satisfies h[i] > 0, we construct the sequence {di} where
di[j] = a[

√
n i+j]−a[

√
n(i+1)]. Since {di} ∈ DMS (

√
n, h[i]), this sequence can

be represented in O(2kn1/2kh[i]1−1/2k) bits of space for any positive constant k
as Lemmas 5 and 8. The sum of space usage over all non-empty blocks is

√
n∑

i=0

O(2kn1/2kh[i]1−1/2k) ≤ 2kζ

(

2 − 1
2k−1

)

O
(√

n
)
, (1)

where ζ(·) is Riemann zeta function. The term 2kζ(2−1/2k−1) becomes constant
when k ≥ 2.

In addition we have to store the sequence {c} defined as c[i] = a[
√

ni].
Because {c} ∈ DMS (

√
n,

√
n), this sequence can be compressed into O(

√
n)

bit space and we can access an arbitrary term in constant time as Lemma 3. A
bit vector BV is defined so that i-th bit is 1 if and only if i-th block Bi is not
empty. Thus, rank1(BV, k) means the number of non-empty blocks out of the
first k blocks.

The whole space usage is O(
√

n) bits and time complexity for accesss(i) is
O(2k) = O(1) since we fix k as a constant.

Algorithms 5 and 6 shows the procedure of operation accesss and bounds on
the sequence {a}, respectively.

Algorithm 5. accesss({a}, i)
b ← i/

√
n, r ← i%

√
n

return c[b + 1] + db[r]

Algorithm 6. bounds({a}, i)
j ← max{k | c[k] > i}, h ← i − c[j + 1], diff ← max{r | dj [r] ≥ h}
return (j + 1)

√
n − diff

For prefixsums, we prepare an additional sequence {g} of length O(n1/4).
Here g[i] is defined as g[k] =

∑k
i=0 s[i] where s[i] =(the sum of all terms in i-th

non-empty block).
Note that the number of non-empty blocks is O(n1/4) (Corollary 2). Storing

this sequence explicitly, it only takes O(n1/4 lg n) = o(
√

n) bits. We represent
all non-empty blocks using the data structure of Theorem1, therefore the whole
space complexity of representing blocks is same as Ineq. (1). This means the
space complexity of the data structure for {a} is O(

√
n) in total. We construct

the same one for the sequences {a1} and {a2}.
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Algorithm 7. prefixsums({a}, i)
b ← i/

√
n, r ← i%

√
n, e1 ← √

n · prefixsum({c}, b − 1), e2 ← g[rank1(BV, b)]
e3 ← c[b] · r
if b-th block is non-empty then

return e1 + e2 + e3 + prefixsum({db}, r)
else

return e1 + e2 + e3
end if

Algorithm 7 shows how to calculate prefixsums(i).
Using the algorithms above, three operations accessp, boundp, prefixsump on

a partition can be represented as:

accessp({A}, i) =

{
bounds({a2}, i) (i <

√
n),

accesss({a1}, i) (i ≥ √
n),

boundp({A}, i) =

{
accesss({a2}, i) (i <

√
n),

bounds({a1}, i) (i ≥ √
n),

prefixsump({A}, i) =

{
prefixsums({a2}, j) + i(n − j − 1) (i <

√
n),

prefixsums({a1}, i) + diff (i ≥ √
n),

where

j = max{k | A[k] ≤ i} = n − 1 − boundp({A}, i),

diff =

√
n−1∑

k=0

max(0, A[k] − √
n).

The value j can be found in constant time, and diff can be stored explicitly.
Thus, three operations are supported in constant time with O(

√
n) bits of space.

Consequently, Theorem 1 is obtained.

6 Conclusion

In this paper we have shown how to support operations
accessp, boundp, prefixsump on a partition of an integer. In particular, we con-
structed a data structure supporting constant time operations for these types
of queries and use only O(

√
n) bits of space. In order to achieve this space and

time complexity, we had to construct an efficient data structure for monotonic
sequences which can be used for any relation of n and u (n denotes the number
of terms and u is the size of the universe). Consequently, we devised a new data
structure for monotonic sequences which uses O(min{1

δ u
(

n
u

)δ
, 1

δ n
(

u
n

)δ}) bits
and operates in O(δ) or O(δ2) time. Though they are not optimal in space as
long as δ is set constant, they work for arbitrary n, u.
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Our data structure cannot support the operation prefixsum boundp({A}, i)
on a partition, which returns min{k | prefixsump({A}, k) > i}.

As future work, we consider the following:

– support the operation prefixsum boundp.
– construct a succinct data structure for a partition of integer n, that is, a data

structure whose size matches the lower bound in Theorem 4.
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Abstract. Given an instance I of an optimization constraint satisfac-
tion problem (CSP), finding solutions with value at least the expected
value of a random solution is easy. We wonder how good such solutions
can be. Namely, we initiate the study of ratio ρE(I) = (EX [v(I, X)] −
wor(I))/(opt(I)−wor(I)) where opt(I), wor(I) and EX [v(I, X)] refer to
respectively the optimal, the worst, and the average solution values on I.
We here focus on the case when the variables have a domain of size q ≥ 2
and the constraint arity is at most k ≥ 2, where k, q are two constant
integers. Connecting this ratio to the highest frequency in orthogonal
arrays with specified parameters, we prove that it is Ω(1/nk/2) if q = 2,
Ω(1/nk−1−�logpκ (k−1)�) where pκ is the smallest prime power such that
pκ ≥ q otherwise, and Ω(1/qk) in (max{q, k} + 1})-partite instances.

Keywords: Average differential ratio
Optimization constraint satisfaction problems · Orthogonal arrays

1 Introduction

Given an integer q ≥ 2, an optimization Constraint Satisfaction Problem (CSP)
over Zq = Z/qZ considers a set {x1, . . . , xn} of Zq-valued variables and a set
{C1, . . . , Cm} of constraints, where a constraint consists of the application of
a (non constant) predicate Pi : Z

ki
q → {0, 1} to a tuple xJi

= (xi1 , . . . , xiki
)

of variables. The goal is then to assign values to the variables so as to satisfy
either as many, or as few constraints as possible. For instance, in the Maximum
Satisfiability Problem (MaxSat), the goal is to satisfy as many disjunctive clauses
as possible. In Min Lin−q, the goal is to satisfy as few equations of a system of
linear equations modulo q as possible.

Most often, a positive weight wi is associated with each constraint Ci. Given
a positive integer N , we represent by [N ] the discrete interval {1, . . . , N}. The
goal is then to optimize an objective function of the form

∑m
i=1 wiCi =

∑m
i=1 wiPi(xJi

) =
∑m

i=1 wiPi(xi1 , . . . , xiki
)

c© Springer International Publishing AG, part of Springer Nature 2018
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over Z
n
q where for all i ∈ [m], ki ∈ [n], Pi : Zki

q → {0, 1}, Ji = (i1, . . . , iki
) ⊆ [n]

and wi > 0. The special case when functions Pi all belong to a specific family F
of functions is referred to as CSP(F) in the literature. Given a predicate P , the
restriction to constraints of the form P (xJi

+ vi) where vi is a constant vector is
referred to as CSP−P. For example, given a positive integer k, XORk is the k-ary
boolean predicate that accepts entries (y1, . . . , yk) with y1 + . . . + yk ≡ 1 mod 2;
then Lin−2 = CSP−{XORk | k ∈ N

∗} = CSP({XORk, 1 − XORk | k ∈ N
∗}).

We here consider the slight generalization where functions Pi may be real-
valued. In the sequel, we denote by CSP−q the corresponding problem, and by
kCSP−q (resp., EkCSP−q) the special case when every constraint depends on
at most (resp., exactly) k variables, where k is a universal constant integer. As
kCSP−q is NP−hard even in case when q = k = 2 [1], a major issue as regards
optimization CSPs consists in charactering their approximation degree.

1.1 Around the Average Solution Value

Thereafter, given an instance I of CSP−q, we denote by v(I, .) its objective
function, by w(I) =

∑m
i=1 wi the total weight on I, by opt(I) and wor(I) respec-

tively the optimum and the worst solution values on I. It is convenient to think
of the average solution value on I as the expected value EX [v(I,X)] of a random
solution where X = (X1, . . . , Xn) is a vector of pairwise independent random
variables, each uniformly distributed over Zq. This value expresses as

EX [v(I,X)] =
∑m

i=1 wiEX [Pi(XJi
)] =

∑m
i=1 wirPi

where given i ∈ [m], rPi
refers to the average value of Pi over Z

ki
q . For example,

on an instance I of Lin−2, the average solution value equals w(I)/2.
Solutions with value at least EX [v(I,X)] are computationally easy to find,

e.g. using the conditional expectation technique [2]. Therefore, two questions can
naturally be asked: is it possible to compute within polynomial time solutions
that beat the average solution value, and what is the gain of the average solution
value over the worst solution value?

The former question notably leads to the concept of approximation of the
advantage over a random assignment [3], herein referred to as gain approxima-
tion. The advantage of a given solution x over a random assigment is the differ-
ence v(I, x) − EX [v(I,X)] if one maximizes, EX [v(I,X)] − v(I, x) if one mini-
mizes. Given ρ ∈]0, 1], x approximates the optimum gain |opt(I) − EX [v(I,X)]|
over EX [v(I,X)] within factor ρ iff x achieves a gain ratio

ρG(I, x) =
v(I, x) − EX [v(I,X)]
opt(I) − EX [v(I,X)]

(1)

at least ρ. A given CSP Π is ρ-gain approximable (where ρ possibly depends
on parameters of the considered instance I) if it is possible to compute within
polynomial time on every instance I of Π a solution with gain ratio at least ρ(I).
The corresponding issue consists in determining “the best” ρ for which Π is ρ-
gain approximable. H̊astad and Venkatesh introduced in [3] this approximation
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measure motivated by the fact that for numerous predicates P , for all constant
ε > 0, finding solutions with value at least (rP + ε)w(I) on almost satisfiable
instances of MaxCSP−P is NP−hard. For example, for all k ≥ 3, XORk is
such a predicate [4]. Thus for all k ≥ 3, k Lin−2 is NP−hard to approximate to
within any constant gain factor. It is, though, approximable within an expected
gain factor of Ω(

√
1/m) [3].

The latter question leads to the notion of advantage of a random solution
over the worst solution value. Namely, we say that the average solution value on
I is ρ-approximate if the ratio

ρE(I) =
EX [v(I,X)] − wor(I)

opt(I) − wor(I)
(2)

of the gain of EX [v(I,X)] over wor(I) to the diameter of I is at least ρ. Given a
CSP Π, we say that the average solution value is ρ-approximate for Π provided
that ρE(I) ≥ ρ(I) holds for all instances I of Π. The issue here consists in
exhibiting “the tightest” possible lower bound ρ for ρE . For example, on an
instance I of E3 Lin−2, as given any x, any equation is satisfied either by x
or by its complement, we have opt(I) + wor(I) = w(I) = 2 × EX [v(I,X)] [5].
Equivalently, ρE(I) is equal to 1/2. By contrast, for E2 Lin−2, we show that
ρE(I) ∈ Ω(1/n), while there are satisfiable instances I on which ρE(I) ∈ Θ(1/n).

Figure 1 pictures the quantities involved in ratios (1) and (2). The two ques-
tions are complementary, and the latter has potential to enlighten the former.
For instance, we may think that the more EX [v(I,X)] does a good job at getting
away from wor(I), the more it is computationally difficult to get away from it.

wor(I) opt(I)EX [v(I,X)] v(I, x)

Fig. 1. Quantities involved in ρG(I, x) and ρE(I).

1.2 Outline

Our goal is to estimate ρE(I) on instances I of kCSP−q given two integers
q ≥ 2, k ≥ 2. To the best of our knowledge, such a study has not been carried
out so far. We may nevertheless make mention of a result due to Feige et al., and
that concerns the restriction to submodular functions. Given a positive integer
n, a function P : {0, 1}n → R is submodular iff it satisfies:

P (y) + P (z) ≥ P (y1 ∨ z1, . . . , yn ∨ zn) + P (y1 ∧ z1, . . . , yn ∧ zn), y, z ∈ {0, 1}n

As shown in [6], given any maximizer x∗ of such a function P , we have:

EX [P (X)] ≥ P (x∗)/4 + P (x̄∗
1, . . . , x̄

∗
n)/4 + P (0, . . . , 0)/4 + P (1, . . . , 1)/4 (3)
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Since a conical combination of submodular pseudo-boolean functions is submod-
ular, it follows from (3) that, on an instance I of MaxCSP−2 in which functions
Pi all are submodular, we have EX [v(I,X)] ≥ opt(I)/4+3×wor(I)/4 and thus,
ρE(I) ≥ 1/4.

In kCSP−q, thought, the functions that occur in the constraints are only
required to have arity at most k. In order to exhibit lower bounds for ρE(I), we
seek expressions of EX [v(I,X)] as a conical combination of the optimum solution
value and as few other solution values as possible. We adopt kind of a neighbour-
hood approach: we associate with each solution x of I a multisubset S(I, x) of
solutions with the same average solution value as the whole solution set, of rela-
tively small size, and in which x occurs at least once. In the next section, we show
how to derive such solution multisets from hypothetical orthogonal arrays (see
Definition 2) with specified parameters that rely on characteristics of I (main
theorem). In Sect. 3, we derive lower bounds for ρE either from orthogonal arrays
of the literature, or by reduction to CSPs over a bigger alphabet. These bounds
are summarized in Table 1. In the last section, we briefly discuss the obtained
results and perspectives for further research.

Table 1. Lower bounds for ρE on instances of kCSP−q given two integers q ≥ 2, k ≥ 2:
pκ refers to the smallest prime power greater than or equal to q.

q k restriction ρE

≥ 2 ≥ 2 (k + 1)-partite instances of kCSP−q 1/qk

≥ 2 < pκ (pκ + 1)-partite instances of kCSP−q Ω(1/qk)
≥ 3 = 3 (2�log2 q� + 2)-partite instances of 3CSP−q Ω(1/q3)
= 2 ≥ 2 kCSP−2 Ω(1/n�k/2�)
≥ 3 ≥ 2 kCSP−q Ω(1/nk−1−�logpκ (k−1)�)

2 Seeking Symmetries in the Solution Set

Let us start with a simple example. Given an integer q ≥ 2, we denote by Oq

the set of functions P : Zk
q → R with k ∈ N

∗ that satisfy:
∑q−1

a=0 P (y1 + a, . . . , yk + a)/q = rP , y ∈ Z
k
q (4)

Oq is a natural generalization to q-ary alphabets of such boolean functions P
as XOR3 that, when using a {−1, 1}-encoding of truth values, are odd. For
example, the predicate on Z

3
q that accepts solutions to equation y1 + y2 − y3 ≡

0 mod q is a function of Oq. By (4), given any instance I of CSP(Oq), we have:

v(I, x)/q +
∑q−1

a=1 v(I, (x1 + a, , . . . , xn + a))/q = EX [v(I,X)], x ∈ Z
n
q (5)

Taking (5) at a solution x with optimal value, one trivially gets that the average
value is 1/q-approximate on I. Hence, for this particular CSP, one shall define
S(I, x) by S(I, x) = {x + (a, . . . , a) | a ∈ Zq}.
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2.1 Partition-Based Solution Multisets

We base our solution multisets S(I, x), x ∈ Z
n
q on a specific partition V =

{V1, . . . , Vν} of [n]. Our solution multisets then rely on an array M with ν
columns and coefficients in Zq: given x ∈ Z

n
q , each row Mr = (M1

r , . . . ,Mν
r ) of

M gives rise in S(I, x) to the vector obtained from x by translating for each
c ∈ [ν] by M c

r all its coordinates with index in Vc. Formally, let R refer to the
number of rows in the array, and let πV : Zν

q → Z
n
q be defined by:

πV(u)Vc
= (uc, uc, . . . , uc), c ∈ [ν] , u ∈ Z

ν
q (6)

Then we define S(I, .) by:

S(I, x) = (x + πV(Mr) | r ∈ [R]) , x ∈ Z
n
q (7)

We more specifically are interested in pairs (V,M) that satisfy:
∑R

r=1 Pi(xJi
+ πV(Mr)Ji

)/R = rPi
, i ∈ [m], x ∈ Z

n
q (8)

For example, when I is an instance of CSP(Oq), we may consider the pair
(V,M) where V = {[n]} and M = (0, 1, . . . , q − 1)T . Requirement (8) ensures
that for all solutions x of I, the average solution value over S(I, x) equals the
average solution value on I. Since this holds for all x ∈ Z

n
q , this in particular

holds in case when x is optimal. If R∗ refers to the number of times (0, . . . , 0)
occurs as a row in M , then R∗ precisely is the number of times x occurs in
S(I, x). Hence, provided that x is optimal, we have:

EX [v(I,X)] =
∑R

r=1 v(I, x∗ + πV(Mr))/R
= R∗ × v(I, x∗)/R +

∑
r∈[R]:Mr �=(0,...,0) v(I, x∗ + πV(Mr))/R

We deduce that the average solution value on I is R∗/R-approximate.
Therefore, we shall seek such pairs (V,M) on which the ratio R∗/R is as

high as possible. Observe that we may always assume that (0, . . . , 0) is a vector
of highest frequency in M , due to the fact that given any u ∈ Z

ν
q , the array

obtained by shifting every row of M by u still satisfies (8).

2.2 Solution Multisets Derived from Orthogonal Arrays

Given i ∈ [m], we denote by (ci,1, . . . , ci,ki
) the sequence of indices in [ν] such

that (i1, . . . , iki
) ∈ Vci,1 × . . . × Vci,ki

. Given any x ∈ Z
n
q , over S(I, x), Pi is

evaluated at entries

xJi
+ πV(Mr)Ji

= (xi1 + M ci,1
r , . . . , xiki

+ M
ci,ki
r ), r ∈ [R]

(V,M) therefore in particular satisfies (8) at (i, x) provided that these entries
coincide the same number of times with each u ∈ Z

ki
q . Equivalently, (8) is satisfied

at (i, x) provided that each u ∈ Z
ki
q occurs R/qki times in vector multiset

((M ci,1
r , . . . ,M

ci,ki
r ) | r ∈ [R]) (9)
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On the one hand, this may not occur unless indices ci,1, . . . , ci,ki
are pairwise

distinct. On the other hand, assuming that these indices indeed are pairwise
distinct, {ci,1, . . . , ci,ki

} can be any at most k-cardinality subset of [ν]. These
observations suggest to consider a pair (V,M) where V is a strong coloring of
the primary hypergraph of I, and M is orthogonal of strength k:

Table 2. An OA(27, 5, 3, 2) on Z3 (we picture the transpose).

M1

M2

M3

M4

M5

0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2
0 0 0 1 1 1 2 2 2 0 0 0 1 1 1 2 2 2 0 0 0 1 1 1 2 2 2
0 0 2 0 1 1 1 2 2 1 1 2 0 0 2 0 1 2 0 1 2 1 2 2 0 0 1
0 0 2 1 0 1 2 1 2 1 2 1 2 2 0 0 0 1 1 2 0 1 0 2 1 2 0
0 0 2 1 1 2 2 0 1 2 0 1 0 2 1 2 1 0 1 1 2 0 2 0 2 1 0

Definition 1. The primary hypergraph of a CSP instance I is the hypergraph
GI where: for each j ∈ [n], there is a vertex j in GI ; for each i ∈ [m], there
is a hyperedge ei = (i1, . . . , iki

) in GI . A strong coloring of GI is a partition
{U1, . . . , Uν} of [n] such that for all c ∈ [ν] and all i ∈ [m], |Uc∩{i1, . . . , iki

}| ≤ 1.
I is said ν-partite whenever such a partition exists.

Definition 2. Let q ≥ 2, t ≥ 1, ν ≥ t and R be four integers, and Σ be a set
of q symbols. Then an R × ν array M with coefficients in Σ is an Orthogonal
Array of strength t, OA(R, ν, q, t) in short, if given any sequence J = (c1, . . . , ct)
of t column indices, each v ∈ Σt occurs the same number of times as a row in
subarray MJ = (M c1 , . . . ,M ck). (See Table 2 for an illustration.)

Since ki ≤ k, i ∈ [m], such a pair (V,M) indeed satisfies for all i ∈ [m] that the
vectors of (9) coincide R/qki times with each u ∈ Z

ki
q and thus, (8).

It is possible to reduce the number of columns and possibly the strength of
the array if functions Pi all satisfy, for some integer t > 0, that their average
value when fixing any t of their variables is equal to their average value. Namely,
given two integers q ≥ 2, t ≥ 1, we define It

q as the set of functions P : Zk → R

with k ∈ N
∗ that satisfy:

∑
y∈Zk

q :yJ=v P (y)/qk−t = rP , J ⊆ [k], |J | = t, v ∈ Z
t
q (10)

Functions in It
q are known to bring inapproximability bounds for kCSP−q.

Notably, for all k ≥ 3, if the accepting entries of a k-ary predicate P ∈ I2
q

form a subgroup of Zk
q , then MaxCSP−P is NP−hard to approximate within

any constant standard factor greater than rP [7]. For instance, the predicate that
accepts solutions to equation y1 + y2 − y3 ≡ 0 mod q over Z3

q is such a predicate.
Thus assume that Pi ∈ It

q, i ∈ [m] holds for some t > 0. When this occurs, it
is possible to fix up to t coordinates of πV(Mr)Ji

, and still obtain when averaging
Pi(xJi

+ πV(Mr)Ji
) over r ∈ [R] the average value of Pi. Hence, rather than a
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strong coloring {U1, . . . , Uν} of GI , we consider partition V = {U1, . . . , Uν−t, V0}
where V0 = Uν−t+1∪ . . .∪Uν of [n]. Array M consequently has ν −t+1 columns.
Given i ∈ [m], we denote by Ki the set {ci,1, . . . , ci,ki

}∩{1, . . . , ν − t} of column
indices, by si it cardinality. For the sake of clarity, we assume w.l.o.g. that
Ki = {ci,1, . . . , ci,s}. Over S(I, x), Pi is evaluated at entries

(xi1 + M
ci,1
r , . . . , xisi

+ M
ci,si
r , xisi+1 + Mν−t+1

r , . . . , xiki
+ Mν−t+1

r ), r ∈ [R]

where ki −si ≤ t and si ≤ min{ν−t, ki} ≤ min{ν−t, k}. We deduce that setting
e.g. M = N × {0} where N is an orthogonal array of strength min{ν − t, k} on
ν − t columns, one obtains a pair (V,M) that satisfies (8).

Thereafter, given an instance I of CSP−q, we denote by νI the strong chro-
matic number of GI (that is, νI is the smallest integer such that I is νI -partite),
and by tI the greatest integer such that Pi ∈ ItI

q , i ∈ [m] (thus tI possibly is 0).
In all, the preceding discussion establishes the following connection between the
average solution value on CSP instances and orthogonal arrays:

Theorem 1. Given any three integers q ≥ 2, t ≥ 1 and ν ≥ t, we define ρ(ν, q, t)
as the greatest ρ ∈ [0, 1] for which an OA(R, ν, q, t) with highest frequency ρ
exists. (For example, the OA(27, 5, 3, 2) of Table 2 does achieve ρ(5, 3, 2) = 2/27.)

Then for all integers k ≥ 2, q ≥ 2, the average solution value on an instance
I of kCSP−q is ρ(νI − tI , q,min{k, νI − tI})-approximate.

3 Approximation Quality of the Average Solution Value

3.1 From an Alphabet Size to a Greater One

We derive lower bounds for ρE from orthognonal arrays with a relatively small
number of rows of the literature. Such arrays often require q to be a prime power.
However, we can derive lower bounds for ρE in case when q is not a prime power
by reduction to the case when q is a prime power:

Theorem 2. Let q ≥ 3, k ≥ 2 be two integers. Then for all primes p, the average
solution value on an instance I of kCSP−q is ρ(νI , p

�logp q�, k)-approximate.

Proof. Let κ = �logp q, d = pκ, and let π = (π1, . . . , πn) be a vector of surjective
maps from Zd to Zq. We interpret I as the instance fπ(I) of CSP−d where:

1. for each j ∈ [n], there is in fπ(I) a variable zj with domain Zd;
2. for each i ∈ [m], there is in fπ(I) a constraint Pi(πi1(zi1), . . . , πiki

(ziki
)), with

the same associated weight wi as Ci in I.

So as to retrieve solutions of I from solutions of fπ(I), we define gπ(I, .) by
gπ(I, z) = (π1(z1), . . . , πn(zn)), z ∈ Z

n
d . By construction, gπ(I, .) is surjective,

and satisfies for all z ∈ Z
n
d that v(I, gπ(I, z)) = v(fπ(I), z). The extremal solution

values on I and fπ(I) therefore satisfy:

opt(fπ(I)) = opt(I), wor(fπ(I)) = wor(I) (11)
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By contrast, EZ [v(fπ(I), Z)] may differ from EX [v(I,X)], due to the fact
that two distinct vectors x, x′ ∈ Z

n
q may be the image by gπ(I, .) of a distinct

number of vectors of Z
n
d . Hence, rather than a single vector π, we consider a

vector Π = (Π1, . . . , Πn) of random maps that are independently and uniformly
distributed over the set M of surjective maps from Zd to Zq.

Let j ∈ [n], a ∈ Zd, b ∈ Zq, b′ ∈ Zq\{b}. Consider then function σ on M that
maps any π ∈ M to the map σ(π) : Zd → Zq defined by σ(π)(c) = b′ if π(c) = b,
b if π(c) = b′, and π(c) otherwise. σ clearly is a bijection on M. Hence, we have:

|{π ∈ M|π(a) = b}| = |{π ∈ M|σ(π)(a) = b′}| = |{π ∈ M|π(a) = b′}|

Since
∑q−1

b=0 PΠj
[Πj(a) = b] = 1 holds for all j ∈ [n] and all a ∈ Zd, we

first deduce that probabilities PΠj
[Πj(a) = b] all are equal to 1/q. We then

deduce that probabilities PΠ [gΠ(I, z) = x], z ∈ Z
n
d , x ∈ Z

n
q all are equal to∏n

j=1 PΠj
[Πj(zj) = xj ] = 1/qn. Accordingly, given any z ∈ Z

n
d , we have:

EΠ [v(I, gΠ(I, z))] =
∑

x∈Zn
q

v(I, x) × PΠ [gΠ(I, z) = x] = EX [v(I,X)]

We eventually deduce that the expected average solution value on fΠ(I) satisfies:

EΠ [EZ [v(fΠ(I), Z)]] = EZ [EΠ [v(I, gΠ(I, Z))]] = EX [v(I,X)] (12)

By (12), there exists π∗ ∈ Mn such that EZ [v(fπ∗(I), Z)] ≤ EX [v(I,X)]
while by (11), for such a vector π∗, we have ρE(I) ≥ ρE(fπ∗(I)). Since the
supports of the constraints are unchanged by fπ, π ∈ Mn, the result follows
from Theorem 1. ��

3.2 Deriving Bounds from Orthogonal Arrays of the Litterature

Let q ≥ 2, t ≥ 1 and ν ≥ t be three integers. The smallest integer R such
that an OA(R, ν, q, t) exists is referred to as F (ν, q, t) in the literature. The
highest frequency of a word in an array that achieves F (ν, q, t) naturally is at
least 1/F (ν, q, t). Also observe that F (ν, q, k) ≤ F (ν′, q, k) naturally holds for
all integers ν′ > ν. Hence, according to Theorems 1 and 2, given any instance I
of kCSP−q, we may exhibit lower bounds for ρE(I) using inequalities:

ρE(I) ≥ 1/F (ν′, q,min{νI − tI , k}), ν′ ∈ N, ν′ ≥ νI − tI (13)

ρE(I) ≥ 1/F (ν′, p�logp q�, k), ν′, p ∈ N, ν′ ≥ νI , p prime (14)

First, we consider the case of instances with a bounded strong chromatic
number. Given three integers q ≥ 2, k ≥ 1, ν ≥ k, there exists an OA(qk, ν, q, k)
provided that one of the following cases occurs (see e.g. [8]):

1. ν ∈ {k, k + 1};
2. q is a prime power, q > k and ν ∈ {k + 2, . . . , q + 1};
3. k = 3, q is a power of 2, q > 3 and ν = q + 2.
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1. is trivial, considering M � Z
k
q if ν = k, M � {y ∈ Z

k+1
q | y1 + . . . + yk+1 ≡

0 mod q} otherwise. 2. and 3. are due to Bush. We deduce from (13) and (14)
the following lower bounds for ρE in O(max{q, k})-partite instances of kCSP−q:

Corollary 1. Let q ≥ 2, k ≥ 2, ν ≥ k be three integers with ν ∈ O(max{q, k})
and I be a ν-partite instance of kCSP−q. We denote by pκ the smallest prime
power greater than or equal to q. Then on I, ρE(I) is bounded below by:

1. 1/qν−tI > 1/qk if ν < k + tI ;
2. 1/qk if ν ≤ k + tI + 1;
3. 1/qk if q is a prime power, q > k and ν ≤ q + tI + 1;
4. 1/pκk ≥ 1/(2(q − 1))k if q is not a prime power, pκ > k and ν ≤ pκ + 1;
5. 1/q3 if k = 3, q is a power of 2, q > 3 and ν ≤ q + tI + 2;
6. 1/23�log2 q� ≥ 1/(2(q−1))3 if k = 3, q is not a power of 2 and ν ≤ 2�log2 q�+2.

For example, on a k-partite instance I of Lin−q in which equations all are
of the form (xi1 + . . . + xik

≡ αi,0 mod q), we have ρE(I) ≥ 1/q. For greater
integers ν, we refer to families of orthogonal arrays that originate from infinite
families of linear codes. Over the boolean alphabet, we consider dual codes of
BCH codes. Namely, binary BCH codes allow for all integers κ ≥ 3, k ≥ 1 such
that 2κ − 1 ≥ 2k + 1 to construct an OA(R, 2κ − 1, 2, 2k) with R ≤ 2κk (see
e.g. [8,9]). For such pairs (κ, k), we consequently have F (2κ − 1, 2, 2k) ≤ 2κk.
Besides, as reported in [8], F (2κ, 2, 2k + 1) = 2 × F (2κ − 1, 2, 2k). Hence, it also
holds for such pairs (κ, k) that F (2κ, 2, 2k + 1) ≤ 21+κk. Accordingly:

Corollary 2. Let k ≥ 2 be an integer. Then on all instances I of kCSP with
νI − tI ≥ k + 2, ρE(I) is bounded below by:

1. 1/2�log2(νI−tI+1)�	k/2
 ≥ 1/2	k/2
 × 1/(νI − tI)	k/2
 if k is even;
2. 1/21+�log2(νI−tI)�	k/2
 ≥ 1/21+	k/2
 × 1/(νI − tI − 1)	k/2
 if k is odd.

For MaxE2 Lin−2, which is a special case of 2CSP(I1
2 ), we thus obtain for

ρE a lower bound of 1/2�log2 νI�. And this is a tight bound: given n ∈ N
∗, let

In refer to the instance where GIn
is the complete graph K2n, and equations all

are of the form (xj + xh ≡ 0 mod 2). In is trivially satisfiable by the vectors of
allzeros and of allones, and v(In, .) is minimized at balanced vectors. Hence, we
have:

ρE(In) = (
(
2n
2

)
/2 − 2

(
n
2

)
)/(

(
2n
2

) − 2
(
n
2

)
) = 1/(2n) = 1/νIn

, n ∈ N
∗

For greater prime powers q, trace-codes of Reed-Solomon codes give rise for
all integers s, k, λ such that qs ≥ k > qλ ≥ 1 to q1+s(k−1−λ) × qs orthogonal
arrays of strength k on Zq [10]. Accordingly:

Corollary 3. Let q ≥ 3, k ≥ 2 be two integers. We denote by pκ the smallest
prime power such that pκ ≥ q, by λ the greatest integer such that k > pκλ. If q
is a prime power, then for all instances I of kCSP−q with νI − tI ≥ k, we have:

ρE(I) ≥ 1/q1+�logq(νI−tI)�(k−1−λ) ≥ 1/qk−λ × 1/(νI − tI − 1)k−1−λ

Otherwise, for all instances I of kCSP−q with νI ≥ k, we have:

ρE(I) ≥ 1/pκ(1+�logpκ νI�(k−1−λ)) ≥ 1/(2(q − 1))k−λ × 1/(νI − 1)k−1−λ
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4 Concluding Remarks

In order to evaluate the quality of the average solution value, one shall compare
the lower bounds we obtain for ρE to both gain and differential approximability
bounds of the literature. The differential approximation measure (see [11] for an
introduction) evaluates the performance of a given solution x by the ratio

ρD(I, x) =
v(I, x) − wor(I)
opt(I) − wor(I)

(15)

Thus ρE(I) precisely is the average differential ratio on I. ρ-differential approx-
imable problems are defined just as the same as for the gain approximation
measure. Notice that by definition of ρG(I, x), ρE(I) and ρD(I, x), we have:

ρD(I, x) = ρE(I) + (1 − ρE(I)) × ρG(I, x) (16)

Hence, if a given CSP Π is ρ-gain approximable, and the average solution value
is δ-approximate for Π, then Π is [ρ + δ(1 − ρ)]-differential approximable.

We summarize in Table 3 the bounds we are aware of. In this table, we take
into account the fact that gain approximability lower bounds that hold for Lin−2
somehow extend to kCSP−q for all integers q ≥ 2, k ≥ 3:

Proposition 1. For all integers q ≥ 2, k ≥ 2, if (k�log2 q)Lin−2 is approx-
imable within gain factor ρ, then kCSP−q is approximable within differential
factor ρ and, provided that q is a power of 2, within gain factor ρ.

Table 3. Differential (ρD) and gain (ρG) approximability bounds for kCSP−q that
are achievable by either deterministic (det.) or randomized (exp.) algorithms, and their
comparison to ρE : pκ refers to the smallest prime power ≥ q; inapproximability bounds
are given for all constant ε > 0, and assume P �= NP.

Approximability bounds in k-partite instances of EkCSP−q
k q tI ρG det. ρD det. ρE

0.561 [13] 0.78 [13] = 1/2
≥ 3 ≥
= 2 = 2 = 1

2 = k − 1 ¬ ε [7] ¬ 1/q + ε [7] ≥ 1/q

≥ 3 ≥ 2, ≤ k = 2 ¬ ε [7] ¬ O(k/qk−1) + ε [7] ≥ 1/qk−2

≥ 3 ≥ k = 2 ¬ ε [7] ¬ O(k/qk−2) + ε [7] ≥ 1/qk−2

Gain approximability bounds for EkCSP−q
k q tI ρG det. ρG exp. ρE

= 2 = 2 ≥ 0 Ω(1/ lnn) [14] Ω(1/νI)
= 3 = 2 = 2 Ω(1/m) [3] Ω(

√
lnn/n) [15] = 1/2

≥ 4 = 2 ≥ 0 Ω(1/m) [3] Ω(1/
√

m) [3] Ω(1/ν
�k/2�
I )

≥ 2 = 2κ, ≥ 4 ≥ 0 Ω(1/m) Ω(1/
√

m) Ω(1/ν
k−1−�log2κ (k−1)�
I )

Other differential approximability bounds for kCSP−q
k, q ρD det. ρD exp. ρE

k = 2 or (k, q) = (3, 2) Ω(1) [16, 17] Ω(1/νI)
k ≥ 3 and q ≥ 3 Ω(1/m) Ω(1/

√
m) Ω(1/ν

k−1−�logpκ (k−1)�
I )
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Proof (sketch). Let I be an instance of kCSP−q. First map I to an instance J
of (κk)CSP−2 where κ = �log2 q using a binary encoding of the variables. Then
map J to an instance H of (κk)Lin−2 using the discrete Fourier transform.
When q = 2κ, the average solution values on I and J (and thus, on H) are
identical. ��

For such symptomatic CSPs as the restriction of CSP(Ik−1
q ) to k-partite

instances for all k ≥ 3, and CSP(Oq), EX [v(I,X)] trivially brings the same
differential approximation guarantee of 1/q, which essentially is optimal, as in
the standard approximation framework. By contrast, for 2CSP−2, EX [v(I,X)]
is of rather low quality, considering that Ω(1/n) is a tight lower bound for ρE(I),
while 2CSP−2 is approximable within gain and differential factor respectively
Ω(1/ ln n) and Ω(1). For greater integers k, in dense instances of kCSP−2, the
factor of Ω(1/n	k/2
) EX [v(I,X)] gains over wor(I) is significantly greater than
the best gain approximation guarantee of Ω(1/m) known so far, and comparable
to the best expected gain factor of Ω(1/

√
m) known so far.

Starting with an R×ν-array M on Zq, we can define a probability distribution
on Z

ν
q by associating with each vector u ∈ Z

ν
q its frequency in M . Then, M is

orthogonal of strength t iff this distribution is balanced t-wise independent. A
function P : Zν

q → R with minimal value P∗ similarly belongs to It
q iff 1/qν ×

(P −P∗)/(rP −P∗) defines a balanced t-wise independent distribution on Z
ν
q . This

classic notion is strongly involved in the exhibition of approximation resistant
predicates (notably see [7,12]). The analysis we proposed therefore reinforces
the connection between balanced t-wise independence and approximability of
kCSP−q by allowing the establishment of positive results. Observe that the
arrays we used contain no duplicated rows. Therefore, lower bounds for ρE in ν-
partite instances could be improved by exhibiting orthogonal arrays (or balanced
k-wise independent measures) that maximize their highest frequency, especially
in case when ν ∈ Θ(max{q, k}). Table 4 provides a few illustrations of this fact.

The average differential ratio has potential to provide new insights into
CSPs. First, the method we used to obtain lower bounds for ρE not only shows
that EX [v(I,X)] achieves some differential ratio ρ, but also indicates that ρ-
differential approximate solutions are spread all over the solution set. It thus
provides additional information on the repartition of solution values. Although
we took into account parameters νI and tI so as to refine our analysis, apart
from the arity of their constraints, we did not restrict the instances we consid-
ered. Hence, a next step should be the identification of hypergraphs and function
properties that allow to build partition-based solution multisets of low cardinal-
ity that satisfy (8). More generally, it would be worthwhile to characterize such
functions families F as the set of submodular functions for which MaxCSP(F)
or MinCSP(F) admits a constant lower bound for ρE . Finally, the properties of
ρE viewed as a complexity measure, including its connections to other measures,
should be investigated. Notably, because for E3 Lin−2, ρE ∈ O(1), the authors
of [5] could derive from the hardness result of [4] as regards E3 Lin−2 a constant
inapproximability bound of 0 for the diameter of 3 Sat instances.
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Table 4. Comparison of arrays that maximize their highest frequency among those
that achieve F (ν, q, k) (on the right) to arrays that minimize their number of rows
among those that achieve ρ(ν, q, k) (on the left). In both cases, we indicate the ratio
R∗/R of the highest number of occurrences of a word to the number of rows in the
array. (These arrays were calculated by computer using linear programs.)

ν ν
q k 4 5 6 7 8 9 4 5 6 7 8 9

2
2 2/12 2/12 1/8 1/8 2/20 2/20 1/8 1/8 1/8 1/8 1/12 1/12
4 1/16 1/16 3/80 4/144 6/240 1/16 1/16 1/32 1/64 1/64
6 − 1/32 1/64 1/64 4/448 6/960 − 1/32 1/64 1/64 1/128 1/256

3 2 1/9 2/27 3/45 3/45 1/9 1/18 1/18 1/18
4 2 1/16 1/16 7/160 1/16 1/16 1/32
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